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ABSTRACT

‘A model termed the Focusing Hypothesis is presented. It is propo-
sed that language processing is shared by an analytic and a holistic
system, according to a task specific balance of demand and efficiency.
The analytic system could function alone, but it is more economical, in
normal communication, for holistic processing to operate up to clausal
level and analysis to deal with the evaluation of propositions. The
severe limitations on the abilities of the holistic system originate
from its use of formulae to recognise familiar words in familiar struc-
tures. Where problems arise, the analytic system 'trouble-shoots', by
focusing attention onto the language, at the expense of propositional
focus. The relative involvement of the two systems is variable, accor-
ding to the strategy selected from a task specific strategy option
range; the strategy option range and preferences within it are built up
as a response to the environmental requirements placed on the individu-
al. Apparent evidence for left hemisphere lateralised language is re-
examined in the light of this hypothesis, which proposes that the test
environment of most psycholinguistic and clinical assessments induces a
language~focusing strategy and thus deactivates the right hemisphere

(holistic) mechanisms. It is predicted that careful modifications to
the methods of test administration could reveal right hemisphere acti-
vity by permitting it to occur. Support for the hypothesis is drawn
from the literature relating to neurophysiological (dynamic) studies
and from the reported symptoms of left and right hemisphere damaged pa-
tients. Accounts of polyglot (bilingual) acquisition and storage and
of differential language 1loss in polyglot aphasia are also examined.
Output processing is examined with reference to one specific hypothesis
(Pawley & Syder 1983) which closely aligns with the one for input pre-
sented by the Focusing Hypothesis. Two experiments attempt to examine
contrasts in strategy as a function of age (Experiment I) and stimulus
type® (Experiment II). Neither displays strong patterns of the kind
predicted to be associated with contrasts in hemispheric superiority
according to strategy choice, and it is suggested that, despite the at-
tempt, the experimental designs failed to enable consistent access to
the proposition-focused strategies held to be operational in normal
communication, that is, those involving holistic processing.
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NOTES ON_TERMINOLOGY

1. ANALYTIC AND HOLISTIC

Analytic processing is contrasted here with holistic processing. Holi-
stic 1is used in preference to synthetic even though the terms are lar-
gely interchangeable in the literature. This distinction is made be-
cause, according to its etymology, synthesis means 'the construction of

a whole out of parts', which is at odds with the holistic approach to
processing described here.

2. LEFT _AND RIGHT HEMISPHERE

References to the 1left and right hemispheres are made in lieu of
the terms dominant and nondominant, which are considered inappropriate
in the context of the hypothesis presented here. Dominant is widely
used by others to refer to the left hemisphere, with the dominance re-
lating to 1language (as opposed to any other) functions, but the terms
are problematic in any case (Buffery 1974:229). Not all individuals
are left hemisphere dominant for language, but it is generally consi-
dered that some 96-98% of right handers and 70% of left handers are
(O'Leary 1982:55) and, in keeping with current practice, it is this
majority which is referred to in the discussion. There is an advantage
in the use of the terms left and right in this way, as it avoids the
assumption that the remaining 2% of right handers and 30% of left hand-
ers simply have reversed dominance. Some evidence indicates a bilater-
ality in some of these individuals (O'Leary 1982:55). The question of
how such apparent bilaterality could be accommodated in terms of the
Focusing Hypothesis is not addressed.

3. BILINGUAL AND POLYGLOT

With the exception of chapter 4:3-4, where the term bilingual is
used in the context of discussing the theories of others, a single term
is used to refer to the "condition of all those who are not unilingual"
(L'Hermitte et al 1966, referring to a definition by Haugen), but that
term 1is polyglot and not, as Haugen specified, bilingual. L'Hermitte
et al's (1966) exploration of the usage of these terms points up some
(mis)applications such as bilingual for multilingual, and also notes
that polyglot is primarily used in the medical literature (p.727).
They consider that all references to bilingualism should be accompanied
by details of age, circumstances and mode of acquisition, usage and af-
fective value for each language (p.728), which is a practical conces-
sion to the looseness with which the terminology is generally employed.
Nevertheless, confusion inevitably pervades the continuing equation of
bilingual and polyglot, encompassing indiscriminately individuals with
a range of skills and linguistic experiences, from no more than a lit-
tle formally acquired knowledge (e.g. Carroll 1980, Chernigovskaya et
al 1983, Galloway 1981), to simultaneous childhood acquisition (e.g.
Pichon, cited in L'Hermitte et al 1966). Kotik (1984:236) and Obler
(1984:200) are careful to avoid the too liberal usage of brilingual.
For attempts to quantify bilingualism see Cooper & Greenfield (1968),

ix



Doyle et al (1978) and Lipsky (1978). Ascertaining the standard of an
L2 is, of course, most problematic in clinical studies, as even the
patient himself may have little idea whether a language has recovered
to the pre-aphasic level of competence:

Some non-native speakers without cerebral trauma might speak like
Broca's aphasics. (Galloway 1981:36).

The term polyglot has been less abused and is preferred for that
reason. It is deliberately used to refer to all non-monolinguals be-
cause the Focusing Hypothesis draws its own, separate, distinctions be-
tween types, by invoking the effect of different preferred acquisition-

al and processing strategies. The terminology within quotations has,
of course, not been altered.

4. MASCULINE PRONOUN AS THE UNMARKED FORM

In referring to individuals of unspecified gender it is now common
practice to systematically interchange he and she, to use forms like
(s)he or he/she or to extend the use of the plural pronoun to the sin-
gular (though, in this case, the reflexive forms leave the writer lit-
tle scope to defend themself). In the hope that the important state-
ments about equality have now been firmly made by others, and in keep-
ing with the general contention of this thesis, that it is detrimental
to the evaluation of the propositions to draw the reader's attention to
the language in which they are expressed (which these bisexual forms
probably do), the (hopefully relatively) innocuous masculine pronoun is
used throughout where an unmarked form is required. This 1s not inten-
ded to imply that males are superior, nor that they are sexless.



INTRODUCTION
" The question of hemispheric lateralisation for language has now
been under examination for more than 150 years. Models of function
have been closely related to observations made in the aphasia clinic
and, more recently, in the psycholinguistic laboratory and the neuro-

surgical unit. The results are both sophisticated and detailed and

they adhere in general to the Occam's Razor Principle by relating what

can be observed to anatomical structures in the most straightforward

way.

It is the contention of this thesis that certain observations which
do not easily fit the commonly-accepted models, and which have been as-
signed secondary importance by invoking random or systematic external
influences on a system, actually form a pattern. This pattern acts as

a pointer to a new account,

Previous models have- envisaged linguistic processing as a single
analytic system, with a peripheral holistic involvement in what is
termed automatic speech and in certain paralinguistic levels of commun-
ication. The account presented here proposes that there is a dual sy-
stem of processing, operating across the gamut of language functions.
That is, there is the option for either the holistic or analytic hand-
ling of most levels of language processing. Where accounts so far have
tentatively mentioned strategy as a confounding factor in a simple ac-
count, here strategy is considered to be of primary importance, and the
preference for oﬁe strategy over another is seen as one determining

factor in an individual's range of potential performances in the psy-

cholinguistic 1laboratory, the speech pathology clinic and the class-

room.



The model itself relates to input processing only, though some re-
ferences will be made to output too, particularly with regard to the
aphasic literature. A more formal examination of input and output is
made in chapter 5:6. This is done with reference to work by Pawley &
Syder (1983), whose stronger hypothesis, pertaining to output only,
both complements the Focusing Hypothesis and is, to a considerable

extent, rationalised by it.



CHAPTER ONE

THE FOCUSING HYPOTHESIS

1:1 DEFINING TERMS

1:1.1 THE DUAL SYSTEM

The account which follows will be referred to as the Focusing Hypo-

thesis. This is because, within it, the selection of language process-

V6

ing strategiesﬂ

seen to be determined by the FOCUS of the individual's
attention.

The dual system to which the account will refer is one which is
well recognised in the field of psychology. This is the opposition of
analytic and holistic processing (see, for instance, O'Leary 1982:64;
Bogen 1969 and Bogen & Bogen 1969, cited in Van Lancker 1987:65). Some
types of information which the brain routinely deals with appear to re-
quire a specifically analytic approach (e.g. calculation, temporal or-
der processing (Van Lancker 1987:64)). We may define analytic in terms
of the breaking down of large units into smaller ones and/or the build-

ing up of large units from smaller onesl. This leads to an understand-

ing and/or identification of a large unit in terms of the relationships
between its constituent units.

An analogy of analytic processing might be the construction of a
mechanical device. The pieces of the machinery must fit together in a
specific way in order for the machine to work. And it can be dismantl-
ed, too, by removing the pieces in reverse order. The whole machine 1is

complex, but it can be 'understood' in terms of the presence and func-

1. This is termed in some contexts 'synthesis'. This term, however, is
avoided here as it is also widely applied to the holistic approach to
processing by the right hemisphere (see Notes on Terminology).



tion of its components.

L]

For various reasons which will be described and in some cases chal-
lenged later, it has been widely assumed that language is and must be
analytically processed. Language has been described in terms of com-
plex wholes which consist of combinations of simple constituents. The

approach to language both of traditional grammars and, more recently,
of syntactic theory, has been to divide sentences up into smaller units
and/or to build them up from smaller units. Recent psycholinguistic
accounts recognise some language-related processing which is not analy-
tic. This concerns prosodic aspects of language including intonation
and emotional colour (Van Lancker 1987:53-4). Making the customary as-
sociations between analytic processing and the left hemisphere and bet-
ween holistic processing and the right (see section 1:10), Van Lancker
(1987) thus states that, roughly speaking:

the unit-and-rule kinds of phenomena described by generative gram-
mars are lateralised to the left hemisphere whereas complex pat-
terns, not reducible to component parts, are specialised to the
right hemisphere. (p.50)

The left hemisphere knows what is being said while the right hemi-
sphere knows how it is being said (with what kind of affect, mood,
or attitude) and who 1is saying it (what sex, age, and in some

cases, which person). (p.S54)

In addition, some now consider certain units of language, especial-
ly empty phrases and idioms, to be non-analytically processed. Indeed,
as Van Lancker observes, "the idiom...must not be analysed in those
[i.e. analytic] terms" (p.67), because this will lead to an inappropri-
ate, literal interpretation.

The account presented in the Focusing Hypothesis will not attempt
to deny that language is ordered according to a constituent structure.

Neither will it deny that language can be and often is processed accor-



ding to analytic strategies. But it will be argued that the analytic

]

processing of language does not usually occur.
Holistic processing involves a very different approach to informa-
tion. Because there is no analysis, it is inevitably difficult to de-

scribe its operation in analytic terms:

The only 'explanation' of how you recognize something as a Gestalt
1s that you recognize it as a Gestalt. (Marshall 1981:72)

One type of information which appears to be processed holistically is
visuo-spatial input (e.g. Harris 1978). The appreciation of a three-
dimensional form, of a route or a location is not achieved by a dissec-
tion of the input information into constituent units. Similarly, the

recognition of a face (e.g. Levy 1974:155-6) does not appear to proceed

via the separate recognition of the individual featuresz.

Although the existence of parallel analytic and holistic systems is
not generally disputed, no in depth consideration appears to have been
given to the possibility of their both being involved in linguistic
processing. O'Leary (1982) summarises the general viewpoint extant in

the psychological literature as follows:

It seems reasonable to conceptualize the human brain as a dual
channel information-processing device. One channel (the left
hemisphere) processes information in a sequential and linear man-
ner, while the other channel (the right hemisphere) processes in-
formation in a wholistic and parallel fashion. The interaction
between the two channels has not yet been studied in detail. It
is not known, for example, whether both channels simultaneously
process all incoming information, or whether some executive mech-
anism selectively activates the two channels. (p.65)
2. In section 1:10 a connection is made between holistic processing and
the right hemisphere. One of the shortcomings of such a simplistic
association is that it tends to imply that one hemisphere is responsi-
ble for a particular kind of processing. The recognition of faces is
not achieved by the right hemisphere alone, it seems, but by the com-
bined action of the two hemispheres, specifically the underside of the
temporal and occipital lobes of both (Geschwind 1979:164). See also
Concluding Remarks.



1:1.2 FocUS AND INFORMATION PROCESSING
Focus can, with one exception (described in section 1:9), be taken

as an abbreviation for focus of attention. This is in keeping with

others' definitions, such as Brown (1983):

to cognise an object in an analytic mode requires a discrete or
selective type of attention. The perception is built up around
object features. Conversely, holistic or global perception accom-
panies a more diffuse attention which is distributed over the ob-
Ject field... The attentional state of the left hemisphere can be
characterized as focused, and that of the right as diffuse....

(p.48)

Thus references to focus directly relate to what the analytic mechan-
isms are occupied with. The conscious individual is probably always
focusing on something or other. Thus his analytic mechanisms are al-
ways operating. If one opts to view analysis in this way, i.e. as an

exclusive operation, then it becomes clear that the way the world is

%
viewed will be highly dependent on what attracts focus; other aspects

of the input than the focal one must either be processed in some non-
focal, non-gnalytic way, or ignored.
One axiom of the Focusing Hypothesis is that focus on language in-

hibits focus on anything else. Yet, quite apart from the numerous ot-

her things that are competing for our attention at any given moment,
language itself consists of many 'layers' of information, from the ba-
sic acoustic or visual signals right up to the complex ideas which it
is employed to express. It is proposed that there is a considerable
limitation on the capacity for more than one of these levels to be fo-

cal at any one time.

In what will be termed propositional focus, a process of evaluation

¢

compares one idea with another in the same discourse sequence (e.g. to

see if an argument follows logically) or with ideas from elsewhere



(e.g. our knowledge of the real or some other relevant world). As

‘l

ideas require such evaluation in order to make any contextual sense,
they can only be handled analytically. If some other level of the in-
put is focused upon (e.g. the linguistic form) or if focus is upon some
other unrelated input (e.g. a co-occurring event), then the analysis
(and therefore appreciation) of the ideas cannot occur. In the terms

of the Focusing Hypothesis, ideas cannot be assessed in relation to
each other by means of the holistic mechanisms. Therefore, those to

which attention is not paid‘(i.e. upon which there is no focus) will

not be evaluated at all.

In the process of dealing with ideas conveyed in language, our at-
tention 1is focused updn the nature and interrelationship of the ideas,
not the form and sequence of the language itself. Thus, an assessment
of the validity of ideas is most effective when the form of the langu-

age used to convey them is not permitted to intrude into our conscious-
ness, because any such intrusion will cause a temporary hiatus in the
evaluation of the ideas.

What, then, is happening to the language when the ideas it conveys
are focal? It is somehow being decoded into large semantic units
( ideas or propositions) without drawing any attention to itself. It
would be fallacious to claim that it follows from this observation that
the language processing is not analytic but holistic. Any number of
other accounts could be submitted. These might invoke a semi- or un-
conscious analytic mechanism3 or a system of parallel analyses in terms

of which focus was a misleading term,

3. Unconscious analysis does, in fact, feature in the Focusing Hypothesis
(see section 1:9).



However, it is not the purpose of this discussion to explore and e-

valuate these possibilities. Rather, this one specific line of reason-

ing has been selected for exploration.

1:1. FORMULAE

Formulae, according to which the holistic system is considered to
operate, are not to be equated with clauses. They are templates for
clauses, which specify the syntactic and semantic relationships between
constituents. How many of them there are available to an individual
will depend upon the productivity of the analytic mechanisms in con-
structing them (see the discussion of acquisition in section 1:8). The
selection of a formula is effected by the use of a scanning procedure
(see section 1:2) which recognises but does not decode constituents.
Specifically, it assigns a formula to the clause, usjing word order and
lexical clues, particularly so-called function words like grammatical
particles, some morphological patterns and, probably: the verb. It is
not new to suggest that verbs might be marked in the lexicon for de-

tails such as transitivity etc. Thus, a formula might look something

like (1), recognising many essentially 'novel' (i.e. spontaneous)

strings including (2)=-(%):

1) NP - speak-TENSE - to-NP - about-NP

2) 1've spoken to Henry about the new carpet.

3) Have you spoken to the gasboard about the leak?

4) She's going to speak to the committee about Dr.Peterson's conduct.

5) The Prime Minister will speak to the nation about the state of the
economy .

Clearly, much more needs to be said about the mechanisms of formula se-

lection and decoding (see, for instance, section 1:6.1 below). At pre-

sent, however, the precise nature of the formulae is of secondary im-

portance. Formulae of this kind also figure in Pawley & Syder's (1983)



account of processing, described in chapter 5:6.

‘The value of clausal size formulae is that they permit the use of
semantic information from later in the clause to contribute to the in-
terpretation of earlier constituents. This means that (in holistic
processing) ambiguity will not surface if any information in the clause
specifies the interpretation intended (see the discussion in 5:2.4),

Not all formulae will be clause-sized. The scanning procedure (see
section 1:2) which enables the recognition of constituents is also en-

visaged as using formulae and these too could be decoded. But that

would mark the end of the holistic processing because the output of
that decoding could not be dealt with further except by the analytic
mechanisms. To recognise rather than decode constituents, therefore,
enables the bypassing of costly analytic decoding in early stages. If
a recipe states 'add the flour, eggs and sugar' this is taken to mean

that all three may be added at once and then stirred in. It is less
time consuming to do this than to add each ingredient separq}ely and
stir it in before adding the next. But if the recipe stipulates that
they must be added and stirred in separately, then this must be done,
despite the extra effort. In the same way, the Focusing Hypothesis
proposes that it 1is 1less expensive in processing effort to gather a
number of constituents and decode them all at once than to decode each
separately and incorporate it into the accumulating clause before the
next one is decoded. This is because that 'incorporation' is achieved
by means of evaluating each constituent's value in relétion to that of
others, which requires juxtaposition (see below). Juxtaposition is an
analytic process, and analysis is more costly than holistic processing.

The larger the constituent which is finally evaluated, the better, as-



suming that the ultimate aim of the processing is to evaluate, in one
way or another, those largest constituents (i.e. propositions). If, on
the other hand, the very focus of interest is the relationship between
some phonological or syntactic constituent and the others around it,

then the processing must proceed via a lower-level analysis, even if it

is costly.

1:1.4 ANALYTIC AND HOLISTIC PROCESSING

The difference between the systems lies in the use or else over-
sight, for processing purposes, of information about the autonomous se-
mantic and syntactic function of constituents when they themselves form
only a part of the unit being decoded. Returning to the analogy of a
mechanical device, a skilled mechanic could identify the function and
value of every piece and justify its inclusion within the whole. An
unskilled worker on an assembly line could also construct the device
but he would not have the understanding of why the pieces were there
and how they functionally interrelated. Instead, he would construct it

in accordance with a formula, that is, a set of instructions which was

the same every time. In both cases a working machine would result. A

factory might employ both skilled and unskilled workers but it would be
a waste of the skilled one's talents if he were employed only to con-

struct machines which conformed to the formula, as an unskilled worker
could do this. However, the skilled worker would be invaluable for
'trouble-shooting' when, for instance, a component was the wrong shape
or missing, or when a new or less familiar design of machine was being
cdnstrﬁcted. He could locate malfunctions and irregularities in a way

which the unskilled worker could not. The latter could only identify
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that the formula was not being adhered to and relinquish his responsi-

blities to the skilled worker. If the irregularity related to a stage
which was late on in the construction of the machine, it would be most
economical of resources for the unskilled worker to construct the ma-
chine to that point and then pass it over to the skilled worker so that
the latter was not involved until the specifically problematic stage.

The more efficient and plentiful the formulae used by the unskilled
worker, the 1less often the skilled one would be called upon to inter-

vene. This would leave him free to deal with other tasks which only he

could do.

In holistic 1linguistic processing as defined in this chapter, se-
mantic decoding occurs at the level required by the analytic mechan-
isms, as determined by the focus of attention. In normal communication
the focus is upon the propositions (see 1:4). Therefore the holistic

mechanisms decode up to such a level that propositions are the unit
which 1is transferred; this level is the clause. For discussion of why

the clause 1is associated with the single proposition, see chapter

2:2.3.

1:2 THE DYNAMIC RELATIONSHIP OF THE TWQO SYSTEMS
Both types of processing observe constituent boundaries. That is,

both recognise phonemes, morphemes, words, phrases and clauses. But
they do so in different ways and they also use in different ways the
information they compile about an utterance. The holistic mechanisms
use formulae to recognise constituents but it is only recognition, not
identification. It is not a process of assigning syntactic or semantic

status to them, but of assuring that such an assignment, when it does

11



occur, will be trouble-free. They locate the area of the lexicon in

y

which searches will occur and they delimit the selectional range of
structures. Again, an analogy is helpful.

In a hardware store the customer tells the assistant what he re-
quires to complete a D.I.Y. job. The assistant makes a list of the i-
tems, checking each, as it is named, against his stocklist. When he is
sure that all the items are in stock, he takes the whole list into the
stockroom and fetches them all together. If an item is not on the

stocklist, he knows he will not be able to find it in the stockroom.

In this case he stops the proceedings and tells the customer that the
item is not available. This is important because without that item the
whole job which the customer is preparing to do is jeopardised. The
checking off of the items against the stocklist is the parallel to re-

cognition,; recognition 1is not the same as retrieval, but it assures

that the retrieval procedure will be problem-free.

So it is that the holistic mechanisms scan the input to assure that
all the items and structures are recognisable. That such a scanning
occurs independently of comprehension has been suggested by Garnham
(1985) and is discussed in chapter 5:1.6. Some sort of scanning device
is required in any case in any processing system which recognises con-
stituent boundaries, because to be sure that a clausal (or any other)
boundary has been reached some examination of at least the immediately
succeeding information must have been carried out.

Of considerable assistance in the scanning of input in this way
would be intonation cues, which would help to identify constituent
boundaries and the relationships of words along an independent parame-

ter to the as yet unavailable semantic one. This means that the inton-
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ational information would be used before the semantic, 'and would there-
foré have more power in the delimitation of the range of possible in-
terpretations. Semantic decoding, when it finally occurred, would be
effected against a backdrop of the intonational pattern. This predicts
that where intonational and lexical information contradicted each ot-

her, precedence would be given, in the interpretation of the utterance,

to the former. This appears to be what happens in normal communica-

tion.

The decoding itself would be postponed until the size of constitu-
ent was reached which formed the basic unit of focus. Thus, if focus
were on the propositional level (as in most communication), the holist-
ic mechanisms would gather the constituents, recognised but not decod-
ed, up to the level of the clause, and then apply the relevant clausal
formula to enable the semantic decoding of the whole clause to occur.
If the focus was on the meaning of the individual words, on the other
hand, then the wogds would be decoded separately- and passed to the ana-
lytic mechanisms for evaluation. If the focus were on the phonological
or phonetic form, then the words or sounds as required would be sent
over as single units without any semantic decoding at all. This dynam-
ic relationship is represented in Figure 1:1I As described above, the
most economical use of the analytic mechanisms is in the juxtaposition
of propositions as expressed by single clauses. This is effected by
the passing of each proposition to the analytic mechanisms after it has
been holistically extracted in a process of clausal level semantic
decoding. This use of the mechanisms is depicted in Figure 1:1I by the

unbroken 1line. It is this route which could be referred to as the

optimal processing route, because it accesses the highest possible
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level of information for juxtaposition, the proposition, at the least
cosé to the analytic (attentional, focusing) mechanisms.

However, it has been stated that the analytic mechanisms can become
involved at 1lower levels too. Possible alternative processing routes
incorporating this lower level focus are depicted in Figure 1:I by the

broken lines. Essentially, the analytic mechanisms 'decide' what is to

be focal (e.g. the proposition, the syntactic structure, the phonology.

];NPUT
ANALYTIC X HOLISTIC
.
P -~
”
> .
analyser and _ ¢ _phoneme_ _
juxtaposer — e - wWord_ _ _ _ _ input accumulator

'............_...' |__..._.|_¢__3£C_:::::_—__*—_—

I_____l |_ﬂ___| . proposition clausal processor

FIGURE 1:I

of the lexical item, etc.) and the holistic mechanisms feed in that le-
vel of ready-processed information. Thus, when there is attention to
the semantic content of a lexical item, semantic decoding of that item
will have already occurred holistically; for phonological attention,
the information will be passed on in phonological form, but already
cleared of irrelevant phonetic detail. In this way, the analytic me-
chanisms are never concerned with detail below the level of the focal
interest and, crucially, that information is not available to them
without some backtracking and reéonstruction.

As the holistic mechanisms dperate by recognising formulae, they

can equally well recognise when a structure is not familiar, or not



manageable. This triggers the intervention of the analytic mechanisms,
either for 'metalinguistic attention, or to juxtapose any items or se-
quences (in phonological or semantic form as required) up to the size

of a clause. This process 1is described in more detail in section

1:6.2.

The conversion of a sequence of phonemes into a word entails the
sacrifice of the individual phonetic detail; the word adopts a standard
phonological identity. This predicts that the phonetic detail of, say,

the régional accent with which words may be spoken is discarded once
the word has been identified. Any analysis of that accent must, there-
fore, occur at phonemic level and not lexical level. Similarly, in the
process of conversion to Idea ( proposition), the phonological informa-
tion relating to individual words is lost. This predicts that once se-
mantic decoding has occurred, the potential to recreate verbatim the
exact 1lexical sequence will depend upon how uniquely the idea can be
expressed: synonyms and semantically inconsequential constituent reor-
derings may routinely occur. Sachs' (1974) work, which indicated that
information about the form of input is lost after semantic decoding,

may support this.

1:3 'JUXTAPOSITION'

To recap, the Focusing Hypothesis proposes that there are two sys-
tems for linguistic processing, the analytic and the holistic. How

they share between them the decoding of a given sequence of input de-

pends on what attracts the focus. Focus is an analytic process, and

holistic processing can operate only on levels below the focal level.

It is proposed that the evaluation of whatever is focal in relation
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to other items of the same kind (e.g. proposition with propositions,
word with words, sound with sounds) occurs by means of the juxtaposi-
tion of those 1items. Juxtaposition is not possible for the holistic

mechanisms as they can deal with only one unit (albeit a complex one)

at a time.

The units juxtaposed may be of any type, from sounds, through pho-
nemes to phonological or semantic representations of words, phrases or
clauses. The Focusing Hypothesis submits that it is the juxtaposition
of semantic representations of clauses, containing a single proposition
(idea) that usually occurs in communicational interaction. However, in
rhyming poetry the focus might be upon the phonological form of the
words, with a juxtaposition of words to appreciate rhymes and of larger
units to appreciate scansion. Similarly, the juxtaposition of semantic
units smaller than the whole proposition might occur in attempts to de-

cide on the appropriateness of a word or phrase and to detect parody.
Where phonetic or phonological information 1is required,
juxtaposition of  the specific units involved must take place, because
this information is lost at the time of conversion. Semantic informa-
tion, however, may be collected either at word level or at any subse-
quent stage. If the specific requirement is the semantic comparison of
two words, then word-level juxtaposition must occur. However, if the
ultimate aim is an accumulation of semantic information to extract pro-
positions, then it would be inefficient to juxtapose single words, and
the most efficient use of the resources would be for juxtaposition at
the - idea stage. To state it another way, it is considered a poor use
of the analytic mechanisms to decode individual words semantically and

then -fit  them together, as is suggested in some accounts of on-line



processing (e.g. Tyler & Marslen-Wilson 1977). In the case of a word
not‘ being routinely semantically decodable in its clausal context, a
backtracking procedure could be adopted, whereby lexical-level analysis
would take place after all. The juxtaposition of ideas may perhaps on-
ly occur successfully when that word has been clarified and then placed

in the clausal context. Backtracking in at least the case of phonolo-

gical (as opposed to written) input must involve, for reconstruction
purposes, access to a phonological trace. The Focusing Hypothesis

holds that an abstract phonological representation is normally carried

to clausal level before semantic decoding takes place.

If, in circumstances of holistic processing, language is dealt with
phonologically until whole clauses are semantically decoded, then it
follows that there has been no point at which a discrete lexical seman-
tic representation existed. Rather, a word will be inextricably bound

to 1its clausal semantic context. This predicts that all ambiguities
which are clarified within the clause will go unnoticed. However, they
may, in other circumstances, be identified by either of two means:
firstly, after semantic decoding, via a phonological reconstruction
using echos or visual traces from short term memory; secondly, when se-
mantic decoding occurs, by juxtaposing semantic information at lexical
rather than clausal level. In the latter case this will be at the ex-
pense of the juxtaposition of ideas. Thus lexical ambiguities would be
easily identified if they are being looked for, but would be overlooked
(if the clausal context disambiguated them) where attention was focused
qn the ideas conveyed in the ianguage. Ambiguity is discussed in depth
in chapger 5:2.4.

The nature of juxtaposition is then, essentially simple. It invol-
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ves the evaluation of relationships between items, whether they be syn-
tacéic constituents or semantic units. When the focus is on language
itself (see section 1:4 below) juxtaposition will be the means of eval-
uating syntactic structure in much the same way as any other processing
account proposes. But when focus in on propositions, then language is
not decoded by means of juxtaposition but via the application of formu-

lae (templates) which specify the relationships between the constitu-
ents in a non-dynamic, rigid way, determined by precedent. That is, a

clause is attributed syntactic and semantic interrelationships for its

constituents according to the formula it is mapped onto.

1:4 PROPOSITION-FOCUSED LANGUAGE (PFL) AND LANGUAGE-FOCUSED LANGUAGE
(LFL)

Proposition-focused refers to language which is produced and/or in-

terpreted for its communicational intent, which normally means for the
ideas which it carries. In PFL, the language itself is a tool, a means
to an end, and is only of interest insofar as it conveys ideas. 1t is
the ideas which are the focus of attention. Via juxtaposition, these
ideas are analysed at a level which establishes their relationship to
other ideas and to the individual's knowledge of the real or some other
relevant world.

Language-focused refers to 'non-communicational' applications of
language. This includes listenihg to speech sounds for their own sake
(e.g. accent identification), some types of reading aloud (see Conclud-
ing Remarks), of dictation writing, text-copying, repetition and reci-
tal, and some instances of the detailed monitoring of one's own output
(e.g. in L2 production).

One type of LFL is metalinguistic attention, such as Strawson



(1963) employs in order to illustrate the limits of the notion of in-

consistency:

Suppose I write on the blackboard the following two pairs of
sentences:

i) 'I am under six foot tall' and 'I am over six foot tall'’
ii) 'The conductor is a bachelor' and 'The conductor is married'.
In writing the sentences on the board I have, of course, not con-
tradicted myself, for I may have written them there with a purely
illustrative intention, in giving an English lesson. (p.3)

As Strawson illustrates, metalinguistic reference renders the message
contained within the object of that reference irrelevant to the real
world. The syntactic form of that language is also firmly contained

within the quotation marks which surround it and the whole referent is

embedded into the metalinguistic context as if it were an NP:

6) Why did you use an 'if' if you were certain?

7) It is tiresome to write the lengthy 'and so forth', so we usually
use an 'etc’'.

Wray (1982) has examined the demarcation of metalinguistic referents in

some detail.

£

1:5 THEORETICAL OBJECTIONS TO THE HOLISTIC PROCESSING OF LANGUAGE

!

[The] creative aspect of language is quite incompatible with the
idea that language is a habit-structure. Whatever a habit-struct-
ure is, it's clear that you can't innovate by habit, and the char-
acteristic use of language, both by a speaker and by a hearer, is
innovation. You're constantly producing new sentences in your
lifetime - that's the normal use of language. When you read the
newspapers or walk down the street you are constantly coming a-
cross new linguistic structures which you immediately understand,
which have no feeling of lack of familiarity, but which are never-
theless not in any definable way similar to others that you've ex-
perienced before. So much for the notion of habit-structure.

(Chomsky 1968:687)
At first glance, this dismissal on Chomsky's part of 'habit-struc-
ture' appears to present probably the most obvious and potentially ser-

ious threat to the notion of formulaic processing. However, this is
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not the case.

%

Chomsky does not draw a distinction between the individual's acqui-
sition and knowledge of the language on the one hand and his subsequent
use of it on the other. The Focusing Hypothesis recognises the comple-
xities of analysis which go into the process of acquisition (see secti-
on 1:8 below). Thus there is no quarrel with Chomsky's observation
that:

it 1is quite impossible to formulate as a system of habits or as a
network of associations the processes which will account for the
sound-meaning relation that all of us know intuitively when we've

mastered English. (p.687)

But it is proposed that it is wasteful of the analytic mechanisms for
them to continue to operate on the routine structures of language once

they have been identified and a linguistic system has been compiled to

deal with them.

The é;cusing Hypothesis does not deny that units as small as single
words can be broken down and analysed. Neither does it deny that this
can and does occur in some circumstances. However, it designates such
analysis wasteful of the analytic resource, except where that specific
information is desired or there is no formula to deal with that struc-
ture.

* The objection which has always been posed to accounts of clausal
level language processing is that an infinite inventory of sentences
would be required. If there were not such an inventory, novel senten-
ces could not be recognised; for sentences which have never been produ-
ced or heard by a given individual before are quite likely to occur
(Chomsky 1968:687). However, it is not being suggested in the Focusing

Hypothesis that each individual carries around in his head an infinite

inventory of sentences. The strength of the dual system account is
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that the non-analytic system,  justifiably seen to be limited in its ca-
pabilities, works in tandem with - an analytic system. The old sentence
inventory account fell foul of the observation that, as a complete list
of potential sentences is not feasible, there would be no way of deal-

ing with the unexpected, that is, with any sentence that was not on the

list (e.g. colorless green ideas sleep furiously). But the holistic

processing mechanism proposed in the Focusing Hypothesis does have a

way oOf dealing with the syntactically unexpected or the semantically

irregular. It passes the processing over to the analytic mechanisms.

1:6 THE OPERATION OF THE HOLISTIC MECHANISMS

1:6.1 HOW FORMULAE WORK IN HOLISTIC PROCESSING

The formulae used by the holistic mechanisms are seen as having a
constituent structure of the type familiar in phrase structure theory.
But, to recap, what makes holistic processing different is that, in
PFL, the constituents are only recogéised and are not decoded until the
clausal boundary. Then the whole clause is taken into account at once.

It is easier to imagine that language might possess a finite set of
clausal formulae than that there might be a finite set of possible sen-
tences. But even so, the existence of recursion in language means that
the formulae can, in theory, multiply in number without limit.

Radford (1981) exemplifies five types of recursive agent: the clausal
complement (8), the relative clause (9), the coordinate (10), the ad-

jective (11) and the adjective modifier (12).

8) Fred said that John said that Mary was ill.

9) I chased the dog that chased the cat that chased the rat.
10) I met Debbie, Noam, the Dustman and Harry.

11) John is a sensitive, tall, dark, handsome man.

12) Debbie Harry is very, very, very, very attractive.
(Radford 1981:19f)
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Of ,these, (8), (9) and (10) link clauses and so fall outside of the
proposed abilities of the holistic mechanisms. (11) and (12) are not

problematic because only short strings of this kind occur in normal

I

communication .

The strength of the formulaic processing account is that it does
not have to deal within that one framework with all existing linguistic
structures. Holistic processing as envisaged in the Focusing Hypothe-
sis relies not on the potential for the unexpected in a given utterance
but upon the statistical likelihood of the expected.

This account, then, states that any aspect of an utterance (in in-
put) which does not strictly adhere to the formulae employed by the ho-
listic mechanisﬁé will be passed over to the analytic ones for closer
examination. As the analytic mechanisms are far from standing idly by
waiting for such a thing to turn up, this new task actuallylaistracts

-

them from their other analytic tasks, most specifically the assessment
of propositions in relation to each other and the real world. " Thus the
prediction is made that the appreciation of the underlying propositions

in an utterance will be hindered by the use of an unexpected word or

structure. This will occur not only where that word or structure is

essential to the understanding of the clause, but also where its roOle

is peripheral or even irrelevant.

It follows that the more efficiently the holistic mechanisms can

4. That is, longer strings can occur, but do not usually; when they do,
they draw attention to themselves and thus initiate language focus.

For example, the person who produces a sentence like (12) is not in-
crementing the emphasis on the adjective so much as indicating a par-
ticular (emotional) reaction to the NP. He effects this by using the

linguistic package as a pointer and 'very' is, in a sense, therefore
being used 'nonliterally’.
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deal with input, i.e. ‘the more words and structures they can routinely

process, the more efficiently the analytic structures will be able to

manage the complex sequences of propositions.

1:6.2 TRIGGERS TO ANALYSIS

This section describes how the analytic mechanisms are alerted by
the holistic mechanisms to operate. As has already been stated, the
clause, as the unit which contains the proposition, marks the upper li-
mit of the capabilities of the holistic mechanisms. If the analytic
mechanisms intervene at a lower level than the propositional one, this
is because attention was focused there in order to examine some aspect
of the language, or because, conversely, some aspect of the language
was irregular or too complex to be dealt with by the formulae in the
holistic system. Clausal boundaries are detected by the scanning, of
the input, so that as items are recognised, landmarks for the formulaic
structure are pinpointed. These landmarks include some lexical it?ms
with a specific syntactic rdle, e.g. relative pronouns and complementi-
sers. Intonational cues in speeéh and punctuation marks in written in-
put contribute to the definition of structure which enables the selec-
tion of the correct formulas.

The analytic mechanisms will be used for linguistic purposes where
some item or structure surfaces which disrupts the holistic operation.
This could occur when there was incoherence, lack of fluency or an ex-
treme complexity of structures. The hearer/reader would Be aware of

taking more notice of the language itself, as a prerequisite for ex-

5. Cooper & Paccia-Cooper (1980) discuss the role of phonetic information
in the demarcation of syntactic boundaries.
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tracting the propositions it conveyed. Other language-focused exer-
cises might ‘include appreciating poetry for its rhyme, rhythm, onomato-
poeia or alliteration; attention to any of these would, once again, be

expected to make the job of comprehending and juxtaposing the proposi-

tions more difficult.

The use of formulae to recognise and decode structures means that

passive sentences would be dealt with independently of their active

counterparts. But while the holistic mechanisms could not make any di-
rect connection between active and passive, the analytic mechanisms

certainly could, particularly (but not only) if the acquisition of pas-
sive formulae had involved a procedure which identified the syntactic

and semantic relationship between them.

In most . multi-clause sentences the clauses are joined together in
such a way that one or more could not stand alone in its 'surface stru-

cture' form. There is no problem for the Focusing Hypothesis in accom-
modating such incomplete clauses in its clausal processing account.

They can simply be considered to possess their own formula, which car-

ries minimal syntactic information about the missing constituent. Ex-

ample (13) is taken from Radford (1981:184).

13) John seems to me to have perjured himself.

To deal with a sentence like (13) holistically, there would need to be
two (independent) formulae which contained 'traces'. The occurrence of
the first clause (John seems to me...) could instigate an expectation
for the second, or for a set containing the second. The holistic pro-
cessing 'of each clause would occur independently of the other to the

extent that the semantic link between them would be unspecified. The
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information passed from the holistic mechanisms for propositional jux-
tap;sition would- contain semantic gaps no more specific (even in the
second clause (...to have p<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>