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[bookmark: _Toc399054944]ABSTRACT 
Background
Prehospital triage and bypass of patients with suspected significant traumatic brain injury (TBI) to distant neuroscience centres may improve outcomes by expediting access to specialist care. However, deterioration during prolonged primary transportation could risk secondary brain injury, while increasing the numbers of patients managed in specialist centres could increase health care costs. The aim of this thesis was to evaluate the clinical and cost-effectiveness of bypass to inform the organisation of NHS trauma services.
Methods
A cost-utility economic evaluation was undertaken using a probabilistic decision analysis model to collate and synthesise all relevant evidence. Four interventions applicable to NHS practice were compared: Prehospital triage and bypass; and three secondary transfer management strategies, defined according to referral patterns of TBI patients for neuroscience care (selective, routine and no transfer strategies). A series of studies were also conducted to guide model structuring, inform model parameterisation, and evaluate important components of the bypass strategy. The impact of parameter and structural uncertainty was investigated in a series of scenario, threshold and one-way sensitivity analyses. The expected net benefit of sampling (ENBS) from conducting a definitive trial of bypass was also examined.
Results
The base case probabilistic analysis suggested that routine secondary transfer may provide the optimal management strategy at a willingness to pay threshold of £20,000 (mean ICER £2,260). At a higher threshold of £30,000 prehospital triage and bypass was the most cost-effective option (mean ICER £27,158). At both thresholds there was considerable decision uncertainty, with a high probability of erroneously adopting a sub-optimal strategy (54% and 52% respectively). Sensitivity analyses demonstrated that this result was critically dependent on the parameterisation of costs and relative treatment effects. ENBS results suggested that, if feasible, a large scale trial examining the comparative effectiveness of bypass and selective secondary transfer is potentially cost-effective. In ancillary studies prehospital triage rules were found to have low sensitivity for significant TBI, no association was observed between emergency medical services interval and mortality, and a similar risk of deterioration was apparent in both bypassed and non-bypassed TBI patients. 


Conclusions
Considerable uncertainty surrounds the optimal management pathway for patients with suspected significant TBI injured closest to a non-specialist hospital, and further research comparing bypass to secondary transfer strategies would have very high value to support decisions on reconfiguration of trauma services. 
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[bookmark: _Toc399054949]CHAPTER ONE: BACKGROUND AND RATIONALE FOR THE STUDY
[bookmark: _Toc399054950]Introduction
Prehospital triage and bypass is an innovative way of managing patients presenting with suspected significant traumatic brain injury (TBI). In this management strategy cases sustaining a head injury within the catchment area of a non-specialist acute hospital (NSAH) are evaluated by paramedics using pre-defined triage criteria. Patients with clinical features suggesting a significant TBI will undergo prolonged transportation to a distant specialist neuroscience centre (SNC), bypassing the closer NSAH. This approach has the advantage of expediting neurosurgery and specialist care, but could lead to deleterious consequences from prehospital deterioration and delayed resuscitation. 

 This thesis investigates the clinical and cost-effectiveness of bypass compared to alternative management strategies. The main research questions addressed are: 

· What are the important factors determining the clinical effectiveness of prehospital triage and bypass?
· What is the most cost-effective management pathway for United Kingdom (UK) patients with apparently stable, suspected, significant TBI, injured closest to a NSAH, and presenting to land ambulance paramedics?
· What is the uncertainty surrounding the decision identifying the optimal management pathway?
· Is it cost-effective to perform further research to reduce this decision uncertainty?
The purpose of this chapter is to describe the background and rationale to these research questions. The classification, epidemiology, pathophysiology, treatment, costs, and outcomes of TBI will be examined in detail. The concept of prehospital triage and bypass will be defined and alternative management pathways delineated. Recent developments in UK trauma service delivery will then be described to provide the policy context for this decision problem. The Head Injury Transportation Straight to Neurosurgery (HITSNS) study, a pilot cluster randomised controlled trial and economic evaluation investigating prehospital triage and bypass, which forms a basis for this thesis, will be introduced. Finally, the overall structure of the thesis will be outlined.

[bookmark: _Toc399054951]traumatic brain injury
[bookmark: _Toc399054952]Classification
Head injury occurs when direct or indirect forces applied to the head cause functional or structural damage to the scalp, skull, brain, or intracranial blood vessels.[1] Head trauma does not always result in brain injury e.g. a simple scalp laceration; however head injuries may cause intra-cranial anatomical damage, or disturbance of brain function resulting in TBI.

TBI encompasses a wide spectrum of injury severity and includes a diverse range of heterogeneous pathologies.[2] This complexity is reflected in the multitude of competing classification systems categorising TBI.[3] The dimensions used to define TBI comprise clinical severity (classifying symptoms and signs), patho-anatomical severity (describing the location and type of brain injuries), indicated management (grouped by necessary clinical treatment), and mechanism of injury (based on causative factors associated with the injury). 

TBI severity is conventionally graded in the clinical setting as mild, moderate, or severe, based on level of consciousness assessed by the Glasgow Coma Scale (GCS).[4] The GCS is an ordinal scale, combining values from three component clinical examination tests: eye opening; motor response; and verbal response; to provide a combined score between 3 (coma with no eye opening, motor, or verbal responses) and 15 (fully conscious with spontaneous eyes opening, normal speech and movements).[5] By consensus, severe TBI is defined clinically as an initial presenting GCS of 8 or less, moderate TBI categorised as GCS score between 9 and 13, and mild TBI classified as GCS 14 or 15.[6] However, this approach is limited by other factors which can cause reduced GCS independently of brain injury.  Non-traumatic brain disorders e.g. dementia, hypoxia, sedation, pharmacological paralysis, hypotension, or intoxication can all confound the relationship between TBI and GCS, preventing accurate clinical assessment of severity.[7, 8]  Additional problems include the challenging assessment of pre-verbal children, accounting for fluctuations in GCS level or delayed deterioration, poor discrimination for mild TBI and classification of patients with pre-existing neurological deficits.[9]  

Several other clinical severity scales have been developed including the Brussels Coma Grade, Grady Coma Scale,[10] Innsbruck Coma scales,[11] AVPU scale,[12] and FOUR score scale.[13] Additionally, a subset of mild TBI has been specifically labelled as ‘concussion’, nebulously defined as ‘a traumatically induced transient disturbance of brain function caused by a complex pathophysiological process’.[14] However, due to its relative simplicity, high inter-rater reliability and face validity the GCS is established as the pre-eminent clinical classification scheme for defining TBI severity.[15]

While useful in patient assessment, facilitating communication and highly prognostic, crude clinical indices at presentation only provide an injury phenotype and do not give the patho-anatomic information required for targeting treatment and fully characterising TBI. The head region Abbreviated Injury Score (AIS) is the most commonly used anatomical system for grading the severity of TBI, based on clinical, radiological and post mortem findings.[16] Each brain injury is characterised according to a reference definition, and rated on a 6 point scale from minor severity (AIS 1) to unsurvivable (AIS 6), with a head region AIS >2 conventionally defining clinically important TBI requiring hospital management.[17] The highest AIS scores in each of the three most severely injured body regions (defined as head, face, chest, abdomen, extremities and external) can be squared and summed to produce the Injury Severity Score (ISS), an overall measure of trauma severity in patients with multiple injuries.[18] Although it provides a detailed representation of TBI, the retrospective nature of the AIS limits its utility in trauma management and TBI research, and the omission of clinical assessment reduces its accuracy in grading severity of injury.[19, 20]

Other patho-anatomic classification systems are based on categorisation of brain imaging; with blunt TBI most commonly defined in clinical TBI research using the ordinal Marshall Score.[20] Classification is achieved using the first computed tomography (CT) head scan to assess intracranial pathology according to 6 categories: normal, diffuse injury; diffuse injury with brain swelling; diffuse injury with midline shift; evacuated focal lesion; or non-evacuated focal lesion. The Marshall score provides a tractable coding scheme and has consistently demonstrated prognostic value for development of raised intracranial pressure (ICP) and poor outcome. However, it is limited by exclusion of penetrating, brainstem or cerebella injuries, and potential insensitivity of broad categories that may include a wide array of disparate lesions. The Rotterdam score is a more recent CT-based classification system using combinations of findings to predict outcome.[21] This system addresses some of the problems of the Marshall score but is not widely used and has not been fully validated. 

Simpler classifications are also available which may be operationally useful for clinical communication or defining research samples; for example categorisation of TBI into focal brain injuries where intracranial haematomas are observed, or diffuse injury (including cerebral oedema, petechial haemorrhages, or diffuse axonal injury) in the absence of intracranial mass lesions.[2] These groupings broadly correspond to the indicated clinical management, with specific focal injuries (extradural haematoma, subdural haematoma, intracerebral contusion, intracerebral haematoma), depressed skull fractures, and base of skull fractures potentially benefitting from surgical treatment.[22] The mainstay of management of diffuse TBI, and focal injuries or skull fractures not requiring surgery is supportive intensive care.[23] However, hydrocephalus or raised ICP following diffuse injuries may also necessitate surgical treatment. The presence of extracranial injuries is often also used to define isolated TBI or multiple trauma cases. 

Physical mechanism of injury is a further descriptive criterion useful for classifying TBl in animal disease models and injury prevention research.[3] Possible stratifying factors include mode of injury (blunt v penetrating v blast) or type of force applied (static v dynamic (including impact and impulsive forces) loading). The type and magnitude of trauma has been shown to have moderate correlation with severity, patterns of injury and prognosis.[24] 

In research and clinical practice TBI remains largely categorised on the basis of examination findings, complemented by information from radiological classification systems.[25] This thesis will follow this conventional approach, classifying presenting TBI severity according to the GCS and AIS. The term ‘significant’ will be used as an additional descriptor to denote serious TBI where neurosurgery or critical care management are indicated. The terms ‘surgical’ and ‘non-surgical’ TBI will be employed to differentiate between cases requiring acute neurosurgical intervention and those initially managed medically. 
Epidemiology 
Evaluating the epidemiology of head injury in the UK is challenged by non-standardised methodology and high risk of bias in published studies and routine statistics.[26] Limitations include inconsistent TBI definitions, varying classifications of injury severity, incompatible categorisation of patients with evolving brain injuries, inaccurate and unreliable data coding, and use of non population-based denominators for calculating rates.[27]  The consequently imprecise and conflicting parameter estimates, combined with a paucity of recent data, limit definitive conclusions regarding the distribution, determinants, and outcomes of severe head injury.

Published estimates for the UK incidence of head injury requiring hospital assessment or treatment range from 88 -1778 per 100,000 per year,[28-32] commensurate with the reported European average incidence of 235 per 100,000 per year.[33] This equates up to 1.1 million patients presenting annually, potentially representing 10% of the 15 million annual UK emergency department attendances.[30] The majority of these cases are of minor severity and discharged immediately after emergency department assessment.  National Health Service (NHS) Hospital Episode Statistics (HES) indicate that circa 200,000 patients (14% of 1.4 million recorded attendees) required admission to hospital with a primary diagnosis of TBI between 2011/2012.[34] Approximately 20% of these admitted cases will have skull fractures or demonstrate evidence of brain damage, implying up to 50,000 significant TBI cases yearly.[29, 30] 

A frequently cited estimate for the distribution of severity in TBI is 90% mild, 5% moderate and 5% severe.[35] However, the provenance of these figures is uncertain and they are inconsistent with the aforementioned HES data. The 2011 Risk Adjustment in Neurocritical Care (RAIN) study identified 2,665 and 545 TBI patients receiving intensive care management from a sample representing 84% of UK specialist neuroscience centres (SNCs) and 16% of NSAHs respectively, during a recruitment period varying from one to two years.[36] Extrapolating from these findings would suggest approximately 5,500 TBI cases receiving critical care in the UK per annum. Even accounting for prehospital case fatalities, neurosurgical cases managed post-operatively on general wards and patients managed palliatively, it seems unlikely that the number of severe TBI cases could exceed 7,500 each year in the UK. This figure is consistent with the low incidence of major trauma observed in the National Confidential Enquiry into Peri-operative Deaths trauma audit in 2007, where 90% of the 183 participating hospitals treated less than one case of severe TBI per week on average.[37] 

The UK prevalence of TBI (i.e. the number of survivors living with the effects of TBI at any given time) is also poorly understood. No specific studies have investigated this question, but a rough indication of the chronic burden of TBI can be inferred from longitudinal studies of hospitalised TBI cohorts. McMillan et al. demonstrated that at 13 year post injury 50% of survivors from a series of TBI cases, hospitalised in Glasgow in 1995, had ongoing moderate or severe disability, suggesting a high prevalence of chronic sequalae from TBI and substantial health and societal costs.[38] This would concord with findings in other developed countries, for example estimates by the National Institutes of Health Consensus Development Panel on Rehabilitation of Persons with TBI suggest that 2.5-6.5 million Americans could currently be living with TBI-related disabilities.[39]

Historical UK cohorts of severe head injury patients have consistently demonstrated an at-risk population comprising young males, with the median age of TBI victims ranging from 29-44 years, and proportions of male gender between 75-78%.[40-42]  HES data confirm these findings with between 75% of emergency department  attendees being male, 33-50% being children aged 15 years or less, and 10-19% constituting elderly patients aged 65 years or older across all TBI severities.[34] Other recognised risk factors for TBI include low socieo-economic status,[43] psychiatric disorders,[44] drug misuse,[45, 46] and membership of ethnic minority groups.[47] Alcohol intoxication is a particularly common association with TBI evident in 65% of cases and is a complicating factor when assessing the level of consciousness.[45]

Overall, low level falls (37% of cases), assaults (35%) and road traffic accidents (13%) are the most common causes of TBI in the UK.[48] Blunt trauma predominates, with penetrating and blast trauma observed in less than 1% of cases.[49] However the mode of injury varies across strata of severity and age.[50] Published cohorts suggest that road traffic accidents constitute approximately 50% of severe TBI cases, while assaults and low-level falls are responsible for a higher proportion of milder injuries.[51] Sporting injuries, assaults and road traffic accidents predominate in young adults with lower energy mechanisms of injury becoming more common in older age groups.[50, 51] 

Several recent studies have suggested that the epidemiology of TBI is changing in developed countries with increasing numbers of elderly TBI cases, reflecting the ageing demography of these societies.[52, 53] Some North American and European data have reported dramatic increases, with incidence rates for elderly TBI doubling over the last decade.[54-58] However, these studies were not truly population based limiting inference, and a more rigorous contemporary UK study presented more modest changes with 0.9% (95%CI -0.1-0.9%) and 3.9% (95%CI 1.2-6.6) average annual percentage increases in age standardised incidence rates for elderly males and females respectively between 2004 and 2009.[59] 
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The pathophysiology of severe TBI is traditionally divided into two distinct periods: primary and secondary brain injury;[6]  summarised in Figure 1.1. Irreversible primary brain damage occurs at the time of injury, due to external forces arising from direct, impulsive or static loading, penetrating objects, or blast waves. These mechanical forces may result in disruption of intracranial blood vessels or brain parenchyma leading to lacerations, infarctions,  haematomas or contusions; termed focal lesions.[2] Important subtypes of focal lesion include extradural haematomas, subdural haematomas, intracerebral contusions, lacerations, and intracerebral haematomas.[60, 61]

Alternatively, diffuse brain injury may arise if shearing of white matter tracts causes diffuse axonal injury, damage to the microcirculation results in petechial haemorrhages,  or cellular injury induces cerebral oedema.[2] Associated intracranial injuries my include brainstem damage, traumatic subarachnoid haemorrhage, or intraventricular haemorrhage.[2] Base of skull or skull vault fracture also frequently accompany TBI.[62] Severe TBI is a dynamic process with intracranial mass lesions often expanding, new focal lesions developing in 16% of initially diffuse injuries,[63] and haemorrhagic progression of cerebral contusions occurring in 25-45% of cases.[63, 64]

Despite manifesting neurological symptoms and signs, concussion and milder head injuries may have no evidence of gross pathology. Traditionally, this subset of TBI has been thought to suffer from functional brain disturbance rather than structural injury.[60] However, it is likely that this representation reflects the limitations of available neuroradiology. More sensitive imaging techniques, such as magnetic resonance spectroscopy, diffusion tensor imaging, and functional magnetic resonance imaging have suggested that ultrastructural or microscopic pathology are usually detectable even in these milder cases.[65] 

Secondary brain injury occurs when neurological damage evolves due to additional insults.[66] This progressive injury may be mediated through a range of pathophysiological pathways.[60] Either reduced mean arterial blood pressure or raised intracranial pressure can result in critically reduced cerebral perfusion pressure below the necessary 70-80mmHg and cause ischaemia. Other mechanisms promoting secondary brain injury include decreased supply of the vital metabolites of oxygen and glucose, increased metabolic rate exceeding the capacity of cerebral blood flow, infection, and direct cerebral damage from expanding intra-cranial mass lesions.[60, 66, 67]

Hypotension and hypoxia frequently co-exist in severe TBI patients and are the strongest contributors to further brain injury.[68] Hypotension typically arises from haemorrhagic, cardiogenic, or neurogenic shock secondary to accompanying extracranial injuries; but may also be iatrogenic or due to alcohol and drug misuse.[69] Hypoxia also commonly ensues from concomitant injuries, but can be caused directly by TBI, mediated by reduced level of consciousness with airway obstruction.[69] Even a single episode of hypotension doubles acute mortality,[70] while hypoxia increases mortality at least 1.5 fold, with its deleterious effect being synergistic with hypotension.[70] Recent observational research has suggested that the traditional definition of hypotension as systolic blood pressure <90 mmHg may be inappropriate in TBI, with mortality increasing markedly as admission blood pressure falls below 120 mmHg.[71, 72] 

Raised ICP is an additional notable cause of secondary brain injury decreasing cerebral perfusion pressure or provoking cerebral herniation syndromes.[73] The skull is divided into intracranial compartments by the falx cerebri, tentorium cerebelli and skull base.  If there are ICP differences between these contiguous spaces, caused by an expanding focal lesion, brain swelling, or vasodilation of cerebral arterioles, the brain will herniate to a compartment with lower pressure. This leads to brain injury through direct pressure and ischaemia, obstructive hydrocephalus, compression of arteries leading to infarction, and torting of neural structures. A number of distinct herniation syndromes exist with clinical signs and pathological consequences dependent on the anatomical location of the herniation. Untreated, herniation will classically progress in a clinical rostral to caudal fashion, ultimately causing brainstem compression with respiratory failure and death.[73] 

Other important secondary insults include: post-traumatic seizures , exacerbating cerebral ischaemia by increasing cerebral metabolism and raising ICP;[74, 75] coagulopathy leading to expansion of intracranial haematomas, or progression of micro-haemorrhages into haematomas;[76] and open brain injuries resulting in meningitis, ventriculitis, dural sinus thrombosis, or cerebral abscesses.[77] Hyper- and hypoglycaemia are also both associated with poorer outcomes.[78-80]
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[bookmark: _Toc399247447]Figure 1.1.  The pathophysiology of TBI. A schematic representation of the pathophysiology of TBI. Injury and patient factors interact to cause primary brain injury. Secondary insults can then exacerbate primary injury worsening outcomes.
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Whereas primary brain injury is unavoidable and irreversible, causes of secondary brain injury may be prevented or are amenable to therapeutic intervention. The immediate management of suspected TBI therefore focuses on prompt resuscitation with expeditious correction of hypoxia, hypotension, or other secondary insults; and early detection of intracranial pathology needing neurosurgery or requiring close observation to detect deterioration.[80, 81] The exact approach to management will depend on the initial presenting severity of the TBI.

For conscious, ambulant patients with apparently mild TBI the main management challenge is to identify the minority of patients harboring potentially dangerous intracranial pathology.[82, 83] Case series of severe TBI have reported ‘lucid intervals’, where patients were able to converse between the time of injury and loss of consciousness, in up to 38% of patients with subdural haematomas,[84] and 20% with extradural haematomas.[85] Furthermore, a small number of patients with initially minor focal parenchymal lesions or diffuse brain pathology will also subsequently deteriorate.[64] However, a large well conducted prospective cohort study by Smits and colleagues highlighted the low proportion of mild TBI patients with serious pathology. Only 7% of patients attending emergency departments with GCS 14-15 had any intracranial injury apparent on CT and only 0.5% ultimately required neurosurgery.[86]

Standard English NHS management of patients presenting with mild TBI is a structured clinical assessment based on the National Institute for Health and Care Excellence (NICE) head injury guidelines. Features of the injury mechanism, patient history and examination are entered into an evidence based clinical decision rule to determine whether CT head scanning is indicated. Decisions on discharge, admission for observation or neurosurgical referral are then made based on the presence of intra-cranial pathology and risk of deterioration.[83] 

For patients presenting with lower GCS and suspected significant TBI, early management is founded on Advanced Trauma Life Support principles, providing a structured framework to prioritise, assess and treat injuries. Airway, breathing and circulation are managed sequentially in a primary survey, with subsequent imaging to identify critical trauma, before a more detailed secondary survey to detect less serious injuries. The premises of this approach include systematic assessment, frequent reappraisal, precedence of the greatest threats to life, early performance of time-critical interventions, and organisation of definitive care after stabilisation.[69] 

After initial resuscitation, definitive care for patients with large or expanding intracranial haematomas is urgent neurosurgery.[87-90] Craniotomy may also be indicated in smaller lesions causing clinical deterioration or demonstrating mass effect. Open depressed skull fractures, base of skull fractures and obstructive hydrocephalus may also potentially benefit from acute surgical treatment.[22, 91] Multiple trauma cases may also require operative treatment for associated injuries.[69]

‘Non-surgical’ significant TBI patients with diffuse injury, or focal injuries and skull fractures not requiring operative intervention, are managed with supportive critical care, guided by international consensus guidelines, for example the 2007 Brain Trauma Foundation recommendations.[81] No specific pharmacological treatments exist which modulate TBI, with over 50 randomised trials failing to identify any single useful therapeutic agent.[92] Maintenance of cerebral perfusion pressure by manipulating mean arterial blood pressure and ICP, ensuring adequate ventilation and meticulous attention to maintaining normal physiology and avoiding secondary brain injury are therefore the fundamental tenets of intensive care treatment.[80]  

Despite a clear conceptual basis in the pathophysiology of TBI ICP monitoring has not been definitively shown to be beneficial, with a recent South American trial reporting inconclusive results.[93] Other more advanced monitoring techniques, such as brain tissue oxygenation or microdialysis,[94, 95] have shown promise but are also unproven. Additional contentious aspects of severe TBI treatment currently under investigation in large multicentre trials are therapeutic hypothermia (the EUROTHERM trial) and decompressive craniectomy for refractory ICP (the RESCUE ICP trial).[96, 97] 
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The crude death rate due to head injury in the UK has been reported at 6-10 per 100,000 per annum.[83, 98]  Although representing only 1% of all mortality, head injury accounts for 20% of deaths in the 5 to 35 age-group, where injury is the leading cause of death.[99] Severe head injury patients demonstrate high mortality rates, reported at between 30- 50%, and will consequently account for the majority of these deaths.[2, 40, 41] Overall, approximately 4,000 patients will die as a result of TBI in the UK each year.

Cohort studies in Australia and North America have suggested a recent trend of reducing mortality following TBI. The United States (US) Centre for Disease Control described a reduction in age standardised rates of TBI deaths from 26 per 100,000 in 1997 to 18 per 100,000 in 2007.[100] Additionally, over a similar period a reduction in case-mix adjusted odds of death was observed in a US trauma centre (average decrease of 10% annually from 1997 to 2007) and an Australia regional trauma system (average of 8% annually, 2001 to 2006).[101, 102] Fuller and colleagues suggested that outcomes following significant TBI in the UK have also improved since 2003, with case mix adjusted odds of death falling by 14% per annum to 2009.[103] 

Putative causes of any reduction in mortality have not been examined in detail with the most plausible speculative reasons posited for progress including improved intensive care and emergency department management.[53] However, many of these studies investigated retrospective trauma registry data and the selected study populations may therefore not be fully representative. The accuracy of outcome ascertainment in routine data sources is also uncertain, with resulting errors in numerators and denominators possibly leading to inaccurate estimates. Furthermore, a secular trend of increased CT scanning (including routine whole body investigations) and increased detection of accompanying occult injuries may have elevated apparent injury severity, resulting in a mortality reduction speciously arising secondary to case-mix adjustment in regression models.[104] Notwithstanding these recent apparent improvements, the reported crude mortality risks following TBI remain high, ranging from 11-18%, despite the fact that many of these study populations also include mild head injury cases.[36, 103]

Representative British cohorts indicate that moderate and severe TBI is responsible for considerable morbidity in the UK, with 50-78% of survivors classified as moderately or severely disabled one year post injury.[36, 40, 41, 105] Altogether, approximately 5,000 patients sustain chronic life-limiting disabilities annually in the UK. Unfortunately there are no contemporary studies examining trends in functional outcome following TBI and it is unclear whether disability outcomes have  improved in conformity with mortality, or if survival gains have occurred at the expense of increased levels of severe disabilities. 

In addition to physical disability; neuropsychological deficits, psychiatric sequelae, and behavioural problems also cause considerable difficulties for families and carers following significant TBI.  For example, rates of short term memory loss,[106] depressive disorders,[107] and divorce are all notably higher following TBI than in the general population.[108] Chronic neurological disorders are also important. Anterior and posterior pituitary dysfunction persists in a significant proportion of severe TBI survivors, with 10% of patients having ongoing diabetes insipidus or growth hormone deficiency 1 year post injury.[109] The risk of seizures is approximately 20 times higher than the general population after severe TBI. This risk is highest within the first year after trauma and declines thereafter, but remains four times that of the general population risk at 10 years.[110] Severe TBI is also a recognised risk factor for Alzheimer’s and Parkinson’s disease.[111, 112]

Mild TBI may also be responsible for significant longer term health consequences. A recent World Health Organisation Collaborating Centre Task Force systematic review, including UK data, concluded that somatic, cognitive, behavioural and emotional symptoms were common in the first 6 months after mild TBI, observed in approximately 20% of cases.[113] However they noted that this agglomeration of symptoms, conventionally termed ‘post-concussion’ syndrome, were not specific to TBI and were equally common after other non-head injuries; suggesting that ‘most of the postconcussion symptoms could be viewed as common reactions to the stress of injury, or other mental or physical health stressors’.[113] In addition to these early sequelae possible links between mild TBI and post-traumatic epilepsy, dementia and Parkinsonism have been tentatively suggested.[114, 115] However, conflicting evidence exists and in common with other areas of observational TBI research probable selection biases from non-population based samples and inadequate control of confounding renders these associations unconvincing. 

Multiple, longitudinal studies of TBI survivors have consistently demonstrated that life expectancy is reduced in survivors of TBI, with a curtailment of longevity regardless of injury severity.[116-126] This may represent confounding from antecedent demographic characteristics predisposing to both TBI and early death. Alternatively TBI may have a causal role by directly leading to life-shortening medical disorders, for example increased risk of dementia,[112] or inducing lifestyle behaviours which increase the risk of premature death. Long term survival following TBI is discussed in further detail in Chapter Seven.
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Accurate and valid data describing the overall financial burden of TBI in the UK are very limited. Fineburg and colleagues estimated the total UK annual costs of TBI from a societal perspective as €5.7 billion (2010 prices, adjusted for purchasing power parity).[127]  Productivity losses were responsible for the majority of these costs (€3.9 billion, 68%), with direct health care costs accounting for €1.4 billion (24%) and non-health sector and other indirect expenditure costing €0.4 billion (8%) per year.

These figures were calculated using a prevalence approach, but the costing model had a number of limitations and the resultant total cost estimate must be considered as a speculative approximation. Productivity losses arising due to premature mortality were not included which could lead to a marked underestimation of societal costs. Furthermore, the prevalence estimates were inferred from a single report studying the incidence of hospitalisations of paediatric patients in North Staffordshire hospitals in the early 1990s.[128] This data will exclude the vast majority of TBI patients discharged from emergency departments, may be out of date, and cannot give valid prevalence figures. The model’s truncated time horizon of 20 years, ignoring the lifelong consequences of some injuries, is another shortcoming additionally likely to underestimate the total economic burden of TBI.

Direct health sector costs arising from acute TBI management have also been estimated in a number of other separate investigations. The EUROCOST study calculated mean costs of €837 and €1,508 respectively for patients hospitalised with head injury of any severity in England and Wales in 1999 (corresponding to £719 and £1,295 after adjustment for the average 1999 exchange rate and consumer price index inflation).[129] Morris and colleagues, using data from the Trauma Audit and Research Network (TARN), reported that mean direct hospitalisation costs were £15 462 (standard deviation (SD) £16 844, 2004 price base) in patients with significant TBI; varying from £13,123 in non-specialist hospitals to £16,075 for patients treated in hospitals with neurosurgical units.[130] Lastly, the RAIN study found mean health sector and personal social services costs of £28,855 (SD £25,970, 2010 prices), £25,466 (SD £21,468) and £13,152 (SD £14,563) for patients receiving treatment in dedicated neurocritical care units, general intensive care units (ICUs) in specialist hospitals and non-specialist ICUs respectively.[36] The higher reported estimates in RAIN compared to the TARN study may be explained by more complete data collection, inflation, inclusion of post-discharge costs, or temporal changes in the sophistication of critical care for TBI.

From these published studies it is clear that TBI presents a large economic burden to the UK. However, although reporting interesting descriptive statistics, these cost of illness and cost analysis studies provide limited information, of little use in setting public health priorities or allocating resources.[131-133] Areas of inefficiency are not identified, health effects are ignored, and any comparison of crude costs unadjusted for case-mix differences are critically flawed secondary to confounding. To identify whether spending on particular aspects of TBI is cost-effective further information is required from comparative economic evaluation,[134] supporting the need for the HITSNS economic model. 
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Paediatric neurosurgical and neuro-intensive care facilities in the UK are fully centralised, and following severe TBI all children will undergo transfer to specialist centres.[135] In comparison adults sustaining a TBI and presenting to land ambulance paramedics could potentially receive treatment in SNCs, NSAHs or a combination of the two; with the location of the incident, patient characteristics and underlying pathology potentially influencing the pathway of care. 

There are currently 26 English SNCs, defined by the presence of a neurosurgical unit with the capacity to perform neurosurgical operations and provide neuro-intensive care management.[136] There is wide variation in the scope of trauma-related specialties provided by these hospitals, with only eleven SNCs meeting the highest American Association of Surgeons standards for level one trauma centres, and offering a fully comprehensive range of supporting services.[136] Indeed one English neurosurgical unit resides in a hospital providing only neuroscience care, possibly limiting the capability to care for multiple trauma patients with concomitant extracranial injuries. In two thirds of SNCs patients are managed in dedicated neurocritical care units, staffed by sub-specialty trained neuro-intensivists exclusively caring for neuroscience conditions. The remaining SNCs offer an alternative model of critical care, treating patients in non-specialised general intensive care units.[36]

Non-specialist acute hospitals are trauma receiving hospitals consisting of fully staffed emergency departments with comprehensive resuscitation facilities and general intensive care units; but no neurosurgical department. There are 140 such hospitals in England, the majority of which are district level general hospitals with a limited number of supporting specialities e.g. general surgery departments.[137] A smaller number of tertiary level hospitals will offer a more extensive range of complementary trauma specialties, but lack neurosurgical departments.

An estimated 50% of adults with TBI in the UK are injured within the catchment of a neurosurgical unit and will be transported directly to the SNC, undergoing assessment in the emergency department with subsequent resuscitation, intensive care, and neurosurgery instituted as appropriate.[138] These patients will always be transported to SNCs regardless of reconfiguration of trauma services or changes to management pathways, and are thus not relevant to the studied research questions and will not be considered further. For the remaining patients injured within the catchment area of a NSAH several alternative management pathways exist which are discussed in detail below.
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In a prehospital triage and bypass strategy, patients injured closest to a NSAH and attended by paramedics in the field would undergo clinical assessment including scene evaluation, history, examination, and measurement of level of consciousness and vital signs. If a head injury is thought to be present, clinical parameters would be entered into a pre-defined triage rule to determine the transport destination. Patients with suspected significant TBI and meeting triage criteria should bypass the closer NSAH and undergo a prolonged primary transfer to a distant SNC. Remaining cases would be transported to the closer NSAH for further assessment and management. Any patient initially transported to a NSAH but ultimately diagnosed with an acute neurosurgical lesion would undergo early secondary transfer to the regional SNC for urgent operative management. Patients with major extracranial injury or significant TBI requiring critical care taken to a NSAH would undergo further, secondary-level, triage by the regional on-call service to determine the appropriateness of early secondary transfer to the SNC, or ongoing care in the NSAH.[139] 

The sensitivity and specificity of the prehospital process for determining which patients will ultimately demonstrate significant TBI, require neurosurgical or neurocritical care, or need immediate resuscitation will have important ramifications. High rates of false positive cases erroneously undergoing bypass could overwhelm SNCs and emergency medical services (EMS) with mild or non-TBI patients, or detrimentally result in prolonged primary transfers of unstable patients. Conversely false negative cases, with mistaken transport of stable significant TBI patients to NSAHs, could negate any potential benefit from expedited SNC care. The effectiveness of a bypass strategy could therefore change according to the variables and cut-points included in the triage tool. The accuracy of head injury assessment, paramedic measurement of triage tool input parameters, and compliance with triage rule decisions are important additional considerations that will combine to influence the overall effectiveness of a bypass strategy.

For patients with acute neurosurgical lesions, for example expanding extra-dural haematomas, time to receiving operative management may be an important factor in determining outcome.[89, 90] Expediting neurosurgery for this TBI subgroup is a major potential benefit of a prehospital triage and bypass strategy. There are also possible advantages for non-surgical TBI patients undergoing bypass to SNCs arising from rapidity of access to neuroscience care, differential quality of specialist and non-specialist intensive care management, opportunity for emergent neurosurgery in evolving focal lesions, and availability of rehabilitation services. Conversely adverse events, or deterioration of patients during prolonged primary transfers with subsequently delayed resuscitation, could potentially exacerbate secondary brain injury with deleterious sequale. The important factors influencing the relative effectiveness of bypass will be examined in subsequent chapters. 

Furthermore, there may be important cost implications arising from prehospital triage and bypass. Longer EMS journeys, more expensive management in specialist hospitals and increased rehabilitation costs could all plausibly contribute to increased acute health sector costs. Improved mortality, but at the expensive of severe disability, could additionally accrue chronic health sector, family and social services costs. On the contrary, cost savings are possible if improved outcomes translated into a lower requirement for long term care or increased employment. An economic evaluation examining both costs and consequences is therefore clearly necessary to fully appraise the impact of this strategy.
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Alternatively, patients with suspected head injury could be taken routinely to the local 
NSAH for initial assessment and management; with subsequent secondary transfer of selected significant TBI cases to the regional SNC following resuscitation. In these strategies patients clinically presenting with mild TBI would be transported to NSAHs, and in contrast to prehospital triage and bypass there is no potential to affect the care of non-TBI patients. The necessity of operative management for patients with acute neurosurgical lesions is irrefutable and in all variants of secondary transfer strategies appropriate patients would undergo inter-hospital transfer for deferred operative treatment.[89, 90] Different secondary transfer approaches are consequently characterised by the management pathway for non-surgical significant TBI cases.  

Historically only TBI patients with surgically amenable pathology underwent inter-hospital transfer with all residual non-surgical cases remaining in the NSAH (designated a ‘no transfer’ strategy).[30] Implementation of modern consensus guidelines for the management of patients with non-surgical significant TBI is feasible in non-specialist intensive care units,[75] and this strategy has also been advocated more recently by certain head injury authorities.[140]

From 2007 the NICE head injury guidelines,[83] building on previous recommendations from the Society of British Neurological Surgeons,[141] have recommended that all severe head injury patients should be routinely transferred to SNCs, irrespective of the need for operative management (a ‘routine transfer’ strategy). Any non-severe TBI patients requiring neurosurgery would also undergo early inter-hospital transfer. This management pathway would ensure the early resuscitation of TBI cases and may benefit patients by guaranteeing specialist neuroscience management. Conversely, risks from inter-hospital transfer could obviate potentially beneficial aspects of specialist care.[37, 142-145] Furthermore, the obligatory transfer of patients unlikely to benefit from more intensive specialist management may inefficiently expend limited health care resources.

Currently, despite this NICE guidance, studies of TBI management pathways suggest that between 20% and 33% of non-surgical severe TBI patients receive the entirety of their care in NSAHs (a ‘selective transfer’ strategy).[36, 138, 146] This shortfall may be explained by implicit rationing of neuroscience care as a result of SNC capacity constraints; or the lack of secondary transfer may result from triage by regional neurosurgical units based on individual patient prognosis and perception of likely benefit from neuroscience care. 

Historical UK studies have demonstrated that limited availability of neurosurgical intensive care services has been a problem in the management of severe TBI patients. A telephone survey of on-call neurosurgeons in the year 2000 indicated only 0.6 free critical care beds available per 1 million adults.[147] A 2005 report by the Neurocritical Care Stakeholder Group described a shortfall in neurocritical care capacity of between 9% and 27%.[148] Additionally, a lack of rehabilitation beds and delays in repatriation to referring hospitals was noted in a 2006 case series, with 20% of neurosurgical bed days being consumed by non-acute cases.[149] Despite more recent investment in NHS critical care services, contemporary studies indirectly suggest that a lack of capacity is an ongoing problem.[150] Inter-hospital transfer times for TBI patients with surgical lesions were observed to be several hours longer than the recommended target of 4 hours in a published 2010 audit,[151] possibly reflecting a lack of free critical care beds. Furthermore, a 2012 case series of severe TBI patients treated in a NSAH identified lack of SNC capacity as a major barrier to secondary transfer.[152]

There is a poverty of literature examining the determinants of inter-hospital transfer decisions in neurosurgical patients. A Canadian qualitative study by Martin and colleagues interviewed neurosurgeons and critical physicians to explore the processes used to determine admission of patients to a tertiary ICU.[153] Strong family wishes, prioritisation of inpatients and the tenacity of the referring doctor were identified as important factors underlying acceptance, however the temporal and geographical generalisability of these findings to the NHS are uncertain. A richer evidence base exists examining triage decisions for the wider general intensive care population. These studies have consistently demonstrated that older age, extremes of prognosis and the presence of co-morbidities as putative barriers to critical care admission, and these factors might also reasonably be expected to apply to TBI secondary transfer decisions.[154-159]

Other refinements of secondary transfer strategies are possible, including basing referral decisions on objective triage criteria such as defined patient age or TBI severity, or using telemedicine to guide critical care management within NSAHs.[160, 161] Moreover, it is theoretically possible that operative TBI cases could be treated within NSAHs, with neurosurgeons travelling to peripheral hospitals to perform urgent procedures, or non-specialist general surgeons undertaking operations.[162] However, organisational challenges, increased surgical specialisation and universally poor reported outcomes render these approaches inconceivable in the English NHS and they do not warrant further consideration.[163, 164]

In summary, TBI management pathways are complex interventions with several interacting factors influencing clinical effectiveness including: the timeliness of important interventions (initial resuscitation, initiation of specialist intensive care, and operative interventions in cases requiring neurosurgery); the relative efficacy of these interventions when provided in NSAHs and SNCs; the potential for adverse events during ambulance transfers; and the potential for affecting patients with non-significant TBI. Moreover, the relative importance of each of these determinants may vary according to underlying injury and the benefit of alternative management pathways could conceivably vary across different TBI subgroups. Geographical factors and travel times between hospital networks may also influence the effectiveness of competing strategies.
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Trauma systems are a model of health care delivery for major trauma patients, conventionally defined as an ISS >15,[165] within a defined geographical area. They embrace the entire patient pathway, providing a continuum of care from prehospital assessment through to post-discharge rehabilitation. Characteristic features are concentration of clinical trauma services in a central specialist trauma centre, prehospital ambulance service triage protocols aiming to identify and directly transport major trauma patients to the trauma centre, and rigorous clinical governance structures for quality assurance.[166] 

In exclusive trauma systems suspected major trauma patients are primarily transferred to a single specialist tertiary level trauma hospital, with little formal coordination with other local hospitals. In contrast, in inclusive systems, commonly implemented in rural areas, smaller hospitals also formally participate. While maintaining the appropriate bypass of the most severely injured to regional trauma centres, these local hospitals have the capability to provide initial and evolving management of major trauma patients, thus playing an important role in stabilisation and triage. Defined inter-hospital protocols ensure expeditious transfer to trauma centres if definitive care is subsequently required.[167]  In US inclusive trauma systems, hospitals receiving injured patients are designated from level 1 (highest capability) to level 5 (the lowest capability), based on the volume of treated trauma patients, available clinical specialities, on-call coverage, training programme and research activities.[168] 

Although trauma systems are common in North America, UK services for acutely injured patients have historically evolved in an uncoordinated and ad hoc fashion. Neurosurgical services were centralised in 1948 but other trauma-related specialities could be located in either secondary or tertiary level hospitals. In contrast to other developed countries there have been no organised systems integrating management pathways, coordinating prehospital and in-patient care, setting standards, administering training, or monitoring outcomes.[167] 

These deficiencies were first highlighted in a 1988 by an expert panel review of coroners’ reports which concluded that a third of all trauma fatalities were potentially preventable.[169] A series of reports and studies followed over the succeeding two decades which continued to describe failings in major trauma care in the UK. For example, notable shortcomings were recognised by the first Major Trauma Outcome Study in 1992, including the finding that only 43% of severely injured patients were resuscitated by middle or senior medical grades and that 54% of urgent trauma operations were delayed beyond 2 hours.[170] Furthermore, the 2007 National Confidential Enquiry into Patient Outcome and Death report ‘Trauma: Who cares?’ adjudged that over half of severe TBI patients received sub-optimal care; with inadequate prehospital airway management and delays in neurosurgery identified as particular problems.[37]

Although TARN reported a small, but statistically significant trend of improved mortality following head injury between 1989 and 2003,[138] structural and procedural deficits were associated with worse outcomes relative to other developed countries with implemented trauma systems. Crude mortality following severe TBI was 31% in England compared to 17% in Australia between 2001 and 2006; with a marked increase in odds of death remaining after case mix adjustment (odds ratio 2.15, 95% CI 1.95-2.37).[171] Crude inpatient mortality for directly admitted TBI cases with AIS≥3 was 12% in a US trauma centre between, compared with 26% for related English and Welsh patients over the same time period,[138] although this discrepancy could be partially explained by differences in patient characteristics. Similar disparities in outcome are apparent for non-head major trauma patients, with a 20% higher mortality observed in England compared to the US.[139]

A number of policy level changes were introduced in the NHS in response to these perceived deficits, aiming to meet norms for the treatment of major trauma patient in high income countries. Lord Darzi stated in the 2008 ‘NHS Next Stage Review’ that there were ‘compelling arguments for saving lives by creating specialised centres for major trauma’.[172] An inaugural National Clinical Director for Trauma Care was subsequently appointed in 2009 to establish regional trauma networks and oversee the development of major trauma centres.[173] These political changes culminated in the 2010 publication of the ‘Major Trauma Care in England’ inquiry by the National Audit Office, which comprehensively evaluated published literature, reviewed key policy documents and consulted with important stakeholders.[174] They concluded that major trauma care in England was poor value for money, providing ineffective and inefficient care and recommended the implementation of inclusive ‘trauma networks’ within each English region. Additional important proposals included changing funding tariffs to incentivise high quality care, the formulation of clinical standards for major trauma care, the introduction of compulsory monitoring of outcome data for performance benchmarking, and improvements to post-discharge rehabilitation. These developments were subsequently confirmed in the 2010/2011 English NHS Operating Framework.[175]

The London trauma system was first introduced in 2010,[176] with other English regional trauma networks following from April 2012.[167] The majority of these regions have a single ‘hub’ ‘major trauma centre’ encompassing all relevant trauma specialities and consistent with US level 1 or 2 trauma centres. However, the exact configuration may vary regionally, for example in several areas neurosurgical units are located in a separate hospital e.g. South Yorkshire, while in North West England three individual tertiary hospitals provide different selected trauma services.[177] Secondary transfer pathways are also defined for patients initially admitted to ‘spoke’ peripheral secondary level hospitals (termed ‘trauma units’) as a result of diversion due to airway obstruction, inaccurate triage, or self presentation.[167] In the devolved nations of the UK formal trauma systems are yet to be introduced, although the 2012 Royal College of Surgeons of Edinburgh ‘Major Trauma Care in Scotland’ has expounded the case for implementation.[178] 
[bookmark: _Toc399054961]the head injury transportation straight to neurosurgery study
The 2007 NICE head injury guidelines identified an assessment of the effectiveness of prehospital triage and bypass for patients with suspected significant TBI as an imperative research question.[83] The HITSNS study was therefore conceived in 2008 to evaluate the clinical and cost-effectiveness of a prehospital triage and bypass strategy compared with the selective secondary transfer management pathway which was current practice at this time. Due to complexities of conducting a large multi-centre study involving multiple heath care agencies including SNCs, NSAHs and ambulance services a pilot study was initially commissioned by the NHS Health Technology Assessment Programme to investigate the feasibility of conducting a definitive trial examining the impact of early neuroscience care.[179]

Patients injured within the catchment area of a NSAH and attended by paramedics from land ambulances with suspected significant TBI, signified by decreased GCS and external signs of head injury, were studied. Given the strong theoretical risk of secondary brain insults arising from the prolonged primary transfer of TBI patients with hypotension or hypoxia, only patients with apparently stable airway, breathing and circulation were eligible for enrolment. Additionally, to further avoid deleteriously long bypass, inclusion was restricted to patients within one hour’s travel of a SNC.  As paediatric neurosurgical and neuro-intensive care facilities in the UK are fully centralised, only patients aged >16 years were studied. Recruitment was conducted in 74 ambulance stations across two regions: the North East Ambulance Service (NEAS) and the Lancashire and Cumbria areas of the North West Ambulance Service (NWAS). 

The HITSNS study had two main work streams. Firstly, in Stream A, a pilot cluster randomised trial examined the feasibility of progressing to a larger scale trial. Primary outcomes were recruitment rate, incidence of significant TBI, paramedic compliance with allocation, and acceptability of interventions to patients, relatives and staff. Secondary outcomes were 30 day mortality, 6 month extended Glasgow Outcome Scale (GOS), and 6 month health related quality of life assessed using the Euro-Qol-5D (EQ5D) measure. These endpoints would form the primary outcomes in a full trial, and although not powered to detect clinically meaningful treatment differences pilot study results would be useful in informing future sample size calculations. Further information on the Stream A pilot trial, including full methodological details and a summary of results, is presented in Appendix A. 

Given the limited health care resources available from the fixed NHS health care budget, economic evaluations are necessary to identify the most efficient management pathway for patients with suspected, stable, significant TBI.[134] Stream B, forming the basis for this thesis, therefore consisted of a cost-effectiveness study evaluating all potentially relevant management strategies for patients with suspected TBI in the NHS. An economic model was developed to: synthesise available data; calculate costs and benefits of alternative pathways; identify the best management pathway given available evidence; characterise the uncertainty inherent in this finding; discern important determinants of cost-effectiveness; and evaluate the need for further research in this area.

Despite the investment of resources in reconfiguration of trauma services for TBI, and the 2012 introduction of prehospital triage and bypass protocols as part of regional trauma systems, there is an absence of head-to-head clinical trials or economic evaluations to determine the cost-effectiveness of alternative management pathways for patients with suspected significant TBI. The HITSNS economic will therefore still provide essential information to refine the configuration of English trauma systems and guide future research prioritisation in UK trauma.
[bookmark: _Toc399054962]OUTLINE OF THE PROPOSED INVESTIGATION
This thesis investigates prehospital triage and bypass as a strategy for managing patients with suspected significant TBI injured closest to a NSAH. Contributing to the HITSNS study, it focuses on an economic evaluation comparing this intervention to competing management strategies. It comprises five parts:

· Part One provides the context for the thesis. It commences with an introductory chapter describing TBI and discussing the rationale for the studied research questions. Chapter Two then reports systematic reviews comparing the overall clinical effectiveness of alternative management strategies for patients with suspected TBI, considering the applicability of this published data to the NHS.

· In Part Two, important determinants influencing the relative effectiveness of prehospital triage and bypass are examined sequentially using TARN and HITSNS data. Firstly, Chapter Three examines the accuracy of prehospital triage rules for identifying significant TBI. Secondly, in Chapter Four, the effect of prehospital interval, and time to specialist neuroscience care, on mortality is examined for significant TBI patients. Thirdly, Chapter Five investigates the potential for deterioration during primary transportation to trauma centres. 

· Part Three investigates specific aspects of TBI necessary to allow cost-effectiveness modelling of each intervention. Chapter Six systematically reviews the literature on health utilities for GOS states after TBI to provide data for calculation of Quality Adjusted Life Years (QALYs). It also reports a mapping function to predict EQ5D index scores derived using a retrospective cohort of TBI patients enrolled in the Victorian State Trauma Registry (VSTR). Chapter Seven then uses data from the population based Rochester Epidemiology Project (REP) database to estimate life expectancy following TBI, allowing extrapolation of survival over the lifetime horizon of an economic model. In addition to independently providing intrinsically important results, each chapter in Parts One to Three also contributes important information necessary for the central economic model.

· Part Four describes the main body of research: a cost-utility economic evaluation assessing prehospital triage and bypass compared to alternative management strategies for the HITSNS study population of suspected significant TBI adults with stable prehospital vital signs. Methodology is detailed in Chapter Eight. Results are then outlined in Chapter Nine, indicating the most cost-effective management option given current evidence and quantifying the associated uncertainty. Chapter Nine also presents value of information analyses evaluating if it is efficient to conduct further research to help support the recommended health technology adoption decision.

· Finally, in Part Five, the implications of this investigation for future clinical practice and research are discussed. Chapter Ten summarises the study’s findings, discusses strengths and limitations of the investigation, compares the findings with previously published data, places results in the context of NHS policy and identifies possible areas for future research.  
Overall, this thesis provides an original and thorough exposition of the clinical and cost-effectiveness of prehospital triage and bypass in suspected significant TBI. 

[bookmark: _Toc399054963]Summary
· TBI is a major public health burden in the UK in terms of incidence, morbidity, mortality, health sector expenditure and socioeconomic costs.
· Irreversible primary brain damage occurs at the time of injury and TBI management concentrates on preventing, detecting and treating reversible causes of secondary brain injury to prevent evolution of neurological damage.
· Several management pathways are possible for patients with suspected significant TBI injured closest to a NSAH. These strategies may differ in costs and consequences and the optimal strategy is uncertain.
· Prehospital triage with bypass could potentially improve outcomes by expediting neurosurgery in patients with expanding intracranial haematomas and increasing the number of patients receiving specialist neuroscience care.
· However, prolonged primary transportation to SNCs risks deterioration in transit and development of secondary brain injury. 
· Reorganisation of health services, such as the widespread implementation prehospital triage and bypass in regional trauma networks, should be based upon sound evidence of effectiveness and cost effectiveness.
· This thesis will report an evaluation of the clinical and cost-effectiveness of alternative management strategies for adults with apparently stable, suspected TBI patients, injured nearest to a non-specialist NHS hospital.
· It will additionally examine the important constituent factors which will influence the effectiveness of prehospital triage and bypass.
· Results from this investigation will identify the best management pathway for suspected TBI patients injured closest to a NSAH in the NHS given current knowledge; characterise the uncertainty inherent in this finding; discern important determinants of cost-effectiveness; and evaluate the need for further research in this area.
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0. [bookmark: _Toc399054965]introduction
[bookmark: _Toc399054966]Background
As discussed in Chapter One, there are four main management strategies that could potentially be implemented for patients with suspected significant TBI injured closest to a NSAH in the NHS: prehospital triage and bypass; or secondary transfer strategies distinguished by the treatment pathway for patients with non-surgical TBI, namely i) routine secondary transfer, ii) selective secondary transfer, and iii) no secondary transfer. Ideally, a randomised controlled trial with a head to head comparison between all of these approaches, reporting mortality, disability and quality of life effect estimates, would be available to provide a valid direct assessment of relative clinical effectiveness. 

Importantly, prehospital triage and bypass will apply to all undifferentiated patients with suspected TBI who present in the field. This heterogeneous population will include patients with mild TBI, non-surgical significant TBI, significant TBI requiring acute neurosurgery, major trauma, and medical diagnoses. Given this possible impact on patients without significant TBI, and the potential distribution of patients across specialist and non-specialist hospitals within trauma networks as a result of imperfect triage, a system level evaluation is necessary to fully evaluate the hazards and benefits of prehospital triage and bypass compared to other management strategies.

In contrast, secondary transfer strategies only differ in respect to the management of patients with a confirmed diagnosis of non-surgical significant TBI following initial hospital assessment. Patients with mild TBI, TBI requiring acute neurosurgery, major trauma, and medical diagnoses will undergo identical treatment pathways in each of the competing secondary transfer options. The relative clinical effectiveness of routine, selective and no transfer strategies can therefore be compared with each other by examining outcomes in the remaining non-surgical significant TBI patients. 

The NICE Guide to Methods of Technology Appraisal,[180] in common with other expert consensus guidelines, recommends that effectiveness estimates used in economic models are based on evidence from systematic reviews. This method assembles ‘all the available relevant evidence using explicit, valid and replicable methods in a way that minimises the risk of biased selection of studies’.[180] If appropriate, effect estimates from identified studies can be combined, either directly in meta-analyses, or using indirect treatment comparisons and network meta-analysis. Using well conducted randomised controlled trials identified from systematic reviews should offer minimally biased estimates of benefits and risks. Less reliably, observational studies may require consideration in the absence of experimental data. In the event that the only evidence available is at high risk of bias, it may ultimately be necessary to use expert opinion to guide treatment allocation decisions.
[bookmark: _Toc399054967]Aims and objectives
The aim of this chapter was to systematically evaluate the existing literature examining the effectiveness of alternative management strategies for adults with suspected TBI injured closest to a NSAH, in order to inform parameter estimates for the HITSNS economic model. The investigation included a literature review examining the effectiveness of prehospital triage and bypass compared to other treatment pathways. A further formal systematic review was also conducted comparing a routine secondary transfer strategy with a no transfer strategy in adults with non-surgical severe TBI. Specific objectives were to:

· Critically review the evidence base examining prehospital triage and bypass as an effective treatment pathway for patients with suspected significant TBI.
· Systematically identify and appraise studies comparing routine secondary transfer of patients with non-surgical severe TBI to SNCs with management entirely in NSAHs.
· Determine the effectiveness of competing management pathways in subgroups of TBI patients with isolated head injury and with multiple trauma.
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[bookmark: _Toc399054969]Literature review examining the effectiveness of prehospital triage and bypass compared to other treatment pathways in suspected significant TBI
Information sources 
Searches were performed in the major electronic bibliographic databases of MEDLINE and EMBASE. Systematic review protocol registers (PROSPERO, Cochrane Collaboration),[181, 182] evidence based medicine databases (Centre for Reviews and Dissemination, Cochrane Library) and national research databases (Health Technology Assessment Agency and National Institute of Health Research databases) were additionally interrogated.[183-186] 
Search strategies
The search strategy consisted of search terms pertaining to TBI, bypass and secondary transfer treatment pathways. MEDLINE and EMBASE were interrogated using the OVID platform and the search strings are presented in Appendix B. This strategy was then modified for use in other databases. All searches were performed between 1973 (the date the GCS was introduced) and December 2013.[4] Internet and website searching used a range of broad keywords. Searches were restricted to studies with abstracts available in English. 
Selection of relevant articles
Selection of articles was performed in three stages. Firstly, titles of all citations identified during searches were screened for relevance. Secondly, abstracts of all potentially applicable articles were retrieved and reviewed. Thirdly, the full text of any study reports deemed relevant was examined. Systematic reviews or original research articles were considered eligible if they met the following conditions:

· Population: Examination of adults with significant TBI injured closest to a NSAH, or system-level evaluations focusing on patients with suspected TBI. 
· Interventions: Comparison of at least two of the possible management strategies for significant TBI patients, namely: prehospital triage and bypass with either routine secondary transfer, selective secondary transfer, or no secondary transfer.
· Outcomes: Examination of patient-orientated outcomes such as mortality, disability or health related quality of life.
· Study design: Systematic reviews, randomised controlled trials, or observational studies with control groups and adjustment for confounding.
Data extraction
Data were collected for all potentially relevant studies using a customised version of a generic form from the Cochrane Collaboration.[187] This included the following identifying information for all studies: authors, year of publication, publishing journal, country of origin, and study design. Specific information relating to study design, inclusion criteria, and results were additionally collected. 
Evaluation of evidence
Retrieved studies were evaluated using established critical appraisal checklists from the NHS Public Health Resource Units.[188] This was supplemented with additional methodological considerations from reporting guidelines including: Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRIMSA);[189] Guidelines for Meta-Analyses and Systematic Reviews of Observational Studies (MOOSE);[190] STrengthening the Reporting of OBservational studies in Epidemiology (STROBE).[191] The Cochrane Collaboration's tool for assessing risk of bias in randomised trials and clinical epidemiology theory were also considered.[192-194] 
Literature review management
References were recorded using EndNote (Thomson Reuters, CA, USA). Extracted data and risk of bias assessments were managed using Review Manager version 5.0 (Cochrane Collaboration, Oxford, UK) and Excel 2007 (Microsoft, Redmond, US).
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Systematic review rationale
The foregoing literature review identified a recent systematic review that attempted to compare outcomes between bypass and a selective secondary transfer strategy, in both patients with general trauma and significant TBI. However, no systematic reviews were available which examined other competing secondary transfer strategies. Relative effectiveness estimates are required for these treatment pathways to inform trauma service reconfiguration decisions and the HITSNS economic model. 
Review question and review inclusion criteria
A ‘PICOS’ or ‘Patient, Intervention, Comparator, Outcome, Study’ approach was used to define a focused clinical question and provide a framework for defining review eligibility criteria, informing search strategies and selecting studies in a systematic and unbiased fashion.[187, 195] The PICOS question for the current systematic review was:

‘In adults sustaining initially non-surgical severe TBI, and injured nearest to a non-specialist acute hospital, does secondary transfer and management at a specialist neuroscience centre, result in reduced mortality and disability, compared to receiving treatment at the non-specialist centre?’

Studies investigating adult patients aged >16 years, presenting with non-surgical severe TBI and injured nearest to a non-specialist acute hospital were eligible. Severe TBI was defined as GCS<9, or AIS >2. The age limit of 16 years was consistent with thresholds for adulthood commonly used in the TBI medical literature. As paediatric intensive care facilities are already centralised in the UK,[196] and not relevant to trauma re-configuration decisions, children were not examined. 

The interventions group was defined as patients undergoing secondary transfer from NSAHs to a SNC (with neurosurgical unit, ICU, and supporting departments). This treatment pathway is equivalent to a ‘routine’ secondary transfer strategy. The control group constituted patients who were not initially transferred to specialist neuroscience centres, and were treated in non-specialist acute hospitals; consistent with the ‘no’ secondary transfer strategy. Studies examining bypass of severe TBI patients, including secondary transfer of surgical severe TBI patients, examining differences between American College of Surgeons classified level 1 and 2 trauma centres only,[197] or comparing patients injured closest to a SNC with those undergoing secondary transfer were excluded as not relevant to the review question.  

The primary outcomes were acute mortality and long term disability. Conventionally these endpoints in TBI studies examine 30 day mortality and Glasgow Outcome Scale score at 6 months.[2] Secondary outcomes were the incidence of complications e.g. pneumonia, health related quality of life, and length of intensive care and hospital stay.

Previous literature reviews have revealed a paucity of experimental evidence, and have highlighted the potential difficulties of performing randomised controlled trials (RCTs) in this area.[7,13] In the absence of eligible clinical trials, it was therefore planned to include non-randomised studies to examine the case for commissioning future clinical trials, and provide an impartial summary of the findings and limitations of available observational evidence to decision makers. However, to avoid presenting misleading effect estimates non-randomised studies at very high risk of bias were excluded. Study design was defined according to Cochrane Non-randomised Study Methodology Group criteria,[187] with quasi- or non-randomised controlled trials, controlled before-and-after studies, case-control and cohort studies potentially eligible. Studies that collected data on the participants, interventions and outcomes of interest, but did not formally examine their association were available for inclusion if a valid outcome measure could be calculated. In cases where relevant outcomes could potentially have been collected but were not reported, studies were eligible if data were obtainable from investigators. Systematic review inclusion criteria are summarised in Table 2.1.

[bookmark: _Toc399334866]Table 2.1. Inclusion criteria for systematic review comparing routine and no secondary transfer strategies in significant TBI
	Inclusion criteria

	Population: 
Adults patients >16 years
Non-surgical TBI: no urgent neurosurgery indicated acutely following injury.
Severe TBI: GCS<9 or Abbreviated Injury Score >2.
Initially admitted to a NSAH.

Intervention:
Early secondary transfer from a NSAH to a SNC.

Control:
Initial management in a NSAH (with or without later transfer to a SNC).

Primary outcomes:
 Mortality
 Disability (GOS, Disability Rating Scale, or other measure of neurological function.

Study designs:
 Published or unpublished randomised controlled trials.
 Published or unpublished non-randomised studies.

Exclusion criteria
Studies examining: Bypass with prolonged primary transport to SNCs, surgical severe TBI patients, differences between level 1 and 2 trauma centres only, or patients injured closest to a SNC.
Non-randomised studies at very high risk of bias


Information Sources 
The search strategy aimed to identify any study, published or unpublished, that could provide original data answering the review’s question. An comprehensive range of electronic information sources were examined including all major bibliographic databases, clinical trial registers, funding agency websites, conference proceedings, the world wide web, and clinical guideline groups. Reference lists of retrieved articles, relevant narrative reviews and applicable systematic reviews were also searched for any citations that might be relevant. Authors of included and near-miss studies were contacted by email to identify any additional citations. Local subject experts were also approached informally. The full range of information sources is presented in Appendix B.
Search strategy
Search strategies for bibliographic databases were developed iteratively in conjunction with an information services specialist, and underwent independent expert peer review (Royal Society of Medicine). The search strategy was initially developed for use in MEDLINE and was based on individual concepts from the review’s PICOS question and was informed by relevant previously published searches. This initial search strategy was subsequently modified in light of retrieved reports and studies identified for inclusion. The final search strategy was subsequently adapted for use in other data sources. 

Searches were conducted between 1973 and 30th June 2013, and were not restricted by language, study design, or publication status. MEDLINE and EMBASE Searches were performed using the Dialog Pro platform and the search strategy is detailed in Appendix B. 
Selection of studies and data collection
The lead reviewer (GF) screened all citations to establish eligibility, and to decide whether or not to acquire the full articles. Two reviewers (GF and Dr David Pallot, a clinician with training in systematic reviews and critical appraisal) independently examined all retrieved full text articles against the inclusion criteria to identify eligible and ‘near miss’ studies. These unmasked reviewers then independently extracted data on study characteristics, participants, interventions and outcomes. A standardised data extraction form, customised from a standard Cochrane Collaboration form,[187] was used in conjunction with pre-determined decision rules for coding to improve precision.   
Assessment of methodological quality of included studies
Risk of bias assessment was determined separately according to each outcome. Implementation of The Cochrane Collaboration’s tool for assessing risk of bias in randomised trials was planned in the event that RCTs were identified.[192] There is no established, validated scheme for assessing risk of bias in non-randomised studies and a bespoke classification scheme was therefore developed for observational studies by the author and reviewed by expert epidemiologists.[198-200] A methodological component approach, consistent with the Cochrane Collaboration’s tool for assessing risk of bias in randomised trials was taken,[192] comprising the domains of: selection bias, information bias, confounding, reporting bias, and other sources of bias. Risk of bias in each domain was classified as very low, low, moderate, high or very high risk, relative to the gold standard of an internally valid randomised controlled trial. Two un-blinded reviewers (GF and DP) independently judged the risk of bias in identified studies, explicitly recording the aspects of study design on which judgements were based. The risk of bias instrument is described in detail in Appendix B.
Data synthesis and analysis
As pooling results from poor quality studies may produce a precise but spurious result by compounding individual study biases, random effects meta-analysis was planned only if studies at low risk of bias were identified, and there was no evidence of statistical heterogeneity.[187] Statistical heterogeneity was examined by visual inspection of Forest plots for overlap of confidence intervals, and by using the I2 statistic and Cochrane’s Q test.[187, 201] Substantial heterogeneity was considered to exist when I2 was greater than 50%., or the p=value for the Q test was less than 0.1.[187]

In the absence of homogenous effect estimates at low risk of bias a narrative synthesis was pre-specified. To increase objectivity, structured Economic and Social Research Council guidelines were used as a framework,[33] including: description of results; exploration of relationships between findings; and assessment of the overall strength of the available evidence.[202]

For mortality and disability outcomes, adjusted odds ratios for the association of non-specialist care with each outcome were recorded with their 95% confidence intervals. Where multiple adjusted effect estimates were presented the analysis most fully accounting for specified confounders and missing data was utilised. A Forrest plot was constructed to allow visual comparison of effect estimates between studies.[203] Absolute risk reductions and numbers needed to treat were additionally calculated using assumed baseline risks for patients transferred to SNCs, informed by intervention group estimates in the included studies.[204] An a priori subgroup analysis was planned to investigate whether the summary effect estimate for mortality in a secondary transfer strategy varied according to the presence of major extracranial injury, consistent with non-head region AIS injury severity score >2. Review level reporting bias was assessed by scrutinising trial and research registries for unpublished studies.  Examination of funnel plots with formal tests of symmetry was also planned if there were sufficient studies identified with consistent sample sizes and no significant heterogeneity.[205]
Assessment of overall quality of evidence
The overall quality of evidence for each outcome was assessed using the consensus Grades of Recommendation, Assessment, Development and Evaluation Working Group (GRADE) approach.[206, 207] This specifies four outcome-specific levels of quality (high, moderate, low, and very low), with RCTs providing high quality, and observational studies initially rated as low quality evidence. The body of evidence is downgraded in the presence of within-study risk of bias, indirectness of evidence, heterogeneity, imprecision of effect estimates, and risk of publication bias; or up-graded due to large effect sizes, dose-response gradients, or plausible biases all working to undermine effect estimates. 
Review management and statistical analysis
A detailed review protocol stating a pre-specified analysis plan was developed prior to data collection, and registered with PROSPERO (registration number: CRD42012002021).[208] Study authors were contacted where additional information was necessary to assess study eligibility, evaluate risk of bias, or obtain relevant results. Subsequent inclusion of unpublished data and requests for information are clearly described. Disagreements between reviewers on study inclusion, data extraction or risk of bias assessment were resolved by consensus, and consultation with a third author with expertise in trauma epidemiology (Professor Fiona Lecky) was planned if necessary. 

References were managed in EndNote (Thomson Reuters, CA, USA). Details of included studies were collated using Review Manager version 5.0 (Cochrane Collaboration, Oxford, UK).  Forest plots were constructed using Stata version 12.1 (StataCorp, College Station, USA).  Absolute risk reductions were calculated using GRADEProfiler (Cochrane Collaboration, Oxford, UK).
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The search strategy for studies examining the comparative effectiveness of prehospital triage and bypass with alternative management pathways for patients with suspected TBI returned 3,801 citations. From these, a contemporary systematic review by Pickering and colleagues (2014) was found which met the predefined eligibility criteria.[209] This purportedly compared bypass and selective secondary transfer strategies in patients with moderate to severe head injury; including 11 observational cohort studies performed between 1998 and 2012. Three of these studies reported effect estimates adjusted for confounding and were included by the authors in a primary meta-analysis (Hsiao 2012, Moen 2008 , Hartl 2006).[210-212] The point estimate for mortality favoured selective secondary transfer with a pooled odds ratio of 0.74 (95%CI 0.31-1.79, n=1,507, I2=80%). Crude mortality estimates from ten studies were also combined to give an unadjusted pooled odds ratio for mortality of 0.87 (95%CI 0.62-1.23, n=3,671, I2=66%), again favouring selective secondary transfer. Unadjusted analyses of disability outcomes were available in four studies which found no significant difference in GOS outcomes between the two strategies (Joosse 2012, Moen 2009, Moen 2008, Sollid 2003).[212-215]

Fundamentally, the studies included in the systematic review analysed patients injured closest to a SNC, with some studies additionally enrolling an unclear proportion of bypassed patients; compared with a selected subgroup of patients undergoing secondary transfer to the specialist centre. This study design cannot provide a valid estimate of relative effectiveness as not all participants in the intervention arm were subjected to the risks of bypass, and the outcomes of residual un-transferred NSAH patients in the selective secondary strategy were not assessed for the control group. The outcomes of prehospital triage and bypass on patients without significant TBI were also not assessed, precluding a complete system-level assessment of effectiveness. Moreover, the retrieved studies were retrospective cohort studies subject to high risk of bias from selection bias, confounding and information bias. Notwithstanding these internal validity concerns, the applicability of this evidence to the NHS is also highly questionable as remote rural settings with a high proportion of aero-medical transfers were often studied.

In addition to the studies retrieved by the Pickering systematic review, one further potentially eligible article was identified during the literature review. Sugerman and colleagues (2012) examined data from the US National Trauma Databank, similarly comparing case-mix adjusted outcomes in patients with significant TBI directly admitted to level 1 and 2 trauma centres with patients transferred in from hospitals with lower level designations.[216] A conditional odds ratio for mortality of 0.79 (95%CI 0.64-0.96) was reported favouring secondary transfer. This investigation was subject to the same serious biases as those encountered in constituent studies of the Pickering systematic review, and the credibility of the findings is consequently also low.  

No systematic reviews or studies were retrieved which compared prehospital triage and bypass strategies with routine or no secondary transfer strategies. 
[bookmark: _Toc399054973]Systematic review comparing the effectiveness of routine and no secondary transfer strategies
Study selection
16,399 citations were screened for eligibility, with the full text of 169 articles retrieved for detailed evaluation. During full text examination no randomised controlled trials were found; but four potentially eligible observational studies were identified for inclusion in the review (Harrison 2013, Fuller 2011, Patel 2005, Newgard 2004),[36, 138, 146, 217, 218] comprising 4,688 patients. Twenty seven ‘near miss’ studies were relatively close to meeting inclusion articles, but were ultimately excluded for ineligible populations, interventions, or very high risk of bias. Figure 2.1 describes the selection of studies in detail.
Study characteristics
Two cohort studies contributed evidence for examination of the effects of secondary transfer and specialist neuroscience care on mortality (Harrison 2013, Fuller 2011 – unpublished data).[36, 146, 218]  One study provided data for examination of disability (Harrison 2013).[36] Three studies were included for the subgroup analysis examining the effect of secondary transfer on mortality in isolated severe non-surgical TBI (Harrison 2013, Fuller 2011, Patel 2005).[36, 138, 146] It was unclear if the study population of Newgard 2004 included surgical TBI cases, and the reported outcome measure was a composite binary endpoint comprising 30 day mortality, medical complications during hospitalisation and maximal dependency at hospital discharge. Clarification on the study population and additional data to calculate specific outcomes were requested from the corresponding author, but were unavailable. This study was therefore classified as ‘potentially eligible’ and analysed separately.[217] Information on the secondary outcomes of length of stay and health related quality of life was available from Harrison 2013 only. The characteristics of these included studies are summarised in Table 2.2. Details on ‘near miss’ studies are provided in Appendix B. 
Risk of bias
The overall risk of bias, relative to an internally valid randomised controlled trial, was high for all studies. The primary limitation in included studies was confounding by indication.[219] Decisions on secondary transfer were evidently associated with injury severity, with the case-mix of non-transferred patient notably worse. Statistical adjustment was unlikely to fully correct this bias. The risk of bias for individual primary and secondary outcomes in included studies is summarised in Table 2.3, with a detailed rationale presented in Appendix B.

[image: ]
[bookmark: _Toc399247448]Figure 2.1. Flow chart showing selection of studies included in systematic review comparing routine and no secondary transfer strategies. *De-duplication was performed at the full-text stage and a one-to-one relationship subsequently existed between articles and citations. † All 27 near miss articles had ineligible populations, with some articles additionally describing ineligible interventions and/or study designs at very high risk of bias.
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[bookmark: _Toc399334867]Table 2.2. Characteristics of studies included in systematic review comparing routine and no secondary transfer strategies.
	Study
	Study design
	Dates, country

	N patients
	Data source
	Inclusion criteria
	Exclusion criteria
	Control  group
	Intervention group
	 Outcomes 
	Notes

	Harrison
2013 


	PCS
	2009-2011
UK
	Total: 847
Control: 263
Intervention:584
	UK general and specialist ICUs
	Age>16 years
GCS<14
Head injury admitted to ICU
Non-surgical TBI
	Admitted from in-patient location

	All treatment at NSAH and ‘late’ secondary transfers >18 hours to SNCs
	‘Early’ Secondary transfer from NSAH to SNC <16 hours 

	6 month mortality
6 month: Unfavourable GOS outcome
EQ5D/QALYs
Length of stay

	

	Fuller 2011
	RCS
	2003-2009
UK
	Total: 1,936 
Control: 1,107
Intervention: 829

	TARN  
	Age: >16 years
Injury and:
- Admission >72 hours
- Admission to specialist centre
- Admission to ICU
- Death <30 days
Non-surgical head AIS>2 and
GCS<9 / intubation
	Transferred to non-participating hospital
Age >65
	All treatment at NSAH 
	Secondary transfer from NSAH to SNC 
	30 day mortality

	Unpublished data excluding direct SNC admissions

	Patel 2005
	RCS
	1989-2003
UK
	Total: 894
Control: 342
Intervention: 552
	TARN 
	Age: >16 years
Injury and:
- Admission >72 hours
- Admission to specialist centre
- Admission to ICU
- Death <30 days
 Non-surgical head AIS>2 and
GCS<9 / intubation
Isolated TBI

	Transferred to non-participating hospital
Age>65
	All treatment at NSAH 
	Secondary transfer from NSAH to SNC 

Direct admissions to SNC
	30 day mortality.
	Isolated non-surgical TBI subgroup analysis eligible only

	Newgard 2004
	RCS
	1991-1994
USA

	Total: 1,011
Control:263
Intervention: 748 
	Oregon and Washington rural trauma registry
	ICD-9 code for significant head injury
Direct EMS transfer to NSAH
	 Age>80

	All treatment at NSAH or inpatient secondary transfers
	Preadmission secondary transfer from NSAH ED to SNC 

	Composite endpoint:
-30 day mortality
-‘Maximal dependency’ at discharge
-Inpatient complications
	Uncertain if surgical TBI or children included


PCS: Prospective cohort study, RCS: Retrospective cohort study, USA: United States of America
[bookmark: _Toc399334868]Table 2.3. Risk of bias in studies included in the systematic review comparing routine and no secondary transfer strategies 
	Outcome
	Study
	Selection bias
	Attrition bias
	Information bias: Exposure
	Information bias: Outcome
	Confounding
	Reporting bias
	Other biases
	Overall†

	Primary outcomes
	
	
	
	
	
	
	
	

	Mortality
	Harrison 2013
	Low
	Low
	Low
	Low
	High
	Low
	Low
	High

	
	Fuller 2011 
	Moderate
	Moderate
	Low
	Low
	High
	Unclear
	Low
	High

	
	Patel  2005
	High
	Moderate
	Low
	Low
	High
	Unclear
	Low

	High

	Disability

	Harrison 2013
	Low
	Moderate
	Low
	Moderate
	High
	Low
	Low
	High

	Composite endpoint*
	Newgard 2004
	Low
	Unclear
	Low
	Unclear
	High
	Unclear
	Unclear
	High

	Secondary outcomes
	
	
	
	
	
	
	
	

	HRQOL

	Harrison 2013
	Low
	Moderate
	Low
	Moderate
	High
	Low
	Low
	High

	Length of stay
	Harrison 2013
	Low
	Moderate
	Low
	Low
	Very high
	Low
	Low
	Very high


 *Composite endpoint comprises 30 day mortality, medical complications during hospitilisation and/or ‘maximal dependency’ at hospital discharge.
 †Overall risk of bias determined by worst rating from individual components. HRQOL: Health related quality of life.
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Primary outcomes
A significant association between mortality and NSAH care was evident in non-surgical severe TBI patients, with adjusted odds ratios (OR) favouring routine secondary transfer, and ranging from 1.92 (95% CI 1.25-2.95, n=847, Harrison 2013) to 2.09 (95% CI 1.59-2.74, n=1,936, unpublished data, Fuller 2011). Using the probability of death in transferred patients as the baseline risk, a substantial absolute survival benefit was also apparent with routine secondary transfer. The number of patients requiring transfer to achieve one less death was 8.3 (95%CI 4.5-25.0) in Harrison 2013 and 7.7 (95%CI 5.3-12.5) in Fuller 2011. The included studies examining mortality demonstrated minimal statistical heterogeneity with a non-significant Cochrane’s Q test (p=0.75, α=0.1), overlapping confidence intervals, and an I2 statistic of 0%.

Conversely, no convincing association was observed between NSAH care and disability. The reported point estimate was close to one, suggesting no clinically relevant improvement in disability; while a wide confidence interval indicated that the results are potentially consistent with either a beneficial or adverse effect of secondary transfer (Harrison 2013: OR 1.13, n=847, 95% CI 0.36–3.6 for Glasgow Outcome Scale dichotomised into favourable/unfavourable outcome).  The absolute risk reduction for unfavourable outcome associated with a routine transfer stategy was 3.0% (95% CI -24.0 -27.0%), corresponding to a number needed to treat of 33.3 (95%CI NNT(harm) 4.2 to  to NNT(benefit) 3.7).

Newgard 2004, a potentially eligible study, reported no significant effect of secondary transfer on a combined endpoint of mortality, disability and inpatient complications (adjusted OR 1.28, 95% CI 0.83-1.97, n=1,011). Baseline risks were not reported and it was consequently not possible to calculate absolute risk reductions and numbers needed to treat.

The association between mortality and NSAH care was also observed in the subgroup of patients with multiple trauma (Harrison 2013:adjusted OR  4.65, 95%CI 2.14-10.1, n=319; Fuller 2011-unpublished data: adjusted OR 3.49, 95% CI 2.45-4.97, n=749). However, for patients with isolated TBI findings were moderately heterogeneous (Cochrane’s Q test p=0.2, I2 statistic 35%). Two studies reported non-significant results, potentially consistent with either a beneficial or adverse association between NSAH care and mortality (Harrison 2013: adjusted OR 1.25, 95% CI 0.70-2.23, n=528; Fuller 2011: adjusted OR 1.28, 95% CI 0.89-1.84, n=1,936). In contrast one study, at higher risk of bias, reported a significant increase in mortality for patients with isolated TBI not undergoing secondary transfer (Patel 2005: adjusted OR 2.08, 95%CI 1.42-3.05, n=894). 

As all included studies were rated at high risk of bias a meta-analysis was not performed in accordance with the pre-specified analysis plan. Due to the low number of eligible studies it was not possible to assess publication bias using funnel plots. Results for the primary outcomes are summarised using a Forrest plot in Figure 2.2. Absolute risk reductions and numbers needed to treat for each primary outcome based on plausible baseline risks for non-transferred patients are presented in Table 2.4. 

[image: ]

[bookmark: _Toc399247449]Figure 2.2. Forest plot summarising effect estimates comparing no transfer with routine transfer strategies. *Composite endpoint comprises 30 day mortality, medical complications during hospitilisation and/or ‘maximal dependency’ at hospital discharge.

[bookmark: _Toc399334869]Table 2.4. Absolute risk reductions and numbers needed to treat classified by outcome for each study included in the systematic review comparing routine and no secondary transfer strategies
	Outcome
	Study
	Relative effect
(OR, 95% CI)
	Baseline absolute risk in patients undergoing secondary transfer
(Natural frequency)
	Corresponding absolute risk in patients treated in NSAH only
(Natural frequency, 95% CI)
	Absolute risk reduction
(ARR, 95%CI)
	Number needed to treat
(NNT, 95% CI)

	Mortality
	Harrison 2013
	1.92
(1.25-2.95)
	19 per 100
	30 per 100
(23 to 41)

	12
(4-22)
	8.3
(4.5-25.0)

	
	Fuller 2011
	2.09
(1.59-2.74)

	17 per 100
	31 per 100
(25 to 37)
	13
(8-19)
	7.7
(5.3-12.5)

	Unfavourable outcome
	Harrison 2013
	1.13 
(0.36 to 3.6)

	53 per 100

	56 per 100
(29 to 80)
	3
(-24 - 27)
	33.3
(-4.2-3.7)

	Mortality, disability and inpatient complications
	Newgard 2004
	1.28
(0.83-1.97)
	Not reported
	Unable to calculate
	Unable to calculate
	Unable to calculate






Secondary outcomes
Harrison 2013 reported that patients demonstrated a small, but statistically significantly, improvement in health related quality of life following routine secondary transfer to SNCs compared to management entirely within NSAHs (adjusted incremental EQ5D 0.13, 95% CI 0.03-0.23; adjusted incremental QALYs 0.05, 95% CI 0.02-0.09). However, length of ICU and total hospital stay were much shorter for ‘no’ transfer patients (crude comparison of ICU stay: 5.7 days v 13.9 days, crude comparison of total hospital stay: 18.4 days v 48 days).
Overall quality of evidence
Findings supported by results from observational studies are given a GRADE baseline rating of low quality evidence, predominantly reflecting the relatively high risk of bias from confounding. The quality of evidence for mortality was not downgraded based on methodology, precision, effect size or directness. As any residual confounding is likely to reduce effect estimates further, and in the absence of a dose-response gradient, the included studies did not qualify for upgrading. Conversely, the effect estimate for unfavourable outcome was consistent with both a beneficial or adverse effect and this imprecision met the GRADE criterion for downgrading to very low quality evidence. The GRADE quality of evidence for each outcome is summarised in Table 2.5.

















[bookmark: _Toc399334870]Table 2.5. Summary of main findings of systematic review comparing routine and no secondary transfer strategies categorised by the GRADE classification
	
No. of studies
	Design
	Downgrading criteria
	Upgrading criteria
	Association with no transfer strategy:
	

Overall
Quality

	
	
	Risk of bias
	Inconsistency
	Indirectness
	Imprecision
	Effect estimate size2 
	Dose-response gradient
	Unmeasured confounding
	Relative effect
(95% CI)
	Absolute effect
	

	Short term mortality (follow-up 30 days - 6 months; assessed with: administrative and clinical records)


	2
	Observational studies
	No serious risk of bias1
	No serious inconsistency
	No serious indirectness
	No serious imprecision
	Moderate
	None
	Plausible confounding would reduce observed effect estimate3
	OR 1.92 (1.25 to 2.95)

OR 2.09 (1.59 to 2.74
	12 more deaths per 100 (from 4 more to 22 more) 

13 more deaths per 100 (from 8 more to 19 more)

	LOW

	Unfavourable Outcome (follow up 6 months; assessed with: dichotomised Glasgow Outcome Scale in unblinded telephone interviews)


	1
	Observational study
	No serious risk of bias1
	No serious inconsistency
	No serious indirectness
	Serious4
	Small
	None
	Plausible confounding would reduce observed effect estimate3
	OR 1.13 (0.36 to 3.6)
	3 more per 100 (from 24 fewer to 27 more)

	VERY LOW





Footnotes:
1 Confounding and attrition bias raise doubts about results; but do not seriously undermine them beyond the low quality rating assigned to non-randomised studies.
2 Large effect sizes defined as OR>/<2 in the absence of possible confounding, or OR>5/<0.2 if possibility of residual confounding
3 Confounding by indication possible with more severely injured case-mix in non-transferred group
4 Wide 95% CI consistent with beneficial or adverse effect

[bookmark: _Toc399054974]DISCUSSION
[bookmark: _Toc399054975]Literature review investigating the clinical effectiveness of prehospital triage and bypass compared to secondary transfer strategies 
No valid or applicable research studies were retrieved in the literature review comparing prehospital triage and bypass with secondary transfer strategies, highlighting the paucity of evidence to inform management decisions for patients with suspected significant TBI injured closest to a NSAH. Given the comprehensive nature of the literature search, and the high quality searches implemented in the identified systematic review by Pickering and colleagues, it seems unlikely that any important studies will have been missed.
[bookmark: _Toc399054976]Systematic review comparing routine secondary transfer and no secondary transfer strategies
Summary of results
Eligible studies examining mortality (Harrison 2013, Fuller 2011 –unpublished data) reported an overall survival benefit associated with routine transfer to SNCs; a relationship also observed in the subgroup of patients with significant TBI and major extracranial trauma. However divergent results were apparent for patients with isolated significant TBI, with two studies reporting no statistically significant difference in mortality (Harrison 2013, Fuller 2011) between routine and no transfer strategies; and one study suggesting improved survival following SNC care (Patel 2005). Only one study (Harrison 2013) directly examined disability, reporting results consistent with either a beneficial or harmful effect of routine secondary transfer.  All included studies were at high risk of confounding, which might be expected  to bias effect estimates in favour of SNC care,  and results should therefore be interpreted with caution. 
Narrative synthesis and interpretation of findings
The homogenous mortality estimates observed (Harrison 2013, Fuller 2011 –unpublished data) could reflect  a true underlying effect arising from investigation of broadly comparable interventions in analagous UK populations. However, there were notable differences in methodology, for example Harrison 2013 excluded late transfers and controlled for different confounders, which would be expected to be manifested in differing effect estimates. As the studies were at high risk of systematic error the similarity of results are therefore more likely to be due to biases operating in different directions and to varying magnitudes, which by chance resulted in similar odds ratios. 

The Harrison 2013 and Fuller 2011 studies also reported consistent (non-significant) results for mortality in isolated TBI subgroup analyses; while Patel 2005 presented a larger, statistically significant, beneficial effect. This difference in results could be secondary to the relatively higher risk of bias in Patel 2005 and subsequent type I error; or clinical diversity arising from temporal changes in the management of severe head injury patients between 2005 and 2011.

The heterogeneity of mortality estimates observed across the strata of isolated/extracranial injury (Harrison 2013, Fuller 2011) is most plausibly explained by residual confounding.  Non-transferred multiple trauma patients had an appreciably worse case-mix than the transferred patients, with double the prevalence of hypotension and hypoxia. These factors have a profound adverse effect on TBI outcomes which is unlikely to have been fully controlled for in statistical analyses.[66] Alternatively, the apparent contradiction of benefit from SNC care in TBI patients who have co-existing major extracranial injury, but no benefit in patients with isolated TBI, could be a true effect.  Most SNCs are major trauma centres,  so the evident inconsistency would be resolved if better treatment of concomitant extracranial injuries, rather than specialist neurocritical care per se,  is the most important factor in improving outcomes following TBI. Supporting this hypothesis, other systematic reviews have provided low quality evidence suggesting that dedicated trauma centres improve outcomes following multiple trauma.[220, 221]

Interpretation of the Newgard 2004 study is challenged by the limited information available on sample characteristics and the broad composite outcome which included both death and disability. If eligible, the results were consistent with the non-significant of SNC care on disability observed in Harrison 2013.  

The results of this systematic review should be generalisable throughout the UK. Eligible cohort studies had broad inclusion criteria, and are highly likely to have recruited a representative population of non-surgical severe TBI patients. Additionally, in contrast to RCTs, observational studies will reflect everyday treatment choices, increasing the relevance of findings to normal clinical practice.[222] However, the restricted study samples in Fuller 2011 and Patel 2005, with exclusion of patients aged over 65 years to reduce confounding, will have reduced applicability; particularly given the increasing incidence of TBI in the elderly. Although the reported study populations were consistent with international series of severe TBI patients from other developed countries,[223, 224] the focus on UK management pathways may reduce the external validity of findings in other health care systems. 

The reported results provide a transparent and comprehensive dissection of the available evidence that will be useful in assessing the relative effects of ‘routine’ and ‘no’ secondary transfer strategies on important outcomes. Unfortunately, only sparse data were available on secondary outcomes of quality of life and length of stay, and no information identified that examined adverse events associated with each strategy, limiting the inferences that can be drawn on overall effectiveness. 

Altogether, given the potential biases operating in studies eligible for this systematic review, plausible theoretical factors that support both NSAH and SNC care and lack of evidence of effect on disability, it could be argued that there is a position of clinical equipoise between routine secondary transfer and non-specialist ICU management. This position of doubt is not in contradiction with current NICE Head Injury Guidelines, which recommend routine secondary transfer of all severe TBI patients, as these are clearly based on a consensus of expert opinion.[83]
Strengths and limitations
To maximise internal validity MOOSE, Cochrane Collaboration and PRISMA guidelines were followed aiming to ensure that all relevant evidence was included, accurately and precisely coded, validly assessed for risk of bias, and impartially analysed and interpreted.[13,26,27]  However, there are a number of potential methodological weaknesses. Due to time constraints hand searching of journals and conference proceedings was not performed, and regional bibliographic databases were not included. Furthermore, inadequate reporting of non-randomised studies and poor indexing in databases may impair the detection of published information.[192] However, given that over 16,000 research records were examined searching additional information sources, or utilising more sensitive search strategies, was impractical and unlikely to yield further relevant evidence.  It has also been argued that harder to find observational evidence is likely to have lower internal validity.[187, 225]

The inclusion of unpublished information from Fuller 2011 provided primary mortality estimates at lower risk of selection bias, and additional sub-group analyses examining multiple trauma patients. Although these results used identical methods to those used to calculate published odds ratios, the absence of peer-review may undermine their credibility.  However, exclusion of this data would not materially alter our conclusions. Additionally, unpublished data were unavailable from Patel 2005 and Newgard 2004, possibly introducing reporting bias.

Secondary to the diversity and complexity of observational studies there is no recognised or accepted critical appraisal tool for assessment of risk of bias, with a systematic review identifying over 180 possible instruments in 2003.[199] The Newcastle-Ottawa tool, recommended by the Cochrane Collaboration non-randomised methodology group,[187] is unpublished, lacks face validity, and has received considerable criticism in the epidemiology literature.[226] It was therefore decided to develop a bespoke instrument, maximising validity through a development process based on the principles of the Cochrane risk of bias tool for randomised controlled trials,[192] commonly used critical appraisal checklists,[188] expert opinion, and empirical evidence.[193, 194, 227]  

Finally, decisions on study relevance, information gathering, and validity were un-blinded and could potentially have been influenced by pre-formed opinions. Masking by editing out information on journal, authors, institutions, and direction of results, is resource intensive and given the uncertain benefits was not performed.[187, 228] However, objective rating criteria and independent data collection should militate against the risk of reviewer bias. 
Relationship of findings to other studies
A number of other articles have been published related to this PICOS question, but these have not followed systematic review methodology.[83, 140, 229, 230] A narrative review of comparative effectiveness studies by the NICE guideline group concluded that all severe TBI patients should receive treatment in SNCs, but it was acknowledged that the supporting evidence was weak and commissioning of a definitive randomised controlled trial was recommended.[83, 229] With the exception of Patel 2005 (isolated non-surgical severe TBI subgroup analysis only), the studies cited by NICE group were not eligible for the current review due to inappropriate populations or interventions.  

Opinion-based editorials by Teig (2010) and Petsas (2010) identified a wide range of circumstantial supporting evidence to substantiate conflicting opinions on the merits of a routine secondary transfer strategy.[140, 230] Proposed advantages of intensive care management in a SNC include increased experience in high-volume centres, superior expertise of specialist neurointensivists, and increased neurosurgical guidance.[231-233] Existing treatments may be applied more rigorously, with better adherence to protocol-guided therapy and increased use of intracranial pressure monitoring.[234] Experimental techniques may be additionally available such as brain tissue oxygenation monitoring and decompressive craniectomy.[97, 235, 236]  Furthermore expertise from supporting specialist clinical and rehabilitation services could potentially contribute to improved outcomes. Initially non-surgical severe TBI patients routinely transferred to SNC will also have quicker access to craniotomy or ventriculostomy if neurosurgical complications develop. However, all of these factors suggesting the superiority of routine transfer are either theoretical advantages, or are only supported by indirect evidence from observational studies.

Conversely, possible harms from routine early transfer to SNCs could arise from the well known risks of inter-hospital transfer. Audits have consistently highlighted problems with the organisation, timing, and conduct of UK transfers, with the consequent potential for secondary brain injury.[143, 151, 237, 238] Although, increased scrutiny of transfer quality, introduction of national transfer guidelines, and mandatory training courses may have improved the proficiency of contemporary transfers.[239] Standardised management guidelines for the intensive care management of non-surgical TBI are readily applicable in non-specialist intensive care units,[75] and studies have demonstrated the feasibility of implementing these protocols, including intracranial pressure monitoring in UK NSAHs.[240, 241] Case series have also suggested acceptable outcomes for non-transferred severe TBI patients managed with remote consultation with neurosurgeons.[160, 242] Moreover, many of the reputed advantages of specialist neurocritical care are unproven.[243] For example a recent RCT found no benefit from management based on ICP monitoring compared to the brain imaging and clinical assessment usually employed in NSAHs.[93] Taken together, this indirect evidence is equivocal and valid comparative effectiveness studies or RCTs are needed to conclusively prove the superiority of either management strategy.
[bookmark: _Toc399054977]Summary
· Optimal organisation of management pathways may offer an approach to improve outcomes in patients with significant TBI.
· No valid studies have been performed investigating the comparative effectiveness of prehospital triage and bypass with secondary transfer strategies. 
· A novel systematic review identified two studies suggesting that routine secondary transfer offers a survival benefit for patients with non-surgical significant TBI compared to management entirely within NSAHs (a ‘no’ secondary transfer strategy).
· This reduction in mortality was also observed for patients with significant TBI and major extracranial trauma. Reported survival benefit of routine secondary transfer in patients with isolated significant TBI was inconsistent. 
· A single study was identified which directly examined disability, reporting inconclusive results consistent with either a beneficial or harmful effect of routine secondary transfer.
· All included studies were at high risk of confounding, most plausibly biasing effect estimates in favour of SNC care,  and results should therefore be interpreted with caution. 


Part Two

Factors influencing the effectiveness of prehospital triage and bypass




























[bookmark: _Toc399054978]chapter three: the performance of TRIAGE RULES FOR the prehospital IDENTIFICATION OF SIGNIFICANT TRAUMATIC BRAIN INJURY
[bookmark: _Toc398135159][bookmark: _Toc399054979]introduction
[bookmark: _Toc399054980]Background
Triage is a method used to determine the distribution of scarce health care resources to patients. Historically, triage developed to prioritise the treatment of mass casualties arising during armed conflicts. Its first reported use was by Baron Dominique-Jean Larrey during the Napoleonic Wars, and the term originates from the French word ‘trier’, to sort; referring to the sifting of agricultural produce. More recently triage has expanded beyond the military setting and the concept is now also widely employed in disaster, prehospital and hospital environments.[244]

Triage systems are characterised by three essential attributes. Firstly, a scarcity of health care resources exists. Secondly, each patient is assessed by a healthcare professional and their medical needs established.[245] Finally, a system is used to prioritise treatment, or determine a specific management plan, for each patient based on their clinical assessment.  Iverson and colleagues (2007) classified triage scenarios according to the quantity of resources available, the degree of social order and patient arrival pattern.[245] The ethical basis, aims, and methods will vary according to these characteristics and the different contexts in which triage is employed. Commonly, in routine prehospital and inpatient practice the purpose is to identify the sickest patients who are then provided appropriate treatment on a first-come, first-served basis. Alternatively decisions may focus on the level of hospital care a patient should receive. In contrast, triage in disaster or warfare settings is often used to achieve the utilitarian principle of ‘the greatest good for the greatest number.[245, 246]

Despite the lack of conclusive evidence, it has been suggested that immediate access to specialist neuroscience care by direct transportation to trauma centres may be superior to initial NSAH management after significant TBI.[172, 247] Identification of such cases is challenging, with a notable proportion of patients presenting alert following head trauma, before the seriousness of their injury manifests with delayed deterioration of GCS score or development of other neurological sequalae.[84, 85, 248] Given the high incidence of TBI, and the concentration of neurosurgical services in a small number of regional centres, it is not feasible for all patients with suspected head trauma to be directly admitted to SNCs, and judgements are therefore required regarding which patients will receive priority access to these specialist services. If these decisions are made by paramedics following clinical assessment and are based on pre-determined criteria they will meet the definition for triage. 

A wide range of prehospital triage instruments have been developed for use by EMS providers attending trauma cases injured closest to a NSAH. In North America the American College of Surgeons Committee on Trauma (ASCOT) and the US Centres for Disease Control and Prevention have developed guidelines on the field triage of trauma patients derived after an appraisal of available evidence.[249] The majority of English regional trauma systems implement a similar triage instrument for injured patients based on the London Ambulance Service (LAS) major trauma triage tool.[250] These tools include a variety of physiological, anatomical, injury, and patient variables and are applied equally to all types of trauma. They share the overall goal of bypassing major trauma patients, without airway obstruction, for expedited definitive care and ostensibly superior major trauma centre management, regardless of cardio-respiratory instability. As expounded previously, hypotension and hypoxia are strongly deleterious in TBI and bypass of unstable patients to distant specialist centres risks secondary brain insults and unfavourable outcomes.[66] In contrast to the London bypass protocol, the triage rule used in the HITSNS study aims to identify significant TBI patients requiring immediate specialist care, but without cardio-respiratory compromise, for bypass to SNCs and early specialist care.[179] 

The effectiveness of trauma triage rules is commonly assessed by the proportion of patients under- and over-triaged.[249] Inaccurate triage, failing to identify a patient who would have benefited from immediate specialist care is termed under-triage and is equivalent to the proportion of false negative cases in those with the target disorder; mathematically the same as one minus the sensitivity of the triage instrument. ASCOT has designated a target for under-triage of less than 5%. Over-triage occurs when patients are erroneously bypassed to specialist centres, resulting in the unnecessary consumption of resources. This could occur secondary to mildly injured patients inundating EDs, or patients unable to benefit from specialist care using limited intensive care capacity. Prolonged, but superfluous, bypass journeys could also hinder the operations of EMS. Over-triage corresponds to the percentage of false positive cases amongst those without the target disorder and equals one minus the triage tool’s specificity. The maximally acceptable limit for over-triage defined by ASCOT is 50%.[249]

Several factors will interact to determine the overall performance of a trauma triage rule. The triage instrument will have inherent properties of sensitivity and specificity for the identification of major trauma or stable, significant TBI requiring critical care. The correctness and precision of the clinical assessment by paramedics will determine the accuracy of inputs for the triage rule. Additionally, the triage rule may be mistakenly applied, or the recommended transport destination overruled and superseded by paramedic preference. 
[bookmark: _Toc399054981]Aims and objectives
Prehospital triage is a fundamental component of bypass strategies for patients with major trauma, potentially influencing the overall effectiveness of this intervention. Existing trauma triage rules have not been previously investigated in patients with TBI and the aim of this study was therefore to evaluate the performance of alternative prehospital triage strategies for identifying significant TBI. This investigation consists of two sub-studies: A retrospective cohort study using routinely collected TARN data, analysing the inherent diagnostic accuracy of the LAS and HITSNS triage instruments if fully applied; and a nested cohort study examining compliance with the HITSNS triage rule results in patients with suspected TBI conveyed by land ambulance and enrolled in the HITNS pilot study. Specific objectives were to:

· Estimate the sensitivity and specificity of the LAS and HITSNS triage rules for identifying significant TBI.
· Describe the characteristics of bypassed, true positive and false negative patients.
· Examine the relationship between prehospital Glasgow Coma Scale score and anatomical severity of TBI.
· Estimate the proportion of non-compliance with bypass in initially stable patients with suspected TBI assessed with the HITSNS triage rule. 
· Investigate the determinants of paramedic compliance with HITSNS triage rule results.




[bookmark: _Toc399054982]Methods
[bookmark: _Toc399054983]Methods for cohort study investigating the diagnostic accuracy of prehospital triage rules using TARN data
Study design, sample and setting
A diagnostic cohort study was performed, retrospectively analysing data from the TARN trauma registry.[251] The TARN database collects information on patients with major injuries presenting to participating hospitals in England, Wales and selected other European countries. TARN is a subscription based voluntary service, with hospitals submitting data to enable comparative audit and allow case-mix adjusted performance bench marking on outcomes and process measures. Participation is renewed annually and the proportion of eligible trauma-receiving English hospitals contributing data to TARN varied from 32-89% for each year during the study period between 2005 and 2011. 

Patients are included in the TARN database if they sustain injury resulting in any of: hospital admission for >72 hours; critical care or high dependency unit admission; transfer for specialist care; or death. Patients with, simple isolated injuries (e.g. radius fracture), public rami or femoral neck fractures and aged over 65, prehospital deaths, or diagnosed as dead on emergency department arrival with no further management instigated, are excluded. The TARN registry therefore aims to include all patients requiring substantial treatment for non-trivial injuries sustained from meaningful trauma. 

Admissible patients are identified by data collectors in member hospitals. TARN standards of practice recommend that ED information technology systems and hospital patient administration systems are checked regularly to identify eligible patients based on recorded clinical information, diagnostic codes and discharge dates. To capture secondary transfers screening of intensive care units, and orthopaedic, plastic surgery, paediatrics and other trauma speciality admissions is dictated. Individual hospitals may also employ additional ad hoc procedures for case recognition. Eligibility of potential TARN cases is subsequently confirmed by examination of clinical case notes. 

The source population consisted of adult patients aged over 16 years admitted to English TARN participating hospitals. The subsequent study population comprised English patients with a recorded injury suggestive of head injury (including scalp, skull and brain AIS codes of any severity),[252] transported directly by land ambulance to participating TARN hospitals, and enrolled in the TARN trauma registry. The final study sample included consecutive eligible cases from 2005 to 2011 with complete data to allow examination of the diagnostic accuracy of each triage rule. Given the fixed available cohort, sample size was determined by the number of eligible cases registered in the TARN database, with confidence intervals indicating the precision of results. 
Data collection
TARN data collectors in member hospitals collate demographic, injury, treatment, investigation, and outcome data for eligible patients. Data is gathered from all relevant patient records including ambulance sheets, radiology reports, post mortem reports, hospital notes, trauma sheets, operative notes, discharge summaries and clinical information technology systems. Information is submitted to the trauma registry by a web based electronic Data Collection and Reporting system. Auto-generated unique submission numbers, field limiters, range limiters, drop lists and radio buttons are utilised to reduce input errors. 

Completion of a core dataset including details of patient demographics, incident information, attendants, key observations, important clinical interventions injury descriptions and outcome is mandatory. An extended data-set is accessible including information on clinical assessment, transfers and specific treatments in the field, ED, ward and critical care. These are preferred entries, and although not enforced are strongly encouraged. It is possible to mark data-fields as ‘not-recorded’ if information is not available from clinical records.

Independent, trained, TARN injury coders centrally grade individual injuries for each case according to AIS (2005 revision) criteria based on clinical, radiological and post mortem information, and a subsequent ISS is assigned.[252] Only definite injuries are considered with possible, probable or suspected injuries excluded. All submissions are checked centrally for consistency with TARN inclusion criteria and completeness of the core data-set. Additional information may be requested from hospitals prior to final approval of each submission. Major trauma cases often undergo inter-hospital transfers during their patient journey and separate submissions for individual patients from separate hospitals are automatically linked where possible using incident date, date of birth, age, gender and patient name. Potential transfer matches are manually checked and linked by central TARN data validators who ensure that key fields such as demographics, prehospital details and injuries are consistent.  Multiple submissions are linked to form a single unique case.  

A TARN procedures manual provides standards of practice, defines data fields and provides guidance on electronic data entry. All data collectors in member hospitals receive initial and refresher training, including an overview of TARN structures, reporting facilities, trauma outcome process statistics and how to enter data into the web based collection system. Case ascertainment in member hospital is checked against HES data and is physically audited every five years by examination of hospital records.[34] Hospitals undergo additional audit every two to five years examining coding, data ranges and inconsistencies. Quality assurance is also performed on central AIS coding with a 1% sample of cases extracted and re-coded each month to test reproducibility. 
Primary analyses and measurements
The diagnostic accuracy of the HITSNS and LAS triage rules (the primary index tests) were assessed against the ultimate presence of a significant TBI (the primary reference standard), when applied to patients with evidence of head trauma by ambulance paramedics. Significant TBI was defined as any head region AIS≥3 or the performance of any neurosurgical procedure, including intra-cranial pressure monitoring. The rationale for the reference standard was to include any patient with a serious intracranial injury who might potentially benefit from specialist care. Consensus on the reference standard was reached following discussions with clinical experts from the HITSNS trial management group (including a neurosurgery consultant, emergency medicine consultant and TBI expert). 

The HITSNS triage rule comprises 2 areas of assessment: evaluation of the presence of significant TBI based on level of consciousness or obvious external signs of serious head injury e.g. open skull fracture; and appraising the presence of airway, breathing or circulation (ABC) instability, based on physiological parameters and clinical examination.[179] In the presence of suspected significant head injury with no evidence of ABC compromise patients are diverted to a distant specialist neuroscience centre rather than undergoing transport to the local non-specialist hospital. Two variants of this triage rule were implemented in the HITSNS trial. In the NEAS version a GCS cut point of ≤13 was used. The NWAS modification used a slightly lower GCS cut point of ≤12 and a different range for acceptable respiratory rate (10-30). The NEAS triage rule was assessed in the primary analysis.

The LAS triage rule consists of sequential physiological and anatomical domains, with obligatory bypass to trauma centres when criteria are met in the absence of airway obstruction.[250] Additional mechanistic and demographic domains provide further discretionary factors to guide disposal decisions. Tables 3.1 and 3.2 fully elucidate the components of each triage rule. 

TARN cases with any evidence suggestive of a potential head injury were coded according to whether they met triage rule and reference standard criteria based on their first-recorded recorded prehospital physiology values, clinical parameters, and AIS injury codes. Applicable TARN data fields were available for all HITSNS triage rule criteria except for uncontrolled prehospital haemorrhage. A systolic blood pressure of less than 80 mmHg was used as a proxy for absence of a palpable radial pulse.[253] All mandatory LAS triage tool domains were studied with the exception of abnormal neurology secondary to spinal trauma; but discretionary mechanistic/demographic criteria were not included in initial analyses due to absence of relevant variables in the TARN data set. 

[bookmark: _Toc399334871]Table 3.1. Components of HITSNS triage rule. 
	Index test 1: NEAS HITSNS triage rule

	Positive [Bypass to specialist neuroscience centre]

	Negative [Divert to non-specialist hospital]

	Signs of significant TBI: External evidence of head injury with GCS≤13*, open skull or depressed skull fracture.

	No signs of significant TBI: External evidence of head injury, but GCS>13, no open or depressed skull fracture.


	AND

	OR

	No overt ABC compromise† (No PH airway obstruction, no intubation, RR 12-30*, No sucking chest wound, no tension pneumothorax, no amputation above wrist/ankle, no absence of radial pulse‡)
	Overt ABC compromise† (Any of PH: airway obstruction, intubation, RR <12 or >30, sucking chest wound, tension pneumothorax, amputation above wrist/ankle, absence of radial pulse)



*GCS threshold≤12 and RR range of 10-30 used in the NWAS variant of HITSNS triage rule. †Unable to include HITSNS criterion of ‘significant external haemorrhage not easily controlled by pressure’. ‡Absence of radial pulse assumed to correspond to prehospital systolic blood pressure<80mmHg.
PH: prehospital, RR: Respiratory rate.




[bookmark: _Toc399334872]Table 3.2. Components of LAS triage rule. 
	Index test 2: LAS major trauma triage rule


	Positive [Bypass to trauma centre]

	Negative [Divert to non-specialist hospital]

	Vital signs: GCS≤13; SBP<90; RR<10, >29

OR
	Vital signs: GCS>13; SBP>89; RR>9, <30

AND

	
Anatomy: Chest injury with altered physiology; traumatic amputation proximal to wrist/ankle; penetrating trauma to neck, chest, abdomen, back or groin; suspected open/depressed skull fracture; suspected pelvic fracture; spinal trauma suggested by abnormal neurology; trauma with facial/circumferential burns; >20% burns.
	
Anatomy: No: Chest injury with altered physiology; traumatic amputation proximal to wrist/ankle; penetrating trauma to neck, chest, abdomen, back or groin; suspected open/depressed skull fracture; suspected pelvic fracture; spinal trauma suggested by abnormal neurology; trauma with facial/circumferential burns; >20% burns.


	OR

Injury mechanism*: Traumatic death in same passenger compartment; fall>20 feet; trapped under vehicle; bulls eye windscreen; damage to vehicle ‘A’ post.

OR

Special considerations*: Aged >55 years; pregnant >20 weeks; bleeding disorder; morbidly obese.

AND

No airway obstruction


	AND

Injury mechanism*: No: Traumatic death in same passenger compartment; fall>20 feet; trapped under vehicle; bulls eye windscreen; damage to vehicle ‘A’ post.

AND

Special considerations*: Not: Aged >55 years; pregnant >20 weeks; bleeding disorder; morbidly obese.

OR

Presence of airway obstruction



*Injury mechanism and special considerations domains are discretionary criteria to guide bypass decisions. 
SBP: Systolic blood pressure.

The analysis proceeded in five stages. The characteristics of study participants were initially examined in available case analyses using descriptive statistics. Continuous variables were examined using frequency histograms and summarised using means and standard deviation if normally distributed, and medians and interquartile ranges if their distribution was skewed.  Dichotomous variables were described using percentages and their 95% confidence intervals. 

Secondly, the diagnostic accuracy of the LAS and HITSNS triage rules was determined. Separate 2x2 contingency tables were constructed, according to predicted triage rule decisions and reference standard results, to determine true positives, false positives, true negatives and false negatives. Prevalence of significant TBI, and sensitivity and specificity for identification of significant TBI, with their 95% confidence intervals, were subsequently calculated.  A complete case analysis was performed and patients with missing data on individual triage tool components were included if the index test result and reference standard status could be definitely determined from other available parameters.

Thirdly, the number of cases meeting triage rule criteria for bypass that required immediate hospital resuscitation (and hence may have been at risk of deterioration if bypass led to prolonged transport times) was then investigated. Immediate resuscitation was classified as the presence on ED arrival of: airway obstruction, respiratory distress (respiratory rate <6 or >29), cardiac or respiratory arrest, hypotension with SBP<90mmHg, or hypoxia with oxygen saturations of <90%.[254] The proportion of true positive cases with major extracranial injury, defined as a non-head AIS≥3, was also calculated. 

Fourthly, to investigate the determinants of triage rule sensitivity, patient characteristics were compared between true positive and false negative groups using descriptive statistics and hypothesis testing. 2 sample t-tests and Mann-Whitney U tests were used for normally and non-normally distributed continuous variables respectively. 2 sample z-tests were used to compare proportions. The null hypothesis in all cases was no difference between study groups.

Finally the sensitivity of prehospital GCS for detecting significant TBI was investigated by determining the proportion of TBI cases, categorised according to head region AIS severity, presenting with different levels of GCS score.  

Secondary analyses
A series of additional analyses were then conducted to investigate the sensitivity of results to alternative specifications of the index tests and reference standard in further complete case analyses. The robustness of results to selection bias arising from missing data was also explored in simulations using multiple imputation.[255] These secondary analyses are described in detail in Appendix C.
Statistical analysis, ethics and funding
Statistical analyses were carried out in Stata version 12.1 (StataCorp, College Station, USA). A two-sided p-value of <0.05 was considered to be statistically significant. Metrics of diagnostic accuracy were calculated using the diagt module. A pre-specified analysis protocol was developed with each investigation planned a prioiri. 

TARN data is submitted in an irreversibly anonymised format with no patient identifiable information available. The National Information Governance Board for Health and Social Care regulates the use of patient information in the UK and has given ethical approval for research using anonymised TARN data (approval number: PIAG3-04(e)/2006).[256] TARN is funded by contributions from participating hospitals. 
[bookmark: _Toc399054984]Methods for investigation of compliance with HITSNS triage rule decisions
Study sample
A further cohort study was also performed, analysing data prospectively collected during the HITSNS cluster randomised pilot study.[179] The proportion of patients where paramedics were compliant with prehospital triage and bypass, and factors influencing compliance, was investigated. The HITSNS trial was introduced in Chapter One and is described in detail in Appendix A. The sample for the current study examining compliance consisted of patients enrolled in the HITSNS study and randomised to receive prehospital triage and bypass. 
Primary analysis
The proportion of patients compliant with prehospital triage and bypass, with their 95% confidence intervals (computed using robust standard errors), was calculated overall and for each trial region separately to account for the slight variation in the implemented triage rules. The null hypothesis of no difference in compliance between trial regions was also tested using a cluster adjusted chi squared test. 

The features of compliant and non-compliant cases, including demographic, injury and travel time characteristics, were compared descriptively and with individual level cluster adjusted hypothesis testing; stratified by trial region. Normally distributed continuous data were summarised with means and standard deviations and compared with t-tests, while medians, interquartile ranges and Somers d statistic were calculated for non-normal data.[257] Categorical data were described using proportions and 95% confidence intervals and compared using chi-squared tests. 

The cltest Stata module was used to perform cluster adjusted chi-squared and t-tests, and the somersd module used for cluster adjusted Mann Whitney U tests. Estimated travel time to the nearest SNC was computed using incident and hospital postcodes and the Google maps travel time algorithm. Low sample size, with zero or small counts in many cells and a low event:variable ratio, precluded meaningful multivariable analyses using stratification or regression techniques. Due to the relatively low levels of missing data (3.5%) complete case analyses were considered at low risk of selection bias and missing data techniques were not employed. 


[bookmark: _Toc399054985]Results
[bookmark: _Toc399054986]Results for cohort study investigating the diagnostic accuracy of prehospital triage rules using TARN data
Sample characteristics 
In total, 91,532 English adult trauma patients were enrolled in the TARN database between 2005 and 2011, with 27,501 cases having a head injury recorded of AIS score >0. Eight thousand and seven head injury cases were not eligible due to admission via secondary transfer. Of the 19,494 directly admitted patients a further 5,201 were excluded due to, non-transportation by land ambulance (2,699 cases), or unknown mechanism of hospital arrival (2,502 cases), leaving a study sample of 14,293 consecutive patients with any recorded head injuries transported by land ambulance. 7,734 patients were missing data necessary to fully determine either HITSNS or LAS index test status. Thus 6,559 study participants finally contributed data to complete case assessments of the diagnostic accuracy of the HITSNS and LAS triage rules for identification of significant TBI. Figure 3.1 presents a flow chart describing the derivation of study participants. The characteristics of patients included in the primary complete case analyses are summarised in Table 3.3. Cases were predominantly male (67.5%), middle aged (median age 55 years) and were severely injured (median ISS 20), with high 30 day mortality (20.3%).  
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[bookmark: _Toc399247450]Figure 3.1. Flow chart showing the derivation of participants for the investigation of the diagnostic accuracy of prehospital triage rules for identifying significant TBI.

[bookmark: _Toc399334873]Table 3.3. Characteristics of patients included in complete case analyses of HITSNS and LAS prehospital triage rules. 
	Patient Characteristic
	    Summary statistic    
	Sample size*
n=

	Number of Patients
	6,559
	

	Age (years, median, IQR)
	55.1 (33.3-78.4)
	6,559

	Gender (male, %, 95% CI)
	67.5 (66.3-68.6)
	6,559

	Injury Severity Score (median, IQR)
	20 (16-26)
	6,559

	Head region Abbreviated Injury Score ≥3 (%,95% CI)
	84.0 (83.0-85.1)
	6,559

	Extracranial injury Abbreviated Injury Score≥3 (%,95% CI)
	32.6 (31.4-33.7)
	6,559

	Neurosurgical procedure (%, 95% CI)
	8.5 (7.8-9.1)
	6,559

	Prehospital systolic blood pressure (mmHg, mean, SD)
	139 (33.8)
	6,303

	Prehospital respiratory rate  (b/m, median, IQR)
	18 (16-20)
	6,542

	Prehospital oxygen saturations (%,95% CI)
	97 (95-99)
	5,643

	Prehospital Glasgow Coma Scale score  (median, IQR)
	14 (9-15)
	6,554

	Mortality (%, 95% CI)
	20.3 (19.3-21.3)
	5,867



*Available case analyses performed. Patients may have missing data on individual triage tool components if the index test result could definitely be determined from other available parameters.
IQR: Inter-quartile range, SD: Standard deviation.











Primary analysis
Tables 3.4 and 3.5 summarise the performance of the NEAS HITSNS and LAS triage rules in a 2x2 tables. Overall 5,525 patients had a head region AIS score of ≥3 giving a target disorder prevalence of 84.0% (95% CI 83.0-85.1%). Of these patients 1,801 (true positives) met HITSNS bypass criteria giving a sensitivity of 32.6% (95% CI 31.4-33.9) for identifying significant TBI patients. Some 2,461 true positive patients from the same cohort were classified by the LAS triage rule for direct transportation to a SNC, resulting in a corresponding sensitivity of 44.5% (95% CI 43.2-45.9). One thousand and thirty four patients were reference standard negative with no head region AIS ≥3. Of these 921 were classified as true negatives using the HITSNS triage rule and 713 using the LAS triage rule. The specificity to correctly identify patients without significant TBI in this study population was therefore 89.1% (95% CI 87.0-90.9) using the HITSNS triage rule and 69.0% (95% CI 66.0-71.8) using the LAS triage rule. 

[bookmark: _Toc399334874]Table 3.4. Cross tabulation of triage destination and outcome following application of NEAS HITSNS triage tool.
	
	Reference standard: 

	Index test: 
NEAS HITSNS triage tool
	Positive 
[Significant TBI]
	Negative 
[Non-significant TBI]

	Total

	Triage positive [Bypass to SNC]

	1,801 [TP]
	113 [FP]
	1,914

	Triage negative [Divert to NSAH]

	3,724 [FN]
	921 [TN]
	4,645

	Total

	5,525
	1,034
	6,559


Sensitivity 32.6% (95%CI 31.4-33.9), Specificity 89.1% (87.0-80.9).
TP: True positive; FN: False negative; FP: False positive; TN: True negative








[bookmark: _Toc399334875]Table 3.5. Cross tabulation of triage destination and outcome following application of LAS major trauma triage tool.
	
	Reference standard: 

	Index test: 
LAS major trauma triage tool
	Positive
 [Significant TBI]
	Negative 
[Non-significant TBI]

	Total

	Triage positive [Bypass to SNC]

	2,461 [TP]
	321 [FP]
	2,782

	Triage negative [Divert to NSAH]

	3,064 [FN]
	713 [TN]
	3,777

	Total

	5,525
	1,034
	6,559


Sensitivity 44.5% (95%CI 43.2-45.9), Specificity 69.0% (66.0-71.8).

Of the patients (true positives and false positives) undergoing bypass with the HITSNS triage rule 135 (10.1%, n=1,341) were classified as requiring immediate resuscitation on ED arrival, despite initially stable prehospital ABC parameters; including 123 patients with significant TBI. A higher proportion (332 cases, 17.9%, n=1,858) of the LAS triage positive patients were also categorised as requiring immediate resuscitation. Conspicuously, the HITSNS triage rule selected a higher proportion of isolated TBI patients for bypass (518 bypassed cases with major extracranial injury, 27%), compared to the LAS triage rule (1,051 bypassed cases with major extracranial injury, 37.8%, p<0.001). 

The patient characteristics of true positive and false negative cases for each triage rule are shown in Table 3.6. Patient demographics and incident characteristics did not differ to a clinically meaningful extent between the two triage strategies either for those correctly selected for bypass or for patients erroneously transported to a NSAH. Median age (50.2 v 48.5 years), male gender (70.6% v 71.5%), median ISS (25 v 25) and the proportion of patients having low level falls (32.0% v 28.1%) were all similar for bypassed patients with significant TBI in both the HITSNS and LAS triage rule. 

False negative cases, arising from use of either triage rule, differed significantly from true positive cases in terms of patient characteristics, mechanism of trauma and types of injury.  Patients with significant TBI, but not meeting triage rule criteria for bypass were relatively older, more likely to be female, more frequently had significant TBI caused by low-level falls, and were less likely to have very severe AIS 5 or 6 head injuries, p<0.001.

Prehospital GCS did not appear to be a sensitive discriminator for identifying significant TBI. 11,794 of the 14,293 study population were classified as having significant TBI with a head region AIS ≥3, of whom 44.9% presented with a prehospital GCS of ≥13. Notably, a third of patients (33.5%) with head region AIS scores of 5 or 6 (i.e severe TBI with brainstem lesions, large intracerebral haematomas, diffuse axonal injury, major penetrating injuries, or severe cerebral oedema) initially presented with a GCS suggesting mild head injury severity on prehospital assessment. Table 3.7 summarises the presenting prehospital GCS scores for varying severities of TBI.

[bookmark: _Toc399334876]Table 3.6. Patient characteristics of true positives and false negative cases following application of the HITSNS and LAS triage rules.
	
	HITSNS triage rule
	
	LAS triage rule
	
	

	
	True positives 
	False negatives 
	  p-value
	True positives 
	 False negatives 
	p-value
	

	Number of Patients
	1,801
	3,724
	
	2,461
	3,064
	
	

	Age (years, median, IQR)
	50.2 (31.5-74.9)
	59.2 (34.9-80.0)
	<0.001
	48.5 (30.6-73.8)
	62.9 (38.1-81.4)
	<0.001
	

	Gender (male, %, 95% CI)
	70.6 (68.5-72.7)
	66.5 (65.0-68.0)
	<0.001
	71.5 (69.7-73.3)
	64.9 (63.2-66.7)
	<0.001
	

	ISS (median, IQR)
	25 (16-26)
	21 (16-26)
	<0.001
	25 (17-29)
	20 (16-25)
	<0.001
	

	AIS head ≥5 (%,95% CI)
	38.5 (36.3-40.8)
	31.2 (29.7-32.7)
	<0.001
	39.1 (37.2-41.0)
	29.2 (27.6-30.8)
	<0.001
	

	Extracranial injury AIS≥3 (%,95% CI)
	24.7 (22.7-26.7)
	27.4 (25.9-28.8)
	0.04
	32.8 (31.0-34.7)
	21.4 (20.0-22.9)
	<0.001
	

	Falls <2m (%, 95% CI)
	32.0 (29.8-34.1)
	40.1 (38.5-41.7)
	<0.001
	28.1 (26.3-29.9)
	44.9 (43.2-46.7)
	<0.001
	

	Prehospital GCS (median, IQR)
	10 (6-12)

	15 (14-15)

	<0.001
	9 (5-13)

	15 (14-15)

	<0.001
	

	Prehospital hypotension (%, 95% CI)
	1.4 (0.8-1.9)

	5.3 (4.6-6.0)
	<0.001
	7.0 (5.9-8.0)
	1.5 (1.1-2.0)
	<0.001
	

	Prehospital hypoxia  (%, 95% CI)
	13.9 (12.2-15.6)

	14.5 (13.3-15.7)
	0.55
	20.0 (18.3-21.8)
	9.8 (8.7-10.9)
	<0.001
	

	Mortality (%, 95% CI)* 

	24.3 (22.1-26.4)
[n=1,550]
	22.1 (20.7-23.5)
[n=3,363]
	0.1
	29.4 (27.4-31.3)
	17.7 (16.3-19.1)
	<0.001
	


 
[bookmark: _Toc399334877]Table 3.7. The association of presenting prehospital GCS with head region AIS injury severity scores 
	
	
	Head region AIS Injury Severity Score

	Presenting
TBI severity
	 
	≥1
	≥2
	≥3
	≥4
	≥5
	≥6

	Severe (GCS≤8)
	 
	2,652
	2,570
	2,520
	2,107
	1,318
	8

	
	
	(18.6%)
	(20.9 %)
	(21.4%)
	(23.9%)
	(34.0%)
	(61.5%)

	
	
	
	
	
	
	
	

	Moderate (GCS≤12)
	
	1,353
	1,285
	1,251
	970
	423
	0

	
	
	(9.5%)
	(10.4%)
	(10.6%)
	(11.0%)
	(10.9%)
	(0.0%)

	
	
	
	
	
	
	
	

	Mild (GCS≥13)
	
	7,016
	5,592
	5,291
	3,730
	1,302
	2

	
	
	(49.1%)
	(45.4%)
	(44.9%)
	(42.3%)
	(33.6%)
	(15.4%)

	
	
	
	
	
	
	
	

	Unknown (GCS missing)
	
	3,272
	2,863
	2,732
	2,019
	836
	3

	
	
	(22.9%)
	(23.3%)
	(23.2%)
	(22.9%)
	(21.6%)
	(23.1%)

	
	
	 
	 
	 
	 
	 
	 

	 Total
	 
	14,293
(100%)
	12,310
(100%)
	11,794
(100%)
	8,826
(100%)
	3,879
100%)
	13
(100%)

	
	
	
	
	
	
	
	



Secondary analyses
Triage rule sensitivity and specificity were materially unchanged in sensitivity analyses using multiple imputation to investigate the effect of missing data, assuming a missing at random mechanism. However, diagnostic accuracy results were influenced by alternative specifications of each triage rule. The NWAS variant demonstrated lower sensitivity (25.9%), but increased specificity (91.6%) compared to the NEAS HITSNS instrument. Adding discretionary domains to the LAS tool increased sensitivity for detection of significant TBI to 74.1% at the expense of decreased specificity 30.3%. The sensitivity of each triage rule was not substantially different in sensitivity analyses examining variations of the reference standard. Specificity for each instrument was slightly lower if a more stringent reference standard for significant TBI was used, but noticeably higher if non-TBI major trauma was included. Table 3.8 summarises the results on the secondary analyses with full details provided in Appendix C. 

[bookmark: _Toc399334878]Table 3.8. Summary of results from secondary analyses examining diagnostic accuracy of HITNS and LAS triage rules.
	Secondary analysis
	HITSNS triage rule
	LAS triage rule

	
	Sensitivity
	Specificity
	Sensitivity
	Specificity

	Addition of hypoxia to HITNS triage rule
	25.9%
(24.7-27.2)
	91.6%
(89.7-93.3)

	-
	-

	NWAS variant of HITSNS triage rule
	26.8%
(25.3-28.4)
	97.3%
(97.0-97.6)

	-
	-

	Addition of selected discretionary triage domains to LAS triage rule
	-
	-
	74.1%
(73.0-75.3)
	30.3%
(27.5-33.2)

	
	
	
	
	

	Modified reference standard (a)* 
	35.0%
(33.6-36.5)
	81.6%
(79.9-83.1)
	46.1%
(44.6-47.6)
	64.4%
(62.4-66.4)


	Modified reference standard (b)† 
	31.4%
(30.2-32.6)
	93%
(90.6-94.9)
	44.6%
(43.4-45.9)
	79.9%
(76.5-83.0)


	Multiple imputation analysis of original triage rules
	33.7%
(32.7-34.7)
	88.6%
(87.2-90.0)
	43.9%
(42.8-45.0)
	68.1%
(66.0-70.2)


*Brain AIS≥4, ISS≥16 from brain injuries alone, or undergoing a neurosurgical procedure.
 † ISS≥16 or requiring critical care secondary to any injury, brain AIS≥3, or undergoing a neurosurgical procedure.
[bookmark: _Toc399054987]Results of investigation of compliance with HITSNS triage rule decisions
Sample characteristics and missing data
Two hundred and ninety three eligible patients were enrolled in HITNS between January 2012 and April 2013, with 256 entered from NEAS clusters and 37 recruited by NWAS ambulance stations. Of these 169 patients presented to intervention clusters (57.7%, 153 NEAS, 16 NWAS) and were of primary interest in this sub-study. The remaining 124 patients were enrolled from control clusters (42.3%, 103 NEAS, 21 NWAS). Complete data were available for patient age, gender, inclusion criteria variables and compliance with treatment allocation. Of the 169 patients allocated to prehospital triage and bypass, 6 declined consent for data collection (3.6%, 5 from NEAS, 1 from NWAS) and were missing data on injury descriptions, physiology and treatment variables. A flow chart detailing the derivation of study participants is presented in Appendix C.
Compliance with prehospital triage and bypass
Overall compliance with allocation was 48.5% (95% CI 38.8-58.3%) in the prehospital triage and bypass arm, compared to 80.7% (95% CI 74.3-87.0%) in patients allocated to transportation to the local NSAH. The proportion of cases compliant with allocation in intervention clusters differed markedly between the trial regions, from 45.1% in NEAS to 81.3% in NWAS (difference 36.2%, 95% CI 15.5-56.8%, p=0.006). 
Factors associated with triage rule compliance
Variables associated with compliance with prehospital and bypass protocols were examined in univariable analyses, stratified by ambulance service to account for the differences in the triage rules implemented in different regions. In NEAS, compliant cases were more seriously injured, with clinically and statistically significant differences apparent in ISS (median 1 v 1, right skewed distribution in compliant patients, p<0.001), requirement for ED resuscitation (22% v 5%, p=0.002), and severity of patient subgroup (mild TBI 38% v 68%), TBI requiring critical care 100%v 0%, p=0.02). The estimated travel time to the nearest SNC was slightly shorter in bypassed patients compared to non-compliant cases (23 v 27 minutes, p=0.01). No obvious differences were apparent between compliant and non-compliant NWAS cases, although inference is limited by low statistical power secondary to small sample size. Table 3.9 summarises the characteristics of compliant and non-compliant patients in each trial region.





[bookmark: _Toc399334879]Table 3.9. Characteristics of patients in which paramedics were compliant and non-complaint with bypass protocols in the HITSNS study
	Patient characteristic
	NEAS (n=153)
	
	
	NWAS (n=16)
	

	
	Compliant
(n=69)
	Non-compliant
(n=84)
	n=/p-value*
	
	Compliant
(n=13)
	Non-compliant
(n=3)
	n=/p-value*

	
Age (years, median (IQR)
	
43 (30-62)
	
45 (30-74)
	
p=0.68
	
	
54 (33-82)
	
61 (43-72)
	
p=1.0

	Male gender (%, 95% CI)
	77 (66-87)
	68 (57-79)
	p=0.22
	
	46 (30-62)
	67 (0-1)
	p=0.52

	Estimated travel time to SNC (median,IQR)
	23 (17.5-28)
	27 (20-33)
	n=148, p=0.01
	
	31 (26-33)
	35 (31-41)
	n=15, p=0.61

	Glasgow Coma Scale score (median, IQR)
	12 (10-13)
	12 (8-13)
	n=152, p=0.29**
	
	6 (3-10)
	6 (3-7)
	n=15, p=0.69

	Injury Severity Score (median, IQR)
	1 (1-14)
	1 (1-1)
	n=148, p<0.001
	
	8.5 (1-22.5)
	1 (1-25)
	n=15, p=0.88

	Emergency department resuscitation (%, 95% CI)
	22 (14-31)
	5 (0-10)
	n=148, p=0.002
	
	25 (0-63)
	33 (0-1)
	n=15, p=0.77

	Patient subgroup (%, 95%CI):
	
	
	
	
	
	
	

		Mild TBI 
	38 (26-50)
	62 (50-74)
	n=97
	
	80 (0-1)
	20 (0-1)
	n=5

		TBI requiring ward care
	48 (25-70)
	52 (30-75)
	n=23
	
	67 (17-1)
	33 (0-83)
	n=6

		TBI requiring neurocritical care
	100 (NA)
	0 (NA)
	n=9
	
	100 (NA)
	0 (NA)
	n=2

		Un-survivable TBI
	0 (NA)
	100(NA)
	n=2
	
	100 (NA)
	0 (NA)
	n=1

		Major extracranial injury
	88 (53-1.0)
	12 (0-47)
	n=8
	
	-
	-
	-

		Medical diagnosis
	50 (5-95)
	50 (5-95)
	n=8
	
	100 (NA)
	0 (NA)
	n=1

	
	
	
	n=148, p=0.02
	
	
	
	n=15, p=0.84


*Complete sample size unless stated. **single case missing exact GCS score (recorded as ‘conscious’). 
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[bookmark: _Toc399054988]Discussion
[bookmark: _Toc399054989]Main findings
Prehospital triage rules, if fully implemented, showed low sensitivity for identification of significant TBI in patients enrolled in the TARN trauma registry; with an under triage proportion of 67.4% for the HITSNS (NEAS variant) rule and 55.5% for the LAS tool. The proportion of patients over-triaged in this study population was lower, at 10.9% and 31.0% respectively for each instrument. False negative cases constituted an older population; slightly less severely injured and more likely to have sustained low level falls, compared to true positive significant TBI patients. Each triage rule selected contrasting groups of patients for bypass, with the HITSNS triage rule identifying a higher proportion of isolated TBI patients not requiring immediate ED resuscitation compared to the LAS rule. GCS did not appear to be a sensitive discriminator for the presence of significant TBI, with 45% of patients with a brain region AIS ≥3 initially presenting with apparently mild TBI and prehospital GCS ≥13. Triage rule sensitivity and specificity were not substantively changed in sensitivity analyses examining the potential influence of missing data. Diagnostic accuracy results were sensitive to alternative specifications of each triage rule, but were relatively unaffected by the choice of reference standard.

Compliance with prehospital triage and bypass was sub-maximal in the HITSNS study, and differed significantly between trial regions with adherence to allocation higher in NWAS compared to NEAS (absolute compliance 81% v 45%). Patients in whom paramedics correctly followed bypass protocols were more seriously injured, evidenced by higher ISS, higher probability of significant TBI, and greater requirement for ED resuscitation. Compliant cases were also injured slightly closer to SNCs. 
[bookmark: _Toc399054990]Strengths and limitations
Diagnostic accuracy studies are vulnerable to a unique range of biases and methodological issues that can introduce systematic error or limit generalisability.[258, 259] Bias will occur if study defects lead to persistent and constant differences between the calculated test performance and the true results for that study population. In contrast variability arises when test performance, although validity computed for the original study population, differs in external populations secondary to divergences in patient characteristics, setting, test application, or definition of the reference standard.[260] This section focuses on internal validity (i.e. the effects of bias), while external validity (i.e. variability) is addressed subsequently.

The TARN diagnostic accuracy study has a number of strengths. The index tests and reference standard are independent, with no potential for partial verification, differential verification, or incorporation biases. The retrospective design and central coding of injuries to derive AIS scores also precludes test review or diagnostic review biases. As the reference standard is based on all sustained injuries and treatments, disease progression bias, where a time delay between application of the index test and reference standards allows change in the disease state, will not apply. Moreover, given the hypothetical application of triage rule criteria to a retrospective sample, ‘treatment paradox’ bias, where treatment started on the basis of the index test result influences the reference standard, is also not relevant.[260] 

Conversely, there are several potential sources of selection and information bias, which could challenge the internal validity of results. Previous studies have noted discrepancies between TARN enrolled cases and potentially eligible patients registered by HES,[103, 146] the national statistical repository for English NHS inpatient care information.[34] It is therefore conceivable that some patients meeting TARN inclusion were not enrolled, and systematic differences from included patients could result in biased diagnostic estimates. The potential for differences in selection probabilities between enrolled and non-enrolled patients, according to test and reference standard results, are unclear. However, it could be postulated that cases with lower injury severity are less likely to be identified from screening of ED presentations and intensive care admissions. Such cases may have a greater probability of having negative index test and reference standard results, leading to a lower observed number of true negative cases and reduced specificity estimates, with little effect on sensitivity results. Another source of incomplete study enrolment is exclusion of TARN patients without significant TBI, who may not have been included in the study sample if minor external signs of head trauma e.g. abrasions, were not recorded during AIS coding. Resulting selection bias distorting specificity estimates is possible, but the size and direction of any effect is uncertain.

Appreciable levels of missing data were present for triage parameters and mode of hospital transport, and although comparable in extent to previous registry studies,[261, 262] are also potential sources of selection bias. Reassuringly, excluded patients appeared to be representative of analysed patients on important observed variables. Moreover, multiple imputation analyses, predicated on a ‘missing at random’ assumption, were materially unchanged from complete case results increasing confidence that the findings are robust to plausible missing data mechanisms. However, the possibility that data is ‘missing not at random’ cannot be excluded empirically and the magnitude and direction of any resulting attrition bias is uncertain.[255] As a large study sample was available, the loss of statistical power from listwise deletion of cases with incomplete data is of lesser concern.

Information bias may have arisen from misclassification of index test parameters or the reference standard. Only the first recorded vital sign measurement was analysed and paramedics may use subsequent readings taken at the scene of injury as inputs for triage rules.  Inaccurate and unreliable measurement or recording of patient data by emergency personnel has previously been reported in trauma settings.[263] Incorrect abstraction of paramedic records by TARN data collectors could also introduce measurement errors. Additionally retrospective injury codes used to define certain clinical triage rule criteria may not accurately reflect prehospital examination findings. There are no obvious grounds for suspecting systematic measurement errors will arise from these processes; and random misclassification of triage tool results would be expected to result in only slightly less precise, but unbiased, estimates of diagnostic accuracy metrics.  

The reference standard was chosen to identify all TBI patients who could potentially have benefited from specialist neuroscience care, based on brain AIS codes and neurosurgical procedures. If this reference standard is considered to be acceptable, TARN AIS coding has previously been shown to have excellent reliability (99%).[264] However, as the need for SNC treatment is difficult to define objectively the choice of reference standard requires close scrutiny. 

Despite AIS≥3 being an established definition of significant TBI, this patient group may include relatively minor pathology e.g. thin subdural haematomas, requiring little or no treatment. It is possible that these less severely injured patients are more likely to be triage tool negative resulting in the underestimation of true sensitivity and specificity for significant TBI. Conversely, some patients with a combination of individually minor brain injuries, e.g. multiple small contusions and haematomas, coded with AIS injury severity scores equal to 2, may have required critical care but will not have been identified by the primary reference standard. Any association between such misclassification and the index test result is unclear and the magnitude of any bias will be dependent on the disease prevalence, accuracy of the triage tool and degree of differential misclassification. Additionally, patients without significant TBI may have other extracranial injuries amenable to specialist treatment and excluding these patients from the reference standard could provide an incomplete assessment of performance in mixed prehospital trauma patients.  Interestingly, sensitivity analyses examining alternative reference standards to account for these problems were not notably different to the primary results suggesting that these concerns may not be important. 

A further potential limitation of the reference standard is that some patients with very severe TBI may be unsalvageable, with advanced management being futile.[265] Such patients, who would not benefit from management in SNC could be considered in reality to be reference standard negative despite AIS injury severity scores ≥3. Misclassification in this context, if associated with positive triage results, would lead to overestimated sensitivity and specificity. Ultimately, it is also possible that AIS codes may not truly correlate with the clinical severity of TBI resulting in further reference standard misclassification.[266] In this case, review of each patient’s clinical records by an expert panel could be used to improve the validity of the reference standard, but this was impractical given the retrospective trauma registry design and large study sample size. 

Comparatively, the HITSNS sub-study examining compliance has less potential for bias. An extensive case finding process was employed, including electronic screening of all ambulance jobs and manual examination of any potentially relevant patient report forms. The complete sampling frame and meticulous case ascertainment should have resulted in a virtually complete study sample of patients meeting triage criteria in intervention clusters. Furthermore, minimal data were missing with little consequent risk of attrition bias. Measurement of baseline characteristics was conducted using TARN data collection processes, with a similar risk of random measurement errors as described previously. Additionally, as data collectors were un-blinded to cluster allocation it is also theoretically possible that personal biases could have influenced the interpretation or recording of data. However, this contingency seems highly unlikely given that data collection was largely independent of the HITSNS study team. The small size of the HITSNS study sample, compounded by unequal cluster sizes, is another limitation. The consequently low statistical power prevents meaningful investigation of determinants of compliance in the NWAS sub-group, impedes multivariable analysis of factors affecting compliance and risks type II errors in hypothesis testing.
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The TARN study includes patients from the majority of trauma receiving hospitals in England and Wales, and most ambulance services use triage rules related to the LAS instrument. The results reported herein are therefore potentially relevant throughout the UK. However, generalisability may be restricted by a number of factors. Firstly, in routine use triage rules would be applied to any patient with signs of head injury attended by ambulance paramedics. This evaluation using a selected study population of major trauma patients with evidence of head injury may therefore be hampered by spectrum effects, where the performance of a diagnostic test varies according to case-mix.[267] All patients with significant TBI from the target population should meet TARN inclusion criteria and sensitivity estimates will therefore be valid, ceteris paribus. In contrast the characteristics of those included without significant TBI are markedly different from that expected in normal prehospital practice. The specificity of the triage rules are therefore likely to differ from those reported here.[268] Patients presenting with external signs of head injury and not eligible for the TARN database might be expected to be true negative cases i.e. mild head injury cases not meeting bypass criteria; with ensuing underestimation of specificity in the current study. Conversely, alcohol and drug misuse are highly associated with mild TBI and intoxicated patients with decreased levels of consciousness could result in false positive cases influencing specificity in the opposite direction. Additionally, the observed prevalence of significant TBI of 84% will not reflect that of an undifferentiated prehospital population and calculation of negative and positive predictive values is not informative.[269]

Secondly, paramedics were non-compliant in a notable proportion of cases from intervention clusters in the HITSNS study, with pronounced differences between the NEAS and NWAS trial regions. The retrospective and narrow application of triage rule discriminators in the TARN sub-study may therefore not reflect true triage practice. In reality paramedics may deviate from inflexible adherence to triage criteria and their actual disposal decisions will consequently determine real-world diagnostic accuracy. 

Thirdly, we were unable to fully assess the effect of all the discretionary components of the LAS triage instrument. The application of these items would tend to increase sensitivity, possibly at the expense of lower specificity. However, the operational importance of these criteria is unknown and as the number of additional cases with positive index test results is likely to be small it would be surprising if omission of these domains materially altered the results to any meaningful degree.   

The pragmatic design and investigation of representative ambulance services suggest that the HITSNS sub-study results are also pertinent throughout the UK. As bypass protocols were only introduced at the beginning of the trial it is also possible that lack of experience and training may have influenced compliance, and triage rule performance could therefore differ between incipient and mature trauma systems.[176] 
Interpretation of findings
Each of the studied triage rules has a distinct theoretical foundation and differing objectives. The HITSNS triage rule was designed specifically for application to patients with external evidence of head injury in order to identify significant TBI patients requiring neurosurgery or neurocritical care for bypass; but avoid secondary brain insults during transportation to hospital.[179] In contrast, the LAS instrument is used for patients presenting following any type of trauma and aims to identify all major injury cases, except those with obstructed airways.[249, 250] These differences are reflected in the dissonant characteristics of patients identified for bypass with each rule. The LAS triage rule had greater sensitivity for significant TBI, but at the expense of almost double the number of cases requiring ED resuscitation. In view of the differing philosophical basis of the triage rules direct comparison, for example with the weighted comparison net benefit method,[270] would not be informative. 

Closer examination of false negative cases revealed an older population more likely to have sustained low level falls. The reasons why this patient group is less likely to present with reduced GCS, but subsequently develop significant TBI is unclear. It is possible that these cases are classified as significant TBI based on AIS coding, but clinically have mild brain injuries, relatively normal clinical examination, do not require specialist care, and are therefore appropriately overlooked by the triage rules. Alternatively, the natural history of significant TBI may differ in some elderly patients. Increasing numbers of elders are prescribed anticoagulants or antiplatelet drugs and minor trauma in such patients may result in initially small intracranial haematomas which subsequently deteriorate after prehospital triage has been performed.[271] Baseline ICP is also known to be lower in the elderly and it could be supposed that there is a greater potential for cerebral swelling or extension of haematomas before consciousness is impaired.[248, 272] Physiological differences, co-morbidities, or medications may also result in less dramatic changes in vital signs for a similar degree of injury, resulting in a lower probability of detecting significant trauma.[69, 273]

The lack of adherence to bypass protocols in HITSNS intervention clusters could be explicable by unfamiliarity with triage protocols. An alternative explanation is that deviations from triage results are due to paramedics using additional clinical information e.g. pulse oximetry readings, or exercised personal judgement to override the allocated management pathway. This interpretation is congruent with the lower compliance reported in NEAS, where an increasing proportion of mild TBI cases are designated for bypass as a result of the higher GCS cut-point; and the findings that non-compliant HITSNS cases were less severely injured. The higher compliance observed in NWAS may be secondary to more intensive face-to-face education, compared to the less direct training implemented in NEAS. 

If true, the observed low sensitivity of prehospital triage processes for significant TBI could have important consequences for emerging English trauma systems. Whether the objective of triage rules is to identify all significant TBI patients for bypass (LAS), or only stable patients (HITSNS), appreciable numbers of moderate and severe head injury patients are likely to be transported to trauma units, rather than neuroscience centres. Patients will consequently be deprived of supposedly superior specialist treatment and considerable investment will be required by non-specialist hospitals to maintain expertise in TBI diagnosis and management. The sub-optimal concentration of significant TBI patients in SNCs using bypass protocols will also require that efficient secondary transfer networks are developed to ensure smooth inter-hospital referrals.

The level of over-triage observed in this study approached the 50% limit of acceptability proposed as a performance benchmark by ASCOT.[249] Even if true specificity is higher than that reported after correcting for spectrum effects, the very large numbers of patients presenting to land ambulances with head injury means that even accurate triage rules may result in large numbers of patients being transported to SNCs with minor or no head injury. Increased costs, ED overcrowding and inconvenience to patients are possible consequences of such unnecessary bypasses. Notwithstanding these concerns, false negative and false positive triage results are unlikely to be viewed as equally important by trauma system stakeholders, and there may be a higher tolerance of over-triage to optimise access to early trauma centre care.

The relatively high number of false negative cases is important in determining the future trauma research agenda. The Center for Disease Control and Prevention has previously recommended that further studies are necessary to indentify ancillary triage criteria to increase sensitivity for elderly patients, without further compromising specificity.[249] However, attempts to refine the ASCOT Field Triage Decision Scheme using [274] resulted in unacceptably high over-triage to achieve the desired sensitivity benchmark of 95%. It may therefore be necessary to accept that perfect accuracy is unobtainable. Further investigation of the factors engendering low compliance with bypass protocols may also be beneficial. Mixed method approaches, combining qualitative and quantitative techniques, could identify areas for training to improve compliance, or targets for monitoring performance. 

Previous studies have suggested that paramedics may be able to accurately predict significant trauma based on clinical assessment and lack of compliance could therefore be a rationale response to perceived inaccuracies in triage tools.[275-278] Assessment of the overall performance of the prehospital triage process, combining both the innate properties of the triage rules and paramedic behaviour, will require additional study. It is a tenable hypothesis that incorporating paramedic autonomy within the HITSNS triage process will facilitate regional trauma systems in ‘getting the right patient to the right place at the right time’.[279] Precision when applying triage rules will also be important in determining effectiveness and future investigations of repeatability and reproducibility are also necessary.[280] 
[bookmark: _Toc399054992]Comparison to previous studies
The HITSNS and LAS trauma triage rule have not validated before for use in either adults with suspected TBI, or in those with the potential for general trauma. The paediatric variant of the LAS instrument has been previously evaluated using TARN data; demonstrating a sensitivity of 96% and specificity of 28% for the detection of major trauma in children with ISS≥16.[281] However, differences in triage criteria, reference standard, and physiological response to injury prevent worthwhile comparison to the current results calculated in adults. Interestingly this study was repeated using ED data to determine index test and reference standard status.[282] The specificity estimate in this sample was much higher (89%, 95%CI 87-90) than the corresponding TARN result and may give some indication of the magnitude and direction of spectrum effects when using trauma registry data. However, major study limitations arising from missing data and other differences in sampling frame could also account for the observed difference.

A wide range of other triage rules have been assessed in general trauma populations by a  multitude of studies, but relating results to each other, and to these reported findings, is challenged by methodological weaknesses, differing definitions used for major trauma and varying study populations.[283-288] The most rigorous recent investigation, by Newgard and colleagues,[287] examined the performance of the ASCOT Field Triage Decision Scheme, which forms the basis for many prehospital triage tools, including the LAS major trauma instrument. Sensitivity and specificity for major trauma (ISS≥16) were reported as 73.4% and 64% respectively, with mechanism of injury and discretionary ‘special considerations’ found to identify the largest portion of patients with the target disorder. This finding of low sensitivity in a study at relatively low risk of bias broadly supports the findings of the current investigation. The modest differences in diagnostic accuracy metrics observed for the LAS triage rule, compared with those reported for the ASCOT instrument evaluated by Newgard and colleagues, are most plausibly explained by the omission of non-obligatory triage domains, distinct reference standards, and discrepancies in the study samples, such as fewer penetrating injuries. 

The finding that under-triage is substantially worse in older patients is strongly corroborated in a wide range of other reports evaluating trauma triage instruments.[289-294] Similarly, low sensitivity for major trauma cases following low level falls and in female patients have also been previously observed, although these relationships may be confounded by age.[291, 295, 296] The high mortality, inter-hospital transfer and requirement for operative intervention seen in these under-triaged elderly patients suggest that they constitute a population likely to benefit from early trauma centre care.[297]

Despite the heterogeneity of major trauma and the relative importance of TBI, no published study has previously examined the performance of established trauma triage rules in patients with suspected head injury. The common practice of reporting a single diagnostic accuracy estimate, weighted according to the proportion of cases with different injury subtypes, may lead to population estimates obscuring important differences in performance across different subgroups, preventing optimisation triage protocols.[298] However, even if subgroup variation exists, utilisation of different triage rules, dependent on the main suspected injury, may be impractical in hectic and time-pressured field settings.

Few studies have examined paramedics’ compliance with the instructions of prehospital trauma triage instruments. Matthew and colleagues (1999) and Baez (2003) found low adherence levels to bypass protocols of 56.4% and 39.9% respectively in North American trauma systems.[299, 300] In contrast a more recent US study by Newgard (2011) reported that paramedics acted in accordance with triage tool results in a higher percentage (92.4%) of patients.[287] Limited compliance has also been found in other settings, with Fitzharris (2012) reporting only 74% of patients in an urban Australian ambulance service undergoing direct transport to trauma centres as indicated.[301] Furthermore, in the studies by Matthew (1999) and Fitzharris (2012) compliance was demonstrated to be particularly poor for physiological triggers which form the mainstay of the HITSNS triage rule.[299, 301] These findings of imperfect compliance in mature trauma systems suggest that the HITSNS findings are not atypical and that training and experience may not be the most important determinants of compliance. 

Trauma centre proximity and injury severity were significantly associated with non-compliance with bypass in the HITSNS study. These findings are substantiated by similar relationships observed in studies by Newgard (2011) and Fitzharris (2012).[287, 301] Advanced patient age has also been previously suggested as an important influence on adherence to triage protocols.[299, 301-303] Although non-compliant patients in the HITNS study were slightly older (median age 45 v 43 years) the small sample size had low statistical power which could have led to a type II error. Other factors which have previously been found to be associated with non-compliance, such as time of day, seniority of the attending paramedic, and patient preference, were not measured in the HITSNS study.[301] 
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· Accurate prehospital triage is required if bypass is to be utilised for the distribution of patients within regional trauma systems.
· The HITSNS and LAS triage rules showed low sensitivity and specificity for the identification of significant TBI in patients enrolled in the TARN trauma registry. 
· Under-triage of significant TBI patients was 67% with the HITSNS triage rule and 56% with the LAS major trauma triage instrument. Over-triage of patients without significant TBI or major trauma was 11% with the HITSNS triage rule and 31% with the LAS major trauma triage instrument.
· Under-triaged patients were older, more likely to be female, and had a higher probability of having sustained low level falls.
· As expected, compared to the LAS instrument, the HITSNS triage rule identified a greater proportion of isolated significant TBI patients who did not require resuscitation on ED arrival.
· There was low compliance with HITNS bypass protocols (49%). Patients in whom paramedics correctly followed bypass protocols were more seriously injured, had higher probability of significant TBI, greater requirement for ED resuscitation, and were injured slightly closer to SNCs.
· Analyses of the diagnostic accuracy of triage rules using trauma registry data are liable to bias from incomplete database enrolment, missing data, measurement errors in triage rule parameters and reference standard misclassification. Applicability may be limited by spectrum effects in non-diseased patients.
· Further research is necessary to determine the overall performance of the prehospital triage process, refine triage rules to reduce false negative cases, and identify targets for increasing compliance with triage rule results.


[bookmark: _Toc399054994]chapter Four: THE EFFECT OF TIME TO RESUSCITATION AND TIME TO NEUROCRITICAL CARE ON mortality in significant TRAUMATIC BRAIN INJURY
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A fundamental motivation for trauma networks is to expedite access to specialist management by direct transportation of injured patients to major trauma centres, bypassing less capable local hospitals.[247] However, bypass could be detrimental by allowing deterioration during prolonged EMS journeys and delaying acute resuscitative interventions such as intubation, ventilation, or massive blood transfusion. Time to resuscitation and time to definitive care are therefore two important components potentially influencing the effectiveness of trauma systems. 
 
The assertion that reduced time from injury to resuscitation and definitive care improves outcomes in major trauma is encapsulated in the ‘golden hour’ axiom.[69, 304] This concept states that ‘the first hour after injury will largely determine a critically-injured person’s chances for survival’.[305] More recently Advanced Trauma Life Support training has relaxed the implication of a fixed time period of 60 minutes, emphasizing that urgency is the foundation of successful trauma management.[69] Lerner and Moscati (2001) traced the genesis of the ‘golden hour’ aphorism and interestingly found no definitive references or objective research to identify its source or support its premise. They concluded that ‘the intuitive nature of the concept resulted in widespread application’ but that the term was ‘based primarily on experience and opinion’ and their searches into the term’s background ‘yielded little scientific evidence to support it’.[305]

English ambulance service response times are governed by national targets based on the clinical priority of emergency 999 calls.[306] Immediately life threatening ‘category A’ patients require an on-scene response within 8 minutes for 75% of calls, which may be achieved by a car-based ‘first responder’ paramedic, or a conventional ambulance. Where onward transportation to hospital is necessary ambulance services are expected to supply a capable vehicle within 19 minutes of the request in 95% of cases.[306] The duration of time spent at the scene of incident, or on transportation to the ED department for resuscitation, is left to the clinical discretion of paramedics and is not prescribed. However, paramedic training highlights the importance of early assessment and treatment in hospitals for critically ill patients, favouring a ‘scoop and run’ rather than a ‘stay and play’ approach.[307] Some ambulance services provide additional specific guidance for major trauma, for example the example LAS recommends minimising the on-scene time for penetrating trauma to less than 5 minutes. [308]

Definitive care for significant TBI comprises acute neurosurgery and supportive intensive care.[81] Guidelines from the Brain Trauma Foundation advise that neurosurgery is performed as soon as possible, stating that patients undergoing operative management within 4 hours have improved outcomes compared to those who undergo delayed surgery.[89, 90] This four hour time limit from the onset of neurological deterioration to surgical decompression of acute intracranial haematomas was formally incorporated into a position statement by The Royal College of Surgeons of England Trauma Committee and is included in transfer guidelines from The Association of Anaesthetists of Great Britain and Ireland.  [309, 310] 

The role of immediate neurocritical care for non-surgical TBI in adults is less well established. Although NICE head injury guidelines advise that all patients with severe TBI should be treated in SNCs,[311] there are no explicit recommendations on the timeliness of admission to specialist intensive care units. Some English trauma systems have developed their own procedures and targets for accessing neurocritical care; for example the Wessex trauma network has replaced the traditional ‘refer and accept’ approach with a ‘send and inform’ pathway for any TBI patients with a GCS motor score of ≤4 and evidence of intracranial haemorrhage, regardless of whether neurosurgery is required.[312]
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The aim of this study was to evaluate the importance of time to resuscitation and definitive care on outcome in patients with significant TBI. The investigation consists of two sub-studies which used TARN data to separately examine the influence of EMS interval, and time to specialist neuroscience care, on mortality. Specific objectives were to:
· Describe the distribution of times for the duration between EMS activation and resuscitation, and injury and definitive care, in patients with significant TBI.
· Investigate the independent effect of EMS interval on mortality.
· Examine whether arrival in hospital within the ‘golden hour’ threshold of one hour is beneficial.
· Estimate the effect of time to definitive care on mortality in significant TBI patients initially admitted to NSAHs.
· Determine if the effect of time to definitive care differs across subgroups of cases with isolated or surgical TBI. 
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[bookmark: _Toc399054999]Effect of EMS interval on mortality in significant TBI
Study design, sample, setting and data collection
A retrospective cohort study was performed analysing secondary data from the TARN trauma registry.[251] Adult patients aged >16 years with significant TBI and admitted directly to specialist neuroscience centres (SNCs) were investigated. The study sample comprised consecutive patients conveyed directly by EMS to TARN member SNCs in England between 2005 and 2011. TARN inclusion criteria, methodology, data collection and research governance were described in detail in Chapter Three.
Primary analyses
The primary analyses proceeded in 5 stages. Firstly, descriptive statistics were used in available case analyses to characterise the demographic features of the cohort. Secondly, the crude association between EMS interval and outcome was investigated. EMS interval was defined as the duration between EMS notification, dispatch, or arrival at the scene of incident (in order of precedence), and arrival of patient at the initial receiving hospital ED. Outcome was mortality, defined as inpatient death within 30 days of injury. The distribution of EMS interval times was initially examined with summary statistics and a frequency plot. EMS interval was then classified into 7 clinically meaningful categories defined a priori  as:<20, 20-40, 40-60,60-80,80-100, 100-120, >120 minutes; and the distribution of patient characteristics across EMS interval categories compared using one way analyses of variance, Kruskal-Wallace or χ2 tests as appropriate.  A χ2 test for trend was then used to test the null hypothesis of no association between EMS interval duration and mortality. 

Thirdly, multivariable logistic regression models were developed to investigate the independent effect of EMS interval on mortality, controlling for potential case-mix differences between patients with different prehospital times. Principles recommended in consensus methodological guidelines and established reference texts were followed to maximise the internal validity of the modelling process.[313-316] The modelling strategy was explanatory with the aim of gaining a valid estimate of the exposure-outcome relationship rather than achieving good predictive accuracy. A four stage approach was undertaken with: initial variable specification; subsequent interaction assessment; consideration of confounding and precision; and final checking of model goodness of fit and assumptions. Further details on the modelling strategy are provided in Appendix D.

Fourthly, to further inform causal inference between EMS interval and outcome a propensity score analysis was performed. EMS interval was dichotomised into <60 minutes and >60 minutes, based on the ‘golden hour’ concept that early treatment for trauma patients within one hour is associated with better outcomes.[304] The association between shorter EMS interval and 30 day mortality was then examined in a propensity score matched-pair sample.[317] Treatment effect was estimated by calculating the average effect of treatment on the treated with absolute risk reductions and odds ratios subsequently calculated.[318] To account for the paired nature of the data McNemar’s test was used to test the statistical significance of differences in proportions of mortality. Finally the variance of the treatment effect was estimated using bootstrapping with 1,000 replications to calculate 95% confidence intervals. Further details on propensity scores and the casual estimands computed in such analyses are provided in Appendix D.
Secondary analyses
A number of additional analyses were conducted to: investigate the influence of missing covariate and outcome data; examine sub-group effects; and assess alternative causal structures for the relationship between EMS interval and mortality. Full methodological details are provided in Appendix D. 
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Study design and sample
A second retrospective cohort study was performed, again analysing secondary data submitted by English member hospitals to the TARN trauma registry between 2005 and 2011. Adult patients aged >16 years with significant TBI, initially admitted to NSAHs, and treated entirely within TARN member hospitals were examined. The association between time to specialist care and mortality was then investigated. Due to the high number of unmatched inter-hospital transfers, with missing time data on TBI incident and hospital arrival, this sub-study was considered as an exploratory hypothesis generating analysis only.
Primary analyses
The primary analysis followed the same steps as the previous examination of the association between EMS interval and mortality. The study sample was examined using descriptive statistics. The crude association between time to specialist care and outcome was then evaluated. Time to specialist care was defined as the difference between the TBI incident and arrival time at the first SNC. TBI incident time was determined as the recorded time that the head injury was sustained, EMS notification, EMS dispatch, or EMS arrival at the scene in order of precedence. Patients were categorised into 5 groups: not transferred for SNC care; and transferred to SNC within 4 hours, 4-8 hours, 8-16 hours and >16 hours. A χ2 test for trend was then used to test the null hypothesis of no association between time to definitive care and mortality. 

The rapidity of secondary transfers to SNCs from NSAHs could be correlated with injury severity and complete case multivariable logistic regression models were therefore developed to control for possible confounding. Inpatient mortality within 30 days was the outcome variable and time to definitive care was the exposure variable. The following designated confounders were available within the TARN database and had acceptable levels of missing data (<50%): Age, ISS, first recorded ED systolic blood pressure, ED hypoxia, and ED GCS; and CT head appearance of traumatic sub-arachnoid haemorrhage or intraventricular haemorrhage. Marshall Score was additionally derived from AIS head codes using a previously published algorithm.[319] ED pupillary reflexes, comorbidities, blood glucose level, blood haemoglobin concentration, and presence of coagulopathy are recorded in the extended TARN dataset, but were not considered due to high levels of missing data. Performance status was unavailable. Model development followed the same methodological steps as previously described. 

A likelihood ratio test was performed to assess for a linear trend in odds ratios across time to specialist care categories.[314] This approach tests nested regression models against each other; in this case a model where EMS categories were restricted to have a linear effect on the logit of mortality compared to the original unrestricted model where the effect could vary between successive categories. The null hypothesis in this test is that there is no difference between the models and a linear trend therefore exists. 
Secondary analyses
Sensitivity analyses were again conducted, examining the influence of missing covariate and outcome data in multiple imputation analyses, and ‘best’ and ‘worst’ case scenarios. Subgroup analyses were also performed which examined if the effect of transfer time on mortality varied with the presence of a major extracranial injury (pre-specified), or in patients requiring emergency craniotomy (post hoc). Further details on these secondary analyses are presented in Appendix D. 
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As secondary analyses of an existing data-set were performed, a power analysis was not appropriate and the 95% confidence intervals around the effect estimates will indicate the precision of results. A two-sided p-value of <0.05 was considered to be statistically significant. All statistical analyses were carried out in Stata version 12.1 (StataCorp, College Station, USA). The following Stata modules were required for specific statistical procedures: Fractional polynomial transformations were performed using fracpoly; the collin command was used to assess colliniearity; propensity score model development, matching and assessment of balance was performed using the psmatch2 module; and McNemar’s test was implemented using the mcci programme. Robust standard errors, based on the admitting SNC, were used to calculate 95% confidence intervals for odds ratios to account for clustering of outcomes within hospitals.
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Sample characteristics
91,532 adult trauma patients were admitted to English hospitals and enrolled in the TARN database between 2005 and 2011. Of these 23,843 patients were recorded as having a significant TBI, with 7,149 patients being directly admitted to member SNCs and transported by EMS. The median age of the study sample was 49 years with the majority of patients being male (72%), sustaining non-focal head injuries (81%) and had isolated head injury with no extracranial AIS score>2 (65%). The demographic and injury characteristics of the sample are summarised in Table 4.1. 

Some 3,950 cases were included in the crude comparison of EMS interval categories and mortality, with 3,199 patients excluded due to missing data. Regression models examining the association between EMS interval and mortality included 2,804 patients in a complete case analysis. Propensity score matching examining the effect of EMS transport within one hour included 1,003 matched pairs, with the remaining 5,143 patients excluded due to incomplete data or inability to find matches. The numbers of participants at each stage of the study and for each analysis are summarized in Figure 4.1.













[bookmark: _Toc399334880]Table 4.1. Characteristics of participants in study examining association between EMS interval and mortality 
	Characteristic
	Summary statistics*

	Number of patients
	7,149

	Age (years, median, IQR)
	45.7 (28.3-67.2)

	Male (%, 95% CI)
	72.9 (71.9-74.0)

	ISS (median, IQR)
	25 (16 - 29)

	Focal head injury (Marshall score 5 or 6, %, 95%CI)
	18.7 (17.8-19.6)

	Extracranial injury (AIS>2, %, 95%CI)
	35.2 (34.1-36.4)

	Prehospital systolic blood pressure (mmHg, median, IQR)*
	135 (119-153)
[n=4,123]


	Prehospital hypoxia (%, 95% CI)*
	13.9 (12.8-14.9)
[n=3,922]


	Prehospital Glasgow Coma Scale Score (median, IQR)*
	12 (6-14)
[n=4,816]


	Transported by land ambulance (%, 95% CI)
	81.4% (80.5-82.3)

	Transported by air ambulance (%, 95% CI)
	18.6% (17.7-19.5)

	EMS interval (minutes, median, IQR)
	60 (45-80)
[n=4,156]


	Inpatient mortality (%, 95% CI, n=6,823) 
	18.4 (17.5-19.3)
[n=6,823]



*sample size=7,149 unless otherwise stated.
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[bookmark: _Toc399247451]Figure 4.1. Flow chart delineating the derivation of the study sample in each analysis examining the association between EMS interval and mortality. 

Primary analysis: Association between EMS interval and mortality
As shown in Figure 4.2 EMS interval had a right skewed distribution with a median duration of 60 minutes and interquartile range of 45 to 80 minutes. The minimum time between EMS attendance and arrival at hospital was 6 minutes with a maximum period of 3.7 hours. Patients in the extreme right tail of the distribution, with EMS interval duration of over 3 hours were all trapped within motor vehicles following road traffic accidents. 
[image: ]
[bookmark: _Toc399247452]Figure 4.2. Frequency plot showing the distribution of EMS interval times.

There was no association evident between EMS interval and mortality in a crude bivariate analysis. The percentage of patients dying as inpatients within 30 days of hospital admission varied between 14.3% and 22.5% for each EMS interval category, χ2 test p=0.70, n=3,950. The corresponding unadjusted odds ratios for mortality ranged from 0.67-1.17, compared to the reference category of 40-60 minutes EMS interval duration. Case-mix varied across categories of EMS interval with longer primary transfer times being associated with slightly higher injury severity scores (26 v 22, for >120 compared to <20 minutes EMS interval), increased probability of extracranial injury (50% v 20%), and older median ages (44 v 26 years). Prehospital GCS, SBP and hypoxia did not significantly differ. Table 4.2 details patient characteristics and crude mortality for different EMS interval categories. 


120

[bookmark: _Toc399334881]Table 4.2. Characteristics of patients with different EMS intervals
	
	EMS Interval category (minutes)

	
	<20
	20-40
	40-60
	60-80
	80-100
	100-120
	>120
	p-value

	n= 
	21
	370
	895
	758
	457
	177
	126
	

	ISS 
(median, IQR)

	22 
(16-29)
	22
 (16-27)
	25
 (16-29)
	25
 (17-30)
	25
 (17-33)
	29
 (21-35)
	26
 (17-34)
	<0.01

	Extracranial Injury AIS>2
(%,95% CI)

	33
(13-54)
	29
(25-34)
	30
(27-33)
	38
(35-42)
	44
(39-48)
	58
(50-65)
	50
(41-59)
	<0.01

	Age
(median, IQR) 

	26 
(22-49)
	43 
(26-63)
	46
 (29-70)
	48
 (31-70)
	52 
(33-72)
	46
 (27-65)
	44 
(31-65)
	<0.01

	Prehospital GCS
(median, IQR)

	12
(7-15)
	13
 (6-15)
	14
 (7-15)
	13
 (7-15)
	13
 (7-15)
	12
 (7-14)
	12
 (8-14)
	0.18

	Prehospital SBP
(mean, SD)

	134
(23)
	136
(29)
	137
(28)
	137
(30)
	136
(31)
	137
(31)
	138
(29)
	0.98

	Prehospital Hypoxia
(%, 95% CI)

	10
 (0-22)
	15
(11-18)
	13
(11-15)
	14
(11-16)
	14
(11-17)
	15
(10-21)
	17
(10-23)
	0.89

	Crude mortality
(%, 95% CI)  

	10
(0-22)
	18
(14-22)
	18
(15-20)
	17
(14-20)
	20
(16-24)
	16
(11-22)
	14
(8-20)
	0.62





There was also no statistically significant association between EMS interval and mortality after adjustment for potential case-mix differences using logistic regression modelling; although there was some evidence for decreased mortality with longer prehospital transportation times. Compared to the reference category of 40-60 minutes, odds ratios for longer EMS intervals ranged from 0.75 for an EMS interval of 60-80 minutes to 0.66 for an EMS interval of >120 minutes. Odds ratios for EMS categories are shown graphically in Figure 4.3. There was no evidence for a lack of model fit with the Hosmer-Lemeshow statistic not reaching statistical significance, p=1.0. Odds ratios for all model variables are presented with their 95% confidence intervals in Appendix D, along with further details on model development and diagnostics.
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[bookmark: _Toc399247453]Figure 4.3. Case-mix adjusted odds ratios for association of different EMS interval categories with mortality. Reference category EMS interval 40-60 minutes. Complete case analysis. 

Primary analysis: Effect of EMS intervals <60 minutes on mortality
Two thousand six hundred and seventy patients had complete data on both the variables included in the propensity score model and outcome; of whom 1,237 had EMS intervals of <60 minutes. The distributions of estimated propensity scores showed good overlap between patients with EMS intervals <60 and >60 minutes, as shown in Figure 4.4. Six patients who reached hospital within one hour had extreme propensity scores outside the area of common support. These patients were all young males with moderate severity injuries and low GCS. Matches were unavailable within the specified calliper distance for a further 234 patients reaching hospital within 60 minutes, leaving a final total of 1,003 matched pairs.

[image: ]
[bookmark: _Toc399247454]Figure 4.4. Frequency density histogram showing the distribution of propensity scores for patients with EMS intervals less than and greater than 60 minutes. 

The distributions of characteristics were broadly similar between patients in each study group prior to matching. However patients with EMS intervals of <60 minutes were slightly younger and appeared to have slightly less severe injuries, evidenced by lower median ISS, and lower proportion of extracranial injuries, prehospital hypoxia and hypotension. Crude mortality was similar regardless of EMS interval (17.5% v 18.2%, p=0.58). After matching there were no discernible differences in case-mix. Measures of central tendency and variances were almost identical for important potential confounders as shown in Table 4.3.  All variables had comparable or much reduced standardised differences after matching (Figure 4.5). Distributions in the matched sample were also very similar between study groups as demonstrated by quantile-quantile plots and insignificant Kolmogorov–Smirnov equality-of-distributions hypothesis tests (data not shown). Moreover, Rubin’s balancing score was similar across quintiles of the propensity score. The average treatment effect on the treated was 2.9% (95%CI -0.1-6.4, p=0.12), indicating a small, but statistically insignificant, increase in mortality for patients who reached hospital within 60 minutes. The marginal odds ratio for mortality associated with EMS interval of <60 minutes was 1.21 (95%CI 0.95-1.53).

[bookmark: _Toc399334882]Table 4.3. Characteristics of patients with EMS intervals less than and greater than 60 minutes; before and after propensity score matching.
	
	Before matching
	After matching

	
	<60 minutes
	>60 minutes
	<60 minutes
	>60 minutes

	n= 
	1,237
	1,433
	1,003
	1,003

	Age
(median, IQR) 

	45
(28-67)
	48 
(29-69)
	48
(30-72)
	48
(29-69)

	Male gender (%,95%CI)

	73.6
(71.2-76.1)
	69.4
(67.0-71.8)
	70.7
(67.8-73.5)
	69.2
(66.3-72.1)


	ISS 
(median, IQR)

	24 
(16-29)
	25
 (9-34)
	25
(16-39)
	25
(17-29)

	Extracranial Injury AIS>2
(%,95% CI)

	30.4
(27.8-33.0)
	43.8
(41.3-46.4)
	33.4
(30.5-36.3)
	35.7
(32.7-38.6)

	Prehospital GCS
(median, IQR)

	13
(7-15)
	13
 (6-15)
	13
(7-15)
	13
(7-15)

	Prehospital hypotension
(%, 95% CI)

	2.1
(1.4-2.9)
	3.6
(2.6-4.5)
	2.5
(1.5-3.5)
	2.7
(1.7-3.7)

	Prehospital hypoxia
(%, 95% CI)

	14.0
 (12.1-16.0)
	14.7
(12.8-16.5)
	14.0
(11.8-16.1)
	13.4
(11.3-15.5)

	Vehicular extrication
 (%, 95% CI)

	5.7
(4.4-7.0)
	16.2
(14.3-18.1)
	7.1
(5.4-8.7
	6.9
(5.3-8.4)

	Penetrating trauma
 (%, 95% CI)

	2.7
(1.8-3.7)
	1.7
(1.1-2.4)
	2.5
(1.5-3.5)
	2.4
(1.5-3.3)
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[bookmark: _Toc399247455]Figure 4.5. Standardised differences in means for important case-mix variables before and after propensity score matching.
Secondary analyses
Results of secondary analyses are summarised in Table 4.4, with full details presented in Appendix D. Multivariable regression and propensity score matching results were very similar following multiple imputation of missing data. There was also virtually no change in odds ratios in a further sensitivity analysis in which patients with missing outcomes and EMS intervals <60 minutes were assumed to have survived and those with EMS intervals >60 minutes assumed to have died. The lack of association between EMS interval and mortality was also apparent in core hospital patients (from hospitals where TARN submissions demonstrate concordance with HES data) and in subgroup analyses examining patients who were unstable on ED arrival, conveyed by land ambulances, or transported by air ambulance. Removing ISS from the primary model also did not appreciably alter results.







[bookmark: _Toc399334883]Table 4.4. Summary of results from primary and secondary analyses examining the association between EMS interval and mortality
	
	EMS Interval category (minutes)

	
	<20
	20-39.9
	40-59.9
	60-79.9
	80-99.9
	100-119.9
	≥120

	Analysis:
	Odds ratios (95%CI):

	Primary regression model
	
	
	
	
	
	
	

	Complete case
(n=2,804)

	0.60
(0.1-3.3)
	0.92
(0.6-1.4)
	1.0
(reference)
	0.75
(0.6-1.1)
	0.88
(0.6-1.3)
	0.6
(0.4-1.0)
	0.66
(0.4-1.4)

	Multiple imputation
(n= 7,149)

	0.97
(0.5-1.9)
	1.08
(0.8-1.4)
	1.0
(reference)
	0.87
(0.7-1.1)
	0.97
(0.7-1.3)
	0.79
(0.6-1.1)
	1.0
(0.6-1.8)

	Missing outcomes scenario
(n= 7,149)

	0.98
(0.5-1.9)
	1.09
(0.9-1.4)
	1.0
(reference)
	0.87
(0.7-1.1)
	0.97
(0.7-1.3)
	0.80
(0.6-1.1)
	1.02
(0.6-1.8)

	Core hospital patients only
(Multiple imputation, n= 4,135)

	0.94
(0.43-2.10)
	0.98
(0.71-1.34)
	1.0
(reference)
	0.78
(0.59-1.02)
	0.88
(0.57-1.02)
	0.76
(0.46-1.25)
	0.86
(0.48-1.52)

	Subgroup analyses
	
	
	
	

	Land ambulance cases only
(Multiple imputation, n= 5,818)

	1.01
(0.5-2.1)
	1.1
(0.8-1.4)
	1.0
(reference)
	0.82
(0.7-1.0)
	0.93
(0.7-1.3)
	0.6
(0.4-0.9)
	0.88
(0.4-1.9)

	Air ambulance cases only
(Multiple imputation, n= 1,331)

	1.13
(0.2-8.0)
	1.1
(0.5-2.7)
	1.0
(reference)
	1.01
(0.6-1.7)
	1.00
(0.5-1.9)
	1.19
(0.6-2.3)
	1.00
(0.6-1.8)

	Patients unstable on ED arrival only
(Multiple imputation, n= 3,735)

	0.77
(0.4-1.5)
	1.07
(0.8-1.5)
	1.0
(reference)
	0.83
(0.7-1.1)
	0.88
(0.6-1.3)
	0.70
(0.4-1.1)
	0.73
(0.4-1.3)

	Alternative model specification
	
	
	
	
	
	
	

	ISS removed from multivariable model
(Multiple imputation, n= 7,149)
	0.59
(0.1-3.0)
	0.89
(0.6-1.3)
	1.0
(reference)
	0.89
(0.7-1.2)
	1.12
(0.8-1.5)
	0.77
(0.5-1.2)
	0.96
(0.6-1.6)



[bookmark: _Toc399055004]Retrospective cohort study examining the effect of time to receiving SNC care on mortality for patients initially transported to NSAHs
Sample characteristics
Of the 23,843 English patients enrolled in the TARN database with significant TBI between 2005 and 2011 16,080 were initially admitted to a NSAH. From these 2,620 cases were treated in non-TARN hospitals during their patient journey and excluded from the analysis. Thirteen thousand four hundred and sixty cases were therefore eligible for this sub-study. Six thousand one hundred and sixteen patients had full data on all variables specified in the multivariable regression models and were included in complete case analyses. Data were principally missing on the time to specialist care variable (42%), mainly due to unrecorded TBI incident or hospital arrival times arising from unmatched transfers between TARN hospitals. Figure 4.6 shows the derivation of study participants.
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[bookmark: _Toc399247456]Figure 4.6. Flow chart delineating the derivation of the study sample in each analysis examining the association between secondary transfer timings and mortality. 


The median age of included patients was 62.9 years with a preponderance of males (65%). Patients demonstrated moderate to high injury severity (median ISS 18), with a significant minority of patients having focal intracranial lesions (17.6%) or major extracranial injuries (17.7%). Secondary insults were detected in the ED from hypotension in 2.3% of cases, and from hypoxia in 7.3% of patients. Secondary to the exclusion of unmatched inter-hospital transfers and cases with incomplete timings data, there were very few included patients who underwent secondary transfers to SNCs (6.3%). Patient characteristics are summarised in Table 4.5.

[bookmark: _Toc399334884]Table 4.5. Characteristics of patients with significant TBI initially admitted to NSAHs.
	Characteristic
	Summary statistics*

	Number of Patients
	6,116

	Age (years, median, IQR)
	62.9 (40.2-81.4)

	Male (%, 95% CI)
	65.0 (63.8-66.2)

	ISS (median, IQR)
	18 (16-25)

	Focal head injury (Marshall score 5 or 6, %, 95%CI)
	17.6 (16.6-18.5)

	Extracranial injury (AIS>2, %, 95%CI)
	17.7 (16.7-18.6)

	ED hypotension (%, 95% CI)
	2.3 (1.8-2.6)

	ED hypoxia (%, 95% CI)
	7.3 (6.6-7.9)

	ED Glasgow Coma Scale Score (median, IQR)
	14 (11-15)

	Time to specialist care (%, 95% CI):
	

	No transfer
	93.7 (93.1-94.3)

	<4 hours
	0.51 (0.32-0.68)

	4-8 hours
	3.6 (3.1-4.0)

	8-16 hours
	1.8 (1.5-2.1)

	>16 hours
	0.42 (0.26-0.59)

	Inpatient mortality (%, 95% CI, n=6,823) 
	18.7 (17.7-19.7)


Primary analysis
Patient characteristics markedly varied across time to specialist categories as presented in Table 4.6. Patients treated entirely within NSAHs were older, demonstrated lower median GCS and ISS, had a lower proportion of focal intracranial lesions; but were at higher risk of ED hypoxia or hypotension. Crude mortality differed significantly across time to specialist care categories with non-transferred patients, and cases transferred within 4 hours, having higher mortality than patients transferred later. 

[bookmark: _Toc399334885]Table 4.6. Patient characteristics stratified by time to specialist care category.
	
	Time to specialist care
	

	
	Not transferred
	<4 hours
	4-8 hours
	8-16 hours
	>16 hours
	p-value

	n= 
	5,731
	31
	218
	110
	26
	

	Age
(median, IQR) 

	65 
(42-82)
	40 
(21-54)
	39
 (23-53)
	42
 (25-61)
	46 
(26-29)
	<0.01

	ISS 
(median, IQR)

	17 
(16-25)
	25
 (25-27)
	25
 (21-29)
	25
 (21-29)
	25
 (21-25)
	<0.01

	Extracranial Injury AIS>2
(%,95% CI)

	33
(13-54)
	29
(25-34)
	30
(27-33)
	38
(35-42)
	44
(39-48)
	0.02

	Focal head injury  (%, 95%CI)

	16.1
(15.2-17.1)
	61.3
(43.9-78.7)
	40.4
(33.9-46.9)
	37.3
(28.2-46.4)
	15.4
(1.2-29.5)
	<0.01

	ED GCS
(median, IQR)

	14
(12-15)
	9
(4-13)
	9
(5-14)
	13
(8-14)
	12.5
(8-14)
	<0.01

	ED Hypotension
(%, 95% CI)

	2.3
(1.9-2.7)
	-
	0.5
(0.0-1.4)
	1.8
(0.0-4.3)
	3.8
(0.0-11.3)
	0.35

	ED Hypoxia
(%, 95% CI)

	7.5
(6.8-8.2)
	-
	6.9
(3.5-0.2)
	0.9
(0.0-2.7)
	3.8
(0.0-11.4)
	0.04

	Crude mortality
(%, 95% CI)  

	19.1
(18.1-20.1)
	19.4
(5.2-33.5)
	12.8
(8.4-17.3)
	11.8
(5.7-17.9)
	11.5
(0.0-24.1)
	0.04



After adjustment for case-mix differences using logistic regression, patients transferred for SNC care had significantly lower odds of death compared to cases treated entirely within NSAHs. There was no evidence for a linear dose-response relationship on the logit scale (likelihood ratio test p=0.02). In fact point estimates of odds ratios for mortality appeared to demonstrate a ‘U’-shaped relationship with time to specialist care ranging from 0.4 for reaching specialist care within 4 hours to 0.21 for 4-8 hours, to 0.30 for 8-16 hours, and 0.57 for >16 hours (compared to no transfer). However, 95% confidence intervals were consistent with both a positive and negative relationship between time to specialist care and mortality in transferred patients. Odds ratios for time to definitive care categories are shown graphically in Figure 4.7, with odds ratios for other model variables presented in Appendix D. There was no evidence for a lack of model fit with the Hosmer-Lemeshow statistic not reaching statistical significance, p=0.85. Model diagnostics for influential observations, collinearity and over-fitting were unremarkable (data not shown).
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[bookmark: _Toc399247457]Figure 4.7. Odds ratios for association between time from injury to specialist care and 30 day inpatient mortality in patients with significant TBI initially admitted to NSAHs. Odds ratios <1 indicate decreased mortality.
Secondary analyses
Results from secondary analyses are summarised in Table 4.7 and detailed in Appendix D. Qualitatively similar results were seen after multiple imputation of missing covariate data; with improved survival for patients transferred to SNCs, but no obvious relationship between time of transfer and mortality. Scenario sensitivity analyses, simulating ‘missing not at random’ mechanisms for missing outcomes differed dramatically from the primary analysis results, suggesting a dose-response relationship between early transfer and survival was possible. Subgroup analyses examining patients with isolated TBI and multiple trauma demonstrated comparable results to the primary analysis, that did not vary across strata. Similar results were also seen in patients with focal intracranial lesions requiring emergency craniotomy, although results should be interpreted with caution due relatively high levels of missing data.
  
[bookmark: _Toc399334886]Table 4.7. Summary of results from primary and secondary analyses examining the association between secondary transfer time to SNC care and mortality.
	
	Secondary transfer timing category

	
	No transfer
	<4 hours
	4- 8 hours
	8-16 hours
	>16 hours

	Primary regression model
	
	
	
	
	

	Complete case
(n=6,116)

	1.0
(reference)
	0.40
(0.1-1.2)
	0.21
(0.1-0.4)
	0.30
(0.2-0.6)
	0.57
(0.1-2.2)

	Multiple imputation
(n= 13,460)

	1.0
(reference)
	0.69
(0.2-2.5)
	0.31
(0.2-0.6)
	0.37
(0.2-0.7)
	0.40
(0.1-1.4)

	‘Best case’ outcomes sensitivity analysis
(Multiple imputation, n= 13,460)

	1.0
(reference)
	0.19
(0.1-0.4)
	0.11
(0.1-0.2)
	1.8
(1.3-2.4)
	2.1
(1.1-4.3)

	‘Worst case’ outcomes sensitivity analysis
(Multiple imputation, n= 13,460)

	1.0
(reference)
	6.12
(3.1-12.1)
	3.6
(2.5-5.1)
	0.28
(0.1-0.6)
	0.24
(0.0-1.4)

	Core hospital data only
(Multiple imputation, n= 8,021)

	1.0
(reference)
	0.67
(0.2-2.1)
	0.29
(0.1-0.6)
	0.39
(0.3-0.6)
	0.42
(0.1-1.6)

	Subgroup analyses
	
	
	
	
	

	Isolated TBI
(Multiple imputation, n= 11,016)

	1.0
(reference)
	0.72
(0.2-2.5)
	0.34
(0.2-0.7)
	0.40
(0.2-0.7)
	0.40
(0.1-2.0)

	TBI with major extracranial injury
(Multiple imputation, n= 2,444)

	1.0
(reference)
	0.64
(0.1-3.9)
	0.24
(0.1-0.5)
	0.29
(0.1-0.8)

	0.38
(0.1-2.2)

	TBI requiring emergency craniotomy
(n= 256)

	NA*
	1.0
(reference)
	0.52
(0.2-1.3)
	1.02
(0.3-3.2)
	-†

	Alternative model specification
	
	
	
	
	

	ISS and Marshall score removed 
(Multiple imputation, n= 13,460)
	1.0
(reference)
	1.05
(0.3-4.2)
	0.46
(0.2-0.9)
	0.57
(0.3-1.1)
	0.51
(0.1-2.1)


Odds ratios <1 indicate decreased mortality.
*All patients requiring emergency craniotomy underwent secondary transfer to a SNC. †4 patients were transferred after 16 hours, of whom all died, preventing inclusion in logistic regression analysis secondary to low cell count.


[bookmark: _Toc399055005]Discussion
[bookmark: _Toc399055006]Main findings
There was no association evident between EMS interval and short term mortality in English patients with significant TBI enrolled in the TARN database. Furthermore, transportation to hospital within 60 minutes did not appear to offer a survival advantage over longer EMS interval durations. These results were not materially changed in sensitivity analyses examining the influence of missing data in patient characteristics and outcomes, incomplete database enrolment, or alternative assumptions for the causal relationship between EMS interval and mortality. Findings were also very similar in subgroup analyses investigating patients who were unstable on hospital arrival, and in patients conveyed by land or air ambulance. 

For patients with significant TBI initially admitted to NSAHs, secondary transfer to a SNC for further management was associated with lower mortality. However, there was no convincing evidence, in either the primary complete case analysis or secondary sensitivity analyses, to support any relationship between the timeliness of transfer and outcome. This pattern was also observed in sub-groups with isolated TBI or patients requiring emergency craniotomy. There were a relatively large proportion of eligible cases with missing outcome data secondary to unmatched inter-hospital transfers and scenario sensitivity analyses, simulating ‘missing not at random’ mechanisms, suggested that results were vulnerable to selection bias arising from this incomplete data. 
[bookmark: _Toc399055007]Limitations
This secondary analysis of trauma registry data is susceptible to similar sources of systematic error previously described in Chapter Three for the investigation of the diagnostic accuracy of prehospital triage rules. The high levels of missing data, exacerbated by incomplete recording of transfer times in the extended TARN dataset, and the difficulties in capturing information across multiple hospitals during the patient journey, renders selection bias a particularly acute concern; especially given the case-mix differences apparent between included and excluded patients. Complete case multivariable analyses will be unbiased, regardless of the exact missingness mechanisms, as long as the probability of incomplete data in the exposure and confounding variables is unrelated to outcome; and that the outcome is ‘missing at random’ dependent on the included covariates.[320, 321] Sensitivity analyses using multiple imputation demonstrated that results were robust to more relaxed missing data assumptions, namely that covariate data is ‘missing at random’ conditional on mortality.[321] Moreover, the demonstration that results were not materially different in best and worst case outcome scenarios examining the association between EMS interval and mortality, provides some reassurance that the results in the first sub-study are impervious to bias arising from outcome data being ‘missing not at random’. In contrast, similar sensitivity analyses in the sub-study examining the effect of the urgency of secondary transfer, demonstrated that the direction of reported findings could be reversed if outcomes were not ‘missing at random’. However, as the true missingness mechanism is unknown the overall extent of any bias arising from incomplete data is very difficult to conjecture. 

A further consequence of the high levels of missing data was a decrease in statistical power to detect underlying true associations.[321] Although justified in terms of interpretation of results, and to account for non-linearities between exposure variables and the logit link function, categorisation of continuous EMS and secondary transfer intervals will have compounded this problem.[322] Conspicuously the small numbers of patients with complete data who underwent secondary transfers to SNCs resulted in very imprecise effect estimates in the second sub-study that could be consistent with either a positive or negative relationship between secondary transfer time and outcome. Confidence intervals in the first sub-study were also relatively wide and a type II error, with failure to reject the null hypothesis that shorter EMS intervals are beneficial, is also possible. 

It is conceivable that further selection bias could have occurred due to incomplete database enrolment. The large numbers of unmatched TARN submissions suggest that patients may be less likely to be identified if they undergo inter-hospital transfers. For this to lead to systematic errors in effect estimates it would be necessary for study selection probabilities to be dependent on outcome, which seems unlikely. Furthermore, repeating analyses from core hospitals, with patient returns concordant with HES,[34] were unchanged. However, it should be noted that HES have themselves been subject to criticisms regarding accuracy and may not represent the true sampling frame.[323] 

Measurement errors in the exposure variables, covariates or outcome could have arisen from: inaccurate equipment, unreliable assessment by clinicians, documentation errors, incorrect abstraction from case records, mistakes during data abstraction, or erroneous data input into the TARN registry. Misclassification of study variables will be differential if it depends on the actual value of other variables, or non-differential if it is not contingent on these values.[324] Dependent misclassification results when measurement errors depend on the probability of errors in other variables; otherwise independent misclassification occurs. Systematic misclassification results if there is predictable over- or under- estimation of a variable. The type of misclassification and the class of variable affected will determine the degree of any resulting information bias.[324, 325] 

Random non-differential errors arising from each of the aforementioned processes seem most plausible and it is difficult to envisage a mechanism that would lead to measurement errors in the outcome depending on EMS interval and secondary transfer categories, or vice versa. Although exaggeration of an association can occur, the most common effect of independent, non-differential measurement errors in an ordinal exposure variable is to bias estimates towards no effect.[194] Such an eventuality requires serious consideration as an explanation for the observed lack of association between EMS interval, and secondary transfer timings, with outcome. Given that mortality is an objective and definitive endpoint, misclassification to any serious degree would not be expected. If present, non-differential misclassification of a dichotomous outcome would again generally produces bias towards no effect, provided the error is independent of other measurement errors.[194] Finally, independent non-differential misclassification of other explanatory variables will impair the ability of regression models to account for confounding, resulting in bias in the effect estimate in the direction of confounding by the variable; in addition to possibly masking subgroup effects.[194] The complexities of simultaneous misclassification in multiple variables, especially if there is an element of dependent or differential measurement error which can cause unpredictable bias in effect estimates, makes assessment of the overall impact of information bias very difficult. 

Confounding is another major threat to internal validity in both sub-studies and there were important differences in patient characteristics across exposure categories.[193] Some important confounders were unavailable in the TARN database e.g. performance status, other variables had high missing data levels precluding their use e.g. pupillary responses, and even included covariates may have had measurement errors. In addition specified confounding variables were proxies for underlying injury acuity and may not truly control for case-mix differences in trauma severity. For example GCS is not perfectly correlated with prognosis following TBI and may also be lowered by alcohol, drugs or pre-existing neurological diseases.[326, 327] As the pathophysiology of TBI has yet to be fully elucidated there are potentially other unknown confounders which cannot be accounted for with statistical adjustment. 

A number of techniques can be employed to adjust for, or to assess the potential impact of, confounding not controlled by the study design or statistical analysis. These include measuring confounders in a sub-study and using external adjustment techniques, imputation, or 2-stage sampling methods.[194, 328-330] ‘Array’ and ‘rule out’ sensitivity analyses can also be used, although these are limited by assumptions of conditional independence between confounding variables, examination of a single confounder, and are restricted to binary exposures.[328] Alternatively, a Bayesian paradigm could be employed where a model is specified for the unmeasured confounding, in conjunction with a prior distribution reflecting pre-existing beliefs on size and magnitude of this bias.[331] Unfortunately, all of these approaches were either beyond the scope of the investigation or were not possible to implement given the constraints of the research question and available data. The potential for ‘reverse causation’, with quicker transport of more severely injured patients, to mask a true benefit of shorter EMS intervals can therefore only be surmised.  

A patient’s ISS will be assigned based on information from the entirety of their hospital stay, and theoretically could therefore be influenced by the exposure variable in each sub-study.[266] Inclusion of such a ‘mediating’ variable from the causal pathway would tend to attenuate any true association between the exposure and mortality.[194] To mitigate this possibility sensitivity analyses were conducted which included only baseline characteristics that should have been observed prior to decisions influencing EMS interval or secondary transfer decisions. This did not alter the findings of the first sub-study, but there was a notable change in the odds ratio for mortality in the second sub-study, which suggested no benefit from very early transfer to SNCs within 4 hours. However, as the exact timings of physiological measurement were not always available it cannot be ruled out that these were also measured after management choices had been made, with the resultant risk of over-adjustment bias.[332] Furthermore, removing ISS may have introduced confounding complicating the interpretation of these results.

The possibility of clustering of outcomes within hospitals was addressed using robust standard errors to avoid inappropriately precise effect estimates.[333] These were based on the admitting hospital as the clustering unit, but in reality, the data structure was highly complex with the potential for variation in outcomes at many levels including individual paramedics and physicians, ambulance stations, EMS agencies, admitting NSAHs and regional SNCs. Ideally, mixed effects hierarchical models would be implemented to deal fully with such potentially correlated data, but this was not possible due to lack of information on all of these factors.[333] Also, experience from other prehospital and emergency medicine studies have indicated that intra-cluster correlation coefficients are often negligible; suggesting that more sophisticated analyses would be a theoretical improvement of little practical importance.[71, 334, 335]

Overall, propensity score techniques have a number of advantages over explanatory regression based approaches used to reduce confounding.[317] As modelling is performed with the outcome ‘out of sight’ there is less potential for bias arising from subconscious manipulation of model development to achieve the desired results. Covariate balance is the sine quo non of propensity scores, with success based solely on the similarity of study groups, and analyses are consequently less dependent on correct specification of statistical models. Moreover, regression model may require inappropriate extrapolation beyond the observed data where there is insufficient overlap of multivariate covariate distributions between treated and untreated patients. With propensity scores it is immediately obvious if there are patients who are inherently non-comparable. Moreover, in some settings multivariable regression may not be possible if there is low number of outcome events or in relatively small samples. Propensity scores, which model the often more numerous treatment variable, will not be constrained by low event:variable ratios. However, the propensity score approach will be equally affected by the same systematic errors from selection bias, information bias and residual confounding as the regression analyses.[317, 318, 336, 337] 
External validity
Following an evaluation of internal validity, the generalisability of these results also requires further consideration. Both sub-studies recruited consecutive patients and collected data from everyday clinical practice, suggesting that the study population is likely to be representative of UK trauma patients. The majority of trauma receiving hospitals in England submit data to TARN, but the voluntary membership may reflect a special interest in trauma, and the quality of treatment could feasibly differ in non-participating hospitals, affecting the wider applicability of these findings.

Bypass protocols were only introduced to a small number of TARN hospitals in London during the last 20 months of the study period, and the overwhelming majority of participants included in the sub-study examining the effect of EMS interval will have been injured within the catchment area of a SNC.[176] The observed distribution of EMS intervals would therefore be expected to be shorter than for bypassed patients, although the relatively high population density in England may ensure broad comparability. As SNCs are invariably located in cities, patients directly transported to these hospitals may also have different characteristics to the more rural populations injured closest to NSAHs and eligible for bypass.[338] Overall, it seems unlikely that these factors would prevent generalisation to newly introduced English regional trauma systems, but nevertheless results should be extrapolated with caution.

Patients included in the second sub-study investigating the timing of secondary transfers to SNCs were also enrolled from the time period prior to reconfiguration of English trauma services. In contemporary practice a proportion of these patients, who would previously have been transported to NSAHs, will now undergo bypass directly to SNCs. As reported in Chapter Three, the remaining non-bypassed patients will tend to be older, lower acuity, female patients and it is debatable whether the current study’s findings are relevant to these residual patients. 

A further challenge to external validity arises from the population parameter being estimated in each analysis.[194] Conditional odds ratios represent the exposure effect that ‘would be observed in groups with particular combinations of the adjusted covariates’ and will differ, usually away from null, compared to the marginal odds ratio which would theoretically arise if the counterfactual outcomes for the whole population were known.[187] Moreover, a relatively large proportion of patients were excluded from the propensity score analysis due to failure to find acceptable matches, and a small number of cases had propensity scores beyond the area of common support. The reported average effect of treatment on the treated therefore applies only to a restricted study population of treated patients with certain propensity scores, and the generalisability to undifferentiated prehospital populations is consequently unclear.[339] 
[bookmark: _Toc399055008]Interpretation of findings
The proposition that critical ABC and neurosurgical emergencies, such as an obstructed airway or expanding intracranial haematomas, do not receive a survival benefit from earlier SNC treatment may initially seem to have little clinical credibility. A careful examination of possible reasons is therefore necessary to explain these counterintuitive results.

Firstly, it is possible the odds of death following TBI are truly unrelated to EMS interval or secondary transfer timing, with the urgency of resuscitation and definitive care having little importance. The natural history of TBI, with irreversible primary brain injury exacerbated by secondary insults,[60] may suggest that mortality is irrevocably influenced by the severity of the initial injuries. EMS personnel may also be able to mitigate secondary brain injury with basic clinical interventions,[340] providing a limited opportunity to modulate outcomes through more rapid hospital treatment. In this hypothesis the dominant modifiable factor affecting patient outcome could be the differential quality of the later care received in SNCs compared to NSAHs. 

Although there may be no association on average, there could be a small proportion of patients with injuries requiring time-critical interventions that will benefit from shorter EMS intervals or rapid inter-hopsital transfers. A second explanation is therefore that a lack of statistical power prevented detection of a significant relationship in the subgroup analyses performed. This was apparent in the subgroup analysis examining patients requiring emergency craniotomy where 95% confidence intervals for prolonged transfer times were consistent with either a clinically significant survival benefit or increased mortality. Additionally, important other subgroups, for example isolated acute extradural haematomas, were not individually examined due to missing data, or were not identifiable using retrospective AIS codes.

Thirdly, it is possible that observational studies are inherently unable to demonstrate a valid differential effect of EMS interval or secondary transfer timings due to information bias, residual confounding and other ingrained biases highlighted previously.[341] Finally, it is also possible that the study endpoint was insensitive to important differences in patient outcome. The vast majority of deaths resulting directly from TBI occur within 30 days, and in-patient mortality is therefore highly relevant.[342] However, in common with other trauma registry research, patient orientated outcomes such as health related quality of life or disability were not measured and other important relationships may therefore have been missed.[343]

It could be argued that the finding of no relationship between time to SNC arrival and mortality in significant TBI patients supports a strategy of admitting patients to the nearest hospital, regardless of specialisation. Patients presenting to NSAHs could then undergo later secondary transfer to SNCs for ostensibly superior ongoing treatment, as the time to specialist care did not appear to influence outcome. However, it could equally be argued that the results are supportive of a bypass strategy for these patients as prolonged EMS intervals did not appear to be associated with increased harm, and other studies have suggested that SNC treatment is superior.[36, 138, 146] 

Although the relationship between EMS interval, time to secondary transfer, and mortality was not substantiated in this study it is clear that there is a public expectation of urgent treatment.[344, 345] Additionally there is a strong expert consensus emphasising the importance of early hospital treatment in major trauma patients, epitomised by the ‘golden hour’ adage.[69, 304, 346] Notwithstanding validity concerns, it is therefore unlikely that these negative results will have important implications for configuration of trauma systems, or strongly influence the urgency of clinical management in injured patients. However, attempts to further reduce prehospital and inter-hospital transfer times could increase the risk of accidents involving emergency vehicles,[347, 348] and will entail costs from EMS providers and hospitals, for example in the number of vehicles on duty or increasing staffing requirements. These factors will require careful consideration during the future development of trauma systems and formulation of EMS response time polices. Furthermore, these findings could modulate trauma management to a small extent, by questioning the rationale for precipitant ‘scoop and run’ or abrupt inter-hospital transfer decisions.[346]

Future experimental research examining this study’s objectives is impractical and unethical given the complex management pathways trauma patients undergo, lack of clinical equipoise, and strong theoretical benefits of early treatment in trauma. However, conventional regression, propensity score and other matching approaches used in observational research are critically vulnerable to confounding by indication.[227, 341] Using the distance from injury to hospital as the exposure variable may be more resistant to such bias, and has been used to study the influence of accessing emergency treatment in other disease areas.[349-351] Unfortunately, information to allow calculation of distances was not available in the TARN database. Instrumental variable analysis is further epidemiological approach that could also be used to ameliorate confounding.[352] However, the challenges of finding a strong and exogenous instrument are well known and are exemplified by the difficulties demonstrated in a previous study by Newgard and colleagues (2011) in this context.[353]
[bookmark: _Toc399055009]Comparison to previous studies
The premise that reduced time from injury to hospital arrival improves outcomes following injury has been investigated extensively in major trauma patients. Despite the pervasive dogma of the importance of the ‘golden hour’ following injury,[354] these results are congruous with the majority of previous research which has failed to show any benefit from shorter EMS intervals in trauma patients. Comprehensively reviewing the published literature identified seven studies that found a significant association between shorter times and improved survival,[355-360] with ten reporting no benefit.[361-371] 

These previous studies have almost exclusively relied on trauma registry data and are at risk of bias from limitations similar to those described in the current study. Specific problems have included small sample sizes, inclusion of heterogeneous study populations, for example non-trauma cardiac arrest patients, non-representative samples of surgical patients, lack of adjustment for injury severity, and indirect comparisons. The external validity of these studies is also limited by the exclusion of disability endpoints. 

The most methodologically sound study examining the association between EMS interval and mortality was conducted by Newgard and colleagues (2009).[365] Study strengths contributing to a lower risk of bias include a prospective population-based observational design, standardised data collection, rigorous monitoring of data quality and use of advanced epidemiological techniques, including instrumental variable analyses and multi-level regression models, to account for confounding and clustering. Interestingly, distance was not suitable as an instrumental variable in primary analyses as there was low correlation with prehospital time. No association was observed between out-of-hospital times and mortality either overall, or for important trauma subgroups.

To date only one further study by Dinh and colleagues (2013) has investigated the effect of EMS interval in the TBI subgroup, reporting a survival benefit with EMS intervals of under 90 minutes in an urban Australian study population (hazard ratio 0.35, 95% CI 0.18-0.65).[372] Given the similar retrospective trauma registry design it is not immediately obvious why these results differ from the current results, or the Newgard study. Speculative reasons could include inappropriate use of automatic variable selection techniques in explanatory multivariable models, or any of the previously described biases combining to work in a different direction. 

Few valid studies have examined the relationship between time to specialist neuroscience care and mortality following TBI. Krief and colleagues (2015) re-examined the RAIN dataset,[373] a highly representative cohort of UK patients with TBI initially admitted to NSAHs. Using an advanced generalised propensity score analysis, they found that transfer time did not have a statistically significant effect on outcome following non-surgical significant TBI, strongly substantiating the current findings.  Several further observational cohort studies, making some attempt to adjust for confounding, have investigated the effect of ‘early’ versus ‘late’ neurosurgery in patients requiring emergency craniotomy (Kim 2011, Kim 2009, Tien 2011, Hedges 2008, Tian 2008, Lee 1998, Howard 1989).[374-379] These reports again support the current results from the TARN dataset, finding no significant relationship between transfer time and outcome in surgical TBI. No previous studies are available which examined the effect of transfer times in subgroups of patients with isolated TBI and major extra-cranial injury.
[bookmark: _Toc399055010]summary
· Time to resuscitation and definitive care are important components of a prehospital triage and bypass management strategy, and could have an important influence on outcome in patients with suspected TBI.
· In a large trauma registry sample EMS intervals for adults with significant TBI admitted directly to SNCs demonstrated a right skewed distribution. Median time from EMS activation to hospital arrival was 60 minutes. 
· There was no association between EMS interval and inpatient mortality within 30 days in a crude analysis, or after adjustment for important confounding variables.
· Following propensity score matching, transport to hospital within 60 minutes did not appear to be beneficial compared to arrival after the ‘golden hour’ period.
· Sensitivity analyses for selection bias and unobserved confounders did not qualitatively change these results. However, high levels of missing data, possible misclassification errors and residual confounding place results at high risk of bias.
· For patients initially admitted to NSAHs with significant TBI secondary transfer to a SNC was associated with improved survival compared to ongoing management in the non-specialist hospital. 
· There was no convincing relationship between the urgency of secondary transfer to a SNC and outcome either overall, or for subgroups of patients with isolated TBI, multiple trauma, or requiring emergency craniotomy. However, confidence intervals were consistent with either a positive or negative relationship between transfer time and mortality in transferred patients.
· Sensitivity analyses indicated that results were vulnerable to ‘missing not at random’ mechanisms for incomplete outcome data.
· Reported findings were consistent with the voluminous published literature which has failed to uphold the ‘golden hour’ principle or affirm the benefit of earlier resuscitation and definitive care in general major trauma patients.


[bookmark: _Toc399055011]CHapter FIVE: THE RELATIONSHIP BETWEEN PREHOspITAL ANd EMERGENCY DEPARTMENT PHYSIOLOGY IN PATIENTS WITH SIGNIFICANT traumatic brain injury
[bookmark: _Toc399055012]introduction
[bookmark: _Toc399055013]Background
Secondary brain injury is a well established cause of poor outcome following TBI and the risk of physiological insults during prolonged direct transportation to SNCs may be important in influencing the effectiveness of a prehospital triage and bypass strategy.[6] Despite this potential impact there is very limited information currently available on the relationship between prehospital and ED physiology,  or the effect of EMS interval on the risk of secondary brain injury.

Cerebral ischaemia and hypoxemia are dominant causes of secondary brain injury, leading to neuronal injury through inadequate glucose supply and decreased delivery of oxygen, insufficient to meet neuronal metabolic requirements.[2] Systolic blood pressure and peripheral pulse oximetry provide useful proxies for cerebral blood flow and brain tissue partial pressure of oxygen.[380, 381] Abnormal pulse and respiratory rates are associated with hypotension and hypoxemia and may further indicate the potential for secondary brain injury.[382] Reduced GCS score is correlated with severity of neurological damage and also represents a risk factor for brain hypoxemia secondary to airway obstruction and hypoventilation.[383] Maintenance of normal vital signs between the field and ED will therefore be important for initially stable patients undergoing bypass. 

The agreement between prehospital and ED parameters also has important implications for prognostic modelling, handling of missing data in trauma studies, and early resuscitation decisions. Trauma prediction models,[384, 385] for example the Trauma Revised Injury Severity Score,[386] often rely on early measurement of physiology parameters and naively interchanging measurements from the field or hospital arrival could lead to erroneous predictions if these do not agree. Similar biases could also arise from the practice of imputing missing ED data with prehospital values in trauma research studies.[261, 262] Early management decisions during ED resuscitation of trauma patients could be influenced by reported prehospital vital signs,[387, 388] particularly if interventions (e.g. intubation) impair ED clinical assessment. Furthermore comparison of prehospital values with ED measurements may be used to guide treatment and more detailed knowledge of the factors affecting these changes might also benefit clinical decision making.[389]
[bookmark: _Toc399055014]Aims and objectives
The aim of this study was to therefore to characterise the relationship and agreement between prehospital and ED vital signs in patients with significant TBI. This investigation consisted of two separate sub-studies: A retrospective cohort study using routinely collected data from the TARN registry, analysing patients with significant TBI transported by emergency medical services; and a nested cohort study examining initially stable patients with suspected TBI conveyed by land ambulance and enrolled in the HITNS pilot cluster randomised trial. Specific objectives were to:

· Compare the distributions of prehospital and ED vital signs. 
· Assess the shape and strength of any association between prehospital and ED vital sign measurements 
· Quantify the level of agreement between vital signs recorded in each location.
· Investigate determinants of changes in vital signs during prehospital transportation.
· Estimate the proportion of initially stable patients with suspected TBI who deteriorate during bypass.
· Examine the effect of EMS interval duration on the risk of deterioration.



[bookmark: _Toc399055015]Methods
[bookmark: _Toc399055016]Retrospective cohort study examining TARN data
Study design, sample and setting
A retrospective cohort study was performed, conducting a secondary analysis of data from the TARN registry. The study sample comprised the group of significant TBI patients directly admitted to an English SNCs by emergency medical services between 2005 and 2011 previously described in Chapter Four. The study setting, sample size considerations, inclusion criteria, data preparation and data collection were also unchanged from those presented in Chapter Four. Children (aged <16 years) were not studied because of differing responses to injury, diverse normal physiological ranges and possible variations in EMS procedures.[135, 390]

Available-case analyses were initially conducted with sample sizes for individual statistical tests and models determined by data availability for the variables under consideration. Multiple imputation was then used to provide a complete sample in secondary sensitivity analyses accounting for incomplete data under a missing at random assumption. Derivation of the multiple imputation models followed the same principles as detailed in Appendix B. 
Measurements
To examine changes in vital signs during the EMS interval the following first recorded field and ED variables were considered: systolic blood pressure (SBP), Glasgow Coma Scale score (GCS), respiratory rate (RR), pulse oximetry saturations (sats) and pulse rate (PR). Patients in cardiac arrest were considered to have a GCS of 3 and null values for other physiological parameters, regardless of the effects of resuscitative interventions.

EMS interval was calculated as time of EMS activation, dispatch, or arrival (in order of precedence), to arrival of patient at the initial receiving hospital ED. EMS interval was chosen over the total prehospital interval from injury to ED arrival as: physiological changes during primary transport were of interest; a tangible proportion of TBI patients will deteriorate at a time distant to their injury; and a number of cases, e.g. elderly fallers at home, are not discovered for a prolonged time after injury.
Analyses
All analyses were specified a priori and the investigation proceeded in five stages. Firstly descriptive statistics were used to characterize the demographic features of the cohort and compare the distributions of prehospital and ED parameters. The null hypotheses of no difference in medians and means between field and ED measurements were then tested using the Wilcoxon signed-rank test for ordinal or non-normally distributed continuous data, and paired t-tests for normally distributed continuous data.[391] 

Secondly, the presence of any association between prehospital and ED parameters was evaluated by visual inspection of scatter plots. The strength of any linear association was then estimated by calculating Pearson’s product moment correlation coefficient (r) for normally distributed variables and Spearman’s correlation coefficient (rho) for non-normal and ordinal data.[391] Scatter plots were also used to confirm assumptions of constant variance and no outlying data. The null hypothesis that the population correlation coefficient was equal to zero was tested for each vital sign using t-tests.[391]

Thirdly, agreement between prehospital and ED vital signs was assessed using the limits of agreement approach and concordance correlation coefficients for continuous vital signs;[392, 393] and percentage total agreement and weighted kappa statistics used for ordinal variables.[394, 395] Technical details on these statistical procedures are presented in Appendix E.

Fourthly, the association between changes in individual vital signs (∆vital sign) and prespecified patient and treatment variables was examined. Exploratory scatter plots of differences between prehospital and ED values against the following variables were examined to assess any relationship: EMS interval; patient age; ISS; penetrating injury; mechanism of injury; prehospital airway or breathing intervention; and prehospital circulatory intervention. In the presence of linear relationships multivariate linear regression was planned to characterise the association between these variables and changes in vital signs. Univariate statistical testing of a null hypothesis of no association between ∆vital sign and categorical variables was also conducted. For binary variables t tests were used, and one way analyses of variance were implemented for nominal variables.  Bonferroni’s correction for multiple comparisons was employed using a family wise type 1 error rate of 0.05, applied to all hypothesis tests used simultaneously in this step of the analysis.[391, 396] The adjusted p-value considered statistically significant was consequently 0.003. 

Finally, changes in the overall clinical condition of patients between the field and the ED were assessed. Patients were classified according to their status during the EMS interval, and categorized into the following groups:

· Deteriorated from initial stability and became unstable
· Improved and became stable
· Remained stable
· Remained unstable
Instability was defined as any of: GCS <9; SBP <90mmHg; abnormal respiratory rate of <6 or >29; pulse rate of <50 or >120; or hypoxia (sats<93%). These parameters were chosen based on Revised Trauma Score categorizations;[397] established values for defining clinical states e.g. shock, arrhythmias, or hypoxia;[398] thresholds at which management would change e.g. intubation;[398] and are consistent with the American College of Surgeons Committee on Trauma’s Field Triage Decision Scheme.[399] 

The crude association between change in vital sign status (i.e. improved or deteriorated v remained stable or remained unstable) and EMS interval (categorized into 7 categories :<20, 20-40, 40-60,60-80,80-100, 100-120, >120 minutes) was then examined using a χ2 test for trend. To account for confounding by injury severity and age, logistic regression models were also developed to provide adjusted odds of change in vital sign status for each EMS interval category. The association between EMS interval and deterioration in vital sign status was similarly investigated for initially stable patients. 

Fully specified logistic regression models were built with change in vital sign status or deterioration as the dependent variables, EMS interval as the exposure variable (categorical, reference category 40-60 minutes), and the potential confounders of age, mechanism of injury (classified into: fall; vehicular accident; violence; other), penetrating trauma, and injury severity score added as additional explanatory variables. Model development followed identical principles to those previously described in Appendix D.  
[bookmark: _Toc399055017]Nested cohort study using HITSNS data
Study design, sample and setting
A cohort study was also performed analysing data prospectively collected during the HITSNS cluster randomised pilot study.[179] Available-case, as treated analyses were conducted. HITSNS recruitment and methodology has been previously described in detail in Appendix A.
Analyses
The analysis proceeded in three stages. Firstly descriptive statistics and hypothesis testing, accounting for cluster sampling,[333] were used to compare characteristics of patients undergoing bypass to distant SNCs with those transported to the local NSAH, regardless of the intended treatment allocation.[391] 

Secondly, the proportion of patients deteriorating during the EMS interval was compared between bypassed and non-bypassed patients. The following causes of deterioration were examined in combination and separately: hypotension (SBP value <90mmHg),[69] hypoxemia (sats <93%),[400] and fall in GCS of >2 points. A patient was considered to have deteriorated, with the potential for secondary brain injury, if any recorded prehospital vital sign measurement, or the first recorded ED values, met these conditions.  Point estimates and 95% confidence intervals were calculated for variables in each study group. Robust variance estimates were obtained using standard errors accounting for intragroup correlation with clustered sandwich estimators.[401] Hypothesis testing was then performed using cluster adjusted χ2 tests.[333]

Finally, the influence of duration of the EMS interval on the risk of deterioration was examined. EMS duration, defined as the time period between EMS arrival at the scene of incident and recorded arrival at the first ED, was classified into three categories: 0-14 minutes, 15-29 minutes, and over 30 minutes. The proportion of patients experiencing hypotensive or hypoxemic episodes, or whose GCS deteriorated by >2 points, was compared between different durations of EMS interval using cluster adjusted chi squared tests. The choice of EMS interval duration categories was determined by clinically meaningful time spans and the number of cases in each group. Due to the relatively low HITNS sample size further multivariable modelling investigating determinants of deterioration was not possible. 

To account for the possibility of confounding, where injury severity and risk of deterioration are correlated with increased urgency from paramedics and shorter EMS intervals, a further analysis was performed using predicted, rather than actual, EMS travel times. Spatial location of injury incidents and the nearest SNC were determined for bypassed patients by geocoding of postcodes using the Google Maps application.[402] Estimated travel times were then calculated using the Google Maps algorithm.[402] This algorithm considers speed limits, road types and historical average speed data and has been previously validated for studies of EMS journeys.[402, 403] The proportion of patients deteriorating was compared between different durations of predicted EMS interval using cluster adjusted chi squared tests.
[bookmark: _Toc399055018]Statistical analysis
All statistical analyses were carried out in Stata version 12.1 (StataCorp, College Station, USA). A two-sided p-value of <0.05 was considered to be statistically significant. Bland-Altman plots were constructed using the STATA batplot module. Cluster adjusted hypothesis testing was performed using the following STATA modules: clchi2, somersd, and clttest. Sample size was determined by the fixed sizes of the TARN and HITSNS study samples. 


[bookmark: _Toc399055019]Results
[bookmark: _Toc399055020]Retrospective cohort study examining TARN data
Sample characteristics 
Twenty three thousand eight hundred and forty three patients with significant TBI were enrolled by English TARN hospitals between 2005 and 2011, with 7,149 patients being directly admitted to SNCs. Available case analyses were initially performed with sample size determined by the number of patients with complete data for both prehospital and ED vital signs. The numbers of participants at each stage of the study and for each analysis are summarized in Figure 5.1. Missing data is fully described in Appendix E. The demographic and injury characteristics of the study sample have been previously summarized in Chapter Four.
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[bookmark: _Toc399247458]Figure 5.1. Flow chart presenting the derivation of study samples for each analysis examining the association between prehospital physiology and EMS interval.
 
Distributions of prehospital and emergency department vital signs
Distributions of prehospital and ED recordings were similar for each vital sign. Median GCS meaningfully differed between prehospital and ED measurement (12 v 14, p<0.01). There were no clinically significant differences in other physiological parameters, however statistically significant differences in mean systolic blood pressure (136 v 139 mmHg) and oxygen saturations (98 v 99%) were evident, p<0.01. Table 5.1 summarizes descriptive statistics and statistical comparisons for each vital sign. Frequency histograms demonstrating similar prehospital and ED distributions for each variable are presented in Figure 5.2. 
[bookmark: _Toc399334887]Table 5.1. Comparison of prehospital and ED vital signs distributions.
	
	n=
	Prehospital value
	ED value
	p-Value

	
Systolic blood pressure (mean, SD)

	
3,870
	
136 mmHg (30.5)
	
139 mmHg (31.9)
	
<0.01

	Pulse rate (mean, SD)
	4,269
	90 bpm (25.1)
	90 bpm (25.5)
	0.58

	Respiratory rate (mean, SD)
	3,041
	19 b/m (7.3)
	19 b/m (7.6)
	0.43

	Oxygen saturations (median, IQR)
	3,506
	98% (95-100)
	99% (97-100)
	<0.01

	Glasgow Coma Scale (median, IQR)
	3,245
	12 (6-15)
	14 (10-15)
	<0.01


bpm: Beats per minute; mmHg: Millimetres of Mercury;  b/m: Breaths per minute; n: Sample size
Correlation between prehospital and emergency department vital sign parameters
Moderate, positive correlation was evident between field and ED pulse rate (r=0.58, 95% CI 0.56-0.60), GCS (Spearman’s rho=0.76, 95% CI 0.75-0.77), SBP (r=0.53, 95% CI 0.50-0.55) and respiratory rate (r=0.34, 95% CI 0.30-0.37, outlying respiratory rate values >60 b/m excluded). There was no recognisable relationship between prehospital and ED pulse oximetry values. Bivariate associations are displayed graphically in scatter plots in Figure 5.3.
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[bookmark: _Toc399247459]Figure 5.2. Frequency histograms presenting the distributions of prehospital and ED vital signs: a) Systolic blood pressure b) Pulse rate c) Respiratory rate d) Oxygen saturations  e) Glasgow Coma Scale score. ED vital signs are shown in light grey, Prehospital vital signs are shown in dark grey.
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[bookmark: _Toc399247460]Figure 5.3. Scatter plots presenting the association between prehospital and emergency department vital sign values: a) Systolic blood pressure. b) Pulse rate. c) Respiratory rate. d) Oxygen saturations e) Scatterplot with ‘jitter’[footnoteRef:1] representing the association between prehospital (PH) and ED Glasgow Coma Scale score.  [1:  Jitter refers to the addition of slight random noise to data in order to prevent over-plotting. ] 



Agreement between prehospital and ED vital sign measurements
There was high average agreement between prehospital and ED measurements, with the mean of pairwise differences differing only slightly from zero for each vital sign. Statistically significant, but clinically unimportant, average differences of 2.9mmHg and 1.38% were observed for SBP and oxygen saturations respectively (p<0.01). Average differences for pulse rate and respiratory rate were also negligible and did not reach statistical significance. For oxygen saturations there was a slight, statistically significant, relationship between average agreement and the value of pairwise means; with ED readings tending to be higher at lower levels e.g. On average readings were in agreement when the mean of oxygen saturations was 100%, while ED readings were 8% higher when the mean of oxygen saturations was 80%.

In contrast there was little individual agreement, with 95% limits of agreement markedly exceeding predefined clinically acceptable interchangeability thresholds for each vital sign; except for respiratory rates within the range of 10-14 breaths per minute. There was a pronounced relationship between the variance of the paired differences and the mean of the paired recordings for respiratory rate and oxygen saturations. Differences in respiratory rate demonstrated increasing variability at mean respiratory rates outside the normal range, while differences in oxygen saturations became more variable at lower levels. Inspection of frequency density histograms indicated that differences between prehospital and ED measurements were approximately normally distributed (data not shown). Average and individual agreement are summarised for each vital sign in Table 5.2. Bland-Altman plots of paired differences against the mean of individual paired differences are shown for each vital sign in Figure 5.4.

Concordance correlation coefficients suggested poor overall agreement for each vital sign, with Lin’ correlation coeffeicint (ρc) ranging between 0.22 and 0.78. Consistent with the limits of agreement analysis, the bias-correction component of ρc was close to one (range 0.97-1.0), indicating good average agreement. However, there was relatively high variability of data around the best-fit reduced major axis line as indicated by the Pearson’s correlation coefficients presented above. Table 5.3 summarises ρc for each vital sign.




[bookmark: _Toc399334888]Table 5.2. Agreement of prehospital and ED vital signs evaluated using the Bland-Altman limits of agreement approach.

	
	
	Average agreement
	
	Agreement for individuals

	
	n=
	Mean of paired differences
(SE)
	p-value
	
	Lower 95% limit of agreement
(95% CI)
	Upper 95% limit of agreement
(95% CI)


	Systolic blood pressure (mmHg)

	3,870
	2.9 (0.5)
	<0.01
	
	-56.8
(-57.7 -  -56.0)

	62.7
(61.8 - 63.5)

	Pulse rate (bpm)
	4,269
	0.20 (0.36)
	0.58
	
	-45.3
(-45.9 - -44.7)
	45.7
(45.1- 46.3)


	Respiratory rate (b/m)
	3,041
	-0.13 (0.17)
	0.43
	
	-2.46*(-α+β*average RR)
	2.46*(-α+β*average RR)

	
	
	
	
	
	Where: α=-10.14 (SE 0.019), β=0.81 (SE 0.38) 

	Oxygen saturations 
	3,506
	α + (β*average sats)
	<0.01
	
	-2.46*(α+β*average sats)
	2.46*(α+β*average sats)

	
	
	Where: α=33.2 (SE 2.37), β=-0.33 (SE 0.24)
	
	Where: α=90.28 (SE 1.34), β=-0.90 (SE 0.14)


SE: Standard error
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[bookmark: _Toc399247461]Figure 5.4. Bland-Altman plots presenting the agreement between prehospital and emergency department vital sign values. The shaded area represents the 95% limits of agreement. The dashed line denotes the mean difference. GCS Bland-Altman plot shown for reference to illustrate intractability of this method for evaluating agreement.

[bookmark: _Toc399334889]Table 5.3. Concordance correlation coefficients for prehospital and ED vital signs.
	
	Vital sign

	
	Systolic blood pressure
	Pulse rate
	Respiratory rate
	Oxygen saturations

	
	
	
	
	

	Concordance correlation coefficient  (95% CI)

	0.53
(0.51-0.55)
	0.58
(0.56-0.60)
	0.22
(0.19-0.25)
	0.24
(0.21-0.27)

	Bias correction factor
	0.99
	0.99
	0.99
	0.97

	Pearson’s correlation coefficient

	0.53
	0.58
	0.22*
	0.25


* Outlying observations included. 

Exact agreement between prehospital and emergency department GCS was evident in 44.6% of cases, compared to 18.1% expected by chance alone. Agreement was strongest for GCS of 3-7 and 13-15, with greater variability apparent for intermediate GCS scores, as shown in Figure 5.5. Cohen’s Kappa (0.32 95% CI 0.30- 0.34) and the weighted kappa statistic (0.65 95% CI 0.63-0.66) indicated poor to fair agreement beyond that expected by chance.
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[bookmark: _Toc399247462]Figure 5.5. Bar plot presenting the agreement between individual prehospital and ED GCS scores. Columns contain bars representing percentage agreement between each ED GCS score and the corresponding prehospital value. With perfect agreement bars on the dashed diagonal line of equality of ED and prehospital GCS scores would equal 100%.
Association between changes in individual vital signs and patient and treatment variables 
There were no significant relationships detected between the magnitude of changes in each vital sign during the EMS interval and prespecified patient and treatment variables.  Scatter plots of ∆vital sign against EMS interval, age and ISS demonstrated no discernible linear relationships (data not shown); and linear regression was therefore not conducted. Statistically significant, but clinically irrelevant, differences in changes in pulse rate, GCS and Oxygen saturations were apparent for patients undergoing prehospital intubation compared to non-intubated cases:  difference in mean ∆oxygen saturations 1.4%, p<0.0001, difference in mean ∆GCS 0.39, p=0.002, and difference in mean ∆pulse rate 6.43, p<0.0001. 
Association of changes in overall clinical condition of patients with EMS interval 
Twenty five percent (24.9%, n=809 from 3,242) of cases’ vital sign status changed during the prehospital interval, with 16.9% of patients improving from unstable to stable (n=549), and 8.0% deteriorating from initial stability in the field to instability on ED arrival(n=260). Seventy five percent (75.1%, n=2,433) of patients’ vital sign status did not change, with 37.7% remaining stable (n=1,223), and 37.3% being unstable both during the prehospital period and on ED arrival, (n=1,210). 

Change in vital sign status (i.e. either improvement or deterioration) was associated with increasing EMS interval category in crude analyses (χ2 test for trend p<0.01, n=2,680).  This relationship was unchanged following adjustment for potential confounding from age, mechanism of injury or injury severity in a multivariate logistic regression model as presented in Table 5.4 and Figure 5.6 (p values≤0.01 for EMS interval categories over 60 minutes, n=2,680). 

There was no significant relationship between EMS interval and deterioration for those patients who were initially stable, in either crude or adjusted analyses (χ2 test for trend, p value=0.08; p values values>0.05 for each EMS interval category, n=1,252). However, complete case estimates were relatively imprecise and could be consistent with possible increased odds of deterioration for longer (>40 minute) EMS intervals, as presented in Table 5.5 and Figure 5.7. There was no evidence for lack of fit of logistic regression models (Hosmer-Lemeshow statistics p>0.45) and model diagnostics were unremarkable. 



[bookmark: _Toc399334890]Table 5.4. Adjusted odds ratios for the association between change in vital sign status and EMS interval categories.
	EMS Interval category (minutes)

	
	<20
	20-40
(reference)
	40-60
	60-80
	80-100
	100-120
	>120


	Total patients
	22
	410
	856
	701
	421
	163
	107


	Vital sign status changed* (n,%)

	7
(31.8)
	79
(19.3)
	195
(22.8)
	186
(26.5)
	112
(26.6)
	49
(30.1)
	32
(29.9)

	Odds ratio for change in vital sign status* (95% CI)
	1.89
(0.7-4.8)
	1.00
	1.23
(0.9-1.7)
	1.57
(1.2-2.1)
	1.59
(1.1-2.2)
	1.97
(1.3-3.0)
	1.90
(1.2-3.1)


*Either improved or deteriorated. 
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[bookmark: _Toc399247463]Figure 5.6. Adjusted odds ratios for change in vital sign status for each category of EMS interval. 

[bookmark: _Toc399334891]Table 5.5. Adjusted odds ratios for the association between deterioration in vital sign status and EMS interval categories, for patients with initially stable prehospital vital sign status. 
	EMS Interval category (minutes)

	
	<20
	20-40
(reference)
	40-60
	60-80
	80-100
	100-120
	>120


	Total patients
	10
	204
	515
	419
	234
	91
	71


	Vital sign status deteriorated (n,%)

	2
(20.0)
	20
(9.8)
	62
(12.0)
	70
(16.7)
	33
(14.1)
	18
(19.8)
	10
(14.1)

	Odds ratio for deterioration of vital sign status (95% CI)
	2.28
(0.4-12.1)
	1.00
	1.18
(0.7-2.0)
	1.69
(1.0-2.9)
	1.42
(0.8-2.6)

	2.08
(1.0-4.3)
	1.43
(0.6-3.3)
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Figure 5.7. Adjusted odds ratios for the association between deterioration in vital sign status from stable to unstable and each category of EMS interval. 




Secondary analyses
Results were largely unchanged in sensitivity analyses following multiple imputation of missing data. The only material difference was the emergence of a possible trend between increased odds of deterioration and longer EMS interval in initially stable patients, although this did not reach statistical significance. Details of these analyses are presented in Appendix E. 
[bookmark: _Toc399055021]Cohort study examining HITSNS data
Sample characteristics and missing data
HITSNS sample characteristics are detailed in Appendix A. Briefly, 169 patients (57.7%) presented to intervention clusters with 124 patients enrolled from control clusters (42.3%). Compliance with allocation was 48.5% in the bypass arm and 80.7% for control patients. Consequently a total of 106 cases (36.2%) underwent bypass and 187 (63.8%) were transported to the local NSAH, and were examined in as treated analyses. Missing data levels were relatively low, ranging from 0% for age, gender, ISS, and ED resuscitation to 20.5% for peripheral oxygen saturation measurements (Table 5.6). 

Demographic and injury features are compared between bypassed and non-bypassed cases in Table 5.7. Bypassed cases had perceptibly longer EMS intervals (24 v 14 minutes, p<0.001) and were more severely injured (ISS: 4 v 1, p<0.001; ED resuscitation: 23% v 11%, p=0.03; mild TBI 47% v 69%, p=0.001).

[bookmark: _Toc399334892]Table 5.6. Levels of missing data for each vital sign parameter in the HITSNS study.
	
	Missing data

	
	Prehospital value
	ED value
	Prehospital and/or ED value

	
	n, (%)
	n, (%)
	n, (%)

	Systolic blood pressure 
	41 (14.0%)
	41 (14.0%)
	 59 (20.1%)

	Oxygen saturations
	34 (11.6%)
	47 (16.0%)
	60 (20.5%)

	GCS
	2 (0.7%)
	37 (12.6%)
	39 (13.3%)

	EMS interval duration
	-
	-
	18 (6.1%)

	Age, gender, ISS, ED resuscitation
	-
	-
	0 (0%)



[bookmark: _Toc399334893]Table 5.7. Comparison of patient characteristics between bypassed and non-bypassed HITSNS patients.
	
	
Bypass
(n=106)
	
No bypass
(n=187)
	n=/p-value*

	
Age (years, median (IQR)
	
45.4 (31.2-64.1)
	
48.6 (29.6-72.4)
	
p=0.62

	Male gender (%, 95% CI)
	69.8 (60.8-78.8)
	67.3 (60.0-74.7)
	p=0.71

	Estimated travel time to SNC (mean,SE)
	23.7 (2.5)
	28.6 (1.9)
	n=275, p=0.11

	EMS interval (median,IQR)
	23.5 (18.0-30.0)
	14.0 (8.0-21.0)
	n=247, p<0.001

	Revised trauma score (median, IQR)
	6.9 (6.0-7.9)
	6.9 (6.9-7.9)
	n=247, p=0.58

	ISS (median, IQR)
	4 (1-17)
	1 (1-2)
	 n=276, p<0.001

	ED resuscitation (%, 95% CI)
	23.1 (16.1-30.0)
	11.7 (6.7-16.7)
	n=275, p=0.027

	Patient subgroup (%):
	Mild TBI 
	
47.1 (36.8-57.5)
	
68.6 (60.3-76.9)
	
n=167

		TBI requiring ward care
	17.3 (10.4-24.2)
	15.1 (9.5-20.7)
	n=44

		TBI requiring neurocritical care
	19.2 (12.4-26.1)
	9.8 (12.4-26.1)
	n=37

		Major extracranial injury
	10.6 (3.5-17.7)
	2.3 (0.0-5.0)
	n=15

		Medical diagnosis
	5.8 (1.8-9.8)
	4.1 (1.2-6.9)
	n=13

	
	
	n=276, p=0.001†


*sample size 293 unless stated

Risk of prehospital deterioration 
Despite the longer mean EMS interval duration and more severe case mix, the risk of deterioration was lower for bypassed patients compared to patients transported to the local NSAH, although this difference did not reach statistical significance (11.6% v 19.4%, p=0.15). Recorded hypotensive or hypoxemic episodes occurred in 10.2% of bypassed patients compared to 8.9% of non-bypassed cases, p=0.59. A lower proportion of bypassed patients experienced a worsening in level of consciousness (decrease in GCS score of >2points, 3.0 v 9.1%) although again this difference was not statistically significant, p=0.15. Table 5.8 summarises the risk of deterioration during the EMS interval. 



[bookmark: _Toc399334894]Table 5.8. Comparison of the risk of deterioration during the prehospital interval between bypassed and non-bypassed patients.
	
	n=
	Bypass
(n=187)
	No bypass
(n=106)
	p-value*

	
Hypoxia (%, 95% CI)

	
235
	
6.5 (2.0-11.0)
	
6.3 (2.3-10.3)
	
0.95

	Hypotension (%, 95% CI)

	234
	3.3 (0.0-6.9)
	2.1 (0.0-4.4)
	0.59

	Hypotension or hypoxia (%, 95% CI)

	223
	10.2 (3.8-16.7)
	8.9 (4.6-13.2)
	0.75

	GCS score deterioration >2points  (%, 95% CI)

	254
	3.0 (0.0-6.2)
	9.1 (4.4-13.7)
	0.058

	Any deterioration* (%, 95% CI)
	220
	11.6 (4.7-18.5)
	19.4 (12.2-26.6)
	0.15

	
	
	
	
	


*Hypotension, hypoxia, or GCS score deterioration.

EMS interval duration was not clearly associated with the risk of deterioration before ED arrival. The proportion of patients with a recorded hypoxemic or hypotensive episode, or declining GCS of >2 points, was 13.3%, 20.2% and 17.1% for EMS intervals of 0-14 minutes, 15-29 minutes and >30 minutes respectively (n=199, p=0.15).  However, there was some evidence for a relationship between longer predicted EMS interval (estimated from geocoding of incident and hospital postcodes) and increased risk of deterioration, although low sample size limited the power of this analysis. In bypassed patients the proportion of patients deteriorating as predicted EMS interval lengthened was: 7.7%, 8.9%, 22.5% for EMS intervals of 0-14 minutes, 15-29 minutes and >30 minutes respectively (n=86, p=0.28, data on predicted EMS interval not available for non-bypassed patients). 


[bookmark: _Toc399055022]Discussion
[bookmark: _Toc399055023]Main findings
For significant TBI patients directly transported to SNCs by EMS and enrolled in the TARN database there were overall similarities between prehospital and ED physiology. Distribution parameters were comparable between the two settings, and moderate, positive correlation was evident between field and ED pulse rate (r=0.58, p<0.01), GCS (Spearman’s rho=0.76, p<0.01), SBP (r=0.53, p<0.01) and respiratory rate (r2=0.53, outlying respiratory rate values >60 b/m excluded, p<0.01). High average agreement was also apparent between prehospital and ED measurements, as indicated by approximately zero mean paired differences and low bias-correction components of concordance correlation coefficients. However, there was very little agreement at the individual level, with 95% limits of agreement markedly exceeding predefined clinically acceptable interchangeability thresholds, and low overall concordance correlation coefficients or kappa statistics, for each vital sign. 

No important associations were observed between the magnitudes of changes in individual vital signs during the EMS interval and patient or injury characteristics. Twenty five percent of cases’ vital sign status changed during the EMS interval, with the odds of change being associated with increasing EMS interval category in crude and adjusted analyses. In contrast there was no significant relationship between EMS interval and deterioration for those patients who were initially stable, in either crude or adjusted available case analyses (χ2 test for trend, p value=0.08; p values values>0.05 for each EMS interval category, n=1,252). Following multiple imputation of missing data there was the suggestion of a trend of increased odds of deterioration with lengthening EMS interval, although this did not reach statistical significance. All other findings were materially unchanged in sensitivity analyses exploring the potential impact of missing data.

For initially stable patients with suspected TBI enrolled in the HITSNS study, the risk of deterioration during the EMS interval did not differ significantly between bypassed or non-bypassed patients (11.6% v 19.4%, p=0.15). Furthermore, observed EMS interval duration was not significantly associated with the risk of deterioration before ED arrival. The proportion of patients with a recorded hypoxemic or hypotensive episode, or declining GCS of >2 points, was 13.3%, 20.2% and 17.1% for EMS intervals of 0-14 minutes, 15-29 minutes and >30 minutes respectively (n=199, p=0.15). 

[bookmark: _Toc399055024]Interpretation of findings
The TARN and HITSNS sub-studies addressed different, but interrelated, research questions. TARN data were used to assess the agreement between prehospital and ED vital signs for all EMS patients transported to SNCs which will have relevance for handling of missing data, implementation of trauma prediction scores, and clinical assessment. In addition this study’s examination of changes in vital sign status during the EMS interval provides some indirect evidence for the likely effect of bypass on outcomes in stable TBI patients; and also indicates the influence of EMS interval in unstable TBI patients. Distinctly, the HITSNS investigation focused on the risk of deterioration in initially stable patients bypassed with suspected TBI. This study therefore provides information on a key determinant of the effectiveness of prehospital triage and bypass, examines the TBI population most likely to benefit from implementation of regional trauma systems, and also includes other non-TBI patients who may be affected by bypass. 

Observed differences between prehospital and ED parameters could be influenced by chance, with variability in measurements arising from random biological fluctuations, haphazard intra- and inter-observer variations, or imprecision of equipment. Discrepancies could also occur systematically, as a result of inherent differences in prehospital and ED equipment or personnel. A third possibility is that the vital sign value changes secondary to a patient’s injury or due to interventions instigated by paramedics or ED physicians. 

It is likely that all of these mechanisms are operating to differing extents. Human physiology is well known to exhibit natural variation as a result of random fluctuations around homeostatic set points, or circadian rhythms, but the relatively short time difference between each measurement suggests that any effect from these processes is likely to be small.[254] Marked inter-observer variation has been previously observed in emergency settings,[263, 404-406] with wide 95% limits of agreement reported for vital signs measured by different raters under otherwise constant conditions.[407] Suboptimal repeatability coefficients reported for automatic sphygmomanometers also indicates the additional possibility of random equipment-related measurement errors.[408-410]

The importance of systematic measurement errors between the prehospital and ED settings is unclear. No information was available within the TARN or HITSNS datasets on the equipment used to measure vital signs, and there is very little published evidence examining differences in vital sign measurements between paramedics and ED staff. However the potential for bias might be suggested by marked zero digit preference in studies of paramedic blood pressure measurements and the use of more portable equipment in the field, possibly susceptible to biased readings.[407]  

A fundamental aim of this study was to determine whether field and ED vital signs differ during the EMS interval secondary to the effects of patient’s injuries. The findings of similar distributions and high average agreement imply that there are no consistent differences arising during the EMS interval, which may reflect the relative stability of patients during short ambulance journeys. On average, paramedics may also be able to maintain stable physiology through resuscitative interventions such as intravenous fluid infusion or administration of oxygen.[307] Conversely it is possible that there are true overall differences which have not been detected due to study biases or excessive ‘noise to signal’ arising from the measurement errors described above[411]. Additionally changes may have only occurred in certain, unexamined, patient subgroups e.g. TBI patients with associated penetrating non-head injuries at high risk of haemorrhage. The wide limits of agreement, with vital signs differing markedly for some cases, would support this last contention.  

Longer duration of transportation from the scene of injury to hospital might intuitively be expected to lead to a greater risk of deterioration. The lack of significant associations between EMS interval and worsening physiology in either the TARN or HITSNS sub-studies is open to a number of interpretations. ‘Scoop and run’ with more urgent transportation of cases at higher risk of deterioration has been advocated in preference to a ‘stay and play’ approach.[346, 412] It could therefore be argued that a true relationship between EMS interval and deterioration was not observed due to inadequate control of confounding in multivariable models. Interestingly, there was some evidence for a relationship between predicted EMS interval (which is not susceptible to confounding) and risk of deterioration in a secondary analysis of HITSNS data, although this did not reach statistical significance. Moreover, complete case estimates were relatively imprecise and could potentially be consistent with clinically relevant increased odds of deterioration for longer EMS intervals (>40 minutes and >30 minutes respectively in the TARN and HITSNS samples). In addition to confounding and inadequate statistical power, selection biases from missing data, or non-differential measurement errors attenuating true relationships, are also possible reasons for a type II error. 

Conversely, in reality there actually may be no increased risk of deterioration with prolonged EMS journeys. The median duration of primary EMS transportation was relatively short (60 and 18 minutes in the TARN and HITSNS study respectively) which may have limited the opportunity for development of secondary brain insults. The lack of difference in risk of deterioration between bypassed and non-bypassed HITNS patients, despite notably more severe case mix in the bypassed group supports this position. 

As discussed previously, results from both the TARN and HITSNS studies should be highly applicable to UK trauma practice. In contrast to the TARN study, only cases transported by land ambulance were eligible in HITSNS. The exclusion of aeromedical transfers may explain the shorter journey times observed in this sub-study, despite the much lower proportion of bypassed patients in the TARN sample. The initially stable suspected TBI patients included in HITSNS comprise a wide spectrum of patients ranging from trivial head injuries to acute medical emergencies. The effects of deterioration during the EMS interval may be less important for some of these patients, but unfortunately limited sample size prevented a more detailed subgroup investigation.    

These findings have a number of implications for future trauma research. The lack of individual agreement between prehospital and emergency department vital signs demonstrates that it is not appropriate to substitute prehospital and ED vital sign measurements in clinical investigations. The ‘last observation carried forward’ approach to missing data is well known to introduce bias,[413] and principled statistical approaches such as multiple imputation are readily accessible in modern software packages.[255] Trauma mortality prediction scores are commonly used for performance benchmarking,[414] case-mix adjustment,[415] or individual patient prognosis.[416] Different models have been developed using either prehospital e.g. Mechanism, Glasgow Coma Scale, Age, and Arterial Pressure (MGAP) score,[417] or ED measurements e.g. Glasgow Coma Scale, Age, and Systolic Blood Pressure (GAP) scoring system.[418] The large observed variability between constituent variables measured in the field and ED could influence predictions and validation of scores using data from each setting would therefore be beneficial.    

Notwithstanding the limitations of the study outlined below, the possibility that the risk of deterioration may be unrelated to EMS interval bolsters the conceptual case for a prehospital triage and bypass strategy. Furthermore, the similar risk of hypotension or hypoxiemia observed in bypassed and non-bypassed groups in HITSNS lends further support for direct transportation to distant SNCs. However the finding that appreciable numbers of patients deteriorate during the EMS interval highlights the potential danger of secondary brain insults prior to ED resuscitation. 
[bookmark: _Toc399055025]Limitations
The internal validity of the TARN sub-study findings may be limited by similar systematic errors arising from the selection and information biases previously described in Chapters Three and Four. Failure to include all eligible significant TBI patients due to incomplete database enrolment, or omission of cases due to missing data, could lead to selection bias and erroneous results if there are important systematic differences between included and excluded cases.[194] However, it is difficult to envisage a convincing scenario where selection probabilities into the TARN registry could be associated with vital sign changes, and sensitivity analyses using multiple imputation to account for plausible missing data mechanisms were largely unchanged. Nevertheless, the emergence of a possible trend between EMS interval and deterioration of initially stable patients following multiple imputation, albeit not meeting statistical significance, does highlight the potential of missing data to substantively alter these results.

Misclassification of prehospital and ED vital signs is a possible source of information bias in regression analyses. Non-differential measurement errors would be expected to attenuate associations between EMS interval and changes in physiological variables, or vital sign status.[194] The possibility of differential misclassification between prehospital and ED vital signs is uncertain and the direction of any effect is unpredictable. Measurement errors arising from differences within and between observers, or secondary to equipment variability, are important factors influencing agreement between prehospital and ED vital signs and would therefore not be considered as a source of information bias in this situation.[395, 419] 

TARN multivariable models examining the association of EMS interval with change in vital sign status controlled for age, mechanism of injury and injury severity, the most likely plausible confounders of this relationship. However, it is possible that additional unmeasured or unknown prognostic factors could have confounded the observed association. Furthermore, imperfect measurement of confounders could have abrogated statistical adjustment.[194] It is also possible that ISS was directly influenced by the duration of the EMS interval and inclusion of intermediate variables on the causal pathway between exposure and outcome could lead to over-adjustment bias, preventing detection of a true association.[332]

There is less risk of bias in the HITSNS sub-study. Missing data levels were considerably lower and the comprehensive screening process to identify cases also renders the possibility of post-randomisation recruitment differences between study groups with consequent selection bias very unlikely. Data collection was conducted by research paramedics with additional collation of data from the TARN registry. Although prospective data is likely to be at lower risk of information bias,[420] the concerns regarding the accuracy of compiling routinely recorded TARN data may also apply to these results. Unfortunately, low sample size precluded the development of multivariable regression models and the HITSNS analysis of deterioration is potentially at risk from confounding.  
[bookmark: _Toc399055026]Comparison to previous studies
Few studies have previously compared prehospital and ED physiology. Dinh and colleagues (2013) conducted a similar analysis to the current study, examining all injury cases triggering trauma team activation in a single major trauma centre using a similar limit of agreement approach.[421] Comparable findings of low individual-level agreement between vital signs, and an association between prehospital intubation and differences in paired vital signs, were reported. In addition, a wider range of predictors were also found significantly associated with changes in physiology including old age, intravenous fluids and administration of narcotics. These treatments were not examined in the current study and as no correction was made for multiplicity of statistical testing, and no details on model diagnostics were reported, the veracity of these associations is uncertain. 

The relationship between field and ED GCS has been more extensively investigated than other vital signs. Marmarou and colleagues (2007) reported a weak to moderate correlation between prehospital and ED GCS motor score in moderate and severe TBI patients, supporting the current findings.[422] Results are also consistent with Bazarian et al (2003) and Lin et al. (2007), who similarly noted a two point higher median GCS for ED measurements compared to field values.[423] This change could conceivably be explained by improvements in consciousness secondary to recovery from concussion or ED resuscitation.  Conversely, Arbabi and colleagues (2004) found no significant difference in field and ED median GCS in major trauma patients, but the non-TBI sample and exceptionally high levels of missing data (over 60%) challenge meaningful interpretation of this study’s results.[424] A lack of individual agreement, with large variance in paired differences at intermediate GCS measurements was consistently observed in by Dinh 2014,[421] an investigation by Kerby and Colleagues (2007),[425] and the current study. Poor inter-observer reliability has been previously reported at these GCS levels, with weighted-Kappa values of under 0.35 reported in studies of emergency healthcare practitioners.[426-429]  Measurement errors are therefore likely to be a strong contributory factor to this observed variability.

Estimates for the prevalence of prehospital secondary insults are highly variable, but a substantial risk of hypotension or hypoxemia has been consistently demonstrated in a wide range of settings. A seminal paper by Chestnut and colleagues (1993) reported that prehospital hypotension occurred in 35% of severe TBI patients enrolled in the Traumatic Coma Databank registry.[66] Other representative estimates for field hypotension from more recent studies range from 4% in patients admitted directly to Swiss trauma centres (Tohme 2014) to 9.3% of patients in a US trauma system (Chi 2006).[430, 431] Estimates for prehospital hypoxemia from these studies were 13% and 25% respectively.  A similar pattern was observed in the HITNS data, but the slightly lower observed risks would be expected given that the studied population of suspected TBI patients had initially stable ABC and comprised mild or non-TBI injuries in approximately two thirds of cases.   

The association between deterioration and EMS interval in trauma patients has also not been widely studied. Dinh et al (2013) also found no association between EMS interval and changes in individual vital signs in an unselected sample of major trauma patients.[421] Otherwise no published studies were found which investigated how the the risk of deterioration, or of secondary brain insults, varies with length of the EMS interval. 
[bookmark: _Toc399055027]summary
· Prehospital and ED vital signs showed good agreement on average, as evidenced by similar distributions and the closeness of mean paired differences close to zero.
· Individual patients demonstrated marked variability in vital signs with wide 95% limits of agreement, and relatively low concordance correlation coefficients or kappa statistics. 
· No convincing associations were identified between important patient and injury characteristics and the magnitude of changes in individual vital signs during the EMS interval.
· Vital sign status changed in a large proportion of patients during the EMS interval; but there was no significant association between the duration of the EMS interval and the risk of deterioration.
· A conspicuous minority of initially stable, suspected TBI patients conveyed by land ambulances experienced hypoxemic or hypotensive episodes prior to arrival at hospital; however the risk of secondary brain insults did not vary between bypassed and non-bypassed patients.
· The findings are potentially vulnerable to biases arising from the retrospective use of routinely collected trauma registry data. The main limitations include missing data and misclassification errors during data abstraction. 


Part Three

Important inputs for TBI economic models





[bookmark: _Toc399055028]Chapter SIx: Health state preference weights for glasgow outcome scale categories
[bookmark: _Toc399055029]introduction
[bookmark: _Toc399055030]Background
Cost-effectiveness is commonly assessed by comparing interventions in terms of costs and quality adjusted life years (QALYs), comprising duration of life expectancy weighted by preferences for health related quality of life (HRQOL) over this period.[134] Estimation of QALYs allows cost-utility studies to account for the two fundamental effects of interventions, changes in the quantity and quality of life, using a single metric.[432] Decision analysis modelling is often used as a vehicle to perform economic evaluations, synthesising available evidence and representing hypothetical patients’ response to alternative interventions.[433]  Valid and relevant estimates of preference weights for the HRQOL of defined outcome states (health state preference weights, HSPWs) are a key input of such models necessary to calculate the QALYs accrued by different treatments.[434] 

HSPWs are cardinal values measured on an interval scale anchored at 0 and 1, where 0 represents health states equivalent to death and 1 perfect health.[432] Values less than 0 are possible in the event of health outcomes considered worse than death e.g. vegetative state or ‘locked-in’ syndrome.[435-437] Determination of HSPWs consists of two stages: firstly describing or measuring the appropriate health states; and secondly estimating preferences for the corresponding HRQOL.[438] Methodology can differ in the population and techniques used for each of these processes and the main approaches to obtaining estimates of HSPWs are summarised in Appendix F.

The NICE reference case requires that HRQOL is measured directly from patients using the 3 level version of the EQ5D and valued by a UK tariff of general population preferences.[180] This preference-based multi-attribute health description instrument assesses HRQOL in 5 dimensions: mobility; self-care, usual activities, pain/discomfort; and anxiety/depression. Each dimension has 3 possible levels: no problems; some problems; or extreme problems, giving a total of 243 possible health states. The descriptive system is generic and addresses salient features of HRQOL relevant to a wide spectrum of diseases and treatments.[439] Alternative methods are only accepted by NICE when it has been clearly demonstrated that the EQ5D instrument lacks content validity for the condition in question.[180] The EQ5D questionnaire can be self-completed or administered by researchers using face-to-face or telephone interviews.[440] 

Preferences are then applied to the described EQ5D health state using a scoring algorithm. For UK applications a valuation tariff is available based on a sample of 3,395 members of the general population.[441] Preferences for 43 EQ5D health states were obtained using the time trade off technique and a linear regression model developed to predict preferences for the full range of EQ5D health profiles. This model results in a default utility of 1 when there are no problems in any health dimension. There is a constant decrement for any kind of health problem, subtractions for moderate or severe problems in each domain, and an additional negative constant term (the ‘N3’ term) if there is any dimension with severe problems. Alternative tariffs have been developed for different socioeconomic classes and nationalities, resulting in different preference values. The UK EQ5D descriptive system and scoring algorithm are detailed in Appendix F.

Outcome in TBI effectiveness is conventionally assessed using the GOS, measuring death and severity of disability using an ordinal scale.[4, 442] Valid and relevant HSPWs are therefore necessary for GOS categories to facilitate economic evaluations in this field. The 5 levels of the original basic GOS provided a limited range of broad outcome categories, and an 8 level extended GOS was subsequently developed to increase the sensitivity for measuring clinically important differences in outcome between patients, and detecting meaningful changes in disability over time.[442] GOS categories were initially defined by brief descriptions addressing consciousness, physical disability, activities of daily living, capacity for work, social and leisure activities, and interpersonal relationships. These were open to subjective interpretation by outcome assessors, potentially leading to marked inter-observer variation. Consequently, a standardised structured interview was introduced to improve the consistency of outcome category allocation.[443, 444] The structured basic and extended GOS assessment can be self-administered or performed by researchers, and may be conducted via questionnaires, either directly or postal, or by face-to-face or telephone interviews.[442] Due to the presence of disability following TBI, family and carers may also contribute to the assessment as proxy respondents.  Detailed descriptions of basic and extended GOS categories are presented in Appendix F.
[bookmark: _Toc399055031]Aims and objectives
The aim of this chapter was to comprehensively detail the HSPWs currently available for GOS health states following adult TBI. In the event that no utility values were available which met the NICE reference case a second aim was to derive HSPWs based on the UK EQ5D tariff to allow parameterisation of the HITSNS decision analysis model and to provide a resource for future economic evaluations. Specific objectives were to: 

· Systematically identify all currently available estimates of HSPWs for GOS states following adult TBI.
· Appraise the quality and characterise the studied populations and methodology of published HPSW estimates allowing assessment of their relevance in different settings.
· If no suitable published estimates are available to derive estimates of HSPWs for the basic and extended GOS that are consistent with the NICE reference case.
· Provide HSPWs for GOS and extended GOS categories using non-UK EQ5D tariffs



[bookmark: _Toc399055032]methods
This investigation consists of two sub-studies: A systematic review examining HSPWs for GOS categories; and a cross-sectional study mapping GOS health states onto EQ5D UK tariff index values.
[bookmark: _Toc399055033]A systematic review of HSPWs for GOS categories 
Study design
A systematic review was performed which followed expert guidelines on identifying HSPWs,[445] and relevant recommendations for conducting clinical effectiveness systematic reviews from the Cochrane Collaboration and PRISMA,[187, 446] to maximise internal validity. 
Criteria for considering studies
Review inclusion and exclusion criteria are detailed in Table 6.1. All methods of obtaining HSPWS were eligible with the exception of elicitation using expert opinion which is limited by high risk of bias and lack of descriptive validity.[445] 
Identification of evidence
An extensive range of electronic information sources were examined including all major bibliographic databases, specialist health economic and grey literature databases, and relevant websites. Additional information sources included forwards and backwards citation searching, author searching, reference checking and contact with experts. A full list of information sources is provided in Appendix F.

Search strategies for bibliographic databases were developed iteratively in conjunction with an information services specialist and underwent external peer review by the Royal Society of Medicine.  Search strings were based on concepts arising from the systematic review inclusion criteria and were informed by previous HSPW reviews and published economic search filters.[445, 447, 448] Two domains were included, comprising terms for TBI, and strings concerning HRQOL, preference based multi-attribute health description instruments, or economic evaluations. Exploratory searches revealed that relevant articles often did not refer to the GOS in titles or abstracts, and GOS was therefore not included as a search concept to maximise sensitivity.  Searches were restricted to original research published since the introduction of the GOS in 1975.  Current awareness searches were conducted in MEDLINE and Embase (Week 33, 2013). 


[bookmark: _Toc399334895]Table 6.1. Systematic review of HSPWs for GOS categories: inclusion and exclusion criteria
	Inclusion criteria

	All of:
· Disease: Mild, moderate or severe TBI
· Disease population: adult TBI patients > 16years 
· Health states: Consistent with GOS categories
· Population describing health states: Patients, carers, or health professionals
· Method for measuring health related quality of life (HRQOL) for each health state: Scenarios, generic multi-attribute utility instruments, disease specific multi-attribute health instruments, direct measurement.
· Method for determining preferences for HRQOL for each health state: Direct preference based valuation of GOS health states using recognised elicitation method (standard gamble (SG), visual analogue scale (VAS) or time trade off (TTO)); Indirect valuation of GOS health states (following health state measurement with generic or disease specific multi-attribute utility instruments) using recognised elicitation method (SG, VAS or TTO).
· Population providing preferences for HRQOL of health states: general public, patients, carers, health professionals
· Study types: Original research study reporting at least one unique HSPW.
· Language: English language or available translation.  
· Dates: 1975 to present.


	Exclusion criteria
Any of:
· Disease: Non-TBI conditions e.g. Stroke
· Disease population: Paediatric patients, aged <16 years.
· Health state measurement: Methods not suitable for mapping to EQ5D
· Health state valuation method: Non-preference based valuation of health states e.g. Expert opinion used to value health states



Selection of evidence and data extraction
All studies identified during searches were assessed in a three stage process with initial screening of titles for relevance, followed by further examination of abstracts and full-text articles as required to assess eligibility. Studies were then classified as: eligible if inclusion criteria were met; potentially eligible if information was collected which could potentially allow calculation of HSPWs but estimates were not reported e.g. EQ5D and GOS both measured simultaneously; or ineligible. Following identification, relevant information on study characteristics and methodology were collected for eligible and potentially eligible studies using a pre-specified data extraction form, presented in Appendix F. 
Appraisal of quality
Included HSPW studies were assessed for quality using a peer reviewed critical appraisal checklist based on NICE Decision Support Unit guidelines,[445] the Cochrane risk of bias tool,[449] and theoretical considerations.[438, 450] A domain based approach was taken with the description/measurement of HRQOL for different health states, and their subsequent valuation being assessed separately. The risk of bias in each domain was subsequently rated as high/low/unclear. Relevance is a key factor in determining which HSPWs are appropriate for individual decision analysis models. By clearly recording study characteristics review users will be able to judge which HSPW estimates are suitable for their setting, and relevance was therefore not formally included as a specific component of quality assessment. Risk of bias assessment is discussed further in Appendix F.
Data synthesis and statistical analyses
Pooling of HSPWs was pre-specified in the event that clinically and methodologically homogenous studies at low risk of bias were identified.  Otherwise a narrative synthesis of identified HSPWs and decision analysis models was planned including the sequential steps of describing the results, exploring relationships between findings and assessing of the overall body of available evidence. 

To facilitate comparisons reported standard errors or standard deviations were converted to 95% confidence intervals for each HSPW. Extended GOS category HSPWs were combined using weighted averages to provide results for commensurate basic GOS health states. One way analyses of variance using published summary statistics were used to test for statistically significant differences between HSPW estimates within each basic GOS category. Post hoc Scheffe’s multiple comparison hypothesis tests for differences in means were then used to identify which HSPW estimates differed.[451] Statistical analyses were performed in Stata 12.1 (StataCorp, College Station, USA). A two-sided p-value of <0.05 was considered to be statistically significant. More detailed information on statistical methodology is presented in Appendix F. 
Review management
A detailed review protocol stating an a prioiri analysis plan was developed before data collection. References were managed in EndNote (Thomson Reuters, CA, USA) and Excel (Microsoft, Redmond, USA). Study authors were contacted where additional information was necessary to assess study eligibility, evaluate risk of bias, or obtain relevant results. Study selection was performed by the author and checked by a second independent reviewer (Dr David Pallot, a clinician with training in systematic reviews).  Data extraction and quality appraisal were conducted separately by each investigator. Any disagreement between reviewers was resolved by negotiation, with recourse to a third independent arbitrator available in the event that consensus could not be reached. 
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Study design 
In the contingency that no HSPWs for GOS categories were identified that met the NICE reference case, a mapping study was planned to provide suitable utility estimates. A cross-sectional study was consequently performed analysing data from the Victorian State Trauma Registry (VSTR).[452] A model for predicting mean EQ5D HSPWs for GOS categories at 12 months post injury was developed using a variant of latent class methodology.[453] Expert recommendations for mapping of utilities and published guidelines for prognostic modelling were followed to maximise internal validity.[454, 455]
Setting
Victoria is the second most populous state in Australia with a population of 5.3 million. The population is largely urbanised with 90% of residents living in cities or towns, and 75% residing in the state capital Melbourne.[456] Approximately two thirds of the population have European ancestry, with substantial African and Asian minorities also present.[457]  Australia has an advanced health service, spending 8.9% of GDP on health care.[458] Victoria introduced an integrated, inclusive, trauma system in 2000, with full implementation by 2003, comprising 3 level 1 equivalent designated trauma centres, 18 level 2 equivalent trauma centres, and 117 other trauma receiving hospitals.[102] Prehospital triage guidelines direct potential major trauma to trauma centres if accessible within 45 minutes. Otherwise, after initial transport to a non-trauma centre, seriously injured patients are routinely transferred to a higher level of care.[452]

The VSTR is a population-based database that has collected information on all major trauma cases within Victoria since 2001.[452] Patients are included if they meet any of the following criteria:

· Injury severity score >12
· Admission to critical care for greater than 24 hours, with mechanical ventilation for at least part of that time, as a result of injury
· Urgent surgery secondary to major trauma
· Death due to injury

Consecutive cases are prospectively identified from emergency admission data, discharge data, review of hospital case notes and coroners records by VSTR data collectors in each hospital. Trauma-related admissions across the state are also separately checked by reviewing ICD-10 discharge reports from administrative hospital discharge data.[459] Information from VSTR reports is used to verify payments to hospitals for major trauma patients, with reimbursement dependent on compliance with reporting requirements.
Data collection
The VSTR registry contains an extensive data set of demographic, physiological, injury, investigation, and treatment and outcome variables. Data are collected from prehospital and inpatient case notes, hospital information systems, and the National Coroners Information System. Linkage between separate hospital admissions in the case of inter-hospital transfer is achieved deterministically based on demographic identifiers. 

Hospital data collectors are funded at each trauma receiving hospital and submit data by electronic upload or web-based entry systems. All data collectors are formally trained and receive feedback on case identification and data collection performance. Data from each patient episode is crosschecked by a central VSTR data manager before final data entry into the trauma registry. Periodic audits are performed to check the completeness and accuracy of registry data against original clinical records.

Post-discharge follow up is conducted by telephone interviews at 6, 12 and 24 months and includes standardised questionnaires for extended GOS,[442] 12 Item Short Form Survey (SF12) version 1,[460] 3-level EQ5D,[461] pain, return to work and residential status. Separate interviews have been developed for patient or proxy completion.  As reported in previous VSTR publications 4 attempts, at different times of the day, are made to contact patients.[462] However, if the fourth contact attempt provides new information, further attempts are made using the new information. When the interviewers have not been able to contact the patient, the details are referred to three supervising staff members who exhaust all potential sources of information, including hospital medical records, hospital information systems, next of kin, and patient’s general practitioner, before recording the patient as lost to follow-up.[462]  Interviewers are nurses, allied health professionals, or clinical students in the later years of their degree. They receive training before commencing data collection; undergo a probationary period of direct supervision by an experienced clinical research nurse, and are subject to ongoing monitoring.
Study population 
Follow up interviews for EQ5D were introduced from mid 2009, allowing collection of HRQOL data at 12 months for patients injured in July 2008. Due to the time lag between injury and outcome ascertainment, 12 month EQ5D data were latterly available for those injured up to mid 2013. Patient recruitment was therefore restricted to those injured between July 2008 and June 2013. The subsequent study population comprised consecutive adults with significant TBI meeting the following criteria:

· Age≥16 years
· Head region AIS severity score ≥3
· Meeting VSTR inclusion criteria (ISS>12, ICU admission, death, urgent surgery)

Pair wise deletion was initially performed, with the number of cases with relevant data determining the participants in each available case statistical analysis. Deceased patients in the GOS 1 category will invariably have a HSPW value of zero and were excluded from consideration in the predictive model.

As the study population consisted of a census sample of consecutive cases determined by the dates when EQ5D data were available the final sample size was fixed and formal sample size calculations were not performed. The standard errors and confidence intervals of the results indicate the precision of the results. 
Primary statistical analyses
Data were initially examined for accuracy and completeness, with range and consistency checks performed for each variable to identify implausible or outlying data. The injury and demographic features of the study cohort were characterised using descriptive statistics. Demographic and injury characteristics were then compared across basic GOS categories. Kruksall-Wallis and chi-squared tests were used to test a null hypothesis of identical distribution functions of non-normal continuous variables, and no difference in observed and expected frequencies of categorical variables, respectively. Adjusted limited dependent variable mixture models were then developed to predict mean EQ5D preference weights for each basic GOS health state at 12 months, conditional on important patient characteristics.[453, 463, 464]

Previous TBI economic models have overwhelmingly used cohort methodology, examining mixed male/female populations of a specified nominal age.[86, 465-469] An initial model was therefore developed with 12 month EQ5D as the dependent variable and basic GOS category and age as fixed explanatory variables. Patient level simulations or trial based economic evaluations may also require HSPWs for GOS categories conditional on other patient characteristics. Age, gender, co-morbidities, Injury Severity Score and the presence of extracranial injury were considered to represent important patient variables likely to be used when characterising TBI populations, and were therefore evaluated as further covariates in an additional detailed model. Goodness of model fit was evaluated using information criterion statistics, root mean squared error (RMSE), and visual comparison of predicted and observed values. Further details on adjusted limited dependent variable mixture models and the modelling strategy are given in Appendix F. 
Secondary analyses
A number of secondary analyses were additionally performed:

· Initial injury severity could conceivably influence utility values for a given 12 month outcome health state. Basic GOS to EQ-5D mapping was therefore replicated in patients with and without major trauma to determine if the results differed according to the degree of initial injury severity.

· Missing data were investigated by examining case-wise and variable-wise missingness and comparing patient characteristics between included and excluded cases. Multiple imputation using chained equations was then performed to simulate 5 plausible data-sets under a missing at random assumption. Primary analyses were then repeated, results recomputed using Rubin’s rules,[470] and estimates compared to the available case results.

· General population preference weights for EQ5D health state have been derived for a number of different countries. Mean EQ5D values for basic GOS categories were therefore also calculated based on a range of international tariffs to increase the generalisability of the results.

· Preceding primary analyses were repeated for the extended GOS.
Ethics, funding, and statistical software
Approval for the VSTR data collection was provided by the Human Research Ethics Committees of Monash University, the Department of Justice, and all the institutions and services providing trauma care in Victoria. Specific ethical approval for the current study was additionally obtained from the Monash University Human Research Ethics Committee. VSTR uses an opt-off consent process, whereby all eligible patients are included on the registry unless they actively choose to have their data excluded. The VSTR is funded by the Australian Government Department of Health, the State Government of Victoria, and the Transport Accident Commission. A two-sided p-value of <0.05 was considered to be statistically significant. All statistical analyses were carried out in Stata version 12.1 (StataCorp, College Station, USA). The aldvmm module was used to perform adjusted limited dependent variable mixture modelling.
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Study selection
Some 12,818 citations were screened for eligibility, with the full text of 326 articles retrieved for detailed evaluation. During full text examination five studies (Kosty 2012, Smits 2010, Dijkers 2004, Tsauo 1999, Aoki 1998) were found which described six sets of HSPWs for GOS or comparable health states following TBI.[86, 471-474] Supplementary methodological information was available for Smits 2010 in a separate publication.[475]

Forty ‘near miss’ studies were potentially eligible, with data collected on GOS and a preference based health state description scale (or a non-preference based HRQOL instrument with established mapping function) but were ultimately not included as HSPW estimates were not reported. Figure 6.1 describes the selection of studies in detail. 
Study characteristics
The characteristics of included HSPW studies are summarised in Table 6.2. Two studies used case scenarios to describe health states corresponding to GOS categories (Kosty 2012, extended GOS; Aoki 1998, basic GOS).[471, 473] Preferences for HRQOL were then directly determined by external populations using the standard gamble technique. A third study (Djikers 2004) also used case vignettes, broadly comparable to GOS states, to formulate HSPWs.[472] Quality of Wellbeing and Health Utility Index 3 generic multi-attribute health description instruments were then applied by the author,[476, 477] allowing indirect determination of preferences using the appropriate preference valuation algorithm. Tsauo 1999 measured GOS and HRQOL using the Rosser Index of Health Related Quality of Life,[478] asking patients to recall their health status in the years following their head trauma. Preferences were then determined indirectly for basic GOS categories using the Rosser valuation matrix,[478] and a smoothing regression function applied to estimate mean utility for each year from 1 to 7 post injury. Finally Smits 2010 measured both basic GOS and EQ5D in a sample of complicated mild TBI patients. Preferences were then determined indirectly for basic GOS categories from the Dutch EQ5D tariff. Details of potentially eligible HSPW studies are described in Appendix F. 

[image: ]
[bookmark: _Toc399247464]Figure 6.1. Flowchart describing study selection in systematic review examining HSPWs for GOS categories.
*De-duplication was performed at the full-text stage and a one-to-one relationship subsequently existed between articles and studies. †6 unique GOS HSPWs reported in 5 articles.  
**One HSPW was described within a report of a decision analysis model.
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[bookmark: _Toc399334896]Table 6.2. Characteristics of studies measuring HSPWs for GOS health states following TBI.
	Study
	Design
	Health states examined
	Population in which health state is measured/described 
	N for health state measurement
	Method used to describe/measure health state
	Population providing preferences for health state
	N of health state valuation
	Method used to determine preferences for HRQOL of health state

	Kosty 2013[473]


	Direct determination of preferences using hypothetical clinical scenarios
	Extended GOS categories.

	Scenarios labelled as head injuries.


	N/A
	Descriptive scenarios of extended GOS categories
	US general public


	n=101
50% college students, 
54% male, Mean age 40.4 years

	Direct valuation using standard gamble


	Smits 2010[86, 475]

	Indirect determination of preferences for health states measured from patients using generic multi-attribute preference based health description instrument
	Basic GOS categories


	Adults >16 years with mild blunt complicated TBI (GCS 13-15) presenting to Dutch university hospitals 2002-2004.

	n=87

	EQ5D

	Dutch general population

	n=309

	Indirect valuation using valuation algorithm (derived using TTO for limited number of described health states) applied to measured health states.



	Dijkers 2004[472]
	Indirect determination of preferences for health states measured from scenarios using generic multi-attribute preference based health description instrument

	‘Mild’, ‘moderate’ and ‘severe’ TBI corresponding to GOS categories 5,4,3.
	Scenarios labelled as head injuries.

	N/A
	Descriptive scenarios scored by author against QWB, HUI3
	Australian general public (QWB)
Canadian general public (HUI)
	n=866, n=504
	Indirect valuation using valuation algorithm (derived from US/Canadian general population using MAUT/VAS) applied to measured health states.


	Tsauo 1999[474]

	Indirect determination of preferences for health states measured from patients using generic multi-attribute preference based health description instrument. 

	Basic GOS categories 
	Adult and paediatric patients with head injury arising from motorcycle accidents
	n=99
	Rosser health classification  instrument
	UK general population and patients
	n=70
	Indirect valuation using valuation matrix (derived using magnitude estimation from limited number of described health states) 

	Aoki 1998[471]
	Direct determination of preferences using hypothetical clinical scenarios
	Basic GOS categories 1-5, with additional 6th  category added for ‘perfect recovery’ 

	Scenarios unlabelled. HSPWs derived for non-TBI study.

	N/A
	Descriptive scenarios of GOS categories
	Japanese health professionals
	n=140
59% medical students, 16% doctors, 21% nurses,4% technicians
	Direct valuation using standard gamble



 N/A: Not applicable; TTO: Time trade off; VAS: Visual Analogue Scale; MAUT: Multiattribute utility theory; QWB: Quality of Wellbeing; HUI: Health utility Index.
Reported results and risk of bias 
HSPWs estimates for each GOS state are presented in Table 6.3. Significant variations in HSPWs were evident, with those reported by Tsauo 1999 being appreciably higher across all basic GOS categories. Despite the relatively small sample sizes these differences reached statistical significance for categories of moderate and severe disability (ANOVA and Scheffe multiple-comparison test p<0.001). 

The risk of bias for each HSPW estimate is summarised in Table 6.4, with a detailed rationale presented in Appendix F. Risk of bias was high for each study using health state scenarios (Kosty 2012, Djikers 2004, Aoki 1998) secondary to poorly described GOS descriptions and/or non-representative valuing populations. Risk of bias was also high for studies measuring health states directly from patients, with substantial loss to follow up evident in both Smits 2010 (68%) and Tsauo 1999 (72%).  Tsauo 1999 was further limited by the reliance on patients remembering their health status from several years previously, with the consequent potential for recall bias. 










[bookmark: _Toc399334897]Table 6.3. Published HSPW estimates for basic and extended GOS categories. 
	Glasgow Outcome Scale Category
	
	Utility estimates: Mean (95% CI)
	ANOVA for basic GOS states***

	
	Aoki 1998*

	Tsauo 1999†‡
	Djikers 2004†: QWB
	Djikers 2004†: HUI3
	Smits 2010*

	Kosty 2012:
Basic GOS**
	Kosty 2012:
EGOS
	

	
	n=140

	n=99
	n=1
	n=1
	n=87
	n=101
	n=101
	

	1 Death

	0.0

	0.0

	0.0
	0.0
	0.0

	0.0

	0.0

	-

	2 Vegetative state*

	0.08
(0.05-0.11)

	-
	-
	-
	-
	0.11
(0.07-0.15)
	0.11
(0.07-0.15)
	p=0.24

	3 Severe disability

     [GOSE 3: Lower severe disability]

     [GOSE 4: Upper severe disability]

	0.26
(0.22-0.30)
	0.71
	0.43
	0.13
	0.15
(0.06-0.28)
	0.50
(0.46-0.53)
	-

0.41
(0.37-0.45)
0.58
(0.54-0.62)

	p<0.001

	4 Moderate disability

     [GOSE 5: Lower moderate disability]

     [GOSE 6: Upper moderate disability]
	0.63
(0.58-0.68)
	0.94
	0.53

0.47

0.60
	0.48

0.33

0.63
	0.51
(0.39-0.63)
	0.76
(0.73-0.78)
	-

0.70
(0.67-0.73)
0.81
(0.78-0.84)

	p<0.001

	5 Good recovery

     [GOSE 5: Lower good recovery]

     [GOSE 6: Upper good recovery]

	0.85
(0.82-0.88)
	0.94
	0.80
	0.93
	0.88
(0.71-0.97)
	0.93
(0.91-0.95)
	-

0.86
(0.83-0.89)
1.00
(1.00-1.00
	p=0.24


*Vegetative state not observed in Tsauo 1999/ Smits 2010 and not assessed on Dijkers 2004. **Basic GOS categories calculated from published extended GOS scores using weighted averages.
†Variance not reported in Tsauo 1999 and not applicable for Dijkers 2004. ‡Tsauo reported multiple HSPW estimates across several years of follow up for each GOS category. The category-specific mean HSPW is reported. *** ANOVA for basic GOS categories only. GOSE: Extended Glasgow Outcome Scale, QWB: Quality of Wellbeing, HUI: Health utility Index
[bookmark: _Toc399334898]Table 6.4. Critical appraisal of published HSPW estimates. 
	
	Health state description & measurement
	Health state valuation

	Other sources of bias
	Overall*

	
	Selection bias

	Information bias
	Selection bias

	Information bias
	
	

	Kosty 2012

	N/A

	Low
	High
	Low
	Low
	High

	Smits 2010

	High
	Low
	Low
	Low
	Low
	High

	Djikers 2004
	N/A
	High
	High
	Low
	Low
	High

	
	
	
	
	
	
	

	Tsauo 1999

	High
	High
	Unclear
	Unclear
	Low
	High

	Aoki 1998

	N/A
	High
	Unclear
	Low
	Low
	High


*Overall risk of bias determined by worst rating from individual components. Risk of bias in each domain rated high/low/unclear. N/A: Not applicable.
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Sample characteristics
Between July 2008 and June 2013 13,742 patients with major trauma were identified as eligible for inclusion in VSTR of which 68 refused permission for inclusion of data. From this source population 6,236 patients had significant TBI. Of these 1,282 cases had incomplete information on 12 month EQ5D or 12 month GOS and were excluded from complete case analyses. A further 1,517 patients had died by 12 months and were therefore not considered in the initial predictive models’ derivation sample. The origin of the final study sample of 3,437 is presented schematically in Figure 6.2.

The median age of the study sample was 50 years (Inter-quartile range 29-72) with males accounting for 71.3% of cases (95% CI 69.8-72.9%) The majority of patients were healthy prior to their TBI (72.9%), but a notable minority had a preceding limiting or critical systemic illness (27.1%). The most common mechanisms of injury were falls (46.8%), transport related accidents (41.1%), and assaults (11.3%). Clinical presentation as mild TBI preponderated with the median admission GCS recorded as 14 (inter-quartile range 13-15). However, most patients were ultimately diagnosed with an AIS head injury severity score of 4 (40.4%), or 5 (22.5%). A substantial minority of patients presented with a concomitant extracranial injury (30.8%, 95% CI 29.3-32.4%). The median ISS was 21 (inter-quartile range 16-26). Patient characteristics are summarised in Table 6.5.
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[bookmark: _Toc399247465]Figure 6.2. Flow chart showing derivation of study sample used to develop a predictive model for HSPWs from basic GOS category and age.
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	Patient characteristic
	Overall
	Stratified by basic GOS category
	p-value


	

	
	GOS 2:
PVS
	GOS 3:
Severe disability
	GOS 4:
Moderate disability
	GOS 5:
Good recovery
	

	Number of patients
	3,437
	6
	900
	1,222
	1,309

	

	Age at injury
(Years, median, IQR)

	50
(29-72)
	52.5
(47-69)
	73.5
(48-83)
	39
(25-56
	48
(56-68)
	<0.001

	Male gender
 (%, 95% CI)

	71.3
(69.8-72.9)
	83.3
(50.7-1.0)
	58.0
(54.8-61.2)
	77.4
(75.1-79.8)
	74.8
(72.4-77.1)
	<0.001

	Co-morbidities  (%, 95% CI):

	
	
	
	
	
	

	 	Limiting or critical 	systemic illness

	27.1
(25.5-28.7)
	60.0
(12.0-1.0)
	49.3
(45.8-52.8)
	16.3
(14.1-18.4)
	22.0
(19.7-24.4)
	<0.001

	Head region AIS (%, 95% CI):

	
	
	
	
	
	

	   	AIS 3
	37.0
(35.4-38.7)

	-
	24.1
(40.8-46.4)
	43.6
(40.8-46.4)
	40.0
(37.3-42.6)
	<0.001

	   	AIS 4
	40.4
(38.7-42.0)

	50.0
(6.1-93.8)
	45.2
(42.0-48.5)
	37.3
(34.6-40.0)
	39.9
(37.2-42.5)
	

	   	AIS 5
	22.5
(21.1-23.9)
	50.0
(6.1-93.8)

	30.6
(27.5-33.6)
	19.0
(16.8-21.2)
	20.2
(18.0-22.3)
	

	   	AIS 6

	-
	-
	-
	-
	-
	

	   	AIS 9†

	0.05
(0.0-0.01)

	-
	0.11
(0.0-0.3)
	0.08
(0.0-0.2)
	-
	

	Admission GCS
(median, IQR)

	14
(13-15)

	8
(3-10)
	14
(12-15)
	14
(11-15)
	15
(14-15)
	<0.001

	Extracranial injury  
(n=3,436, AIS≥3,  %, 95% CI)

	30.8
(29.3-32.4)
	33.3
(0.0-74.7)
	27.3
(24.3-30.2)
	41.8
(39.0-44.6)
	23.0
(20.7-25.3)
	<0.001

	ISS 
(median,IQR)

	21
(16-26)
	29
(24-35)
	21
(17-26)
	22
(17-27)

	17
(16-25)
	<0.001

	12 month EQ5D
(mean, 95% CI)

	0.68
(0.67-0.69)
	-0.178
(-0.33- -0.25)
	0.382
(0.36-0.41)
	0.674
(0.66-0.69)
	0.894
(0.89-0.90)
	<0.001


[bookmark: _Toc399055038]† AIS 9 refers to death ascribed to head injury without further substantiation of injuries.
Predictive modelling of EQ5D preference weights based on GOS category
The distributions of 12 month EQ5D values, overall and after stratification by basic GOS category, are presented in frequency histograms in Figure 6.3. Typical features of the EQ5D distribution including multimodality, local maxima with variable skewness and kurtosis, discontinuity, and distinct probability masses are evident.[450] 

[image: ]
[bookmark: _Toc399247466]Figure 6.3. Distribution of EQ5D at 12 months; overall and stratified by basic GOS category

Surviving patients with unfavourable GOS outcome at 12 months (vegetative state or severe disability) were older, had higher levels of limiting co-morbidities, sustained more severe TBI and presented with lower GCS. The proportion of patients with a major extracranial injury (non head AIS ≥3) did not substantively differ. Patient characteristics stratified by 12 month GOS categories are shown in Table 6.6.

The coefficients for the initial adjusted limited dependent variable mixture model predicting EQ5D index scores from basic GOS category and age are shown in Table 6.7. Mean predicted EQ5D and 95% confidence intervals, conditional on age and basic GOS category, can be calculated by entering these coefficient values into the formula provided in Appendix F. Three latent classes were considered suitable based on information criterion statistics and the sizes of each component. Increasing the number of latent classes from 3 to 4 resulted in the additional component having a very low probability of membership (<2%), did not appear to account for a specific part of the EQ5D distribution, and was associated with a decrease in the model’s goodness of fit. A quadratic term was evaluated for age, allowing for any non-linearity in the relationship with mean EQ5D within each latent class; however this was not statistically significant and was consequently omitted. 

Age and basic GOS category demonstrated a statistically significant effect on the probability of latent class membership, and the distribution of mean EQ5D scores within each component. However, due to the complexity and non-linearity of the model, the implication of each model coefficient is difficult to judge prima facie. Table 6.7 presents predicted EQ5D values, and properties of latent classes conditional on GOS category at representative ages; providing an insight into the influence of each explanatory variable. Mean EQ5D values, stratified by basic GOS, are also presented for age groups typically used in TBI economic models. Several notable features are apparent. As expected mean EQ5D in each latent class increases at higher GOS categories reflecting the associated reduction in the level of disability. The mean probability of class membership demonstrated a non-linear decreasing, convex, and non-linear increasing relationship with higher GOS categories for the first, second and third components respectively. This pattern for the relationship between class membership and GOS is stable, regardless of age; however the absolute magnitude of the probability of class membership is influenced to a small degree by patient age. Together, these effects combine to give relatively lower HSPWs for vegetative state and severe disability GOS categories in younger compared to older patients; with the opposite relationship apparent for favourable GOS categories of moderate disability and good recovery.

The model’s goodness of fit was satisfactory with predicted mean EQ5D values being very similar to observed values across the range of GOS categories, as shown in Figure 6.4. Overall RMSE was 0.256, with moderate variation in RMSE apparent across GOS categories: vegetative state 0.158; severe disability 0.346; moderate disability 0.265; and good recovery 0.154. The initial model’s covariance matrix is reported in Appendix F.   

An additional detailed model included further variables likely to be interest when defining TBI populations. Age, gender, co-morbidity, and the presence of extracranial injury all demonstrated small but statisitically significant independent effects on mean EQ5D utility values for basic GOS health states. Injury severity score, representing the degree of the initial trauma was not a significant predictor of EQ5D when included in the detailed model together with extracranial injury. Goodness of model fit was satisfactory with RMSE of 0.255. Further details on the detailed adjusted limited dependent variable mixture models, including model coefficients, are given in Appendix F. 


[bookmark: _Toc399334900]Table 6.6. Coefficients for the initial adjusted limited dependent variable mixture model predicting 12 month EQ5D HSPWs from basic GOS category and age.
	Variable*
	Coefficient
	SE
	p-Value
	95% Confidence Interval

	Explanatory variables within component 1

	Vegetative state
	-0.476
	0.146
	0.001
	-0.762
	-0.189

	Severe disability
	-0.266
	0.058
	0.000
	-0.381
	-0.152

	Moderate disability
	0.090
	0.147
	0.543
	-0.199
	0.378

	Age
	0.003
	0.001
	0.008
	0.001
	0.005

	Constant
	0.115
	0.072
	0.108
	-0.025
	0.255

	Explanatory variables within component 2

	Vegetative state
	-0.921
	0.166
	0.000
	-1.245
	-0.596

	Severe disability
	-0.186
	0.027
	0.000
	-0.239
	-0.133

	Moderate disability
	-0.112
	0.027
	0.000
	-0.165
	-0.059

	Age
	-0.001
	0.000
	0.000
	-0.001
	0.000

	Constant
	0.917
	0.028
	0.000
	0.862
	0.973

	Explanatory variables within component 3

	Vegetative state†
	-
	-
	-
	-
	-

	Severe disability
	-0.753
	0.037
	0.000
	-0.826
	-0.681

	Moderate disability
	-0.789
	0.031
	0.000
	-0.850
	-0.729

	Age
	-0.002
	0.001
	0.000
	-0.004
	-0.001

	Constant
	1.063
	0.046
	0.000
	0.972
	1.154

	Explanatory variables explaining the probability of component 1 membership

	Vegetative state
	17.191
	503.925
	0.973
	-970.484
	1004.866

	Severe disability
	3.529
	0.517
	0.000
	2.515
	4.543

	Moderate disability
	1.768
	1.230
	0.151
	-0.643
	4.178

	Age
	0.005
	0.008
	0.533
	-0.010
	0.020

	Constant
	-3.471
	0.482
	0.000
	-4.416
	-2.526

	Explanatory variables explaining the probability of component 2 membership

	Vegetative state
	13.426
	503.932
	0.979
	-974.263
	1001.115

	Severe disability
	1.514
	0.858
	0.078
	-0.167
	3.195

	Moderate disability
	2.475
	0.901
	0.006
	0.708
	4.241

	Age
	0.007
	0.004
	0.090
	-0.001
	0.015

	Constant
	-1.062
	0.856
	0.214
	-2.739
	0.615


*Basic GOS coded as indicator variable with GOS 5, good recovery, as the baseline category. Basic GOS category 1, death, not modelled as this will equal zero by definition. †There was a zero probability of membership of class 3 if in persistent vegetative state. This coefficient was therefore constrained to zero.

[bookmark: _Toc399334901]Table 6.7. Predicted mean 12 month EQ5D at representative ages stratified by GOS category; overall and for each latent class. 
	Patient characteristics*
	Mean EQ5D
	Class 1:
Mean EQ5D
	Class 2:
Mean EQ5D
	Class 3:
Mean EQ5D
	Class 1:
Mean probability
	Class 2:
Mean probability
	Class 3:
Mean probability

	Age 25 years
	
	

	Dead
	0
	-
	-
	-
	-
	-
	-

	Vegetative state
	-0.227
	-0.283
	-0.023
	1.000
	0.786
	0.214
	0.000

	Severe disability
	0.367
	-0.080
	0.716
	0.247
	0.294
	0.460
	0.246

	Moderate disability
	0.682
	0.275
	0.796
	0.211
	0.034
	0.802
	0.164

	Good recovery
	0.924
	0.185
	0.906
	0.958
	0.024
	0.285
	0.691

	Age 50 years
	
	

	Dead
	0
	-
	-
	-
	-
	-
	-

	Vegetative state
	-0.178
	-0.217
	-0.043
	1.000
	0.777
	0.223
	0.000

	Severe disability
	0.376
	-0.011
	0.695
	0.185
	0.295
	0.487
	0.218

	Moderate disability
	0.672
	0.345
	0.775
	0.149
	0.033
	0.826
	0.142

	Good recovery
	0.895
	0.255
	0.889
	0.924
	0.026
	0.321
	0.653

	Age 75 years
	
	

	Dead
	0
	-
	-
	-
	-
	-
	-

	Vegetative state
	-0.129
	-0.149
	-0.063
	1.000
	0.768
	0.232
	0.000

	Severe disability
	0.387
	0.059
	0.675
	0.122
	0.295
	0.513
	0.193

	Moderate disability
	0.661
	0.415
	0.754
	0.086
	0.032
	0.846
	0.122

	Good recovery
	0.860
	0.326
	0.871
	0.877
	0.028
	0.359
	0.614


Mean EQ5D for each basic GOS category at representative ages shaded in grey.  *By definition death has an EQ5D HSPW of zero; basic GOS category 1 was therefore not modelled.
Shaded cells represent mean predicted EQ5D for each basic GOS category for young, middle aged and elderly patients.
[image: ]
[bookmark: _Toc399247467]Figure 6.4. Mean predicted 12 month EQ5D for each basic GOS category at representative ages compared to observed mean values. 
Black symbols represent point estimates from the initial adjusted limited dependent variable mixture model for predicted mean EQ5D values conditional on age (:25 years old, :50 years old :75 years old) and basic GOS category (D:dead, VS: Vegetative state, SD: Severe disability, MD: Moderate disability, GR: Good recovery) . Grey symbols represent corresponding mean observed EQ5D values. Error bars report 95% confidence interval for observed mean. Note, no patients in vegetative state observed within 25 years old age group. 
Additional analyses
Details on secondary analyses investigating the effect of initial trauma severity, examining non-UK tariff EQ5D estimates for GOS categories, developing adjusted limited dependent variable mixture models including extended GOS categories, and exploring the impact of missing data are presented in Appendix F. The presence of major trauma did not significantly influence mean EQ5D for GOS outcome health states. Non-UK mean EQ5D values for GOS categories varied significantly between different countries (Friedmann’s test p<0.05). Using multiple imputation to account for missing data did not substantively change the findings of any primary or secondary analysis. 


[bookmark: _Toc399055039]Discussion
Summary of results
Five studies were identified which reported empirical estimates for HSPWs corresponding to GOS categories. Significant variation in utility values for each GOS health state was apparent between studies. Existing HSPWs were judged to be at relatively high risk of bias secondary to health state measurement or valuation in non-representative populations, inadequate health state descriptions, or recall bias. No published HSPWs for GOS categories were identified meeting the UK NICE reference case. 

Adjusted limited dependent variable mixture models were subsequently developed for use in UK TBI economic models to predict HSPWs for basic and extended GOS categories, conditional on age and other patient characteristics. In addition to GOS category, age at injury (initial model), and gender, co-morbidity, and major extracranial injury (detailed model), all had small but statistically significant independent effects on mean EQ5D utility values. Predictions from these models demonstrated excellent fit to the observed data and were materially unchanged following multiple imputation to account for incomplete data.
Interpretation of findings
There is a large body of empirical evidence demonstrating that the methods and populations used for health state measurement and valuation will influence the magnitude of resulting HSPWs.[450, 479-485] Given that the HSPWs identified during the systematic review comprised a heterogeneous range of study designs it is therefore unsurprising that GOS estimates differed significantly between studies. Djikers 2004 used an unorthodox method of describing health states with subsequent subjective application of generic preference-based health measures.[472] The lack of descriptive validity inherent in this approach prevents meaningful interpretation of results. The Rosser Index of Health Related Quality of Life has not been widely used and little information is available on the methodology used to derive the system’s valuation matrix.[478] It is therefore also difficult to comment on the comparability of utility values reported by Tsauo 1999. [474]

Kosty 2012 and Aoki 1998 directly valued scenarios with the standard gamble approach and a number of factors may have been important in producing the disparate results reported.[471, 473] Firstly, Aoki used very brief GOS category descriptions, in comparison to Kosty’s more detailed narrative vignettes, which may have led respondents to use their own judgements on the impact of each state with consequently lower valuations. Secondly, labelling of health states as post-head injury by Kosty could have resulted in framing effects,[485] although this would generally be expected to lower HSPW values.  Thirdly, evidence suggests that preferences over health states can be constructed during interviews and differences in the format of the standard gamble exercises may have been important.[486] Finally, little is known on the impact arising from valuation of health states by health professionals compared to the general public. 

Results from Smits 2010 and the VSTR predictive model also markedly differed, despite both studies deriving preferences indirectly from TBI patients using the EQ5D instrument.[86] The discrepancy was most prominent for severe disability where Smits’ published utility value of 0.15 was less than half of that reported in the current study. The main distinctions between the studies were in the valuation tariff (Dutch v UK), population (complicated mild TBI v significant TBI), and loss to follow up (68% v 20%). The Dutch EQ5D tariff gives higher utility values compared to the UK algorithm discounting this factor as an explanation for the observed discrepancies.[487] It is also implausible that utility for GOS health states following mild head injury could be lower than those after more severe TBI. Perhaps the most likely reason is therefore selection bias arising from the extremely high loss to follow up in Smits 2010.  For example, elderly nursing home residents with high pre-existing levels of disability resident may have been easier to contact than younger healthier patients in the community, spuriously lowering the apparent mean EQ5D values. A final possibility is measurement error in Smits 2010 with misclassification of vegetative state patients as severe disability, or systematic downward bias in EQ5D assessment.

Interestingly the VSTR predictive model suggests that mean EQ5D for unfavourable GOS categories of vegetative state and severe disability could be lower in younger patients. Such a pattern could arise if respondents, or their proxies, perceive a given level of disability to have a lesser impact at older age. However, as this finding did not reach statistical significance the pattern observed may represent the play of chance. The opposite relationship between age and utility was apparent for favourable outcomes of moderate disability and good recovery, where utility was significantly less in the oldest age groups compared to the youngest patients. This finding is unsurprising as declining HRQOL with age is well established secondary to increasing prevalence of co-morbidities and infirmity.[488] Supporting this position, the influence of age on utility was reduced in the more detailed predictive model once co-morbidity was added as an explanatory variable. In common with previous studies in other disease areas a reduction in utility associated with female gender was apparent.[489-495]

The reduction in utility associated with extracranial injury seen in the detailed model is intuitive as HRQOL would be expected to decrease in the presence of pain, depression and anxiety caused by non-head injuries, but which are not fully assessed in the GOS. Interestingly, ISS was not independently predictive of mean EQ5D; suggesting that a given 12 month GOS health state will have a similar utility regardless of the intial severity of injury once the presence of a non-head injury is accounted for. This finding is reinforced by the similar utility values observed in patients with and without major trauma (as detailed in Appendix F).

It is notable that the studies identified in the systematic review are likely to have limited relevance to future TBI economic models, highlighting the importance of a valid predictive model for GOS HSPWs. International cost-utility guidelines generally mandate measurement of health states from patients with standardised and validated generic HRQOL preference measures,[180, 496] limiting the applicability of the Djikers 2004, Kosty 2012 and Aoki 1998 estimates. Additional concerns are the valuation of preferences by health professionals in Aoki’s study and the non-representative general population sample providing preferences in Kosty 2012.  Although, Smits 2010 used the EQ5D instrument to measure HRQOL from patients, validity is undermined by the risk of selection bias from very high loss to follow up.  Additionally use of the Dutch EQ5D tariff could limit external validity in other countries. The ‘near miss’ studies identified during the systematic review, and detailed in the Appendix F, investigated a wide range of TBI populations and preference based measures of HRQOL, potentially providing a rich source of relevant HSPWs if original data is available from study authors.

The VSTR predictive model is consistent with the NICE reference case and should therefore be directly relevant to future UK health technology appraisals.[180] Moreover, further mean EQ5D estimates are provided in Appendix F for basic and extended GOS categories using other non-UK valuation tariffs, widening generalisability to other health care jurisdictions. However, for these results to be applicable the statistical relationship between GOS categories and mean EQ5D must be the same in economic evaluation’s modelled population as that in the VSOTR estimation sample. Differences could arise due to the type of TBI, variation in population attributes, or timing of assessment. 

GOS categories are rather broad and it is conceivable that patients presenting with milder TBI ultimately resulting in a severe disability have a lesser degree of impairment on average than those with initially more severe disease. Important patient characteristics, not examined in the predictive models, could also differ between populations. For example socioeconomic status or ethnicity, were not examined but are known to influence EQ5D responses.[497-501] It is also possible that the relationship between mean EQ5D and GOS category changes over time, possibly due to the development of psychological coping mechanisms or lifestyle adaption’s to physical disability. However, in the VSTR sample there were only negligible differences in mean utility at 6,12 and 24 months (see Appendix F for full details), which were less than the minimally important differences defined for the EQ5D.[502] Overall, given the similar economic and demographic characteristics, the results are likely to be applicable to North American and Western European populations in the first few years after TBI, but generalisability to other countries and time-points is less certain. 
Limitations
The study examining existing HSPW estimates benefits from concordance with systematic review methodological guidelines, sensitive search terms, and an extensive search strategy covering all potentially useful information sources. However, there are several limitations. Identifying HSPW data is challenging due to lack of methodological search filters, non-specific thesauri terms in bibliographic databases, and lack of clear reporting of HSPW studies in titles and abstracts.[445]  Despite using supplementary non-database searches and extensive use of free-text search terms it is possible that not all GOS HSPWs were identified. There are no accepted critical appraisal tools for judging the risk of bias in reported HSPWs, and although assessment was based on published recommendations and expert guidelines these methods have not been validated. Assessment of studies was also challenged by limited or ambiguous reporting of methodology in study manuscripts. Lastly, although authors were contacted where further information was required it was not always possible to obtain additional information.

The utility mapping study also has a number of strengths. As data submission to VSTR is mandatory incomplete database enrolment is unlikely and the study’s sampling frame can be considered to be comprehensively population based. Levels of missing covariate data were comparatively low due to careful matching of inter-hospital transfers and thorough data collection processes. Furthermore, VSTR is exceptional among established trauma registries in collecting long term follow up data on HRQOL, preferences for HRQOL, and clinical measures of disability, providing a unique opportunity for estimating HSPWs. 

Conversely, a number of limitations arising from patient attrition, sparse data, measurement error and uncertainties surrounding EQ5D index values could potentially undermine the internal validity of results. Although the relatively high loss to follow up of 20% raises the possibility of selection bias, included cases appeared to be representative of the overall study population and multiple imputation analyses were not substantively different. Very few patients (six cases) with vegetative state were available in the study sample leading to imprecise point estimates and very large standard errors for relevant coefficients in the primary model examining basic GOS and age. However, repeating the analyses after combining vegetative state and severe disability categories, or excluding vegetative state patients from the estimation sample, did not change predictions for other health states suggesting that sparse data for this outcome did not adversely affect model performance (data shown in Appendix F). 

Estimates of reproducibility for the GOS are conflicting. Some studies have suggested low inter-observer variation and high accuracy for face to face assessments, telephone interviews and postal questionnaires.[503-505] However, these findings have not been consistently demonstrated, with poor reliability and agreement observed in other investigations.[506] For example Wilson and colleagues reported inter-rater agreement for the extended GOS of only 59% when assessed by telephone interview in the initial stages of a multi-centre clinical trial,[507] and LeGrand observed discordant results in 30% of cases undergoing standardised telephone interviews assessing basic GOS. [508] The reproducibility of the EQ5D is also variable, with low intra-class correlation coefficients often observed in pain/discomfort and anxiety/depression domains.[509-512] Systematic misclassification of GOS categories and other covariates, or differential measurement error in EQ5D assessments, could lead to incorrect HSPW estimates. However, random errors arising from inter-observer variability or coding mistakes are perhaps more plausible, leading to unbiased but less precise predictions.

An additional limitation is that the predictive models have assumed that EQ5D index values are actual distinct values, when in reality they are themselves uncertain estimates derived from a regression model.[441] The 95% confidence intervals surrounding the predicted HSPWs will consequently be slightly underestimated.  

Wider concerns include the appropriateness of using GOS categories to represent health states following TBI and the usefulness of the adjusted limited dependent variable approach for mapping utility. The GOS is the most commonly used endpoint in clinical effectiveness studies in TBI,[513] and the majority of decision analysis models in the field have used corresponding health states to define outcomes.[86, 465-469] However, there are several aspects of HRQOL pertinent to TBI that are not covered by GOS categories including psychiatric, neuro-cognitive and behavioural sequelae e.g. depression and sleep disturbance.[514, 515] Current utility weights may therefore overestimate true preferences for outcomes following TBI, and other health states may be more appropriate in certain decision problems. The Quality of Life after Brain Injury (QOLIBRI) measure is a detailed disease specific HRQOL instrument with greater content validity, precision, responsiveness and discrimination than the GOS.[516-518] A QOLIBRI to EQ5D mapping function might be more appropriate in trial based economic evaluations to more fully reflect the variability between patients.

Whether the minor gains in accuracy and stronger theoretical foundation of the mixture modelling approach outweigh its greater complexity could be debated in this setting. In common with previous studies,[454] and as shown in Appendix F, simple linear regression seems to perform well providing very similar results despite the presence of non-constant variance and mild non-normality of the error term distribution. Linear regression is reasonably robust to heteroscedascitity,[519] and assuming a correctly specified model parameter estimates will be unaffected and 95% confidence intervals only slightly biased. In accordance with the central limit theorem mild non-normality of errors is unlikely to be important with the large VSTR sample size.[519] Using robust standard errors may account for both of these problems, providing improved variance estimates and legitimate predictions.[519, 520] The observed EQ5D distribution included modes at 0.1 and 0.7 ‘pulling down’ linear regression estimates and reducing the influence of the probability mass of utility values at 1. Unfeasible predictions exceeding the possible EQ5D tariff were therefore not a problem when mapping GOS states, in contrast to experience with HSPWs in other disease areas.[521] 
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· The GOS is the commonest endpoint used in TBI research.
· There are very few published HSPWs available for GOS categories with no unbiased estimates meeting the NICE reference case available. 
· VSTR collects post-discharge follow up data on GOS and EQ5D providing a unique opportunity for estimating HSPWs for GOS categories following TBI. 
· An adjusted limited dependent variable mixture model is presented predicting mean UK tariff EQ5D values for basic and extended GOS categories conditional on age and other relevant patient characteristics.
· The presence of extracranial injury, serious co-morbidity, female gender and worse GOS were independently associated with lower mean utility. Increasing age was associated with declining mean EQ5D, but this effect was attenuated after controlling for co-morbidity. 
· The models demonstrated good fit to the observed data and plausible predictions. 

[bookmark: _Toc399055041]Chapter seven: long term Survival Following traumatic brain injury: A Population Based parametric Survival analysis

[bookmark: _Toc398135225][bookmark: _Toc398135231][bookmark: _Toc399055042]introduction
[bookmark: _Toc399055043]Background
Despite its importance in terms of mortality, morbidity and socio-economic costs important epidemiological aspects of TBI, such as life expectancy, remain undefined.[342, 522] There is a growing body of evidence suggesting that long-term mortality is increased following TBI compared to the non-head injured population. For example Ventura and colleagues (2010) reported a standardised mortality ratio of 2.5 (95%CI 2.3-2.7) compared to the general population for adult patients discharged from hospital with significant TBI.[126] However, no previous study has quantified the absolute extent to which length of survival might be reduced in a representative sample of patients following TBI, or extrapolated observed survival to predict future life expectancy. Such information would be beneficial in a number of different applications.

Firstly, longevity estimates would be of interest to patients, carers and clinicians as a guide to long term prognosis following in injury. Secondly, long term sequelae following non-fatal TBI are common, even after minor head injury, with an estimated 10% of aall head injury cases sustaining long term disabilities.[112] An indication of the long term burden of patients with chronic complications would be helpful in planning public health services for TBI. Finally, as head injury may result in long term disability,[38] cost-effectiveness evaluations for TBI interventions need to extrapolate outcomes over a lifetime horizon to fully reflect health effects and prevent bias.[523] It is therefore imperative that accurate estimates of long term survival specific to TBI victims are available.

Prediction and projection are inescapable when deriving usable estimates of long term outcomes.[524, 525]  Following a group of TBI survivors until death in a longitudinal study would provide accurate estimates of life expectancy for the included birth cohorts over that particular time period. However, such a study design would have limited practical value, as during the time mature life expectancy data were developing the long term survival experience of contemporary patients is likely to have changed. Notably, over the last century there has been a strong secular trend for increasing life expectancy in the general population.[526] In order to obtain useful estimates of long term survival a balance is required between the length of follow up, to establish a realistic and credible representation of a cohort’s survival experience; and out-of- sample prediction, ensuring that longevity in the current population is being estimated.[525]

Mortality data, also termed ‘time to event’ data, has a number of unique properties. The distribution of survival times in characteristically right skewed, with a few individuals living for a very relatively long time. More importantly, the event of interest usually occurs in only a small number of patients during the observation period of the study. Survival times are consequently unknown, or ‘right censored’, for many cases. Risk of events, mean survival time, and other basic measures cannot be calculated using standard methods due to these factors, and special survival analysis techniques are required to obtain valid results.[527] 

The hazard function is the ‘instantaneous potential for an event to occur given survival up to a given time’. Parametric survival models specify a distribution for the underlying hazard of an event, characterising how it changes over time and in response to adjustments in the studied explanatory variables. If the chosen hazard function distribution truly reflects the underlying survival process, and the model fits the observed data, then an accurate projection of long term survival will be achieved.[527] Further background details on parametric survival models are provided in Appendix G.
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The aim of this study was to increase understanding of survival following acute TBI and provide extrapolative estimates of life expectancy. Specific objectives were to: 

· Describe the survivor and hazard functions following TBI compared to the general population.
· Develop parametric statistical models to accurately reflect survival after TBI and allow extrapolation for prediction of life expectancy.
· Estimate the relative difference in hazard of death between patients with TBI and the general population patients without TBI.
· Describe secular trends in US general population survivorship
· Account for changes in longevity over time to provide accurate estimates of future life expectancy following TBI. 
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A population based cohort study was performed, retrospectively analysing data from the Rochester Epidemiology Project (REP); a comprehensive demographic and medical records-linkage system for all residents of the Olmsted County, Minnesota, USA.[528] Survival following acute TBI was investigated using parametric survival analysis methodology.[527, 529] 
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Olmsted County is situated within the state of Minnesota in the upper mid-west region of the US. It has a population of 144,248 with an age and sex distribution comparable with the US total population. Olmsted county residents were more highly educated (high school graduation: 70% v 52%), had higher median income ($51,316 v $41,994), and demonstrated higher levels of white ethnicity (90% v 63%) than the US general public in the 2010 census. Mortality rates are consistent with the wider Minnesota population, but are slightly lower than those from the total national population.[530]

Olmsted County is principally served by the Mayo Clinic, the largest comprehensive non-profit medical practice in the world. Since 1907 every Mayo Clinic patient has been assigned a unique identifier, used to record and link medical information from all health care providers in any setting within Olmsted County, including nursing home, primary, secondary or tertiary healthcare. From 1966 the REP has maintained an electronic database recording diagnostic codes, surgical procedure codes and demographic information abstracted from medical records and assigned at every medical contact. The coding system is based on the International Classification of Diseases system (ICD-8 and ICD-9), uses an 8 digit number, and was developed specifically for clinical and research purposes.[528, 531]  

Additionally, all medical records are archived in a single, unified, continuously updated file; historically in paper form but more recently in searchable electronic format. Less than 2% of residents have declined permission for data collection. The REP therefore represents an essentially complete record of the entire health experience within the geographically defined population of Olmsted County, regardless of age, socioeconomic status, or insurance coverage.[528, 532] The REP database additionally provides an ongoing census of individuals as they move in and out of the community, recording address changes at each medical attendance.[533]
[bookmark: _Toc399055048]Study population 
The source population comprised Olmsted County residents with any code suggestive of TBI in the REP diagnostic index from 1/1/1985 to 31/12/1999. Potentially indicative codes included those pertaining to scalp, head, facial or brain injuries.  A 15% random sample was selected for review of their complete medical records to identify a study population of incident TBI cases. The review was performed by trained nurse abstractors under the supervision of a board-certified psychiatrist and neuropsychologist.  TBI was defined as ‘any traumatically induced injury that contributed to physiological disruption of brain function’.[117] The cohort thus included the entire spectrum of TBI severities from those assessed in primary care to critical care admissions. Specific criteria for the identification of TBI within clinical records are detailed in Table 7.1. 

Individuals for whom their clinical diagnosis was based on incidental preceding history alone (i.e., who did not present for medical care for either the event or for sequelae), or who refused authorisation to disclose medical records for research were excluded as cases. Significant TBI typically results in high early mortality;[342] as long term survival of patients beyond the acute period was of interest, cases dying within 6 months of injury were also excluded. Full information on ED and hospital admissions was first available electronically from 1987 and cases were consequently restricted to those presenting after this date. The final sample therefore consisted of adult patients sustaining a confirmed TBI between 1/1/1987 to 31/12/1999 aged >16 years, who survived beyond 6 months and consented to data use.

To investigate differences in survival, and to provide a comparison population for judging the external validity of TBI parametric models, non-TBI controls were also examined. In these analyses each TBI case was matched to an Olmsted County resident of the same gender and similar birth year (within one year), but who did not have a REP diagnostic code potentially suggestive of TBI.









[bookmark: _Toc399334902]Table 7.1. Criteria used to confirm TBI cases from REP clinical records
	Documented head trauma associated with:

	· Concussion with loss of consciousness

	· Traumatic amnesia (anterograde or retrograde)

	· Any abnormal neurological signs, including reduced GCS

	· Structural cranial or intra-cranial damage, including: skull fracture, intracerebral, subdural, or epidural hematoma, cerebral or hemorrhagic contusion, or brain stem injury.

	· Post-concussive symptoms, including: dizziness, confusion, blurred vision, double
vision, headache, nausea, or vomiting that lasted greater than 30 minutes and that were not attributable to pre-existing or co-morbid conditions.



[bookmark: _Toc399055049]Data collection
Demographic and injury information was abstracted from each patient’s clinical records by trained research nurses and entered into an electronic database.  Incident cases of TBI were categorised according to severity using the Mayo TBI Severity Classification System developed by Malec and colleagues (2007),[534] described further in Appendix G.  Vital status was determined on the 31st September 2013 by review of REP medical records, Olmsted County obituary notices, local death certificates, and State of Minnesota death tapes. Persons for whom death was not recorded were considered censored as of the date they were last known to be Olmsted County residents. 
[bookmark: _Toc399055050]Statistical analyses
Preliminary analyses
Prior to analysis data checking was performed, with: examination of the distribution of each variable; range checks for implausible values; consistency checks using scatter plots and cross-tabulation of related variables. Descriptive statistics were then computed to describe the cohort characteristics. 
Parametric survival models for TBI
Statistical analyses were pre-specified, followed expert recommendations for parametric survival modelling and proceeded in five stages.[524, 525, 527, 529, 535, 536] Firstly the observed survival experience of the REP cohort was examined using the Kaplan-Meier product limit method to compare empirical survival functions categorised by gender, age-group, TBI severity and presence of extracranial injury. Log-rank tests were used to test the null hypothesis that survival curves did not differ across categories of dichotomous variables; and log-rank test for trend used to test ordinal variables. 

Secondly the plausibility of alternative parametric functions for survival time was evaluated by distribution specific graphical plots assessing the potential fit of linear relationships implied by each distribution, and the suitability of proportional hazards or accelerated failure time assumptions inherent for each model. Candidate distributions from the generalised F distribution were assessed and comprised the exponential, Weibull, Gompertz, log-logistic, lognormal and generalized gamma.[527] Table 7.2 summarises the graphical analyses used. Plots of kernel smoothed hazard against time were also examined to aid evaluation of potentially applicable distributions. 

[bookmark: _Toc399334903]Table 7.2. Graphical tests used for selection of candidate parametric models.
	Distribution fit
	Graphical test

	Exponential
	log(S(t) v t

	Weibull
	log(-log(S(t))) v log(t)

	Gompertz
	log(h(t)) v t

	Log logistic
	log(S(t)/1-S(t)) v log(t)

	Log normal
	φ-1(1-S(t)) v log(t)

	Exponential, Weibull, Gompertz, Log-logistic
	h(t) v t

	Proportional hazards
	

	Exponential, Weibull, Gompertz,
	log(-log(S(t))) v log(t)

	
	h(t) v t


t:time; S(t): survival function; h(t): hazard function; φ: cumulative standard normal distribution

Thirdly, potentially suitable parametric models were applied to the data. The primary model included age at TBI alone. Age at TBI and gender were included as explanatory variables in secondary models. These factors are strongly associated with long term survival and are the main characteristics used to define cohorts in economic evaluations. TBI severity and presence of extracranial injury were also considered as additional covariates in further models.  The coding and classification of each explanatory variable is summarised in Table 7.3. 



[bookmark: _Toc399334904]Table 7.3. Coding of explanatory variables in parametric survival model
	Variable
	Coding

	Rationale

	Age

	Transformed by fractional polynomials


	Non-linear relationship with log-hazard. Categorisation may lose important information.


	Gender
	Categorised into: 0 female, 1 male

	Dichotomous variable


	Extracranial injury

	Categorised into 2 groups: yes/no.
Extracranial injury defined as accompanying non-head injury diagnostic code.

	Dichotomous variable


	TBI severity
	Categorised into 2 groups: moderate/severe and mild.

	Categorisation produces clinically relevant groups within the constraints of data available
.




A detailed modelling strategy was followed with investigation of fractional polynomials to account for non-linearity in the effect of age at injury,[537] testing for first order interactions between age at TBI and other explanatory variables, examination of time-varying coefficients, investigating ancillary parameterisation of distribution shape, and evaluating the presence of unexplained heterogeneity using individual frailty models.[527] To account for the fact that standard parametric models might not accurately reflect the true hazard function associated with TBI, flexible modelling of the baseline hazard with cubic splines was additionally assessed.[538]

Fourthly, the internal validity of the developed models was evaluated. Cox-Snell and Martingale residuals were examined to ensure proportionality of hazards, satisfactory model specification and the influence of outlying observations. Akaike’s Information Criterion (AIC), the Bayesian Information Criterion (BIC), sum of squared errors in observed and predicted survival times, and a comparison of predicted survival functions for patient subgroups against observed Kaplan-Meier curves were then used to select the model best fitting REP data.[525, 527, 529]

Fifthly, the external validity of the chosen models was assessed by evaluating the concordance of predicted survival against published estimates. National and regional general population survivorship was examined used both period and cohort life tables. Extrapolated survival curves were also compared with those of age-matched non-TBI controls sampled from the REP. Final model selection was determined by the best statistical fit to REP data whilst providing credible long term survival predictions. Appendix G provides background information on life tables.

For the comparison with non-TBI controls, a parametric survival model was then fitted to the combined dataset in order to compare estimates of long term survival beyond the study period. A first order interaction between age at injury and sustaining a TBI was examined in pre-specified sub-group analysis. Robust standard errors were calculated with an adjustment for clustering to account for possible correlation in outcomes arising from matching.[333] Model fitting otherwise followed the same steps outlined above for the primary TBI model. 
Investigation of US cohort general population life tables
The final extrapolation models provide survival and hazard curves based on the survivorship experience of patients who had a head injury between 1988 and 1999. Since that time there has been a secular trend of improving life expectancy in the general US population and the model may therefore slightly underestimate survival of contemporary TBI cases.[526] 

To account for this cohort effect, the shape and scale of the primary model’s baseline hazard function (i.e. the hazard when all explanatory variables are zero) were updated based on temporal changes in survival curves observed in the US general population. Published cohort life tables between 1900 and 2010 (the last available publication at the time of analysis) from the US Department of Social Security were used.[539] Male and female actuarial tables were combined, adjusting for the male:female sex ratio at birth, and the indicated parametric distribution was fitted to the derived total population hazard function. Non-linear regression was used to determine the correlated scale and shape parameters.[540] The fit of regression curves was assessed using adjusted R2, examination of residuals and inspection of observed v predicted curves. 

Proportional changes in shape and log-scale parameters over time from 2000 (the life table year closest to the REP cohort) were then plotted against year (1900-2010) to evaluate linearity. In the event of non-linearity, least squares non-linear regression was used to characterise these relationships. Model checking was performed using R2, plotting predicted values against residuals to ensure equal variance and examining stem and leaf plots to check approximate normality of error terms.  The parameters of the baseline hazard function of the final derived REP model were then changed proportionally to those that might have been observed for TBI sustained in the year 2013.
Sensitivity analyses for informative censoring
To explore the potential impact of informative censoring, patients who were non-administratively censored (i.e. prematurely lost to follow up before the end of the study period) were compared to remaining cases, and extreme case and scenario sensitivity analyses conducted. These analyses are fully described in Appendix G.
Statistical procedures and ethics
All analyses were pre-specified in a study protocol submitted to the Mayo Clinic Institutional Review Board. A two-sided p-value of <0.05 was considered to be statistically significant. Sample size was determined by study resources and given the fixed available cohort a formal sample size calculation was not performed. However, sample size in survival analysis is conventionally deemed adequate if the ratio of events to explanatory variables is greater than 10 (60:1 in the current study). Statistical analyses were carried out in Stata version 12.1 (StataCorp, College Station, USA). The Stata module fracpoly was used for fractional polynomials, stpm2 used to fit flexible parametric models and stgenreg for other parametric survival models. Non-linear regression used to determine changes in scale and shape parameters in US general population cohort life tables was implemented using the Stata curvefit module. Ethical approval was provided by the Mayo Clinic and Olmsted Centre Institutional Review Boards. Patient consent for use of personal data was obtained in accordance with Minnesota and Federal law. 


[bookmark: _Toc399055051]Results
[bookmark: _Toc399055052]Sample characteristics
46,114 unique Olmsted County residents were assigned a diagnostic code potentially indicative of TBI between 1985 and 1999. 323 patients were excluded who refused authorisation to disclose personal information for research. The medical records of a random sample of 7,175 cases (15%) were examined in detail, confirming 1,429 incident cases of TBI with 1,257 injured after 01/01/1987. Of these 769 patients were aged >16 years at injury, survived at least 6 months post injury and were included in complete case analyses. There were missing data on patient ethnicity in 21.7% of cases (161 unknown, 6 refused disclosure) and TBI mechanism in 0.4% of patients. All other patient characteristics had complete information and no clearly erroneous values were detected. Figure 7.1 presents the derivation of the final study sample.

The median age of the study sample was 30.3 years (Inter-quartile range 21.5-43.7) with males accounting for 50.2% of cases (95% CI 46.7-53.7%). White ethnicity dominated, representing 92.9% (95%CI 90.8-94.9) of enrolled patients. The commonest modes of injury were road accidents (43.7%), falls (24.7%), sports-related trauma (9.2%) and assaults (7.8%).  A significant minority of patients presented with a concomitant extracranial injury (23.3%, 95% CI 20.3-26.3%). Mild head injury preponderated and was responsible for 93.2% (95% CI 91.5-95.0%) of included cases. Patient characteristics are summarised in Table 7.4. 

The overall median follow up time was 16.1 years (IQR 9.0-20.4) with 120 deaths (15.6%) occurring during the study period.  Four hundred and forty six patients (58.0%) were administratively right censored at the end of follow up in September 2013 (median follow up of 19.3 years IQR 16.4-22.2). Two hundred and three (26.4%) cases left Olmsted County prior to the end of the study and were non-administratively censored (median follow time 4.9 years IQR 1.4-10.2). The reverse Kaplan-Meier estimate of overall median follow up was 17.3 years (95%CI 16.6-18.0).[541] The completeness index (ratio of total observed to potential person-time of follow up) was 77.7%.[542]
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[bookmark: _Toc399247468]Figure 7.1. Flow chart delineating the derivation of the REP study sample for the investigation of life expectancy in survivors of TBI.







[bookmark: _Toc399334905]Table 7.4. REP sample patient characteristics
	Patient characteristic
(n=769)
	Summary statistics
(%, 95%CI)

	Age (Years, median, IQR)
	30.3 years (21.5-43.7)

	Male Gender 
	50.2% (46.7-53.7)

	White ethnicity*
	92.9% (90.8-94.9)

	Extracranial injury 
	23.3% (20.3-26.3)

	Mild TBI 
	93.2% (91.5-95.0)

	Mode of injury** 
	

	    Road accident
	43.7% (40.2-47.2)

	    Fall
	24.7% (21.7-27.8)

	    Sports-related
	9.2% (7.2-11.3)

	    Bunt assault
	7.8% (5.9-9.7)

	    Other
	14.6% (12.1-17.1)

	Mortality 
	15.6% (13.0-18.2)


*available case analysis: n=602; **complete case analysis n=766


Empirical survial curves for the REP TBI population calculated using the Kaplan-Meier method and categorised by age at first TBI are shown in Figure 7.2. A log rank test for trend indicated significantly decreased survival as age group at first TBI increased (young adult (16-39 years), middle aged (40-64 years), elderly (>65 years) subgroups, p<0.001). No significant difference in empirical survivor function was evident in crude analyses examining the presence of extracranial injury, TBI severity, gender and ethnicity (log rank tests, p=0.34-0.43). However, there was some evidence of increased mortality rates associated with male gender after adjustment for age at TBI (stratified log rank test, p=0.08). Survival curves categorised by gender, TBI severity and other patient characteristics, are presented in Appendix G.
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[bookmark: _Toc399247469]Figure 7.2. Survival curve for six month survivors of TBI categorised by age-group. 
Shading indicates 95% confidence intervals. Vertical tick marks represent censored observations. The numbers at risk of death for each age group are shown in the table for every 5 years since TBI and the number of deaths within each interval is shown in parentheses. 
[bookmark: _Toc399055053]Parametric survival analysis
Primary model development
The primary analysis modelled the effect of age at first TBI on long-term survival. Exploratory graphical analyses indicated that assumptions of a constant hazard (exponential model), monotonically decreasing hazard (log-logistic), increasing then decreasing hazard (log-logistic), or normally distributed log event time (log-normal) were not tenable. The Weibull model and Gompertz distributions were identified as potential candidate models based on linear log cumulative hazard (log-log survival) plots and approximately linear smoothed log-hazard plots respectively, as shown in Figures 7.3 and 7.4. Proportionality of hazards with increasing age at TBI was confirmed graphically using log cumulative hazard, log hazard and kernel smoothed hazard plots (Figures 7.3 to 7.5).  For both Gompertz and Weibull models age at TBI demonstrated an approximately quadratic relationship with log-hazard and was modelled using a first degree fractional polynomial of power 2. There was no evidence of change in distribution shape with increasing age, unexplained heterogeneity, or time-varying age coefficients.  
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[bookmark: _Toc399247470]Figure 7.3. Log cumulative hazard plot for primary survival model including age at first TBI
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[bookmark: _Toc399247471]Figure 7.4. Log hazard plot for primary survival model including age at first TBI
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[bookmark: _Toc399247472]Figure 7.5. Kernel smoothed hazard plot for primary survival model including age at first TBI
Primary model appraisal: Internal validity
A Gompertz model demonstrated the best fit to the REP data with lower information criterion statistics (AIC 529.7 v 531.9 , BIC 543.6 v 545.8) and lower sum of squared errors (1,074 v 32,335) compared to a Weibull model (Table 7.5).  Survival curves from this model demonstrated satisfactory fit to the observed Kaplan-Meier curves for each age group, with almost all predicted survival probabilities (calculated for the median age of each age category) remaining within the 95% confidence interval bounds of observed data as demonstrated in Figure 7.6. All model diagnostics were unremarkable, with no evidence for any model misspecification, as detailed in Appendix G. 

[bookmark: _Toc399334906]Table 7.5. Comparison of metrics for assessing the goodness of fit to REP data for Gompertz and Weibull parametric survival models.
	Distribution
	AIC
	BIC
	RMSE
	Observed v predicted values

	
	
	
	
	

	Gompertz
	529.7
	543.6
	1,074
	Within 95% CI of empirical S(t)


	Weibull
	531.9
	545.8
	32,335
	Within 95% CI of empirical S(t)


RMSE: Sum of root mean squared errors
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[bookmark: _Toc399247473]Figure 7.6. Gompertz model predicted survival probabilities compared to the observed Kaplan-Meier curves over the study period. Lines represent the Kaplan-Meier derived observed survival function for young, middle aged and elderly age groups. 95% confidence intervals for this empirical survivor function are shaded in grey. Symbols present the predicted survivor function from the Gompertz model for the median age of patients within each age group (25, 52 and 79 years respectively).
Primary model appraisal: External validity - plausibility of extrapolation
Gompertz distributions are well known to accurately represent long term survival in general adult populations and therefore have superior face validity compared to the Weibull distribution based on a priori reasoning.[543] Gompertz distributions have also demonstrated an excellent fit to TBI survival data in the previously reported RAIN study;[36] albeit over a much shorter follow up period.

The Gompertz distribution provided a more plausible extrapolation of long term survival, with a survival curve pattern that was indistinguishable from Minnesota general population period life tables from the same period (Figure 7.7).[544, 545] It should be noted that period life tables, which use current age-specific mortality experiences to project future life expectancy, will tend to markedly underestimate the true survivor function. Relative survival following TBI will therefore be lower than that suggested this comparison to cross-sectional general population mortality rates.[546] An identical pattern, but demonstrating the expected lower relative survival for patients following TBI, was also observed when comparing extrapolated TBI survival curves with those from US general population cohort life tables from the year 2000 (Figure 7.8).[539] Residents of the Minnesota population have been shown to have lower age-specific mortality rates than the wider US population, and the relative decrease in the survival function of patients following TBI compared to the general public, is likely to be larger if cohort life tables were available for Minnesota.[530] TBI patients also demonstrated decreased survival when compared to age and gender matched non-TBI REP controls in a Gompertz proportional hazards model (hazard ratio 1.47, 95% CI 1.15-1.87). No interaction was apparent between age at first TBI and survival (p=0.35). 

Median predicted survival times from the Gompertz model were also credible as shown in Table 7.6. Predicted median survival following a TBI at the ages of 25, 52 and 79 years were 45.8 years (95%CI 38.0-53.6), 30.6 years (95%CI 26.8-34.5) and 9.0 years (95%CI 7.8-10.3) respectively; compared to 53.5 (95%CI 40.7-66.4), 36.7 (95%CI 29.7-43.7) and 11.5 (10.0-13.0) for non-TBI controls (estimates unadjusted for cohort effects). In contrast the Weibull distribution produced unrealistic extrapolations for younger and middle aged patients with impossible survival curves and unreasonable median survival times as detailed in Appendix G.

Comparisons of absolute estimates of survival and life expectancy between different studies may be confounded by differing case-mix (TBI severity, age, gender, socioeconomic status), and may be challenged by differing lengths of follow up or cohort effects arising from temporal differences in study periods, limiting inferences. Notwithstanding these concerns the median survival times reported in the current study are not discordant with previously reported estimates reported by Ventura 2010,[126] Felix-Harrison 2009 and 2004,[120, 547] and Strauss 1998,[548] as shown in Appendix G. 

Overall, the projected Gompertz extrapolation meets the theoretical rationale for human mortality, follows a similar pattern to general population survival curves, and is consistent with previously published data. However, in the absence of any TBI cohorts with a life-time follow up there is no opportunity to definitively assess the accuracy of long term mortality predictions. 
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[bookmark: _Toc399247474]Figure 7.7. Comparison of predicted extrapolative estimates of survival following TBI sustained at certain ages compared to the year 2000 Minnesota general population period life tables. Black lines present the survival curves estimated from the Gompertz model following TBI sustained at illustrative ages. Grey lines indicate the corresponding Minnesota population survival curves (based on cross sectional mortality rates) for patients of the same age.[footnoteRef:2] [2:   The reduced survival of general population individuals aged 52 and 79 years in the Minnesota period life tables, compared to the national US cohort life table, is expected as period life tables use current age-specific mortality experience to project future life expectancy and will tend to underestimate the true survivor function at older ages. This will give the spurious appearance that survival following TBI at older ages is similar to the Minnesota general population.] 
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[bookmark: _Toc399247475]Figure 7.8. Comparison of predicted extrapolative estimates of survival following TBI sustained at certain ages using a Gompertz distribution compared to the year 2000 US general population cohort life tables. Black lines present the survival curves estimated from the Gompertz model following TBI sustained at illustrative ages. Grey lines indicate the corresponding US general population survival curves for patients of the same age based on cohort life table data.2
Primary Gompertz model results
The coefficients and variance-covariance matrix for the Gompertz model, unadjusted for cohort effects, are shown in Table 7.6.

[bookmark: _Toc399334907]Table 7.6. Coefficients and covariance matrix for final Gompertz model for extrapolation of survival following TBI, accounting for age at first TBI.
	Model
	Coefficients (se)

	
	β0
	β1
	γ

	h(t|age)= e(β0 + β1x1).eγt
Where:
x1=(age at TBI/10)2 -13.54
t=years after TBI

	-6.79
(0.30)
	0.075
(0.004)
	0.102
 (0.18)


	
	Variance-covariance matrix

	
	β0
	β1x
	γ

	β0
	0.0902
	
	

	β1x
	-0.0011
	0.000018
	

	γt
	-0.0045
	0.000044
	0.00031



Secondary models
Based on theoretical considerations,[526, 549] and the suggestion of a gender effect on mortality rates from exploratory analyses of the empirical survivor function, a secondary model was developed including patient sex. Weibull and Gompertz proportional hazard models were again identified as potentially suitable based on graphical plots. A Gompertz model demonstrated a better fit to the REP data compared to a Weibull distribution and provided credible extrapolative estimates of survival. All model diagnostics were unremarkable, with no evidence for any model misspecification.  Full details on secondary parametric survival models predicting life expectancy after TBI conditional on gender are presented in Appendix G. Given that economic models tend to focus on average populations, and exploratory analyses did not suggest an effect on survival from ethnicity, TBI severity, or the presence of extracranial injury, more detailed models were not developed. 

[bookmark: _Toc399055054]Secular trends in US Cohort life tables
Survival curves derived from US general population cohort life tables demonstrated increasing ‘rectangularisation’ and rightward shift between 1900 and 2010, as shown in Figure 7.9. Hazard functions for individual years manifested an exponential increase in the instantaneous probability of dying with increasing age, conforming to Gompertz’s law of mortality. Hazard curves decreased and shifted rightward over time corresponding to the observed changes in survival curves, as demonstrated in Figure 7.10. The survival and hazard curves from the 1900, 1910 and 1920 cohorts exhibited very high hazards of death in the first years of life compared with later birth cohorts; with further inconsistencies in the hazard function apparent during young adulthood and middle age. Due to impact of these important period effects, and the lack of relevance to more modern mortality experiences, life tables from these years were excluded when examining generational trends in survivorship. 

Gompertz distributions showed an excellent fit to hazard functions derived from US general population cohort life tables between 1930 and 2010, with high adjusted R2 (0.99) and good visual fit of observed and fitted values, as shown in Figure 7.11. 

Gompertz distribution shape and log scale parameters displayed a shallow concave relationship with time, best fitted by a quadratic function when using non-linear regression. Model fit was satisfactory with excellent visual concordance between fitted and observed values, high adjusted R2 (>0.999) and low sum of mean squared errors (0.0004 and 0.0003 for shape and log-scale parameters respectively). The proportional change in shape of Gompertz distributions was: -1E-06x2 + 0.0004x + 1.0 for each year after 2000. The proportional change in logscale was: -2E-06x2 + 0.0008x + 1.0 for each year after 2000.  The changes in shape and log scale parameters over time, and the quadratic prediction models for shape and log-scale, are presented in detail in Appendix G.  
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[bookmark: _Toc399247476]Figure 7.9. Survival functions derived from US cohort life tables 1900- 2010.
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[bookmark: _Toc399247477]Figure 7.10.Hazard functions derived from US cohort life tables 1900- 2010.
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[bookmark: _Toc399247478]Figure 7.11. Observed hazard of death for US period life tables from 1930-2010 versus fitted hazard functions using Gompertz distributions. x-axis denotes years of age. y-axis represents annual hazard of dying. Crosses=observed annual hazard. Lines=hazard function predicted by optimally fitting Gompertz distribution 


The final hazard function for the primary Gompertz model, updated to account for secular trends in survivorship, was therefore:

h(t|age)=λeγt
Where:
h(t|age)=hazard of death at time t, conditional on age at first TBI
e=Euler’s number
t=number of years since sustaining TBI.
γ = Gompertz distribution shape parameter=0.102*(1+(0.0004* Numbers of years since 2000)+(-1E-06* Numbers of years since 20002))
λ= Gompertz distribution scale parameter= exp((-6.79+(((( age at TBI /10)2)-13.54)*0.075))*(1+(0.0008* Numbers of years since 2000)+(-2.31E-06* Numbers of years since 20002)))
 
Formulas for the related survival, cumulative hazard and probability density functions are presented in Appendix G.
[bookmark: _Toc399055055]Sensitivity analyses for non-informative censoring.
After controlling for age, non-administratively censored patients were broadly representative of remaining patients. TBI patients demonstrated slightly worse survival, but materially unchanged results, compared to base case estimates in scenario analyses exploring plausible censoring mechanisms. Full results from these sensitivity analyses are presented in Appendix G.


[bookmark: _Toc399055056]discussion
[bookmark: _Toc399055057]Summary of results
Survival after acute TBI followed a Gompertz distribution, with increasing age at head injury having an approximately quadratic relationship with the log-hazard of dying. Victims of TBI, surviving for at least 6 months post-injury, demonstrated a much higher ongoing mortality rate compared to non-TBI controls and the US general population, with no interaction apparent between age at injury and survival. Projecting survival curves beyond the study follow up period provided credible estimates for long term mortality. Secondary models, conditioning on age at TBI and gender, demonstrated similar findings. Gompertz distributions fitted to US cohort population life tables manifested progressively increasing shape, and more negative log-scale parameters, between 1930 and 2010 allowing adjustments to the survival model to facilitate the prediction of survival in contemporary TBI patients. Patients prematurely lost to follow up were similar to uncensored patients and sensitivity analyses demonstrated that the results were not qualitatively changed in plausible scenarios for informative censoring mechanisms.
[bookmark: _Toc399055058]Strengths and limitations
This study has a number of strengths. The REP TBI cohort has one of the longest reported follow up periods of any published TBI cohort providing a unique opportunity to describe survival after TBI and allow extrapolative estimates of life expectancy. Moreover, previous studies of long term mortality have followed selected populations of TBI patients admitted for hospital treatment or inpatient rehabilitation;[118-126, 547] in contrast a fully population based sample over the full spectrum of injury severity and age is reported herein. Several studies have confirmed the validity and reliability of REP coding and data collection,[528, 530, 532, 533, 550] which should ensure that no incident cases of TBI were missed and will have contributed to the minimal levels of missing data. Furthermore, the REP census enumeration has been validated, demonstrating excellent concordance with decennial US censuses and random-digit dialling surveys.[533] Finally, the parametric survival analysis methodology fully conformed to state of the art modelling recommendations.[524, 525, 533, 536]

Conversely, there are several potential sources of systematic error, which could challenge the internal validity of results. Firstly, the analyses are predicated on non-informative censoring.[527]  Included patients were recruited over a relatively long period, but it seems unlikely that the distribution of administrative censoring times, conditional on age at TBI, is significantly informative for the corresponding survival time distribution. Conversely, it may be possible that patients leaving Olmsted County, with consequently short non-administrative censoring times, have a different prognosis to those who remained until to the end of the study. Although such patients had very similar observed characteristics to remaining patients, there was a higher proportion of non-white ethnicity in younger patients prematurely lost to follow up, which might be expected to result in a slight over-estimation of survival at younger ages in the model. Other unobserved differences, increasing the risk of non-administrative censoring and associated with substantially different long term prognosis, are unlikely but cannot be ruled out. Reassuringly, sensitivity analyses simulating alternative assumptions for the distribution of survival times in patients lost to follow up demonstrate that the results were not susceptible to major change in plausible scenarios for censoring mechanisms.

Secondly, selection bias could also have arisen during the retrospective record review, with inclusion of non-TBI patients and consequent overestimation of survival. Cases who presented only with post concussive symptoms were eligible for enrolment and it is possible that non-specific symptoms were incorrectly attributed to trivial recent head trauma. The number of patients excluded for non-participation in the REP was minimal (0.7%) and is unlikely to have influenced results.

Thirdly, study participants were included over a staggered 13 year accrual period and the reported results assume conditional survival probabilities are the same for subjects enrolled early and late in the study. Small cohort effects with increased longevity, arising from treatment differences or demographic trends, are likely in later birth cohorts within the recruited sample and could result in slightly underestimated survival in the final updated extrapolation model.[526]

Fourthly, outcome ascertainment relied on routine statistics and it is theoretically possible that patient deaths could have been overlooked. However, the comprehensive range of sources examined, including medical records, suggests that this contingency is unlikely. Fifthly, although the REP sample size is not dissimilar to previously reported TBI cohorts, there were limited numbers in some subgroups, particularly non-mild TBI patients. This may have prevented detection of small, but clinically significant, differences in survival across TBI severities; or reduced power to observe important interactions between explanatory variables. Finally, as no previous studies have used parametric survival analysis to examine long-term mortality after TBI, or have followed up head injury patients for a complete lifespan, and it was therefore not possible to fully validate the model.
[bookmark: _Toc399055059]Interpretation of findings
External validity
The final parametric model exhibits face validity, closely fitting observed Kaplan-Meier curves, following an identical pattern to coincident national cohort life tables over the extrapolative period, and providing credible survival time estimates. However, the temporal and geographical generalisability of the model requires close scrutiny. 

The Gompertz distribution, representing an exponentially increasing force of mortality, was initially proposed to describe human life expectancy and is accepted to accurately represent adult hazard functions for all cause death rates.[551, 552] The close fit to REP TBI and US cohort life table data is therefore unsurprising. It has been suggested that in some populations the extreme tail of survival and hazard functions are not well defined by Gompertz curves, however this problem was not observed during these analyses.[552] 

As noted, Olmsted County is less ethnically diverse, more affluent, and has better access to high quality healthcare than US norms. The generalisability of this population has been studied in detail and the current findings are likely to be applicable to the upper mid-west and US white population.[530] Furthermore, Minnesota life expectancies are congruent with many Northern and Western European countries further increasing the applicability of results.[530] Conversely, the proportion of female patients sustaining TBI was relatively high in the REP sample and the primary model, unadjusted for gender, may therefore be unrepresentative of other mixed head injury populations. 

Model predictions are based on a historical population, possibly reflecting bygone survival experiences. The use of external data in clinical prediction models is well established and updating shape and scale parameters to reflect modern mortality rates should increase external validity.[455] However, the adjusted estimates are based on the unverifiable assumptions that future general population survivorship will continue to follow a Gompertz distribution with increasing shape and more negative log-scale parameters; and that secular trends in patients with TBI will mirror those in the general population. Additionally, recent cohort life tables, used to investigate secular trends in longevity, will be largely reliant on projected, rather than observed, survival at older ages.[553] 

Most clinical studies have short follow up periods, and longitudinal cohort studies examining long term mortality will have limited relevance due to cohort effects and the necessary delay in achieving usable results. Studies estimating life expectancy following TBI therefore have to ‘balance the need for imminent decisions against inadequate follow-up data to inform those decisions’.[554] The potential ‘hazards’ of using parametric survival analysis to project future events beyond the estimation sample were illustrated by Davies and colleagues (2013).[554] They presented a case study where initial predictions of hip prosthesis failure based on a short term data were shown to be inaccurate when compared with the actual results observed after the follow up period of the cohort was extended. The erroneous initial predictions had serious repercussions, reversing the policy decision on which hip prosthesis to adopt in their cost-effectiveness model. Although there is the possibility of a similar failure of extrapolation in the current study, the much longer length of follow up (17 v 8 years), and more rigorous confirmation of external validity, make this far less likely with the REP TBI survival model.
Explanation of findings
The underlying reasons for the observed increase in long term mortality rates following TBI compared with the general population have not been fully delineated. Decreased survival could be secondary to the head injury itself, mediated either by personality changes predisposing to harmful actions, or resulting directly from the medical sequelae of TBI. Alternatively, the observed increase in mortality could be confounded by patient characteristics associated with both the propensity for TBI and increased early mortality.

Cognitive and emotional changes are common after TBI and could lead to behavioural and social problems,[555] such as substance misuse or other risk-taking actions,[556-559] associated with premature death. Proposed causal mechanisms include coping processes in response to the psychological stress of disability, self-medication for chronic pain and distress, or disruption of neuronal pathways controlling addiction.[60] Observational studies have reported conflicting results on whether there truly is a relationship between sustaining a TBI and the subsequent development of alcohol misuse, nictotine dependence, or drug abuse.[556, 560-564] Existing studies are predominantly of poor quality and have low generalisability; often not adjusting for confounding and studying narrow populations such as military veterans. Overall the existing literature is inconclusive and a recent literature review adjudged that ‘little is known regarding the directionality of TBI in increasing drug abuse, and that collaborative research in this area is critically needed’.[556]  The possibility of an increased risk of injury, attributable to behavioural changes post-TBI, is similarly unproven. For example, studies examining if the odds of a road traffic accident increase after TBI have reported heterogeneous and inconsistent findings, with interpretation further limited by study designs at high risk of bias.[557, 558, 565, 566]

It is also possible that head injury may directly lead to life-shortening medical and psychiatric disorders.  Recent systematic reviews and population based cohort studies have concluded that TBI of any severity may predispose to Parkinson’s disease and epilepsy;[110-112, 567-569] and significant TBI is associated with an increased risk of dementia.[112, 115] TBI has also been speculatively proposed as a risk factor for stroke.[570, 571] Other medical conditions which could occur in severely disabled TBI patients include aspiration pneumonias, urinary tract infections, or pressure sores.[572] Moreover, there is also a high incidence of psychiatric conditions, including schizophrenia, depression and bipolar disorders, following TBI.[107, 573] Fazel and colleagues (2014) have recently demonstrated significantly higher odds of death from suicide after TBI compared to the general population, although whether this represents causation or association remains contentious.[574]

Epidemiological research defining causal pathways for premature death in TBI is severely hampered by the risk of confounding. As noted previously, patients with TBI are often young, low socio-economic status, male adults who may indulge in hazardous and unhealthy behaviours leading to lower life expectancy.[26, 60]  Likewise, co-morbidities, including cardiovascular and neurological disorders, are risk factors for sustaining TBI in the elderly.[26, 575] The observed increase in premature mortality could therefore be independent of the TBI itself, but instead be dependent on the latent health behaviours and medical problems typical in victims of TBI. The finding by Brown and colleagues (2013) that there was no significant difference in the hazard of death between patients with TBI, and controls who sustained non-head injuries, and likely to share similar pre-morbid characteristics, may support this position.[117] However, this finding was not replicated when examined by McMillan (2011).[122] It could be persuasively argued that even meticulous efforts to control confounding, by matching on age, gender, socioeconomic status, or other covariates will fail to fully account for the correlation between suffering a TBI and the pre-injury disposition to ill-health or adverse health behaviours.

Regardless of the aetiology, the clear finding of decreased life expectancy in patients surviving TBI has implications for clinical practice, public health, and health economic evaluations. Patients and families will be interested in the long term prognosis following their injuries. Knowledge of premature mortality, in conjunction with other reported findings of increased risk of substance misuse and suicide, may also highlight areas for preventative community interventions. Furthermore, these results do not support the common practice of using general population survivorship to extrapolate outcomes in TBI decision analysis models. If there is a differential effect on short term mortality, as might be expected with TBI interventions, using routine life table data could result in an overestimation of health benefits and biased incremental cost-effectiveness ratios. However, interestingly the survival function for the REP model was very similar to those derived from Minnesota and UK general population period life tables, as presented in Appendix G. By chance it appears that the increased hazard of death inherent when using cross-sectional mortality rates to extrapolate survival fortuitously gives a general population survivorship experience that approximates that of patients following sustaining TBI. Previous economic evaluations may therefore have unwittingly correctly extrapolated long term survival after TBI.

Interestingly, a similar relationship between birth year and survival experience to that observed in successive US cohort life tables has been confirmed in other populations from the developed world.[576] The gradual trend of rightward shift and rectangularisation of survival curves between 1930 and 2010, denotes a greater expectation of life and a smaller proportion of the population in the oldest age categories in progressive generations; phenomena termed ‘growing older and living longer’.[576] The survival and hazard curves from 1900 exhibited a deviation with increased mortality rates between 18-20 years of age; correlating to the calendar years of 1918-1920 when the Spanish influenza pandemic killed 3-5% of the world’s population.[577] Furthermore the 1910 and 1920 cohorts manifested very high hazards of death in the first years of life compared with later birth cohorts; with inconsistent hazards apparent during middle age. This is likely to reflect the limited health care of the early 20thcentrury, and the influence of the Great Depression and Second World War. Exclusion of these exceptional period effects was necessary to maximise the applicability of the regression model predicting change in the REP Gompertz model’s shape and log-scale parameters over time. 
[bookmark: _Toc399055060]Comparison to previous studies
A number of previous studies have investigated the long term survival of patients following TBI compared with the general population or non-head injury controls,[117-126, 547, 548] as summarised in Appendix G. The finding of higher long term mortality following TBI has been consistently observed in a range of different settings (Europe, North America, Australasia), varying TBI populations (hospitalised, outpatient, and rehabilitation samples), contrasting study designs (population and non-population based studies, matched or un-matched samples),  and alternative effect estimates (standardised mortality ratios, risk ratios, and odds ratios). Our results are concordant with these studies, but the novel use of parametric survival analysis, computing a hazard ratio between TBI and non-TBI patients, and comparing TBI survival projections with the general population, precludes direct comparison with other published results.

Previous studies have primarily had an epidemiological focus on whether TBI is an independent risk factor for premature death per se, often reporting effect estimates adjusted for multiple confounders. This approach has limited relevance to the prediction of post-acute mortality in health economic models where crude estimates of absolute longevity are required for hypothetical cohorts of a specific nominal age, or predictions of life expectancy are necessary for individual simulated patients conditional on certain demographic characteristics. 

A small number of previous studies have attempted to predict post-TBI life expectancy, projecting survival by adjusting abridged period life tables with age-specific mortality risks.[120, 126, 547, 548] This approach is straightforward and universally applicable to published life tables, but gives very coarse survival functions. It is additionally limited by the improbable assumption that contemporary cross-sectional mortality rates will continue for the lifespan of a subject, thus substantially underestimating longevity. Validity is also dependent on the stability of risk ratios as measures of association across different settings.[194] Notwithstanding these concerns the REP estimates of life expectancy are not inconsistent with these previously published estimates. For example Ventura and colleagues (2010) reported life expectancies in a similar population based sample from the US of 47 years, 22 years and 5 years at the ages of 20,50, and 80 respectively, compared to 46 years, 31 years and 9 years for the ages of 25,52 and 79 in this REP study.[126] The shorter lifespan estimates in Ventura (2010) are explicable by the inclusion of short term deaths between discharge and 6 months and reliance on general population period life table data.

The majority of previous studies in this area have recruited severely injured cases requiring inpatient rehabilitation, and there is consequently limited evidence available to authenticate the finding that severity of TBI was not associated with long term mortality. However, both McMillan (2011) and Ventura (2010) reported little variation in relative survival rates between mild and severe cases when investigating a broader spectrum of patients with TBI.[122, 126] Several studies have indicated a possible interaction between age at TBI and subsequent survival, reporting qualitatively lower odds ratios or standardised mortality ratios with increasing age.[119-121, 124, 126] Formal tests for an interaction, or the presence of a trend across age-groups, were not performed in these studies and it is therefore difficult to say if these results represent a discrepancy with the findings in the REP cohort. 
[bookmark: _Toc399055061]summary
· Estimates of life expectancy following TBI are necessary to inform prognosis in clinical practice, for public health planning, and to allow extrapolation of survival in health economic models.
· Lifetime follow up of TBI patients would provide accurate data on longevity, but would have limited practical value due to cohort effects and the delay in obtaining results.
· Parametric survival modelling presents an opportunity for credible projection of long term survival, balancing the risks of out of sample prediction with the advantages of plausible extrapolation and usable results.
· The REP is a unique resource in which to investigate survival after TBI: providing a fully population based sample; representing the full spectrum of TBI severity; allowing very long term follow up; and offering high quality data at low risk of bias. 
· Parametric survival analysis demonstrated that a Gompertz distribution was most suitable for modelling the hazard function of mortality after acute TBI. 
· This Gompertz model provided very plausible projections of long term mortality based on theoretical considerations and comparison with published life expectancy estimates and general population life tables.
· Long term survival was much lower in 6-month survivors of TBI than the US general population, and age and gender matched non-TBI REP controls, with findings robust in sensitivity analyses exploring non-informative censoring.
· The hazard function of US general population cohort life tables between 1930 and 2010 were well fitted by Gompertz distributions, which demonstrated progressively increasing shape, and more negative log-scale parameters, with later birth years.
· The primary Gompertz prediction model was updated to account for secular trends in life expectancy using these observed changes in Gompertz parameters derived from the US general population cohort life tables. This final model provides credible hazard and survival functions, and plausible life expectancy estimates for long term mortality following TBI in contemporary populations.


Part Four

The HITSNS economic model



[bookmark: _Toc399055062]chapter eight: METHODOLOGY for ECONOMIC EVALUATION OF MANAGEMENT PATHWAYS FOR ADULT PATIENTS WITH STABLE SUSPECTED SIGNIFICANT trauamtic brain INJURY
[bookmark: _Toc399055063]Introduction
[bookmark: _Toc399055064]Background
The demand for health care exceeds the resources available from finite health budgets, a problem compounded by the continual development of new and expensive health technologies. An assessment of the cost-effectiveness of competing interventions is therefore necessary to achieve allocative efficiency and maximise the benefit achieved for a given expenditure. Economic evaluations provide a mechanism for comparing costs and benefits of competing health care technologies and thus assisting decision makers in allocating scarce health care resources.[134] 

Decision analysis models offer a framework for performing economic evaluations. Ideally such models systematically, transparently and objectively collect all available information on a particular decision problem. Relevant evidence can then be synthesised and translated by modelling into estimates of costs and effects, along with an indication of the uncertainty surrounded these estimates. This allows identification of the most cost-effective treatment options and facilitates an assessment of the benefit of performing future research. The ability of decision analysis models to consider all important aspects of a decision problem contrasts with trial-based economic evaluations which are often limited by omission of relevant treatment options, exclusion of important external evidence, failure to capture long term differences in economic outcomes, and inclusion of non-representative populations or treatment regimens.[578] 

As noted by the 2007 NICE head injury guidelines there is a dearth of published evidence examining the relative costs and effects of alternative management pathways for adults with suspected significant TBI injured closest to a NSAH.[83] The HITSNS study was therefore conceived to address this knowledge gap and consisted of  a pilot study assessing the  feasibility of conducting a cluster RCT to compare the effectiveness of prehospital triage and bypass with a selective secondary transfer strategy. A mathematical decision analysis model, described in this chapter, was also proposed to determine which treatment pathway appears most cost-effective for this patient group given current evidence, and to help identify future research needs in this area.[179] 
[bookmark: _Toc399055065]Aims and objectives
The HITSNS economic evaluation builds on the research findings presented in previous chapters of this thesis, which are used to inform the scope, structure and inputs of a decision analysis model. The overall aim is to inform NHS decision making about how best to organise trauma systems for adult patients with suspected TBI. Three specific research questions are addressed:

· Given existing evidence what is the most cost-effective management strategy?
· What is the uncertainty surrounding this choice?
· Is it cost-effective to perform further research to reduce this decision uncertainty? 
[bookmark: _Toc399055066]Model development
Critical sources of an economic model’s validity and credibility are its scope and structure, comprising the specification of included parameters and their mathematical and theoretical relationships. Expert technical guidance recommends development of conceptual models in conjunction with relevant stakeholders at the beginning of a modelling project.[579, 580] This process aids understanding of the complexity of the decision problem, facilitates agreement on a proposed mathematical representation prior to model programming, and contributes to descriptive validity. 

The HITSNS economic model development process, summarised in Figure 8.1, aimed to aggregate the salient features of TBI pathophysiology and treatment pathways, thus allowing implementation of a decision analysis model credibly reflecting reality, relevant to UK trauma service reconfiguration, and useful for indicating the best management pathway in significant TBI. Preliminary disease logic, treatment pathway and design orientated conceptual models were formulated by the primary modeller, informed by: the HITSNS study protocol;[179] the NICE Guide to the Methods of Technology Appraisal;[581] a detailed review of relevant TBI literature; a Delphi survey of TBI clinical experts; and a literature review of existing adult TBI economic evaluations. These preliminary conceptual models were then developed iteratively in a series of consensus meetings with an advisory panel comprising clinical and health economic modelling experts from the HITSNS trial management group, with subsequent formulation of a final design orientated conceptual model. The findings of the literature reviews have been presented in Chapters One and Two. Background information on conceptual modelling, the methods and results of the Delphi study and full details of each HITSNS conceptual model are provided in Appendix H.
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[bookmark: _Toc399247479]Figure 8.1. The HITSNS economic model development process
[bookmark: _Toc399055067]Model Scope
The scope of the economic model was primarily informed by the decision problem specified in the HITSNS study protocol and the base case principles for economic evaluations outlined in the NICE Guide to the Methods of Technology Appraisal.[179, 581] Additional consideration was also given to findings from literature reviews and the Delphi survey of clinical experts conducted during the model development process.

The modelled population was congruent with the original HITSNS inclusion criteria, constituting adult patients injured closest to a NSAH and attended by the ambulance service with suspected significant TBI, defined as: external signs of head injury, prehospital GCS<13 and stable prehospital cardio-respiratory physiology. The cohort was assigned a nominal age of 50 years, based on the mean age of the HITSNS cohort (49.8 years). Children were not examined as paediatric TBI services are already fully centralised, rendering the decision question irrelevant. Given the focus on modelling the HITNS intervention, adult patients with suspected TBI, but unstable airway, breathing or circulation, were also designated as being beyond the scope of the model. 

Potentially relevant management pathways were identified during the model structuring process. Any comparator that could be feasibly be implemented in the NHS was considered. The following mutually exclusive management pathways, designated according to the treatment pathway for patients with TBI requiring critical care, were included:

· Prehospital triage with bypass: Patients with suspected significant TBI are identified according to HITSNS inclusion criteria. All patients should then be transported directly to the distant regional SNC, bypassing the local NSAH. However paramedics are non-compliant with bypass in a proportion of patients informed by observed practice in the HITSNS pilot study. Any patient with an acute neurosurgical lesion erroneously transported to a NSAH will undergo early secondary transfer to the regional SNC for urgent operative management. Patients with major extracranial injury or significant TBI requiring critical care, but initially taken to the NSAH will undergo further triage by the regional specialist centre to determine early secondary transfer. This management pathway reflects the level of bypass implementation observed during the HITSNS trial and may represent the real-world application of the HITSNS intervention.

· Selective secondary transfer: All patients are initially taken to the local NSAH. Any patient with an acute neurosurgical lesion undergoes early secondary transfer to the regional SNC. Patients with TBI requiring critical care, or major extracranial injury, are triaged by the regional neurosurgical and trauma services, with selected patients also undergoing early secondary transfer. All other patients are managed within the NSAH, or undergo later transfer to the specialist centre in the event of clinical complications. This strategy conforms to NHS practice prior to the introduction of regional trauma systems in 2012.[138]

· Routine secondary transfer: All patients are initially taken to the local NSAH. All patients with an acute neurosurgical lesion or significant TBI requiring critical care undergo routine secondary transfer to the regional SNC after initial resuscitation and clinical assessment. Patients with major extracranial injury are triaged by the regional trauma centre with selected patients also undergoing secondary transfer. All other patients are managed within the NSAH, or undergo later transfer to the specialist centre. This strategy is recommended in the 2007 NICE head injury guidelines.[83]

· No secondary transfer: All patients are initially taken to the local NSAH. Patients with an acute neurosurgical lesion undergo early secondary transfer to the regional SNC. Patients with major extracranial injury are triaged by the regional trauma centre with selected patients also undergoing secondary transfer. All other patients (including non-surgical moderate and severe TBI cases) are initially managed within the NSAH; with the potential for later transfer to the specialist centre in the event of deterioration. This management strategy was historically implemented in the NHS and has been advocated by some head injury authorities.[140] 
An important principle of health economic modelling is the evaluation of all potentially applicable health technologies. The majority of experts surveyed in the Delphi study supporting model structuring stated that the ‘no secondary transfer’ strategy was not relevant or appropriate in the current NHS. However, this management pathway has been recently promoted in reviews articles in the neuro-critical care literature and may represent recent practice in some areas.[140, 582, 583] Its inclusion was also supported by a significant minority of experts in the Delphi study and the HITSNS advisory panel. 

The key difference between the competing secondary transfer strategies is the initial referral pattern for non-surgical TBI patients requiring immediate critical care. This ranges from invariant early transfer of all such patients in the routine transfer strategy, through triage by the regional neurosurgical unit in selective transfer, to management within the non-specialist hospital in the no transfer strategy. Early secondary transfer is defined as the first inter-hospital transfer occurring within 12 hours of hospital presentation. This will therefore include all urgent transfer decisions made after patient stabilisation and investigation, including cases where logistical constraints may delay immediate transportation. Patients with mild TBI, acute neurosurgical lesions, requiring ward admission, or sustaining major extracranial injury are managed identically between each alternative secondary transfer strategy. 

Additionally two further theoretical strategies were examined in sensitivity analyses to explore the maximal potential effects of bypass and illustrate the benefit of specialist care in trauma:

· Prehospital triage with bypass (full compliance): Paramedics identify patients with suspected significant TBI meeting the HITSNS triage criteria. All patients are then transported directly to the distant regional SNC, bypassing the local NSAH. This strategy represents full implementation of the HITSNS intervention and is consistent with recommendations on prehospital trauma management in England since the introduction of major trauma systems in 2012.[174]

· No transfer (including patients with acute neurosurgical lesions and major extracranial injury): All patients are initially taken to the local NSAH and remain there for further management, regardless of diagnosis, prognosis or complications. This ‘zero option’ could be compatible with the management of casualties in rural areas of the developing world and provides a reference point for the benefit of receiving emergency neurosurgery when required.[584]
It was assumed that these comparators were implemented in a geographical area and service configuration similar to those evaluated in the North East and North West ambulance services during the HITSNS study i.e. a NSAH serving a rural, semi-rural and small urban catchment area; and a regional SNC, consisting of a neurosurgical department, intensive care unit and supporting trauma specialties, located within the nearest city. In common with the HITSNS inclusion criteria the model population was restricted to patients within one hour land ambulance journey of the SNC, and excluded air ambulance transfers.

Based on the findings of the Delphi study, in conjunction with advisory panel views, hospital capacity was considered to be unconstrained with no potential for overcrowding of EDs or ICUs arising from increased numbers of patients being transported to SNCs with prehospital triage and bypass, or routine secondary transfer, strategies. Furthermore, experts indicated that it was unlikely that the introduction of bypass would lead to degradation of trauma skills in NSAHs and it was therefore deemed that the management of patients not transported to the SNC within this strategy would be unaffected. 

The model took the perspective of the English NHS, and thus included direct medical costs and costs arising from personal and social services. As head injury may result in long term disability, costs and consequences were studied over a life-time horizon. In line with the NICE reference case productivity losses, costs to patients and families, and resource use in non-health sectors were not considered.[581] 
[bookmark: _Toc399055068]Model Structure
The theoretical basis for the model structure was determined during the model development process and is codified in the conceptual models detailed in Appendix H. It was concluded that bypass may improve outcomes by expediting definitive care for patients with suspected significant TBI, but these benefits could be attenuated by non-compliance with bypass protocols, or offset by a risk of prehospital deterioration and increased costs arising from more expensive specialist management. 

A hybrid cohort model was developed focusing on differences in outcomes and costs with each management strategy for important patient sub-groups.[578] A decision tree delineated short term costs and consequences, with a subsequent time-dependent Markov model extrapolating longer term survival. The decision tree modelled costs and consequences for the first year after injury. Each strategy was represented by a sub-tree of identical structure, as shown in Figure 8.2. The first chance node delineated the heterogeneous HITSNS population into important sub-groups with differing treatment pathways, costs and prognoses. Subgroups were mutually exclusive and defined retrospectively based on the basis of the treatment patients received, or would have needed to receive:

· Patients requiring acute neurosurgery: Patients with acute expanding subdural haematomas, extradural haemaotomas, or other intra-cranial lesions requiring immediate urgent neurosurgery. Concomitant extracranial trauma or other brain injuries could also be present.

· TBI requiring critical care: Patients with moderate or severe TBI requiring admittance to high dependency or intensive care units. These patients could also have sustained an associated major extracranial injury, but critical care was necessary to manage the TBI.

· Patients with TBI requiring hospital admission: Patients admitted to general hospital wards following a TBI. 

· Patients with mild TBI: Head injury patients discharged immediately from the Emergency Department or after overnight observation.

· Patients with major extracranial injury: Patients with a mild or trivial TBI who have sustained a significant extracranial injury consistent with an Abbreviated Injury Scale score Scale score ≥3.
Subsequent chance nodes modelled strategy level outcomes, accounting for differences in costs and outcomes arising from different treatment pathways within each strategy. For subgroups considered to be homogenous (mild TBI, TBI requiring ward admission and acute neurosurgery sub-groups) the model’s mathematical formulation for the bypass strategy included the proportion of patients expected to be transported to either NSAHs or SNCs and their subsequent conditional outcomes. In these patient groups compliance with bypass protocols was assumed to be unrelated to subsequent patient outcome. The remaining subgroups of patients with TBI requiring critical care and major extracranial injury will consist of patients with a wide range of injury severities. Compliance with bypass protocols and secondary transfer decisions are therefore likely to be correlated with injury severity and hence costs and outcomes. However, there was no evidence available from the HITSNS study or the literature to define this association accurately, and clinical experts could not confidently define the magnitude or direction of any relationship. It was therefore elected to model strategy-level outcomes only, pooled across patient treatment pathways.

TBI outcomes were defined by the basic GOS.[442] In common with previous head injury studies persistent vegetative state was omitted due to diagnostic difficulties in defining this state, very low incidence and limited availability of evidence on this group of patients.[585-588] Outcomes for major extracranial injury were defined in terms of death or survival only, due to the absence of a well established validated disability scale and paucity of evidence on disability endpoints. Appropriate utility values were assigned to each short-term model endpoint.

Costs associated with patient transport, inpatient management and post discharge care were assigned to each decision tree branch. Inpatient costs were averaged over all outcome categories, while post-discharge costs for the first year post injury were modelled for each specific GOS health state. The choice of model inputs is described in detail in Appendix I.

Differences between management options were accounted for by designating each chance node with a strategy-specific probability, and by assigning differing costs and utility values to the terminal nodes of each individual sub-tree branch. Expected costs and QALYs for each strategy were subsequently calculated by summation of the terminal node values, weighted by the conditional branch probabilities. This model structure therefore captured relevant features of the service pathway conceptual model for included comparators. The effects of time to resuscitation, time to neuroscience centre care, and relative effectiveness between specialist and non-specialist hospital care were implicitly modelled through differential outcomes between management pathways. 
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[bookmark: _Toc399247480]Figure 8.2. The HITSNS economic model: Short term decision tree.
 D: Death, SD: Severe disability, MD: Moderate disability, GR: Good recovery, S: Survival.



The sum of GOS and mortality outcomes across patient sub-groups gave the expected outcomes for each strategy at one year, and provided the starting values for the state transition model extrapolating long term survival, quality of life and costs. A simple time-dependent Markov model was then implemented using alive (comprising the four Glasgow Outcome Scale categories, and survival from extracranial injury) and dead, as possible health states.[523, 578] Only one transition from alive to dead was possible, with patients assumed to remain at the same level of disability throughout their survival. As major trauma is a discrete, one-off insult, and subsequent inpatient management is time-limited, there are no clinically plausible mechanisms for ongoing treatment effects beyond the first year post injury. It was therefore assumed that competing management pathways provided no health benefits beyond the short term model. A one year cycle length was modelled, based on UK general population period life tables from the year 2012, with transition probabilities derived as a function of the number of cycles that had elapsed since the start of the model allowing the probability of death to increase as the cohort aged. Health related quality of life naturally declines with age and the utility values associated with each GOS health state were therefore adjusted for age using a multiplicative model based on predicted UK EQ5D tariff scores.[589] A half cycle correction was used to compensate for the timings of transitions, assuming that on average state transitions occurred half way through the cycle.[578] The long term Markov model is shown in Figure 8.3. 
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[bookmark: _Toc399247481]Figure 8.3. The HITSNS economic model: Long term Markov model

[bookmark: _Toc399055069]Model analysis
[bookmark: _Toc399055070]Study design
A cost-utility economic evaluation was performed using a probabilistic decision analysis model to synthesise available evidence and compare alternative management strategies for initially stable patients with suspected TBI injured nearest to a NSAH.[134, 523, 578] To maximise internal validity the study methodology was informed by expert recommendations, consensus modelling guidelines, and NICE technical guidance.[581, 590-592] The base case analysis followed NICE reference case methodology, taking the perspective of the UK NHS Department of Health (the primary decisions maker) and employing a life time horizon.[581]
[bookmark: _Toc399055071]Parameterisation
The identification, appraisal and selection of evidence to determine model inputs are described in detail in Appendix I. Each short-term model input was informed if possible by valid evidence from systematic literature reviews or routine official data sources at low risk of systematic error. Where relevant and unbiased published evidence was unavailable, existing indirectly relevant but valid evidence was statistically adjusted to allow inclusion, HITSNS pilot data were used, or finally if no other valid data were available expert opinion was formally elicited. 

Each model input was assigned an average or most likely value, and a probability distribution representing a credible range and the relative likelihood of possible values for the uncertainty in this estimate was defined. Distributional choices were carefully chosen based on theoretical considerations, logical constraints, and the parameter estimation process.[578] Where published estimates were used as model inputs the method of moments was used to calculate appropriate distribution parameters.[593] As model inputs were derived from alternative sources, with no data available on the covariance structure, we were unable to account for any correlation between costs and outcomes. The mean values and distributions for each parameter are shown in Appendix I. 
[bookmark: _Toc399055072]Costs and consequences
The consequences of alternative management strategies were measured in Quality Adjusted Life Years (QALYs) to allow comparison within and across different disease areas.[594] QALYs were calculated by multiplying survival duration with the appropriate utility value for the corresponding heath state. 

Direct treatment and personal social services costs were included. The price base was assumed to be 2012, valuations were in UK Sterling, and unit costs were considered to be time divisible. Where unit costs were valued prior to 2012, The Bank of England’s Consumer Price Index data were used to inflate costs to current value.[595] In line with United Kingdom health technology appraisal guidelines costs and QALYs were discounted at a 3.5% rate reflecting NICE’s positive frame of time preference.[180]  
[bookmark: _Toc399055073]Primary analyses
Management strategies were compared in terms of incremental cost effectiveness ratios (ICERs) and net monetary benefit (NMB).[134, 523, 578] Cost-effectiveness thresholds (λ) between £10,000 and £50,000 were considered in the current study based on NICE’s stated willingness to pay,[581] theoretical estimates of λ,[596] and observed NICE adoption practices.[597] Values of λ of £20,000 and £30,000 were principally considered as detailed in NICE HTA guidelines.[581]

An initial base case deterministic analysis, with parameters fixed at their mean or mostly likely values, estimated the mean expected costs and QALYs gained per patient for each management pathway. Management pathways were then compared according to established principles of strong and extended dominance.[134, 578] The final ICERs, after exclusion of dominated alternatives, were then examined to determine which management strategies had the highest ICER below the specified λ and should be adopted as the optimal choice. The costs and effects of each competing management strategy relative to selective secondary transfer were also depicted graphically on a cost-effectiveness plane. 

In order to account for the uncertainty in model inputs a base case probabilistic sensitivity analysis (PSA) was conducted using Monte Carlo simulation to randomly sample from the inverse cumulative distribution function of each model parameter’s probability density function.[598] Multiple model runs were performed, each with a random draw from every parameter’s distribution, thus evaluating the full range of cost-effectiveness results possible given current uncertainty on the true values of model inputs. Mean ICERs for each management strategy, calculated from the average expected costs and effects over all model runs, were recomputed and again compared with cost-effectiveness thresholds to inform adoption decisions. The number of PSA iterations to produce a stable mean estimate of incremental cost-utility was determined by visual inspections of mean cost per QALY plotted against the number of trial PSA simulations.

Net benefit is an alternative framework for interpreting cost-effectiveness results, which is more tractable and easily interpreted than ICERs, and also facilitates comparisons between multiple comparators.[134, 523] The NMB of an intervention is defined as the number of QALYs gained multiplied by the cost-effectiveness threshold, minus the costs associated with the intervention.  Interventions with positive NMB are potentially cost-effective compared with the reference treatment. Policy decisions will aim to choose the intervention with the highest number of QALYs subject to the threshold level, thus maximising health within budget constraints, and the optimal strategy will therefore have the highest NMB for a given λ.

Mean NMB was also calculated for the defined values of λ, with the incremental difference subsequently calculated for each strategy relative to a baseline comparator of selective transfer. 95% confidence limits were computed using non-parametric bootstrapping; and the spectrum of potential cost-effectiveness results demonstrated by taking the 2.5th and 97.5th percentiles of incremental NMB from the range of PSA simulations. 

A cost-effectiveness acceptability curve (CEAC), plotting a relevant range of λ values against the probability that each intervention was the most cost-effective, was additionally graphed to summarise the uncertainty of PSA results.[599] The CEAC is derived from the joint density of individual incremental costs and incremental effects calculated for competing treatment options during a PSA. The probability of being most cost-effective corresponds to the proportion of the joint density of incremental costs and effects that result in the highest NMB at a given λ. 

In order to maximise health gains, adoption decisions should be based on expected NMB, however in cases where the distribution of NMB is skewed the intervention with the highest NMB may not have the highest probability of being cost-effective. A cost-effectiveness acceptability frontier was therefore also constructed to identify the probability that the technology with the highest expected NMB was cost-effective for a given λ.[600] 
[bookmark: _Toc399055074]Model uncertainty and sensitivity analyses
Uncertainty can arise in decision models due to variability, heterogeneity, parameter uncertainty and structural uncertainty.[578] Variability arises from random differences between individuals with similar characteristics. Heterogeneity refers to the differences in costs and effects explained by particular patient characteristics. Parameter uncertainty will occur as model inputs are estimates, with a probability distribution denoting the relative likelihood of alternative values. Lastly, structural uncertainty relates to the assumptions imposed by the structure, scope, or other methodological decisions taken during the modelling process. Each of these factors needs to be addressed to explore important determinants of cost-effectiveness, increase decision makers’ confidence that results are not susceptible to change when other realistic assumptions or parameter values are supposed, and to indicate the precision of cost-effectiveness estimates.[134, 523, 578, 601, 602]

As a cohort model was implemented with examination of mean values, an examination of variability (or ‘first order’ uncertainty) is extraneous. Furthermore, as head injury management pathways are population level interventions they will implemented for any patients presenting with suspected significant head injury suggesting that examination of heterogeneity is superfluous. ‘Second order’ parameter uncertainty i.e. uncertainty surrounding the true value of a model input within the specified probability distribution, will be fully explored in the PSA. 

To examine ‘third order’ parameter uncertainty, i.e. the correct statistical form has been specified for a probability distribution,  a number of univariate, threshold and scenario sensitivity analyses were performed on model parameters thought to be important or uncertain. Relative effectiveness and incremental costs are fundamental model inputs of critical importance in determining results. These important parameters were therefore examined in favourable- and unfavourable-case analyses for the prehospital triage and bypass strategy, placing an upper and lower boundary on the results that might reasonably be expected. Model inputs for relative effectiveness and incremental costs were set to extreme favourable or un-favourable values and the model re-run to explore the most optimistic and pessimistic estimates for this strategy. An additional threshold analysis was also implemented in which incremental costs, relative effectiveness, and compliance were varied across a plausible range of values to determine the parameter levels at which prehospital triage and bypass may become cost-effective. Further univariate sensitivity analyses varied the individual probability distributions of other potentially important model parameters including population subgroups, baseline outcome probabilities, relative effectiveness, utilities, inpatient costs and post-discharge costs. 

Structural uncertainty in methodological choices (varying the discount rates for costs and effects), choice of comparators (including theoretical bypass and no transfer strategies), long term survival (assuming general population survivorship or reduced life expectancy) and perspective on outcomes (including non-health effects of bypass) was also examined. Sensitivity analyses examining relative effectiveness and incremental costs were specified a priori. Other sensitivity analyses were formulated post hoc informed by model structuring, evidence synthesis and emerging results. All sensitivity analyses treated unexamined model inputs probabilistically and otherwise followed base case methodology. The assumptions of the base case economic model and a summary of the conducted sensitivity analyses are presented in Appendix H.
[bookmark: _Toc399055075]Model implementation
The decision analysis model was programmed in Microsoft Excel (Microsoft Corporation, Redmond, USA) using Visual Basic macros. An Excel add-in was utilised to sample from Dirichlet distributions.[603] Bootstrapping to derive incremental NMB 95% confidence interval, using bias corrected confidence interval and evaluating 3,000 replications, was performed in Stata version 12.1 (StataCorp, College Station, USA).[604, 605] Internal testing was performed throughout model development to ensure that mathematical calculations accurately represented model specifications and were correctly implemented in Visual Basic.[591] Debugging techniques included: null and extreme input values; setting equal values across comparators; fixed distributions; and code breaks with line by line checking of macros. The model was also independently verified by a second modeller. Model validation was performed by comparing model outputs with published estimates from the TBI literature, including the strategy-level GOS distributions and costs predicted from the short term model and long term survival curves. 
[bookmark: _Toc399055076]Expected value of information analyses
[bookmark: _Toc399055077]Background
When performing an economic evaluation two key decisions are required: what intervention should be adopted based on current evidence; and whether further research is required to support or alter this decision. Selecting health technologies with the highest expected net benefit will act to minimise opportunity costs; but there is the possibility that if current uncertainty was resolved another alternative could correctly be identified as the most cost-effective. Such erroneous decisions would lead to lost health benefits and resources. 

Using estimates of the probability of making the wrong decision, together with the ensuing opportunity costs of error, the expected opportunity loss surrounding a decision can be estimated. A rational decision maker, aiming to maximise health within a fixed budget, should be willing to spend up to this value for additional evidence to remove decision uncertainty, a figure termed the population expected cost of perfect information (EVPI).[523, 602, 606, 607]

The population EVPI places an upper limit on the total value of addition research relating to a specific decision problem, but does not indicate where future research may be beneficial. The population expected value of partial perfect information (EVPPI) is the difference between expected value with complete and current information about particular model inputs, for all future patients. There will be a large value in improving the precision of estimates of parameters, or groups of parameters, with high EVPPI, which may suggest using particular study designs e.g. commissioning a cohort study to obtain estimates of disease prevalence. [523, 602, 606, 607]

EVSI extends the value of information methodological framework to establish the expected value of conducting studies with different designs and sample sizes.[606, 608] The expected benefits of a given study sample (the population EVSI) can be compared with the expected costs of collecting this data, with the difference denoting the expected net benefit of sampling (ENBS), measuring the societal reward from conducting additional research. ENBS values greater than zero demonstrate that the marginal benefits of gathering further evidence exceeds the marginal costs, with higher ENBS values representing more efficient study designs.[578, 608] Further background details on expected value of information analyses are detailed in Appendix H. 
[bookmark: _Toc399055078]Expected value of information methodology
Individual level expected value of information (EVI) metrics were initially calculated, and assumptions on TBI epidemiology, discount rates and health technology lifespan used to compute population level statistics. EVPI for individual patients was directly calculated directly from the model PSA output using standard formulas.[578] Individual EVPPI and EVSI are conventionally estimated by using 2 level Monte Carlo simulation techniques, followed by application of an extended version of the EVPI formula.[609] However, this approach is computationally very demanding due to the nested sampling scheme. The HITSNS economic model contains a large number of parameters, taking between 5-10 minutes to run the base case model with 3,000 PSA simulations at standard modern computer processor speeds. Even with conservative estimates of the number of simulation runs required,  a hypothetical EVPPI analysis examining a small group of parameters would take up to 7 days (based on 1,000 simulations required in the outer loop to sample fully from the joint probability distribution of parameters, 3,000 PSA runs undertaken in the inner loop). The conventional approach was therefore deemed impractical and a novel state of the art regression based approach for calculation of individual EVSI and EVPPI was implemented instead.[610-612] 

The method developed by Strong and Oakley rearranges the statistical formulas for computation of individual EVPPI and EVSI, reframing estimation into a regression problem.[612] The expected NMB for each PSA simulation can be considered a function of the examined uncertain parameters in EVPPI, or simulated data in EVSI. The PSA output can therefore be treated as ‘noisy data’ through which this functional form can be characterised; thus allowing calculation of the individual EVPPI or EVSI at a particular willingness to pay threshold using fitted values from regression models. As NMB would not be expected to have a linear relationship with inputs of interest, a non-parametric regression method provides the flexibility to accurately model the correct shape of the association. The theoretical basis of this method is described in detail in the literature,[610-612] and examples of its use in health technology assessments are also available.[613, 614] 

In common with previous applications of this method, generalised additive models (GAM) were used for non-parametric regression.[615] This technique, an extension of generalised linear modelling, fits a set of smooth functions to the model inputs using penalised likelihood maximisation. GAM was implemented in R using the mcgv package and a n=5,000 PSA sample.[616] Default settings were utilised with a tensor product formulation used for smoothing in the linear predictor.[617] Model checking was performed to ensure that model assumptions of normally distributed error terms with constant variance were met.[616] Specific diagnostics included quantile-quantile plots and histograms of residuals; and scatter plots of residuals against the linear predictors and fitted values. Basis dimensions for splines were fitted automatically and to avoid inflexible, overly linear regression lines, their adequacy was checked using hypothesis testing of an estimate of the residual variance (the k-index), computed by simulation.[616]

Individual EVPPI was initially calculated for each model input separately. Groups of parameters were then chosen to match types of research studies that could be conducted in order to logically inform future research prioritisation. Study designs considered included observational studies examining the prevalence of different patient subgroups, utility values for GOS states, and post-discharge health care costs; and an experimental study investigating the relative effectiveness of bypass. 

The individual EVSI analysis examined the value of conducting a definitive HITSNS cluster randomised trial, of varying size, examining relative effectiveness between bypass and selective secondary transfer. Regression models in the EVSI analysis require a summary statistic to represent the information gained from additional research. For each patient subgroup the numbers of patients expected to have favourable (good recovery or moderate disability) and unfavourable outcome (death or severe disability) were simulated from the prior distribution in the PSA output, using a binominal distribution. This process accounted for the relative numbers of patients expected in each subgroup by multiplying the overall trial size by the relevant sub-group proportion. Log odds ratios were subsequently calculated for each patient subgroup as the summary statistic. For small trials, subgroups with low prevalence could have very few patients and a continuity correction was applied where necessary to allow calculation of odds ratios.[618] Log odds ratios for each patient subgroup were included in the final regression model as linear predictors without interaction terms. 

Similarity between patients treated by the same ambulance station in a cluster randomised trial could lead to correlated outcomes, and between cluster variability. Cluster sampling consequently provides less information than individually randomised trials.[619] Effective sample sizes used to calculate EVSI were therefore multiplied by the design effect to determine the actual required number of patients to account for the increase in variance resulting from the HITSNS cluster design.[619] Standard formulas were used to calculate the design effect, using estimates of intra-cluster correlation coefficient and average cluster size.[620] As HITSNS was pair-randomised it was not possible to deduce an intra-cluster coefficient directly from trial data and a plausible value was taken from a previous prehospital trial in the UK.[334] Average cluster size was based on the recruitment observed in HITSNS. Sample size requirements for a cluster trial are also influenced by variation in cluster size and method of randomisation. However, to simplify calculations only simple randomisation, assuming equal cluster size, was considered.

Calculation of population values for each EVI metric requires assumptions on the incidence of suspected significant TBI with stable prehospital physiology, the predicted time for which prehospital triage and bypass is likely to be a viable management option, and a discount rate. Applicable incidence estimates were unavailable from the literature and HITSNS pilot data were used in conjunction with routine statistics to calculate a credible range of values. The total number of eligible trial patients recruited over one year in each region was divided by the total ambulance service catchment area adult population, and then averaged across the two regions. Annual incidence of suspected significant TBI was then derived using estimates of the national adult population in England, using data from the 2011 census.[621] The technology lifespan was arbitrarily defined as 10 years, based on previously published health technology assessments.[578, 622] A standard discount rate of 3.5% was applied.[581] As the variables influencing the size of population which may benefit from future research are uncertain two scenario sensitivity analyses were conducted to provide tenable upper and lower bounds.  Disease incidence, technology lifespan and discount rate were set sequentially to plausible high and low values, informed by differential recruitment rates between the two HITSNS trial regions and the literature. Table 8.1 summarises the values used for population EVI calculations in base case and sensitivity analyses. 

Calculation of population EVSI must also account for the fact that patients who are enrolled in a study will not benefit from the information generated by the research. Furthermore, as sample sizes increase, accordingly longer trials will reduce the length of time for which new information will be useful. It was therefore assumed that any trial could feasibly be conducted in up to 8 out of the 11 English NHS ambulance services, with each ambulance service having 46 ambulance stations available for randomisation. Based on the expected incidence of suspected significant TBI patients in England, and average cluster size, an upper limit on patients that could be recruited in one year was hypothesised. Sample sizes exceeding this number would take additional years to enrol the necessary patients. It was also assumed that a further two years were required for analysis, reporting and dissemination of results, and implementation of findings. Other scenarios were explored in optimistic and pessimistic sensitivity analyses, and an analysis based on assumptions regarding a definitive trial detailed in the original HITSNS protocol. Table 8.2 summarises the base case population EVSI assumptions, and presents alternative values used in sensitivity analyses.

Population ENBS was calculated by subtracting the costs of performing a future trial for a given sample size from the population EVSI. The cost of running a proposed cluster RCT was assumed to be £1,000 per participant in the base case analysis (Clinical Trials Unit, ScHARR, University of Sheffield, personal communication). Other eventualities, including an estimate examining fixed and variable costs based on the HITSNS pilot study grant, were examined in sensitivity analyses that are detailed in Appendix H. 
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[bookmark: _Toc399334908]Table 8.1. Assumptions for calculating population level expected value of information. 
	Population EVPI parameter
	Base case value*
	Optimistic sensitivity analysis*
	Pessimistic sensitivity analysis*
	Information sources

	Annual incidence of relevant patients:
	
	
	
	

	Suspected significant TBI patients presenting to trial regions in one year 

	197
	164
	33
	HITSNS pilot data[179]


	Adult population in trial ambulance service catchment area (millions)

	3.1
	1.8
	1.3

	Office of national statistics 2011 census.[621]

	Incidence of suspected significant TBI (per 100,000 per year) in trial regions

	6.4

	9.1
	2.5
	Calculated from preceding data

	Adult population of England (millions)

	36
	-
	-
	Office of national statistics 2011 census[621]


	Total annual incidence of suspected significant TBI in England

	2,290
	3,280
	910

	Calculated from preceding data

	Technology lifespan:
	
	
	
	

	Time bypass is applicable
	10 years
	13 years
	8 years
	Previous health technology assessments[578, 622]

	Positive time preference:
	
	
	
	

	Discount rate
	3.5%
	1.5%
	6.0%
	NICE HTA guidelines[581]



*Base case values are based on the total results observed in HITSNS pilot data. The optimistic and pessimistic sensitivity analyses were based on NEAS and NWAS data respectively. 


[bookmark: _Toc399334909]Table 8.2. Additional assumptions required for calculation of population EVSI
	Assumptions in EVSI analysis
	Base case value
	Optimistic sensitivity analysis
	Pessimistic sensitivity analysis
	Envisaged HITSNS trial*
	Information sources

	Design effect:
	
	
	
	
	

	Intra-cluster correlation coefficient
	0.02
	0.01
	0.04
	0.02
	Snooks 2010,[334] Mason 2007[335]

	Average cluster size

	3.0
	3.6
	2.5
	3.0
	HITSNS pilot data

	Trial duration:
	
	
	
	
	

	Number of ambulance services available for trial
	8
	10
	5
	4
	Department of health[177]

	Available clusters per ambulance service
	46
	60
	28
	30
	HITSNS pilot data[179] 

	Maximum recruitable patients in one year
	1,380
	2,160
	350
	360
	Calculated from preceding data

	Time for trial results to be analysed, reported, disseminated and implemented (years)

	2
	1
	3
	2
	HITSNS trial management group opinion

	Trial costs:
	
	
	
	
	

	Cost per recruited patient per year
	£1,000
	£500
	£2,000
	Fixed and variable trial costs†
	University of Sheffield CTRU, HITSNS grant application[179]

	Additional study design assumptions:
	
	
	
	
	

	
	Cluster randomised trial using simple randomisation
Equal cluster size
No loss to follow up
Glasgow Outcome Scale measured as the primary endpoint
Information pertaining to other model inputs e.g. incremental costs not collected
Full compliance with management pathway in selective transfer arm


*Study design for a definitive trial envisaged in original HITSNS funding application. †See Appendix H.

[bookmark: _Toc399055079]summary
· The demand for health care exceeds the resources available from finite health budgets necessitating economic evaluations to identify cost-effective interventions.
· A cost-utility economic evaluation was performed using a probabilistic decision analysis model to synthesise available evidence and compare alternative management strategies for initially stable patients with suspected TBI injured nearest to a NSAH. 
· A model development process was undertaken with the formulation of conceptual models informed by a comprehensive range of information sources, including a Delphi survey of TBI clinical experts.
· A hybrid cohort model was implemented comprising a decision tree delineating short term costs and consequences, and a subsequent time-dependent Markov model extrapolating longer term survival.
· The studied population was congruent with HITSNS inclusion criteria. All potentially feasible management strategies were examined. The base case analysis followed NICE reference case methodology.
· Competing management strategies were compared in terms of incremental cost effectiveness ratios and net monetary benefit. Cost-effectiveness acceptability and cost-effectiveness acceptability frontier curves were additionally graphed to summarise the uncertainty of PSA results.
· An extensive series of sensitivity analyses were conducted to examine parameter and structural uncertainty.
· Expected value of information analyses were performed to: identify the upper bound for any investment in future research addressing this decision problem; indicate what type of additional evidence would potentially be valuable; determine whether future research is cost-effective; and identify the optimal sample size and design of a future definitive HITSNS trial. 


[bookmark: _Toc399055080]CHAPTER NINe: results of ECONOMIC EVALUATION OF MANAGEMENT PATHWAYS FOR ADULT PATIENTS WITH STABLE SUSPECTED SIGNIFICANT traumatic brain INJURY 
[bookmark: _Toc399055081]Introduction
The results of the HITSNS decision analysis model are presented in four ways. Firstly, the incremental mean lifetime costs and QALYs of alternative head injury management strategies are compared deterministically for the base case model. Secondly, to account for imprecision in estimates of mean parameter values, and the uncertainty of expert opinion informing model inputs, results are recalculated in a Monte Carlo PSA. Thirdly, the influence of uncertainty regarding true parameter distributions, and methodological and structural assumptions inherent in the model’s design, are explored in a series of sensitivity analyses. Finally, following this evaluation of the cost-effectiveness of competing management strategies, expected value of information techniques are used to examine the value of further research in this area. Following a summary of the results, the limitations of the HITNS economic model are outlined, the interpretation of findings are discussed, and the implications for future research and clinical practice examined.
[bookmark: _Toc399055082]Cost-effectiveness results
[bookmark: _Toc399055083]Deterministic base case results
Table 9.1 presents the mean expected costs and QALYs accrued by each strategy over a life time horizon. Selective secondary transfer was less expensive than the competing management pathways but resulted in fewer QALYs than routine transfer or bypass strategies.  The no transfer strategy provided the fewest QALYs at the second highest cost. 

Average cost-effectiveness ratios for each strategy, compared to a baseline of selective secondary transfer, are shown on a cost-effectiveness plane in Figure 9.1. When choosing between different interventions it is necessary to determine the extra cost incurred for each additional QALY gained when switching from one strategy to another. Average cost-effectiveness ratios ignore the alternative treatments available and calculation of cost-effectiveness ratios with the next best alternative in a fully incremental analysis is required to indicate opportunity cost and provide a valid comparison.[523] The no transfer strategy, providing less QALYs at the second highest cost, was strongly dominated by other management options and therefore excluded from further consideration.  Each option was then ranked in order of increasing effectiveness and an ICER calculated with the next most effective strategy. The final ICERs between selective secondary transfer and routine transfer, and between routine transfer and bypass, were £2,217 and £27,100 respectively.  Therefore, ignoring parameter uncertainty and assuming the model is valid, routine secondary transfer is the optimal strategy for management of patients with suspected significant head injury at the standard NHS willingness to pay thresholds of £20,000, but bypass would be considered cost-effective if the threshold was increased to £30,000.

[bookmark: _Toc399334910]Table 9.1. Base case deterministic estimates of total costs and QALYs accrued from each management strategy, and calculation of incremental cost-effectiveness ratios
	Treatment option
	Expected QALYs gained
	Expected cost
	Cost per QALY

	Average cost-effectiveness ratio†
	ICER*

	Selective transfer

	12.93
	£26,917
	£2,081
	-
	-

	Routine transfer

	12.99
	£27,053
	£2,082
	£2,267
	£2,217

	No transfer

	12.66
	£27,081
	£2,140
	-£607
	SD

	Bypass
	13.07
	£29,221
	£2,236
	£16,457
	£27,100



† Selective transfer is baseline comparator for average cost-effectiveness ratio. *ICER compared to next most effective strategy on the cost-effectiveness frontier. SD: Excluded from ICER calculation by principle of strong dominance. 
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[bookmark: _Toc399247482]Figure 9.1. Cost effectiveness plane presenting deterministic point estimates of average cost-effectiveness against a baseline of selective secondary transfer. 
[bookmark: _Toc399055084]Probabilistic base case results
Exploratory analyses indicated that 3,000 PSA runs were sufficient to sample fully from parameter probability distributions and achieve stable estimates of NMB and incremental cost-effectiveness. For example, Figure 9.2 demonstrates that little variation in NMB (λ=£20,000) was observed for the prehospital triage and bypass strategy in PSA with >3000 simulations. An identical pattern was observed with other comparators.
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[bookmark: _Toc399247483]Figure 9.2. Relationship between number of PSA simulations and stability of cost-effectiveness estimates. 

Incremental costs and QALYs from the probabilistic sensitivity analysis are shown in Figure 9.3 for each competing management pathways compared to a baseline strategy of selective secondary transfer. Each PSA simulation, representing a realisation of the joint distribution of possible model inputs, is depicted by a single point on the cost-effectiveness plane. It is apparent that there is a large degree of uncertainty in incremental costs and effects, reflected in the dispersal of PSA simulations, and their location in different quadrants of the cost-effectiveness plane. The routine secondary transfer strategy offered more QALYs than selective secondary transfer in the majority of simulations, often at lower cost. However, there were a relatively large number of realisations of parameter uncertainty where this option did not appear to be cost-effective at NICE’s stated willingness to pay threshold of £20,000, and a limited number of simulations where selective transfer strongly dominated this comparator. The prehospital triage and bypass strategy demonstrated a wide spread of replications in all four quadrants of the cost-effectiveness plane, including the north-west (dominated) and south-east (dominating) quadrants. The no transfer strategy was strongly dominated in virtually all simulations.
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[bookmark: _Toc399247484]Figure 9.3. Cost-effectiveness planes showing incremental costs and QALYs for each comparator compared to selective secondary transfer. Individual points depict a single PSA simulation (n=3,000 PSA simulations). Solid line represents willingness to pay threshold of £20,000. Solid grey squares correspond to mean costs and QALYs.







The calculation of mean ICERs, averaging incremental costs and QALYs over all PSA simulations, indicated that the no transfer strategy was again strongly dominated. The ICERs between selective secondary transfer and routine transfer, and between routine transfer and bypass, were £2,260 and £27,157 respectively. The cost-effectiveness plane and incremental cost-effectiveness ratios have limited utility in analysing probabilistic sensitivity analysis in the case of multiple comparators, as correlation between different strategies within simulations cannot be easily represented.[523] The net monetary benefit framework, which transforms cost-effectiveness results to a linear scale, provides a more tractable method for presenting results in such scenarios.[623] If the aim of decision making is to maximise health benefits within a fixed budget then the option with the highest expected NMB for a given λ is typically the most cost-effective comparator and should be chosen, regardless of statistical significance.[623] 

Table 9.2 summarises the mean expected costs and QALYs accrued by each strategy, and the corresponding expected NMB, for each management strategy.  Routine secondary transfer demonstrated the highest incremental NMB compared with selective transfer at NICE’s stated willingness to pay threshold of λ=£20,000 (£1,090, 95% CI £1,662 - £2,135), with prehospital triage and bypass (£588, 95% CI £403 - £757) showing a lower, but relatively comparable, values.  The no transfer strategy demonstrated substantially lower incremental NMB (-£5,380, 95% CI -£5,475 - -£5,280). At λ=£30,000, NICE’s stated upper limit for potential cost-effectiveness, bypass had the highest mean incremental NMB (£1,903, 95% CI £1,662 - £2,135), marginally larger than routine transfer (£1,704, 95% CI £1,627 - £1,778). The no transfer strategy again demonstrated notably lower incremental NMB (-£8,070, 95% CI £-8,216 - £-7,924).












[bookmark: _Toc399334911]Table 9.2. Net monetary benefit of competing TBI management strategies at stated NICE willingness to pay thresholds. 
	
	
	
	λ=£20,000
	
	

	Strategy
	Mean Cost
	Mean QALYs
	Mean NMB
	Mean incremental NMB*
(95% CI)
	2.5th & 97.5th percentiles PSA NMBs
	Probability most cost effective
	Error

	Bypass

	£29,086
	13.06
	£232,189
	£588
(£403 - £757)

	£-8,406; £10,619
	0.42
	0.58

	Selective transfer

	£27,044
	12.93
	[bookmark: _GoBack]£231,601
	£0
	-
	0.10
	0.90

	Routine transfer

	£27,183
	12.99
	£232,691
	£1,090
(£1,662 - £2,135)

	£-1,879; £4,315
	0.46
	0.54

	No transfer
	£26,805
	12.66
	£226,459
	-£5,380
(-£5,475 - -£5,280)

	£-11,230; £-495

	0.01
	0.99

	
	
	
	λ=£30,000
	
	

	Strategy
	Mean Cost
	Mean QALYs
	Mean NMB
	Mean incremental NMB*
(95% CI)
	2.5th & 97.5th percentiles PSA NMBs
	Probability most cost effective
	Error

	Bypass 

	£29,086
	13.06
	£362,827
	£1,903
(£1,662-£2,135)

	£-10,172; £15,248
	0.48
	0.52

	Selective transfer

	£27,044
	12.93
	£360,923
	£0
	-
	0.07
	0.93

	Routine transfer

	£27,183
	12.99
	£362,627
	£1,704
(£1,627-£1,778)

	£-2,221; £6,019
	0.44
	0.56

	No transfer
	£26,805
	12.66
	£352,853
	-£8,070
(-£8,216 - -£7,924)
	£-16,845; £-742
	0.01
	0.99



Optimal strategy shaded in grey. * Selective transfer is baseline comparator for mean incremental NMB.

The cost-effectiveness acceptability curves for each intervention are shown in Figure 9.4. Between willingness to pay thresholds of £20,000 and £30,000 there is considerable uncertainty over which comparator is most likely to be cost-effective. At λ=£20, 000 routine secondary transfer had the highest probability (46%) of cost-effectiveness; slightly higher than prehospital triage and bypass (42%). Selective transfer (10%) also had a meaningful likelihood of being the most cost-effective at this level of willingness to pay. At λ=£30,000 there was a slightly higher probability that prehospital triage and bypass was the most cost-effective strategy compared to routine transfer (48% v 44%). At this threshold there was again a much lower, but still appreciable, chance that the selective transfer comparator (7%) was the most cost-effective. The no transfer strategy had zero, or negligible probability of being cost-effective at all but the lowest levels of λ (λ=£0, probability cost-effective=51% to λ=£20,000, probability cost-effective=1%).

Cost effectiveness acceptability curves evaluate decision uncertainty, but should not be used to determine the optimal decision. If net benefit has a skewed distribution it is possible that the management option with the greatest expected NMB may not have the highest probability of being cost-effective.[600] A cost-effectiveness acceptability frontier, demonstrating the decision uncertainty surrounding the optimal management strategy, is therefore presented in Figure 9.5. At very low willingness to pay thresholds no transfer (λ=£0, 52% probability cost-effective) and selective secondary transfer (λ=£1,000 to £2,000, 20%-25% probability cost-effective) are the optimal strategies. At more plausible levels of λ, routine secondary transfer provided the greatest expected NMB ((λ=£3,000 to £27,000, probability of cost-effectiveness=39% to 44%). Above λ=£27,000 prehospital triage with bypass provided the greatest NMB with an increasing probability of cost-effectiveness (from 48% at λ=£28,000 to 55% at λ=£50,000).
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[bookmark: _Toc399247485]Figure 9.4. Cost-effectiveness acceptability curves for each management strategy for a range of willingness to pay thresholds (λ). 
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[bookmark: _Toc399247486]Figure 9.5. Cost effectiveness acceptability frontier showing the probability that the strategy with the highest mean NMB is cost-effective.
[bookmark: _Toc399055085]Sensitivity analysis results
Uncertainty in model inputs was explored in a series of scenario, threshold, and one-way sensitivity analyses examining parameters elicited from expert opinion, potentially susceptible to bias, or considered to be influential in determining cost-effectiveness. Alternative specifications of inputs were assessed, by varying parameterisation of distributions, or fixing distributions at defined quantiles. All other parameters were treated probabilistically. The robustness and key determinants of the cost-effectiveness results were therefore thoroughly investigated. The findings of these sensitivity analyses are presented in detail in Appendix J, and are summarised in Figure 9.6.

Adoption decisions at NICE willingness to pay thresholds were highly sensitive to modification of model inputs in these analyses, emphasising marked second and third order parameter uncertainty. Fixing relevant model inputs at 0.05 quantiles from the median value in favour of bypass resulted in this strategy becoming the favoured option at λ=£20,000.  Cost-effectiveness results were also transformed, with bypass now identified as the optimal strategy, when alternative estimates were used for incremental inpatient costs and case-mix of suspected significant TBI patients. Conversely, different assumptions on population sub-groups, or life expectancy following TBI, indicated that routine secondary transfer had the highest NMB. Changing post-discharge costs, acute neurosurgery baseline outcomes, GOS health state utility values, or the relative effectiveness of bypass in patients with major extracranial injury also did not substantively change cost-effectiveness results. 

The importance of structural uncertainty was exposed in further sensitivity analyses. Using a discount rate of 1.5% (for both costs and QALYs) resulted in bypass having the highest mean NMB at NICE thresholds, while considering non-health effects of bypass (applying a small utility decrement for unnecessary bypass in mild TBI cases), or modelling the potential for change in disability level after TBI, resulted in the opposing finding that routine transfer was cost-effective at both λ=£20,000 and λ=£30,000. A theoretical variant of the bypass strategy suggested that if maximal compliance with prehospital triage was possible this management could potentially be more cost-effective than routine transfer at λ=£20,000. In contrast relaxing the proportional odds assumptions for calculation of relative effectiveness or increasing the discount rate to 6.0% did not alter the base case results.



 (
Sensitivity analysis:
)
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[bookmark: _Toc399247487]Figure 9.6.Mean incremental NMB (λ=£20,000) for competing management strategies compared to selective secondary transfer in sensitivity analyses examining parameter and structural uncertainty. Note: Incremental NMB calculated compared with a baseline strategy of selective transfer.

[bookmark: _Toc399055086]Expected value of information results
[bookmark: _Toc399055087]Expected value of perfect information
Reflecting the uncertainty in costs and effects, together with the large potential opportunity losses from making the incorrect adoption decision, individual EVPI was substantial at NICE willingness to pay thresholds: £1,807 at λ=£20,000 and £2,594 at λ=£30,000. Given the relatively large annual population with suspected significant head injury, and long time period over which prehospital triage and bypass is likely to be applicable, population EVPI was also correspondingly large in the base case analysis: £35,589,500 at λ=£20,000 and £51,080,000 at λ=£30,000. These figures represent the maximum the NHS should be willing to invest in future research to eliminate uncertainty about which management strategy to implement; assuming an infinitely sized study, evaluation of all model inputs and a correctly specified economic model. Figure 9.7 displays the base case population EVPI across a range of relevant willingness to pay thresholds. There are two inflections in the slope of the EVPI curve visible at λ=£2,000 and λ=£28,000, corresponding to threshold values where the comparator with highest expected NMB transitions between selective transfer/routine transfer and routine transfer/bypass. Above λ=£28,000 the EVPI continues to rise as the consequences of decision errors are valued more greatly and the probability of erroneously adopting bypass remains high.  Estimates for population EVPI remained substantial in both pessimistic and optimistic scenario sensitivity analyses, varying from £10.9 million to £70.7 million at λ=£20,000, and £15.6 million to £101.3 million at λ=£30,000, as detailed in Appendix J. 
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[bookmark: _Toc399247488]Figure 9.7. Population EVPI for the HITSNS base case probabilistic model
[bookmark: _Toc399055088]Expected value of partial perfect information
Five categories of parameters, reflecting potential future research designs, were considered in base case EVPPI analyses: case-mix of suspected significant TBI patients; long term costs; utility values for GOS health states; and incremental costs and effects between selective transfer and bypass strategies. At NICE cost-effectiveness thresholds all of these groups of parameters demonstrated substantial population EVPPI values, indicating that further research could have a meaningful impact on reducing the overall decision uncertainty. The relative clinical effectiveness of bypass compared to selective transfer was the most important determinant of decision uncertainty; and a future randomised trial providing perfect information on this model input would be cost-effective if research costs were less than £27.6 million (λ=£20,000) or £44.3 million (λ=£30,000). A trial investigating the incremental cost difference between bypass and selective transfer strategies also demonstrated high population EVPPI values of £11.2 million and £15.7 million respectively. The EVPPI estimates for the case mix of patients with suspected TBI, GOS utility values and long term costs were notably lower (£282,000 to £864,000 at λ=£20,000), but these parameters would still provide valuable information and could be investigated in epidemiological studies with significantly less investment of cost and time. Table 9.3 and Figure 9.8 report the EVPPI estimates for these groups of model parameters under base case assumptions over a range of relevant values for λ. Population EVPPI results for these groups of parameters, under optimistic and pessimistic scenarios for the numbers of patients who may gain from future research, are shown in Appendix J. The individual EVPPI, and concomitant population EVPPI, for each individual model parameter across a relevant range of willingness to pay thresholds is also detailed in Appendix J.
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[bookmark: _Toc399247489]Figure 9.8. Population EVPPI for groups of model parameters at different willingness to pay thresholds under base case assumptions.

[bookmark: _Toc399334912]Table 9.3.Individual and population EVPPI for model parameters, grouped by potential study design, under base case assumptions.
	
	Individual EVPPI (λ=)
	
	Population EVPPI (λ=)

	
	£0
	£10,000
	£20,000
	£30,000
	£40,000
	£50,000
	
	£0
	£10,000
	£20,000
	£30,000
			£40,000
	£50,000

	Patient subgroups

	£0
	£0
	£44
	£317
	£204
	£158
	
	£413
	£0
	£864,271
	£6,236,989
	£4,026,985
	£3,105,055

	TBI utilities

	£0
	£0
	£14
	£113
	£33
	£18
	
	£0
	£3,753
	£281,606
	£2,229,370
	£651,365
	£361,439

	Post discharge costs

	£45
	£0
	£19
	£138
	£26
	£13
	
	£885,345
	£5,607
	£378,766
	£2,718,970
	£516,704
	£247,208

	Bypass: Relative effectiveness*

	£21
	£556
	£1,403
	£2,249
	£2,541
	£2,848
	
	£409,743
	£10,953,314
	£27,626,808
	£44,283,564
	£50,038,304
	£56,092,483

	Bypass: Inpatient costs*

	£119
	£333
	£571
	£795
	£515
	£320
	
	£2,339,102
	£6,552,338
	£11,237,468
	£15,664,084
	£10,137,674
	£6,296,215


*compared to selective transfer






[bookmark: _Toc399055089]Expected value of sample information
The EVSI and ENBS of a future definitive HITSNS trial were considered in a base case analysis and scenarios making optimistic and pessimistic assumptions about the size of the future population who could benefit from the data collection. The characteristics of the theoretical trial were summarised in Chapter Eight. As sample size increases simulated estimates of relative effectiveness will become more precise until uncertainty is completely removed at infinite sample sizes. Individual EVSI will therefore asymptotically approach the individual EVPPI value for bypass relative effectiveness parameters at very high sample sizes (£1,403 at λ=£20,000, £2,249 at £30,000), as shown in Figure 9.9. An analogous pattern would be observed for population EVSI, assuming that the disease incidence and the ability to recruit patients far exceed sample size. As the number of study participants increases the number of ambulance stations and ambulance services required to recruit the necessary number of patients in any future trial will expand, determined by the average cluster size and number of ambulance stations available for randomisation in each ambulance service. At higher levels the sample size will exceed the maximum number of patients recruitable per year, extending the length of the trial, curtailing the time that the study findings are useful and consequently reducing the size of the future population that may benefit from the trial. Additionally patients enrolled in a study will not be able to benefit from the information generated as they will have already received treatment. In actuality, population EVSI therefore falls at larger trial sizes as shown in Figure 9.10 (calculated under base case assumptions). Inflection points in the population EVSI curve denote sample sizes requiring trials with additional years of recruitment for the necessary number of patients. 
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[bookmark: _Toc399247490]Figure 9.9. Individual EVSI for a definitive HITSNS cluster randomised trial at NICE cost-effectiveness thresholds. 
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[bookmark: _Toc399247491]Figure 9.10. Population EVSI for a definitive HITSNS cluster randomised trial at NICE cost-effectiveness thresholds accounting for prolonged trial duration at large sample sizes (base case assumptions).
[bookmark: _Toc399055090]Expected net benefit of sampling
The ENBS for definitive HITSNS trials of different samples sizes under base case assumptions are shown in Table 9.4, and Figures 9.11 and 9.12, for λ=£20,000 and λ=£30,000 respectively. As relative effectiveness between bypass and selective transfer is very uncertain, and a key determinant of cost-effectiveness, even small trials providing relatively imprecise effect estimates would have a substantial impact on reducing decision uncertainty and therefore have positive ENBS. In the base case, ENBS was maximal with a trial of 1,040 patients (520 randomised per arm) recruited across 347 ambulance stations in 8 ambulance services over 1 year (with a further 2 years for trial analysis, reporting and dissemination): ENBS:£11.0 million at λ=£20,000, ENBS:£19.6 million at λ=£30,000. The optimal trial design was sensitive to varying assumptions on trial characteristics, disease incidence, technology lifespan, and patient recruitment limits. However, a future trial was still shown to be cost-effective even when taking a pessimistic viewpoint on these factors. Appendix J presents the ENBS and properties of optimal trials from sensitivity analyses examining a range of different scenarios.  















[bookmark: _Toc399334913]Table 9.4. Expected net benefit of sampling and study characteristics of definitive HITSNS trial with differing sample sizes under base case assumptions. 
	
	
	
	
	
	
	λ=£20,000
	
	λ=£30,000

	Sample size 
	Number of clusters
	Number of ambulance services
	Total trial duration (years)*
	Trial costs
	
	Individual EVSI
	Population EVSI
	ENBS
	
	Individual EVSI
	Population EVSI
	ENBS

	0
	0
	0
	0
	£0
	
	£0
	£0
	£0
	
	£0
	£0
	£0

	104
	35
	1
	3
	£104,000
	
	£240
	£3,134,385
	£3,030,385
	
	£644
	£8,412,535
	£8,308,535

	208
	69
	2
	3
	£208,000
	
	£420
	£5,481,025
	£5,273,025
	
	£915
	£11,947,407
	£11,739,407

	260
	87
	2
	3
	£260,000
	
	£535
	£6,986,810
	£6,726,810
	
	£990
	£12,928,756
	£12,668,756

	520
	173
	4
	3
	£520,000
	
	£741
	£9,682,274
	£9,162,274
	
	£1,310
	£17,108,245
	£16,588,245

	624
	208
	5
	3
	£624,000
	
	£837
	£10,934,908
	£10,310,908
	
	£1,338
	£17,471,204
	£16,847,204

	832
	277
	6
	3
	£832,000
	
	£882
	£11,512,147
	£10,680,147
	
	£1,510
	£19,714,717
	£18,882,717

	1040
	347
	8
	3
	£1,040,000
	
	£919
	£12,006,060
	£10,966,060
	
	£1,583
	£20,669,797
	£19,629,797

	1248
	368
	8
	4
	£1,248,000
	
	£976
	£10,727,439
	£9,479,439
	
	£1,694
	£18,623,531
	£17,375,531

	1664
	368
	8
	4
	£1,664,000
	
	£1,032
	£11,349,568
	£9,685,568
	
	£1,791
	£19,686,516
	£18,022,516

	2080
	368
	8
	4
	£2,080,000
	
	£1,104
	£12,136,788
	£10,056,788
	
	£1,869
	£20,549,294
	£18,469,294

	3120
	368
	8
	5
	£3,120,000
	
	£1,174
	£10,566,146
	£7,446,146
	
	£1,975
	£17,776,096
	£14,656,096

	4160
	368
	8
	6
	£4,160,000
	
	£1,228
	£8,687,271
	£4,527,271
	
	£2,001
	£14,156,672
	£9,996,672

	5200
	368
	8
	7
	£5,200,000
	
	£1,264
	£8,941,976
	£3,741,976
	
	£2,067
	£14,621,142
	£9,421,142

	8320
	368
	8
	10
	£8,320,000
	
	£1,315
	£2,208,126
	-£6,111,874
	
	£2,130
	£3,575,748
	-£4,744,252

	10400
	368
	8
	12
	£10,400,000
	
	£1,337
	£2,244,217
	-£8,155,783
	
	£2,151
	£3,610,050
	-£6,789,950


*Including analysis, reporting, dissemination and implementation.
Highest ENBS highlighted in grey.
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[bookmark: _Toc399247492]Figure 9.11. Expected net benefit of sampling for a definitive HITSNS cluster randomised trial at λ=£20,000 (base case assumptions).

[image: ]

[bookmark: _Toc399247493]Figure 9.12. Expected net benefit of sampling for a definitive HITSNS cluster randomised trial at λ=£30,000 (base case assumptions).


[bookmark: _Toc399055091]discussion
[bookmark: _Toc399055092]Summary of results
Compared with a baseline of selective secondary transfer, the probabilistic base case analysis suggested that routine secondary transfer is the optimal strategy for management of patients with suspected significant head injury at a willingness to pay threshold of £20,000 (ICER £2,260). In contrast prehospital triage and bypass would be considered cost-effective if the threshold was increased to £30,000 (ICER £27,157). The no secondary transfer strategy was strongly dominated at both of these thresholds. At λ=£20, 000 routine secondary transfer had the highest probability of cost-effectiveness (46% v 42% for bypass), while at λ=£30,000 there was a slightly higher probability that prehospital triage and bypass was the optimum strategy (48% v 44% for routine secondary transfer).

Sensitivity analyses demonstrated that results were critically dependent on the parameterisation of incremental costs and relative treatment effects. Fixing relevant model inputs for prehospital triage and bypass at only a small deviation of 0.05 quantiles from the median value resulted in prehospital triage and bypass becoming the favoured option at λ=£20,000. Alternative assumptions on life expectancy and discounting rates also resulted in reversal of the adoption decision at the NICE cost-effectiveness threshold of £20,000.

The considerable decision uncertainty, and important public health burden of TBI, was reflected in a large population EVPI (£35.6 million at λ=£20,000). EVPPI analyses demonstrated that future research would have high value in comparing costs and relative effectiveness between bypass and selective secondary transfer. If feasible, EVSI results suggested that a comparative effectiveness trial is likely to be cost-effective. Maximal ENBS (£11.0 million at λ=£20,000) would be achieved with a cluster randomised trial of 520 patients per arm, randomised across 347 ambulance stations in 8 ambulance services, and taking 3 years. 
[bookmark: _Toc399055093]Model strengths and limitations
This economic evaluation followed consensus modelling guidelines and has a number of strengths.[581, 590-592, 624] A formal model structuring process was implemented to derive a valid and clinically convincing model structure. Comprehensive systematic evidence searches ensured that the model was populated with valid evidence where possible. Elicitation of expert opinion, informed using the established SHELF framework,[625] ensured transparency in model inputs where empirical data were lacking. Decision uncertainty was explored extensively in sensitivity analyses and the potential benefit of future research was evaluated in state of the art expected value of information analyses. However, there are limitations in the model design and parameterisation which could challenge the internal validity and generalisability of results.

Firstly, the model had a limited scope and several potentially important aspects of managing patients with suspected significant TBI were not examined. The HITSNS pilot study cohort included an appreciable minority (approximately 5%) of non-TBI patients with a major medical diagnosis e.g. non-traumatic sub-arachnoid haemorrhage or sepsis. Due to marked heterogeneity, and a lack of empirical evidence on the consequences of bypassing such cases, we did not evaluate this sub-group. If there are important differences in costs and effects between strategies, exclusion of these patients could bias results.

Introduction of bypass or routine transfer strategies could incur start up costs or additional expenditure relating to non-clinical supporting services, such as staff training or increased administrative support. Given the lack of information available on the extent of these costs, and expert opinion from the HITSNS trial management group that such costs are likely to be unimportant this factor was not modelled. However, if reconfiguration costs are substantial the reported cost-effectiveness of bypass will be over-estimated.

The economic model assumes that specialist neuroscience care is scalable with infinite capacity. However, previous surveys of SNC capacity suggest that many units are operating close to their maximum volume,[147, 148] and admitting increasing numbers of patients for neuro-critical care in routine transfer or bypass strategies may not be possible. The potential impact of overcrowding in emergency departments or intensive care units arising from treatment of additional patients, possibly unlikely to benefit from specialist care, has also not been examined. Similarly, capacity constraints arising from difficulties in repatriating bypassed patients to local hospitals after a period of specialist care were not considered. The complexity of representing these real-world phenomena precluded modelling, but reassuringly expert opinion canvassed during the model structuring Delphi survey suggested that they are unlikely to be important. 

TBI frequently results in chronic disability, leading to productivity losses and a long-term informal care burden for family members.[2] The model’s narrow perspective, including only direct medical and personal social services costs, will therefore substantially underestimate the societal costs of competing strategies. As the proportion of patients with long term disability was comparable between bypass and selective/routine transfer strategies it could be argued that exclusion of these costs is unlikely to qualitatively change the results of the base case model. Similarly, only direct health effects were assessed, but the sensitivity analysis including a small utility decrement for mild TBI patients undergoing unnecessary transfers to SNCs illustrates the potential for a marked decrease in the NMB of bypass if other factors are important. However, qualitative interviews with participants and relatives dueing the HITSNS pilot study did not reveal any serious concerns regarding non-health related consequences arising from the bypass strategy.[626]

Examination of urban environments, suspected TBI patients with unstable prehospital physiology, and aero-medical transfers were also outside the remit of this economic evaluation. The shorter transport times likely in metropolitan areas, with less potential for prehospital deterioration, might be expected to amplify the relative effectiveness of prehospital triage and bypass. As reported in Chapter Five there is a large proportion of patients with significant TBI with initially unstable airway, breathing or circulation; often secondary to a major extracranial injury. No studies were identified which compared alternative management pathways for these patients and it could be conjectured that bypass may be less appropriate in this patient group due to an increased risk of secondary insults. Equally, it could also be argued that bypass will be beneficial in this sub-group due to the expedited and higher quality management of major extracranial injuries in SNCs compared with NSAHs. Patients conveyed by air ambulances constitute a highly selected group that are invariably transported directly to SNCs, limiting their relevance to the decision problem. The model also consciously focused on simulating management within the UK NHS. Any generalisation of results to other populations beyond the HITSNS setting and inclusion criteria should therefore be circumspect.

Secondly, model structuring was restricted by the limited availability of evidence on TBI epidemiology, hospital costs, treatment effectiveness and pathophysiology. Theoretical disease logic and treatment pathway conceptual models emphasised the importance of time to resuscitation and neurosurgery on outcome, but it was not possible to represent these factors directly. The final model, comprising strategy level estimates of costs and consequences for relevant patient subgroups, provided a pragmatic structure indirectly accounting for these factors and retaining clinical credibility. However the ability to examine the influence of different geographical settings, triage compliance and secondary transfer rates was curtailed. 

No information was available on the covariance between inpatient costs and short term outcomes, and the treatment of these variables as independent in the PSA is a further limitation of the model structure. Expert opinion was highly uncertain as to the magnitude and direction of any correlation. Given the large degree of decision uncertainty at NICE willingness to pay thresholds, small differences in expected costs and QALYs arising from incorrect specification of this relationship could potentially influence the choice of optimal management strategy.   

Within each modelled patient subgroup there will be a considerable diversity of patients with differing characteristics and prognoses. Applying a cohort methodology, with consequent use of mean values, impeded an examination of uncertainty due to heterogeneity. However, competing management strategies are service level interventions and hence would be applied to the entire population presenting with HITSNS inclusion criteria. Exploration of heterogeneity, for example the cost-effectiveness in different age groups, may therefore be less relevant. 

Thirdly, and most importantly, there was a very limited evidence base available to parameterise model inputs. No level 1 randomised controlled trial data were identified and literature reviews highlighted the dearth of valid observational evidence.[627] The shortage of applicable information was compounded by the unique HITSNS inclusion criteria which have not been previously studied, and the lack of 6 month follow up data available from the HITSNS pilot study. To ensure a believable and accurate model a minimum quality standard for including evidence was therefore prescribed; eliciting expert opinion where necessary in preference to ‘cherry picking’ data or using inappropriate studies at very high risk of bias. Moreover, in the event of valid evidence that was not directly applicable due to differing study populations, published estimates were transparently modified using formal external bias adjustment techniques.[628] The base case model consequently provides a framework to accurately represent current beliefs on competing management strategies and synthesise relatively unbiased evidence, but given the high risk of error in specifying distributions for model inputs results should be interpreted with caution.

Although inclusion of expert opinion allows full representation of the uncertainty associated with the decision problem, it is possible that elicited probability distributions do not accurately reflect true parameter values. Beliefs on pivotal relative effectiveness estimates were characterised from intensive care consultants working in a SNC. These clinicians may not have full insight into outcomes in patients treated in non-specialist centres, and could have imperfect knowledge on the effects of operative management of expanding intra-cranial haematomas compared with neurosurgeons. Strategy level estimates of outcomes are also dependent on weighing several other competing factors including prehospital deterioration, compliance with bypass, and secondary transfer rates. It is debatable whether clinicians can accurately integrate all of these considerations into credible effect estimates. Further challenges to elicitation include well recognised difficulties in understanding probability distributions and odds ratios;[625, 629] and cognitive biases inherent in the elicitation process.[625] To maximise the validity of expert opinion an established elicitation framework was followed, natural frequencies were used to derive effect estimates and detailed briefing and training exercises were conducted.[625] Other, less critical model inputs were elicited and reviewed within the HITSNS trial management group, and this lack of independence could be considered a limitation with the potential for introducing subjectivity into the analysis. 

In the absence of any relevant external studies, HITSNS pilot study data were used to inform incremental cost differences between selective secondary transfer and bypass. The low sample size available resulted in very imprecise results and prevented regression modelling to adjust for case-mix differences in all but the mild TBI subgroup. Although patient characteristics were broadly similar between study groups findings could potentially be biased secondary to confounding.  Additionally, complete case analyses were performed and if cost data were missing at random, or missing not at random, selection bias may have arisen;[321] although missing data levels were low and hence unlikely to strongly influence results. Resource use was valued deterministically using NHS reference costs averaged over NHS hospitals, and limited data were available on management intensity for patients admitted to critical care. It is therefore possible that cost differences between specialist and non-specialist hospital care were not fully delineated. 

Other notable weaknesses in the base case model parameterisation include: GOS utility values (risk of selection bias and valuation in a non-UK population); relative effectiveness data for patients with major extracranial injury (estimate from non-contemporaneous study with likelihood of subsequent improvements in trauma outcomes); and post discharge costs (empirical evidence source largely based on expert opinion). All of these model inputs were assessed as borderline with respect to the minimum quality standards required for model inclusion and therefore subjected to sensitivity analyses to illustrate the potential impact on results from alternative assumptions. 

In common with established modelling practice an informal Bayesian approach was employed for fitting parameter distributions, based on the empirical evidence retrieved.[578] In practice this will lead to very similar distributions to an analysis using uninformative prior distributions. However given the paucity of available evidence, and low sample sizes informing some model inputs, a formal Bayesian synthesis using subjective priors may have been more appropriate to account for existing beliefs about suspected significant TBI management.

Fourthly, an inability to fully evaluate the model is a further study limitation. Detailed model verification was performed and descriptive validity has been expounded in the foregoing discussion. However, very recent introduction of bypass protocols, the inclusion of theoretical interventions, and the reliance on expert opinion for parameterisation restricted the possibilities for internal or external model validation; with little opportunity to check that model results match actual management strategy outcomes. Furthermore, there are no other ongoing or planned studies examining this population or decision problem making prospective validation unlikely. However, the model output appears to have face validity and is not inconsistent with costs and outcomes reported in other broadly related studies.[36, 130, 630] 

Finally, there are a number of potential limitations which could affect expected value of information results.  These analyses are premised on the implemented decision analysis model and are therefore subject to identical biases arising from model inputs and structure described previously. Additionally, population level results are heavily dependent on assumptions regarding the lifespan of bypass as a relevant health technology, and the unknown true incidence of suspected significant TBI in the UK. Incidence rate estimates differed widely between the two HITSNS trial regions and although different scenarios were explored in sensitivity analyses the actual value of future research is consequently uncertain. 

When computing EVSI trial sample sizes were calculated based on an individually randomised trial, inflated by a design effect determined by assumptions on intra-cluster correlation coefficient and average cluster size.[620] Generating simulated trial results using an explicit multi-level statistical model to directly account for clustering may have offered a more theoretically sound approach, but is likely to be an academic distinction with minimal influence on results. Due to the paired cluster randomisation method used in HITSNS it was not possible to calculate an ICC directly from pilot study data and it was therefore necessary to use plausible estimates from other non-TBI prehospital trials.[620] Several real-world aspects of trials such as restricted randomisation, loss to follow, cluster drop-out, unequal cluster sizes and non-compliance were also not accounted for,[620] but are unlikely to materially change the findings. Although not a pre-specified HITSNS Stream B objective, ideally the EVSI of including incremental costs in a trial based economic evaluation would be examined, or the ENBS for a trial comparing bypass with routine transfer calculated. Unfortunately the computational challenges were significant and implementing these analyses was beyond the resource and time constraints of the current study.
[bookmark: _Toc399055094]Interpretation of findings
The main determinants of cost-effectiveness in the decision analysis model were incremental costs and effects for TBI patients requiring acute neurosurgery or critical care. Model inputs for these variables were very uncertain and small changes in their values resulted in conflicting adoption decisions. In common with the cost data reported in the HITSNS model, previous observational studies have suggested large incremental differences in costs between management in specialist and non-specialist centres.[36, 130] Disparities of this magnitude are less likely to be explained by confounding, suggesting that our parameterisation may indeed reflect reality. However, ultimately evidence from a well conducted randomised trial is necessary to provide definitive estimates.

The incremental cost difference in TBI patients requiring critical care may be intuitively explained by more aggressive management, with longer ICU stays and higher rates of neurosurgical interventions in specialist centres.[36, 235] However, the reasons for the higher costs observed in the HITSNS study between bypassed patients with acute neurosurgical lesions compared with those undergoing secondary transfer are much less clear. The finding could be explained by the play of chance arising from the small pilot study sample. Outliers with high treatment costs, possibly secondary to management of extracranial injuries, will have much greater influence in such a small sample. Confounding arising from crude analyses may also be responsible. Alternatively, there may be a true difference in costs possibly explained by the much worse prognosis expected in patients undergoing delayed neurosurgery which increases early mortality and reduces treatment costs. Interestingly the HITSNS results were replicated to some extent in adjusted analyses studying similar patients from the Nottingham Head Injury Register, lending credence to the base case findings.

The result from the base case economic model that bypass may not be cost-effective for suspected TBI patients at the standard NICE cost-effectiveness threshold may be unanticipated given the strong support for introducing regional trauma networks from professional bodies and expert opinion leaders.[174, 178, 247, 631] The conceptual models of pathophysiology and treatment pathways elucidate the potential benefits and hazards of bypassing TBI patients; and indicate the manifold factors that will interact to determine strategy level cost-effectiveness. Considering this complexity, the plethora of low quality and poorly applicable evidence that has been cited in support of bypass, and experts’ lack of familiarity with heath care costs, it may not be surprising that subjective expert opinion will differ from an objective and careful dissection of the decision problem. Contrarily, proponents of bypass could conjecture that nuanced clinical opinion based on extensive experience, will be superior to an economic model ignoring many subtleties of trauma management. 

Expert beliefs on the comparative effectiveness of bypass for patients with TBI requiring critical care were very cautious, indicating a wide range of possible effect estimates consistent with either a beneficial or harmful effect.  This may suggest that the support for regional trauma networks, and bypass of general major trauma patients, may not extend to TBI patients with the potential for deterioration and secondary brain injury. 

ENBS analyses indicated that a future definitive HITSNS trial would, if feasible, be cost-effective to reduce decision uncertainty even in conservative sensitivity analyses. This finding is expected as elicited expert opinion was very uncertain on the effectiveness of alternative management strategies and empirical evidence was entirely lacking. The major areas of uncertainty pertained to relative effectiveness in TBI patients requiring acute neurosurgery or critical care, and a relatively small trial would provide substantial information on their posterior distributions and impact adoption decisions. As the EVPPI for these parameters is very high, but the prevalence of relevant patient subgroups in the HITSNS population is low, EVSI continued to increase at very large sample sizes. However due to a reduction in the number of patients who may benefit from the trial, and time period for which study results would be useful, as study duration increased, ENBS falls at higher sample sizes. 
[bookmark: _Toc399055095]Relationship to previous studies
No previous economic evaluations have been conducted that specifically investigated prehospital triage and bypass in patients with suspected significant TBI and stable prehospital physiology. However, a number of previous studies have studied TBI patients using simulation techniques, or have examined bypass in major trauma patients. Dissimilar populations, lack of valid model parameterisation and non cost-utility approaches limit the inferences that can be drawn from comparisons with these studies.

Stevenson and colleagues (2001) preformed a simulation study examining bypass of patients with severe TBI in a UK setting.[632] The model, almost entirely based on informal expert opinion, estimated an additional 6 survivors per million total population per year if a bypass strategy was introduced. This finding is consistent with the increased number of surviving patients observed with bypass within the HITSNS model. Unfortunately further insights are not possible as costs, disability and triage of undifferentiated patients were not considered. 

The 2007 NICE head injury guidelines included a cost-utility study examining bypass of TBI patients compared with a routine transfer strategy,[633] using a similar decision tree approach to the HITSNS model. A base case ICER of -£26,340 in the south east quadrant of the cost-effectiveness plane was reported, with bypass strongly dominating the secondary transfer approach. This result was consistent in conservative sensitivity analyses and the conspicuous discrepancy with findings from the current model deserves close scrutiny. A clear difference in the NICE model, generating the extremely favourable ICER for bypass, is an assumption that emergency department and inpatient costs do not differ between each treatment pathway. In common with the Stevenson study the model also only included patients with severe TBI, rather than the wider spectrum of TBI and non-TBI patients to which bypass will apply. Moreover, the rationale for parameterisation of the model is not transparent, with very heavy reliance on subjective, informally elicited expert opinion; and inclusion of evidence rejected from the HITSNS model due to extremely high risk of bias. 

Nicholl and colleagues (2011) investigated the cost-effectiveness of introducing regional trauma networks in England for major trauma patients using a very simple decision analysis model; reporting an ICER of £1,262 and an 80% probability of cost-effectiveness if the cost of implementing a fully effective bypass system was less than £34 million.[634] The authors highlighted the limited evidence available, necessitating a number of ‘heroic assumptions’. These simplifications are not necessarily a problem as the purpose of a model is to usefully inform a decision question rather than replicate real life. However, the report’s postulation that acute care costs are the same before or after the introduction of trauma networks appears untenable. Furthermore the similarity between average major trauma patients and the specific HITSNS population is uncertain, making external validity questionable.

Other patient-level health economic studies have examined the cost-effectiveness of trauma centre care using observational data.[635-637] These studies compared patients treated in trauma centres (bypassed, directly admitted and transferred in) with un-transferred patients cared for in non-specialist hospitals. As they do not examine counterfactual outcomes for patients treated with or without bypass they have little relevance to the HITSNS decision problem. Overall, in common with other many other areas of TBI research, there is little cost-effectiveness literature available to inform the HITSNS economic model.   
[bookmark: _Toc399055096]Implications for clinical practice
Since the inception of the HITSNS study trauma care in the NHS has been reconfigured with the introduction of regional trauma networks.[167, 176] Prehospital triage with bypass of patients meeting HITSNS inclusion criteria has now surpassed selective transfer as conventional practice. The relevance of these results to fully implemented trauma systems therefore requires careful consideration.

Above the conventional willingness to pay threshold of £20,000 NICE judgements about the acceptability of a health technology will depend on the relative degree of cost-effectiveness, the nature of the intervention and disease, and any wider societal costs and benefits. Bypass demonstrated an ICER within NICE’s stated range of borderline cost-effectiveness and results were highly uncertain, even without considering the absence of robust evidence or model limitations. The introduction of trauma networks could be considered an innovative health technology addressing a previously disadvantaged population of trauma patients;[37] and improved outcomes after TBI could have a major societal impact through increased productivity and a reduced burden on families. It could therefore be contended that in this context the rational course of action would be to avoid any risks and costs from further reorganisation, and persist with the bypass adoption decision. Decision makers may also find alternative sensitivity analyses, where bypass had a favourable ICER of under £20,000, to be more believable than the assumptions inherent in the base case analysis. 

Furthermore routine transfer could be viewed as a theoretical intervention, unlikely to ever be implemented in the NHS. From this perspective bypass would be the optimal strategy providing noticeably higher expected net benefit than selective secondary transfer (mean PSA ICER £15,526). However, recent studies have highlighted that a very high proportion of non-surgical severe TBI patients are now transferred for specialist care (83% in HITSNS, 73% in RAIN) suggesting that there may be little difference between selective and routine transfer strategies in practice.[36, 626] Likewise, as routine transfer is the standard of care currently recommended in NICE head injury guidelines excluding it from deliberation seems unreasonable. 

Conversely, if the assumptions of the base case model are considered convincing to decision makers, it could be asserted that bypass protocols should be modified to exclude patients with suspected significant TBI and stable prehospital physiology. Although based on a transparent and thorough exposition of the available evidence there are several rebuttals to this position. The accuracy and reliability of prehospital triage is poorly understood and HITSNS data suggests that a meaningful number of non-TBI major trauma patients would consequently not be bypassed to trauma centres. Administering multiple triage rules simultaneously or further complicating existing major trauma triage instruments may not be practicable in the pressured prehospital environment. Given the financial and administrative investment in trauma system reconfiguration there is also likely to be sizable clinical and public opposition to further re-organisations of care based on cost-effectiveness results with a high risk of error. 

Notwithstanding its potential lack of cost-effectiveness, the adoption of bypass may also be fundamentally irreversible. Ongoing regionalisation of hospital services may result in closure of non-specialist hospitals or degradation in the skills required to manage moderate and severe TBI patients.[172, 638] This may prevent re-introduction of secondary transfer strategies and could have important implications for the substantial numbers of patients with significant TBI who present with GCS levels higher than triage rule inclusion cut points. As described in Chapter Three TARN registry data suggests that appreciable numbers of patients with TBI ultimately requiring critical care or neurosurgery will continue to be transported to NSAHs.[639] Taken together, the results of the HITSNS economic model, strong clinical and government support for the regionalisation of trauma care, and the recent  establishment of trauma networks argue that the NHS should persist with prehospital triage and bypass and future efforts should focus on optimising this strategy.
[bookmark: _Toc399055097]Implications for future research
The extensive literature reviews conducted for the HITSNS model demonstrate that the evidence base supporting bypass in TBI is extremely tenuous. As noted by Nicholl and colleagues in a related economic evaluation examining regionalisation of major trauma care ‘it is remarkable how poor the design of relevant studies has been’.[634] Although there are possible theoretical benefits from achieving earlier definitive care through bypass, there are potential hazards from prolonged primary transport of TBI patients and it could be posited that proof of concept for bypass has not yet been unequivocally proven. This viewpoint would support further research to reduce the probability that an incorrect adoption decision has been implemented, with the concomitant opportunity costs for suspected significant TBI patients. 

The HITSNS pilot study demonstrated that implementation of prehospital triage and bypass was possible, the intervention was acceptable to patients and staff, and cluster randomisation was achievable. In contrast, the trial’s recruitment target was not met with a low incidence of patients with significant TBI enrolled amongst those meeting HITSNS inclusion criteria. This would suggest that a very large sample of patients would need to be enrolled across a number of ambulance services if sufficient statistical power to detect important differences in clinical endpoints was desired. However, the ‘irrelevance of inference’, clearly expatiated by Claxton, is well established in health economics and statistical significance or Bayesian ranges of equivalence have no place when making adoption decisions between competing management strategies.[640] Within a decision theory framework the main barrier to any future HITSNS trial would therefore be the very large proportion of patients who were lost to follow up secondary to early discharge from hospital before consent could be obtained. An ‘opt out’ approach for consent would be necessary to ensure the feasibility of any future study. Moreover, trauma systems may also be a fait accoumpli with clinical opinion resisting further experimental research in this area. It is also likely that the relevance of a comparison between bypass and selective transfer will continue to recede over the duration of any trial, secondary to continued regionalisation of emergency and trauma services.[641]

Alternative non-randomised research designs to investigate the effectiveness of bypass are likely to be at very high risk of bias. Future cohort or case-control studies of neuroscience care versus non-neuroscience care are critically limited by confounding, cannot provide valid evidence of comparative effectiveness, and would add nothing to the existing weak evidence base. An interrupted time series study, examining outcomes before and after implementation of trauma systems is a more promising design. However, this would require access to disability outcome information on the entire spectrum of patients to which bypass technology would apply, including mild TBI patients, data not available from current routine data collection sources such as HES or TARN.[34, 251] Case submissions to TARN are now linked to best practice tariff payments to SNCs potentially resulting in differential enrolment of patients between specialist and non-specialist centre. Additionally, the significant numbers of unmatched submissions resulting from inter-hospital transfers, and discrepancy between TARN and HES data, suggests the further potential for irresolvable selection bias.

In the contingency that bypass is thought to be cost-effective, its introduction is considered irreversible, or collecting further valid evidence on its effectiveness is impossible, there are other areas where future research may be beneficial. Current major trauma triage rules are primarily based on expert opinion and as reported in Chapter Three they may have sub-optimal accuracy for identifying TBI patients requiring specialist care.  A cohort study designed to measure the sensitivity and specificity of major trauma triage rules would further examine this hypothesis. If corroborated, future research in this area could include derivation, validation and impact studies to improve over and under triage rates.

Population EVPPI analyses identified several other groups of variables with a high upper bound on the returns to future research. Cohort studies investigating the incidence of relevant patient subgroups and post discharge costs are likely to be cost-effective in reducing uncertainty within the decision analysis model. In contrast to a trial examining comparative effectiveness, such studies would be of shorter duration and require fewer resources. Lack of information on these parameters has been a weakness in previous TBI health economic models and additional evidence may have considerable value in future health technology assessments, external to the bypass decision problem.[86, 465, 467-469, 475, 642-647] 
[bookmark: _Toc399055098]summary
· The probabilistic base case analysis compared no secondary transfer, routine secondary transfer and prehospital triage and bypass interventions with a baseline strategy of selective secondary transfer.
· At a cost-effectiveness threshold of £20,000 routine secondary transfer was identified as the optimum management strategy (Mean PSA ICER £2,260). 
· At NICE’s upper limit for cost-effectiveness of λ=£30, 000 prehospital triage and bypass would be considered cost-effective (Mean PSA ICER £27,157). 
· No secondary transfer was strongly dominated at plausible willingness to pay thresholds between £20,000 and £30,000.
· There was considerable decision uncertainty evident with a high probability that the optimum intervention (with the highest expected net benefit) would be erroneously adopted over NICE’s stated range of cost-effectiveness: 54% and 52% at λ=£20, 000 and λ=£30, 000 respectively.
· Sensitivity analyses demonstrated that results were very susceptible to incorrect specification of incremental costs and relative treatment effects. Small variations in these model inputs for prehospital triage and bypass resulted in reversal of the adoption decision at λ=£20, 000.
· The considerable decision uncertainty, and important public health burden of TBI, was reflected in the large population EVPI of £35.6 million at λ=£20,000.
· EVPPI analyses demonstrated that future research would have high value in comparing costs and relative effectiveness between bypass and selective secondary transfer i.e. a definitive HITSNS trial-based economic evaluation.
· If feasible, EVSI results suggest that a definitive HITSNS trial examining comparative effectiveness is potentially cost-effective, with maximal ENBS (£11.0 million) achieved with a trial of 520 patients per arm, randomised across 347 ambulance stations in 8 ambulance services, and taking 3 years. 
· Cost-effectiveness and expected value of information analyses are predicated on the parameterisation of the base case model and assumptions regarding incidence of suspected significant TBI, technology lifespan, and cluster trial characteristics.  Given high level of second and third order uncertainty inherent in these estimates results should be interpreted with caution. 
· Overall, the results of the HITSNS economic model, strong clinical and government support for the regionalisation of trauma care, and the recent establishment of trauma networks could argue that prehospital triage and bypass should continue to be implemented in the NHS.
· A definitive HITSNS trial is unlikely to be feasible and future research examining prehospital trauma triage rules or post discharge costs is likely to be cost-effective and provide useful information.


Part Five

Conclusions
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[bookmark: _Toc399055100]study context 
Approximately 2,500 English adults present with a significant TBI within the catchment area of a NSAH each year.[138] The optimal treatment pathway for these patients is uncertain, and the 2007 NICE head injury guidelines highlighted the importance of research examining the clinical and cost-effectiveness of alternative management options, including the innovative strategy of prehospital triage and bypass.[83]

The HITSNS study was commissioned in 2008 as a pilot cluster randomised trial to investigate the feasibility of comparing bypass with the contemporary NHS practice of selective secondary transfer in stable adults with suspected significant TBI.[179, 626] An economic evaluation of these interventions and other relevant treatment pathways, performed as part of the HITSNS project, is described in this thesis with the aims of guiding NHS decisions on the configuration of trauma services, informing the research agenda in this area, and delineating important factors influencing the clinical effectiveness of the prehospital triage and bypass strategy. 

Prior to the completion of the HITSNS pilot study and economic model, trauma services in England were reorganised in 2012 with the creation of regional trauma networks.[176, 247] Despite this introduction of prehospial triage and bypass before the confirmation of its cost-effectiveness the findings of this thesis remain very relevant to the NHS in England. The decision problem of identifying the optimal management pathway for apparently stable patients with suspected TBI who are injured near NSAHs remains, with only the relative roles of each treatment pathway, as either current practice or comparator, changing. Moreover, examination of the influence of individual components of the prehospital triage and bypass strategy is still vital to optimise the effectiveness of this intervention as a whole.
[bookmark: _Toc399055101]summary of main results and original contributions to knowledge 
This monograph describes original research performed in a number of novel areas. Important background features of TBI were introduced in Chapter One, outlining the context for the current investigation. The existing evidence examining the effectiveness of alternative management pathways in significant TBI is appraised in Chapter Two, including an original systematic review comparing outcomes from routine and no secondary transfer strategies following significant non-surgical TBI. The second part of the discourse then examines individual components of the prehospital triage and bypass management strategy. The cohort study detailed in Chapter Three is the only available examination of the diagnostic accuracy of prehospital triage rules for identifying significant TBI in adults. Chapter Four investigates the previously unknown relationship between time to resuscitation, and neuroscience care, with mortality in significant TBI. Furthermore, Chapter Five uniquely describes the risk of deterioration and changes in the vital signs for patients with significant TBI during the EMS interval. 

Part Three then studies specific aspects of TBI necessary to allow the cost-effectiveness modelling of patients with TBI. Chapter Six reports an original systematic review appraising existing HSPWs for GOS categories, before presenting unique utility estimates which meet the NICE reference case. Chapter Seven describes the first study to fully describe life expectancy after TBI. Experience of using censored mixture models to map a non-preference based clinical measure onto EQ5D index scores is widened, and an innovative method for updating a parametric survival model to extrapolate long term life expectancy is detailed. 
 
The HITSNS economic model, which forms the main focus of this treatise, is subsequently reported in Part Four. Information collated and synthesised during the systematic reviews in Chapters Two and Six, and the literature searches conducted during model development, comprehensively collate and appraise the available evidence in this field for the first time. The cost-effectiveness of alternative management strategies is then presented, decision uncertainty examined, and the expected value of future research investigated. Finally, one of the first uses of regression modelling to calculate EVSI is reported, extending this technique to the examination of cluster randomised trials. 

Overall, the thesis examines prehospital triage and bypass in detail, provides useful information for future TBI economic models, and reports a clear analysis of the cost-effectiveness of alternative management pathways in suspected TBI. The main results of this investigation are now described in relation to the four research questions posed at the beginning of the thesis:
[bookmark: _Toc399055102]What is the most cost-effective management pathway for UK patients with apparently stable, suspected, significant TBI, injured closest to a non-specialist hospital, and presenting to land ambulance paramedics?
The optimal choice of management strategy for stable patients with suspected significant TBI injured closest to a NSAH is highly uncertain at conventional NICE willingness to pay thresholds. Based on currently available evidence routine secondary transfer appears to be the most cost-effectiveness strategy at λ=£20,000, while prehospital triage and bypass has the highest expected net benefit at thresholds greater than £27,157. However, there is a considerable probability of erroneously adopting the wrong strategy (>50%), when choosing the intervention with highest expected net benefit at thresholds between £20,000 and £30,000 in base case analyses. 
[bookmark: _Toc399055103]What is the uncertainty surrounding the decision identifying the optimal management pathway?
There is marked uncertainty, operating at several different levels, regarding the results of the HITSNS economic model. Estimates of model inputs were relatively imprecise resulting in a wide range of possible cost-effectiveness results (second order parameter uncertainty). There was a complete lack of information for many important aspects of the decision problem, including the relative effects of certain comparators and long term health care costs. In other areas, such as the effect of early neurosurgery, an extensive literature existed, but was critically flawed due to irresolvable study biases. The correct specification for each model parameters was consequently often unclear (third order parameter uncertainty). Several aspects of the model structure were also questionable, for example whether long term disability following TBI was fixed or dynamic (structural uncertainty). Sensitivity analyses indicated that results were exquisitely sensitive to the parameterisation and structure of the economic model; with either routine secondary transfer or bypass appearing to be optimal depending on which assumptions were taken from a range of plausible options. Cost-effectiveness results should therefore be interpreted with caution. This finding starkly contrasts with the prevailing professional consensus on the proven benefits of bypass, epitomised by the Royal College of Surgeons of Edinburgh’s unsubstantiated conclusion that ‘regionalising trauma care is not only effective, but also cost-effective’.[178] 
[bookmark: _Toc399055104]Is it cost-effective to perform further research to reduce this decision uncertainty?
A further major result of this study is the quantification of the value in conducting a clinical trial comparing prehospital triage and bypass with secondary transfer strategies. As a consequence of the large observed uncertainty over the optimal management strategy, and the sizeable consequential loss function, a future definitive HITSNS study is indicated to be very cost-effective, even at relatively low sample sizes. However, despite a theoretical demonstration that both necessary (EVPPI exceeds the costs of research) and sufficient (ENBS shows marginal benefits of sampling exceed the marginal costs) conditions for future research are met, a definitive HITSNS trial may not be feasible. Principally, the prevailing ‘opt in’ consent requirements mandated in the HITSNS pilot study resulted in very high loss to follow up preventing the collection of meaningful outcome data. 
[bookmark: _Toc399055105]What are the important factors determining the clinical effectiveness of prehospital triage and bypass?
Prehospital triage and bypass is a service delivery intervention comprising several active components. This investigation provides additional distinct information on the underlying mechanisms by which this complex intervention may influence the outcomes of patients with suspected TBI. Firstly, prehospital triage rules are shown to be insensitive, with a large proportion of patients with significant TBI initially presenting with high GCS, possibly attenuating the effectiveness of this management strategy. Secondly, deterioration during the EMS interval is observed to occur in a small minority of patients, with a similar risk in non-bypassed cases, offering some reassurance regarding the theoretical hazards of bypass. Lastly, no convincing effect of time to resuscitation or specialist neuroscience care on mortality was observed. These results could be interpreted as supportive of either secondary transfer or bypass strategies, although it is likely that confounding prevented a meaningful examination of this factor. 
[bookmark: _Toc399055106]Additional findings
In addition to the original research questions, further studies were conducted during the thesis to address other relevant topics. A parametric survival model was developed which demonstrated an increased hazard of death following TBI. This confirmed the findings of previous studies that life expectancy is reduced in survivors of TBI and explicitly quantified the decrease in longevity.[120, 126, 547, 548, 648] Utility values for GOS health states meeting the NICE reference case were also estimated, which differed to a potentially important degree from the non-reference case estimates used in previous TBI economic models.
[bookmark: _Toc399055107]significance of findings and future directions
The findings of this thesis have important implications for the organisation of services for stable patients with suspected significant TBI, and for future research in this field. The results of the HITSNS economic model may be used to support the continued implementation of prehospital triage and bypass. The reported base case ICER of £27,157 is within NICE’s stated £20,000 to £30,000 range for cost-effectiveness, and beneath the £40,000 cost per additional QALY threshold implied by previous health technology adoption decisions.[597] The observed paucity of valid empirical evidence on which to base the model, and the time and resources recently invested in the development of regional trauma networks, also suggest that further reorganisation of services may not be justified. In any case, perceived loss of equipoise between interventions within the clinical trauma community,[649] difficulties in operating multiple triage instruments for different patient subgroups, and disinvestment from NSAHs may be insurmountable barriers to re-implementing secondary transfer strategies regardless of the reported cost-effectiveness results.[641]

The low sensitivity of prehospital triage rules indicates that many patients with significant TBI will not be bypassed and instead will undergo initial transportation to NSAHs. Maintaining the skills and facilities to appropriately resuscitate, investigate, and manage these cases is vital to avoid poor outcomes and an overall detrimental effect from introducing bypass. Future research could usefully be directed at deriving and validating improved triage rules which increase sensitivity for the elderly population missed by current protocols.

The finding that routine secondary transfer may be the most cost-effective strategy for the NHS, based on a comprehensive dissection of all available evidence, discredits any assertion that prehospital triage and bypass is proven as the optimal treatment pathway in suspected TBI. The expected value of information results demonstrate that there would be very high value in conducting further research in this area, and if feasible a definitive HITSNS trial is required to support the bypass adoption decision. If such a study is not desired, or not possible, decision makers should be clear that the implementation of bypass is based on expert opinion backed by poor quality evidence at high risk of bias. 

This thesis also reports other important findings that will have ramifications for future practice in TBI research. The observed lack of agreement between prehospital and ED vital sign measurements undermines the previously used practice of last observation carried forward to impute missing data in trauma registry studies. Credible estimates for life expectancy are provided, obviating the need to use inappropriate general population data to extrapolate long term survival in TBI decision analysis models. Accurate GOS utility values are reported which will allow future economic evaluations in TBI to meet the NICE reference case.  A regression based approach for calculating EVSI is demonstrated to be feasible and practical for cluster randomised trials, and further evidence is provided on the relative performance of censored mixture models compared with linear regression in EQ5D mapping studies.

In addition to unbiased information on comparative effectiveness, several other evidence needs for future economic models were identified during the model development process. Interventions for TBI will invariably have long term effects on disability and longevity. However there is no information available on the long term costs relating to the GOS, the most commonly used health states in TBI economic models. Further research into life expectancy and disability after major extracranial trauma, and post discharge costs would also be beneficial.  

Lastly, there are a number of important research questions beyond the scope of this thesis that warrant investigation. A pronounced proportion of patients with suspected TBI will have abnormal airway, breathing or circulation and were not examined in the HITSNS study. There is a higher theoretical risk of secondary brain insults in this subgroup which could increase the hazards of bypass. Conversely, extracranial injuries, which are likely to be the most important cause of physiological instability, could benefit from more rapid access to expert trauma management. Ideally, a randomised controlled trial would provide level 1 evidence to inform treatment pathways for these patients. The optimal management strategy for patients with significant TBI not meeting triage criteria,  and consequently transported to NSAHs , within a prehospital triage and bypass strategy is also uncertain and requires investigation. Finally, the relative effectiveness of alternative management strategies for patients with suspected TBI presenting in urban, rural and non-UK settings may be of interest.  
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