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W. B. Yeats, 1865 – 1939


I will arise and go now, and go to Innisfree,
And a small cabin build there, of clay and wattles made:
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And evening full of the linnet’s wings.

I will arise and go now, for always night and day
I hear lake water lapping with low sounds by the shore;
While I stand on the roadway, or on the pavements grey,
I hear it in the deep heart’s core.
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	The emergence of carbon monoxide (CO) as the third ‘gasotransmitter’ (along with the more reactive nitric oxide (NO) and hydrogen sulfide (H2S)) in biology has led to a vast array of studies highlighting the anti-inflammatory, anti-proliferative and vasodilatory effects of the molecule, especially in mammalian studies of disease. The advent of CO-releasing molecules (CORMs) as means to safely deliver CO to biological systems has brought scope for the use of these molecules in microbiology, in particular, as antimicrobial compounds. It has been presumed that these activities are mediated by the release of CO. The antimicrobial activities of a number of CORMs have been demonstrated, mostly through the use of ruthenium-containing CORMs, such as CORM-3. Although these are effective antimicrobials, the use of a biologically foreign metal species renders these compounds less desirable for use in the clinic.
	In this thesis, a novel manganese-containing CORM, [Mn(CO)4{S2CNMe(CH2CO2H)}], CORM-401, is introduced and its actions against the gram-negative bacterium Escherichia coli are characterised. The compound has greater CO release characteristics that ruthenium CORMs, yet when introduced to bacterial cultures, proves less effective at killing. The CORM (inferred from the presence of manganese in excess of normal cellular pools) is shown to accumulate to high levels inside cells. CO is shown to bind to respiratory oxidases, but inhibition of respiration by CORM-401 is not observed; instead, stimulation of respiration in whole cells is seen. Transcriptomic analysis shows perturbation of cell stress responses and levels of cell-stress response proteins are elevated. CORM-401 leads to gross changes in ion and metal gradients across the cell membrane. It is hypothesised that the metal species of CORM compounds mediate the majority of the toxic effects reported in the literature. Further evidence that the interaction of CO released from CORMs with conventional haem targets cannot wholly explain the antimicrobial effects is also demonstrated in this thesis by the effects of CORM-3 on a haem-deficient mutant (hemA) of E. coli.
	This thesis also provides the first multi-level analysis of the effect of CO, without the intervention of CORMs, on E. coli cells. Transcriptomic analysis indicates that CO perturbs central metabolism and amino acid metabolism; in particular, gross perturbation of iron homeostasis is described, an effect confirmed by quantification of elevated siderophore production and sensitivity to iron-chelating compounds. Finally, the mechanism(s) of CORM-401 transport are investigated. Transport of CORMs into bacterial cells is an important aspect of their antimicrobial action that is often overlooked. Analysis of uptake is challenging, since radiolabelled CORMs are not available. However, assays of cellular uptake of CORM-401 (by metal detection) hint at a diffusion-based mechanism, although active transport systems cannot be disregarded at this time.
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[bookmark: _Toc298583816]Chapter 1 – Introduction

1.1. Carbon monoxide – the third ‘gasotransmitter’ in biology
Although the focus of this thesis is carbon monoxide (CO), and the application of carbon monoxide-releasing molecules (CORMs, Section 1.7) as antimicrobials, a portion of this introduction will endeavor to set the scene and describe the importance of CO, first and foremost as a gasotransmitter molecule in biology and secondly, as a potential therapeutic molecule. In recent years, CO, nitric oxide (NO) and the more modestly studied hydrogen sulfide (H2S) have gained recognition as important biological molecules; the properties of each gaseous molecule are briefly described in Table 1.1. Collectively, these three gaseous molecules have been termed the ‘gasotransmitters’ (Wang, 2002, Li et al., 2009, Li & Moore, 2007). Despite the gases being present for millions of years in the earth’s atmosphere, and whilst the levels of these gases has declined since the formation of earth, they have plateaued at uniformly low levels: H2S at approx. 0.0001 ppm, and CO and NO at approx. 0.1 ppm (Li et al., 2009).  The gases are also formed as by-products of many industrial processes; for example, CO, NO and H2S are all released in petroleum refineries upon the burning of petroleum. Substantial amounts of all three gases are also inhaled in cigarette smoke (Epperlein et al., 1996, Hatzinikolaou et al., 2006). 
Gasotransmitters have been defined as having particular biophysical characteristics: they are small molecular weight molecules (CO, NO and H2S have molecular weights of 28, 30 and 34, respectively), and thus are able to freely permeate membranes; their movements from cell-to-cell do not therefore require recognition by receptors or membrane transport systems, they are endogenously-produced in biology through the action of enzymes and substrates, and their role is primarily in signaling and messaging; they have well-defined roles at physiological concentrations. In addition and importantly the functions of these endogenous molecules can be mimicked by exogenous application of the gases (Wang, 2002, Wang, 2004, Wang, 2014). These gaseous molecules should not be thought of in isolation since the three act in concert with one another, hence acting as a ‘gaseous triumvirate’ and a degree of cross-talk allows the molecules to influence one another’s biosynthesis (Li et al., 2009). The biological significance of NO and H2S as gasotransmitters has been extensively reviewed (for examples see: (Wang, 2014, Wallace & Wang, 2015)), but for the purpose of this thesis, the primary focus herein will be carbon monoxide.
1.2. Carbon monoxide – a brief history
CO is a diatomic, inert and stable molecule owing to its triple bond formation and absence of lone pairs of electrons (unlike NO). At temperatures ≥ -190 °C it exists as a 
	Gas
	Size (MW/pm*)
	Chemistry
	Biology

	O2
	32/121
	Requires biological activation, generally via metal centres.
	Biological oxidant and co-substrate.

	NO
	30/115
	Stable in water.
Binds strongly to a variety of transition metals.
Interacts with other radicals.
	Complex radical biochemistry. May become oxidized or reduced.

	CO
	28/113
	Relatively inert.
Complex to metals enhances reactivity.
	Very few targets have been identified, but some include haem groups, nickel, iron and copper.

	H2S
	34/134
	Soluble in water.
Reacts with metals.
Reacts with oxidized thiol species.
	Interacts with NO. Preferentially binds to the ferric state of haem groups.
Expanding literature of roles in biology.


Table 1.1. Chemical and Biological properties of the three gasotransmitters


colourless and odorless gas which is relatively inert, but coordination of CO to a metal species (usually a transition metal) makes it more reactive; -back bonding from the metal results in a build up of negative charge on the oxygen which can lead to interactions with electron acceptors (Chan et al., 1985). Although there have been suggestions of CO coordination to cysteine and histidine without the involvement of a metal, such claims are not supported by chemical literature or evidence (Hou et al., 2009). 
Today, CO has a firm reputation as the ‘silent killer’, for example poisoning when CO leaks from faulty boilers (see Section 1.3). The lethality of CO was first realized by Claude Bernard (c. 1846) through his investigations into the effects of the gas on dogs and the observation that carbon monoxide inhibited respiration in erythrocytes (Bernard, 1865). However, it wasn’t until the 19th century that experiments using carbon monoxide were carried out; CO binding to haemoglobin and its reversibility by light was one of the pivotal findings of the 19th century by Haldane and Smith (Keilin & Keilin, 1966, Haldane & Smith, 1896). Subsequently, a long history of the use of CO as a probe for haems in biology has ensued, which has enabled the identification and quantification of haem proteins in biology (for example in bacteria (Wood, 1984)).  The binding of CO to haem proteins can be observed by carrying out visible light spectroscopy; the spectral changes observed in CO-difference spectra have been used to identify many haem proteins, for example microbial haemoglobins (Vasudevan et al., 1991), terminal oxidases (Williams, 1990, Ciccognani et al., 1992, Borisov et al., 2001) and cytochromes P450 (Wood, 1984).

1.3. CO as an inhibitor of respiration, oxidases and globins
The gases NO, CO, H2S and hydrogen cyanide (HCN) are all potent inhibitors of oxygen consumption by mitochondrial cytochrome oxidase (Cooper & Brown, 2008). This inhibition is responsible for much of their toxicity in Man and all aerobic eukaryotes. As described in Section 1.5, these gases have also been implicated, to greater or lesser extents, in normal cellular signalling events, i.e. they are gasotransmitters. However, the chemistry of this inhibition differs and the contrasting mechanisms have physiological consequences. Thus the inhibition by NO and CO is dependent on oxygen concentration, but that of HCN and H2S is not. Furthermore, NO and H2S are metabolised by oxidative processes within the oxidase. The enzyme may therefore be considered as a physiological detoxifier. On the other hand, CO oxidation (to carbon dioxide (CO2)) is slower and unlikely to be physiologically important in mitochondria, but is a key energy-yielding reaction in carboxydobacteria (see Section 1.6 for more information on CO in microorganisms). There is little robust information about the normal concentrations of these gases in vivo but NO, and perhaps CO and H2S, may inhibit cytochrome oxidase in normally functioning cells; endogenous levels of HCN seem unlikely to be high enough.
CO reacts with haem only when it is in its ferrous state and this, along with the identification of several spectroscopically distinct haem-co-factored cytochrome pigments in invertebrates, yeast and a variety of cell types prompted initial studies of the inhibition of respiration by CO (for a historical survey, see (Keilin & Keilin, 1966)). As well as inhibition of respiration by cyanide (which is not dependent on oxygen concentration), Warburg showed that inhibition of respiration by CO required high partial pressures of the gas, with the inhibitory effect being diminished by increasing partial pressures of O2, thus demonstrating that CO and O2 compete for the same protein. In addition, the affinity of the protein in question for O2 was much greater than that for CO – the opposite of what is observed for haemoglobin. 
The photosensitive binding of CO to haemoglobin led Warburg to obtain the first photochemical action spectrum of respiration. In this approach (Castor & Chance, 1955), respiration is inhibited by a suitable CO:oxygen mixture and then the ability of light at various wavelengths (selected for example by filters or a tunable dye laser; (Edwards et al., 1981)), to re-stimulate respiration (measured manometrically or polarographically) is recorded. These spectra exhibit characteristic absorbance maxima at wavelengths corresponding to the CO adducts of respiratory oxidases (for a historical survey, see (Keilin & Keilin, 1966)). The similarity in the reversibility of CO binding to haemoglobin and oxidases demonstrated a relationship between the two classes of proteins, i.e. both protein contained haem moieties that could bind CO and inhibit function. Exploitation of the photolabile nature of the haem-CO adduct was a key aspect in work done by Chance et al who identified unambiguously cytochrome a3 as the mitochondrial oxidase (Chance et al., 1953). Subsequently, photochemical action spectroscopy was used by Castor and Chance to identify the terminal oxidases of bacteria (Castor & Chance, 1959). The O2:CO ratio required in such experiments is reported variously. The classic paper (Castor & Chance, 1959) on photochemical action spectra of bacteria used cells in a small drop of fluid where the ratio of oxygen to CO was 1:4 at the surface but at least 1:40 close to the electrode surface (since the electrode consumes oxygen). In some early Warburg manometric experiments with fission yeast, Poole et al. used 1:19 (Poole et al., 1973). The CO photodissociation of haem proteins was also used in classical studies of ligand binding/exchange in mitochondrial oxidase (e.g. (Gibson et al., 1965)). A wealth of spectra have now been obtained that have led to the identification of mitochondrial oxidases in microorganisms, e.g. in Crithidia fasciculata (Edwards & Lloyd, 1973, Scott et al., 1983)) and Acanthamoeba castellanii (Lloyd et al., 1981).
The biological chemistry of CO is relatively simple (compared to O2 and the 'gasotransmitters' NO and H2S) (Fukuto et al., 2012, Tinajero-Trejo et al., 2013). CO has a propensity to react with metals, famously ferrous haem proteins, though some haem-independent reactions are known, such as binding to iron in hydrogenases (Stripp et al., 2009), and to binuclear copper sites, for example in hemocyanins (Finazzi-Agro et al., 1982). In CO dehydrogenase, which oxidizes CO to CO2, CO interacts with the nickel ion in one of the metalloclusters (“C-cluster”) (Kung & Drennan, 2011).	Comment by Robert Poole: I'd put this para as the second in this section
	CO toxicity in mammalian cells is characterized by a state of hypoxia, which occurs due to the high affinity of haem for CO compared with O2 (haemoglobin has an affinity for CO that is up to 250 times stronger than that of O2) (Rodkey et al., 1974). Such toxicity only occurs at non-physiological concentrations of CO and as a result of CO binding to haemoglobin (and other intracellular components, e.g. the respiratory chain) there is preferential formation of carbonmonoxy Hb (COHb) over oxyhaemoglobin (OxyHb) which reduces the O2-carrying ability of haemoglobin and leads to systemic oxygen deprivation in cells and tissues (Roughton & Darling, 1944). Interestingly, alternative targets for CO binding such as other haem proteins (myoglobin, hydroperoxidases, cytochrome c oxidase, and cytochrome P-450) only account for 10 - 15 % of the total concentration of the gas in the human body, although such interactions contribute towards toxicity of CO (Stewart, 1975). However, the view that CO toxicity is due to hypoxia has long been contested after the observation that symptoms of CO-poisoning persist, even after COHb levels have returned to normal (Coburn, 1979). A study by Goldbaum et al in 1975 using dogs confirmed that COHb levels were not entirely proportional to CO toxicity. Firstly the group showed that CO inhalation by dogs led to toxicity, as expected. The dogs were then bled to a state of anaemia and transfused with COHb to levels in excess of 50 % of the total haemoglobin concentration, however these dogs showed no sign of toxicity. A control group of dogs were bled to the same anaemic state with no transfusion and survived (Goldbaum et al., 1975). Therefore, toxicity due to the interaction of CO with other cellular targets such as cytochromes was a more likely explanation of the study carried out by Goldbaum and co-workers (Coburn, 1979). This mechanism of toxicity was later confirmed in human studies where exposure to CO resulted in the inhibition of mitochondrial cytochrome c oxidase; progressive exposure to the gas led to increased inhibition and subsequently a decrease in respiratory chain function (Miro et al., 1998).

1.5. CO in mammalian systems
1.5.1. Endogenous production by HO in mammals
[bookmark: _Toc298583817]1.5.1.1. The discovery of haem oxygenase (HO)
	The first indication that CO was produced endogenously in the body was discovered by Saint-Martin and Nicloux in 1898. Pioneering studies carried out thereafter by Walburg and Haldane pinpointed targets of CO in cells with the inhibition of respiration in yeast by CO and the demonstration of the photosensitivity of the COHb bond (see Sections 1.2 and 1.3). This prompted further study into the biological actions of CO and in the early 1950s, the breakthrough experimental evidence for the existence of CO in the body was found upon observation that the breakdown of haemoglobin in vivo produced CO (Sjostrand, 1952a, Sjostrand, 1952b, Sjostrand, 1949). Other lines of evidence for endogenous CO production in the body came shortly after; CO levels (detected by the increase in COHb levels) were shown to increase when erythrocytes were broken down and another study on haemolysis showed that the abnormally increased breakdown of haem could largely increase the rate of CO production in the body (Coburn et al., 1966, Coburn et al., 1964). 
	Although evidence of CO production in the body was unarguable, the source of CO production remained a mystery until Tenhunen and workers attributed the production of CO to the haem degradation enzyme haem-oxygenase (HO) (Tenhunen et al., 1970, Tenhunen et al., 1969, Tenhunen et al., 1968). Shortly after the identification of a source for CO in the body, the inducible isoform of the enzyme (HO-1) was isolated by two laboratories simultaneously (Yoshida et al., 1974, Maines & Kappas, 1974), followed by the constitutively expressed isoform (HO-2) isolated in 1986 from rat liver microsomes (Maines et al., 1986, Trakshel et al., 1986). A third isoform of the enzyme, HO-3 was also identified by the Maines laboratory, and although the isoform differed in structure to HO-1, the amino acid sequence homology to HO-2 was ~ 90%. The HO-3 purified protein was poor at haem catabolism, however the protein had two regulatory motifs with haem-binding potential leading to the suggestion of a possible role in haem-dependent regulatory functions in cells (McCoubrey et al., 1997). An interesting theory as to the appearance of a third isoform is retrotransposition of the HO-2 gene as the HO-3 gene contains few introns (Scapagnini et al., 2002b).
[bookmark: _Toc298583818]1.5.1.2. HO localization 
	The levels of CO produced in the human body are substantial; with ~ 500 mol CO produced daily at a rate of 16 mol/h (Coburn, 1970). Although a small amount of this CO can be derived from non-enzymatic reactions such as the breakage of methylene bridges by hydrogen peroxide or ascorbic acid (Bonnett & McDonagh, 1973, Guengerich, 1978), or the inactivation of cytochrome P450 by the oxidation of NADPH (Karuzina et al., 1999), the predominant source of haem metabolism is catalyzed by HO. The main production of CO comes from the inducible isoform of haem oxygenase, HO-1, which is mainly found in the liver and the spleen (Maines, 1988), and is induced by high levels of cellular stress (Applegate et al., 1991, Tyrrell, 1999). HO-2 is constitutively expressed across many cell lines and HO-3 is also a constitutive isoform of the enzyme. The distribution of the different isoforms of HO is tissue-specific; for example, HO-1 is expressed differently under different conditions (Wu & Wang, 2005) however, when induced in the spleen, the expression of the protein overwhelms the constitutively active HO-2 isoform. More recently, the expression of HO-1 has been detected in the brain of rats, especially in the hippocampus and cerebellum regions (Scapagnini et al., 2002a). HO-2 is constitutively expressed in the brain and testes, along with other tissues such as the liver and the gut (Ewing & Maines, 1992). HO-3 expression has only ever been detected in rat tissues including brain, liver, kidney and the spleen (McCoubrey et al., 1997). However, the expression of HO-3 in rat tissues has come under question since no evidence for physiological amounts of protein (in Western blot analyses) has been detected. In a recent re-examination of the expression of HO-3 in rats, it was concluded that expression of HO-3 in rats was likely an expression of pseudogenes derived from HO-2 and that no HO-3 protein is present in rat tissues (Hayashi et al., 2004).
[bookmark: _Toc298583819]1.5.1.3. Haem-degradation and production of CO	
	The breakdown of haem by haem oxygenase requires O2 and nicotinamide adenine dinucleotide phosphate (NADPH). The Km of HO for O2 is 12 mM, although under periods of severe hypoxia HO can still function and result in the production of CO (Wu & Wang, 2005). The metabolism of haem by HO is initiated by the breakdown of the porphyrin ring of haem (ferroprotoporphyrin IX), where it is cleaved and oxidized at the -methene bridge (Maines, 1988). The action of HO requires an interaction with cytochrome-NADPH P450 reductase which permits the transfer of electrons from NADPH to the haem-HO complex; the reducing equivalents are used to maintain the ferrous state of iron in haem and for the molecular activation of O2 for the attack at the methene bridge (Maines, 1988). The breakdown of haem results in equimolar amounts of Fe(II), biliverdin and CO; biliverdin is subsequently broken down by biliverdin reductase into bilirubin (Wu & Wang, 2005). Biliverdin and bilirubin are endogenous antioxidant compounds with a role in scavenging peroxide radicals and inhibiting lipid peroxidation (Tenhunen et al., 1968) (see Fig. 1.1). The biological role of HO-derived CO is discussed below in Section 1.5.2. 	Comment by Lauren Katie Wareham: First time mentioned Km?

[bookmark: _Toc298583820]1.5.2. The Role of HO-derived CO in the body
[bookmark: _Toc298583821]1.5.2.1. CO-dependent signaling; vasodilation, and anti-inflammatory effects
	Both endogenous HO-derived CO and exogenous CO have been implicated in complex intracellular pathways of CO signaling that lead to anti-proliferative, anti-inflammatory and anti-apoptotic effects (Ryter et al., 2006). In terms of CO signaling, most commonly observed is the CO-induced modulation of soluble guanylate cyclase (sGC) activity and thus stimulation of cyclic guanosine monophosphate (cGMP) levels. Indeed, similarly to NO, CO binds directly to the haem of sGC stimulating enzymatic activity, however, the subsequent vasoactive properties of CO depend on the elevation of cGMP levels (Furchgott & Jothianandan, 1991).  It was
[image: ]



Figure. 1.1. Degradation of haem by haem oxygenase. Reduced form of nicotinamide dinucleotide phosphate (NADPH). The information enabling the generation of this figure was sourced from the following references (Scott et al., 2007, Johnson et al., 2007).


 shown that CO derived from HO-1 was shown to up-regulate cGMP production in vascular smooth muscle cells (VSMC) (Morita et al., 1995, Morita et al., 1997, Ramos et al., 1989). 
	The vasodilatory effects of CO have long been recognized in animal vessels; the presence of CO dilated pre-constricted blood vessels of lamb, rabbit and dog arteries (Furchgott & Jothianandan, 1991, Coceani et al., 1996, Graser et al., 1990). A role for sGC in CO-dependent vasodilation was demonstrated when Graser et al inhibited the effect with methylene blue - a non-specific sGC inhibitor (Graser et al., 1990). The effect of CO on vasodilation was confirmed when exogenous or endogenous CO led to elevated cGMP levels in vascular smooth muscle (Christodoulides et al., 1995, Morita et al., 1995, Ramos et al., 1989). It has also been suggested that the vasodilatory effect of CO may act (in some systems) in part by the activation of calcium-dependent potassium (KCa) channels (Jaggar et al., 2002, Kaide et al., 2001, Koehler & Traystman, 2002, Wang et al., 1997a). In smooth muscle cells derived from rat-tail arteries, CO led to the hyperpolarization of the cell by increasing outward K+ current, which in turn inhibited voltage-gated Ca2+ channels causing smooth muscle relaxation (Wang et al., 1997b).
	Recent studies have identified anti-inflammatory effects of both exogenously applied CO and endogenously derived CO from HO in cell line models and in vivo (Otterbein et al., 2000). In a RAW 264.7 macrophage model, lipopolysaccharide (LPS) was administered and levels of the pro-inflammatory cytokine tumor necrosis factor alpha (TNF-) were elevated. The over-expression of HO-1 in the same cell line inhibited the production of TNF-, and additionally, exogenous application of 250 ppm CO gas elicited the same effect, thus demonstrating the importance of CO as an anti-inflammatory mediator (Ryter et al., 2006). Further exploration into the mechanism of anti-inflammatory action of CO showed unlike the modulation of TNF-, the down-regulation of LPS-stimulation interleukin-6 (IL-6) by CO required the modulation of the c-Jun N-terminal kinase (JNK) pathway (Morse et al., 2003).

[bookmark: _Toc298583822]1.5.2.2. CO implications in disease models	
	A critical role for the HO/CO network has recently been highlighted through various genetic studies in cell lines in the laboratory as described above, but a clinical importance in medicine was recently identified through the discovery of the first unique case of human HO-1 deficiency. The deficiency led to growth defects, major endothelial damage, anemia and iron deposition in the liver and kidneys (Ryter et al., 2006). By comparison, HO-1 gene knock-out mice exhibited very similar symptoms (Poss & Tonegawa, 1997b, Poss & Tonegawa, 1997a). The involvement of HO-1/CO in many inflammatory diseases has been explored. For example, in asthma, CO was shown to attenuate hyperactivity seen in airways of mouse models of asthma, suggesting a possible therapeutic role for CO in treating chronic lung conditions (Ameredes et al., 2003). A protective role has also been demonstrated in myocardial infarction reperfusion (I/R) injury; isolated perfused hearts had increased levels of HO-1 expression (Maulik et al., 1996, Raju & Maines, 1996). HO-1 deletion mice (ho-1-/-) presented with increased cardiac injury in a mouse model of hypoxia-induced pulmonary hypertension (Yet et al., 1999). There is increasing evidence for a role of HO/CO in a wide variety of inflammatory diseases. More relevant to this thesis is the possible involvement of this pathway in infection models; the possible roles for HO/CO are discussed below in Section 1.5.4.
[bookmark: _Toc298583823]1.5.3. Inhalation therapy
	As shown in the sections above, there are pleiotropic beneficial effects of CO in a range of diseases. Such findings have encouraged research into delivery of this noxious gas for therapeutic purposes. One method of CO delivery for the treatment of disease is through inhalation; although inhalation of this potentially toxic gas may seem like an alarming therapeutic mechanism, the reactive gas NO has been improved for use as an inhaled therapeutic in the clinic and H2S is currently undergoing investigation as a potential therapeutic for the treatment of cardiovascular disease (Salloum, 2015). There are several benefits to the use of CO as an inhaled therapy that include its stability as a molecule, the reversibility of CO binding to targets and the absence of CO metabolic products in mammalian systems; excess CO is exhaled from the lungs without chemical modification (Motterlini & Otterbein, 2010). 
	The complications of CO inhalation arise when high levels of the gas bind to Hb; the symptoms of hypoxic CO poisoning begin to appear at ~ 20 % COHb, with death occurring at levels between 50 – 80 % (Ryter et al., 2006). The first phase clinical trials with CO as an inhaled gas showed that in healthy human candidates administration of the gas at 3 mg/kg/h for an hour or for a course of 10 days elicited no severe side effects with COHb levels only increasing by ~ 12 % (Foresti et al., 2008). There is clearly a fine balance between CO toxicity and beneficial effect. Nevertheless, CO inhalation therapy has shown promise in disease models; phase I and phase II trials have been carried out with typical concentrations of CO at 250 ppm mixed with air for lung inflammation, kidney transplantation and myocardial infarction (Mann, 2010).

[bookmark: _Toc298583824]1.5.4. Haem oxygenases of mammalian cells - implications for infection 
	CO has shown promise as an anti-inflammatory molecule in mammalian models of disease (Section 1.5.2.2). Since CO/HO-1 has shown to directly affect levels of inflammatory cytokines such as TNF- and IL-6, the effect of endogenous CO or exogenous application of CO on bacterial infection in animal models is discussed in this section. Mice that were deficient in HO-1 were shown to be susceptible to oxidant-induced tissue injury but administration of CO to animals exposed to endotoxin decreases inflammation. Endogenous HO-1 or CORM-2-derived CO prevented the release of inflammatory molecules after LPS application and thus rescued mice from lethal endotoxemia and sepsis (Tsoyi et al., 2009). Otterbein and others (Otterbein et al., 2005) showed that CO gas enhances phagocytosis of bacteria, and Chung et al. (Chung et al., 2008) showed that CO derived from HO-1 enhanced the host defense response to polymicrobial sepsis in mice, contributing to bacterial clearance by stimulating phagocytosis. 
	In another study, the up-regulation of HO-1 in mice was shown to offer protection against infection by Mycobacterium avium or M. tuberculosis. In a control experiment, HO-1-deficient mice were more susceptible (Silva-Gomes et al., 2013), thus HO-1 (and it’s products) may be important cytoprotective elements in sepsis and inflammation. In addition, enteric bacteria (microbiota) isolated from pathogen-free mice induced the production of HO-1 in colons of wild-type mice, but the same effect was not observed in colitis-prone interleukin (IL)10-/- animals (Onyiah et al., 2013b). However, the pharmacological induction of HO-1 by Co(III) protoporphyrin IX chloride protects interleukin-deficient mice from microbiota (Salmonella enterica serovar Typhimurium)-induced colitis. Moreover, HO-derived CO reduced the numbers of live bacteria recovered from various organs, whilst knockdown of HO-1 in macrophages impaired their bactericidal activity. Thus, HO-1 and CO enhance intestinal inflammation through promotion of bacterial clearance, which can partly be explained by the promotion of bactericidal activities of macrophages (Onyiah et al., 2013a, Onyiah et al., 2013b).
	To fully understand the implications of CO on bacterial pathogenesis, the effect of CO on bacterial cells must be investigated. There is limited work on the effect of CO on bacteria, but it was shown many years ago that DNA replication is inhibited by CO (Weigel & Englund, 1975). The inhibition by CO of respiratory oxidases and haem targets such as globins has been known since the days of Warburg and Keilin (Keilin & Keilin, 1966). However, CO also binds to the di-iron site in bacterial NO reductases (Wasser et al., 2005, Lu et al., 2004) and to iron, copper and nickel sites in certain microbial proteins, notably CO dehydrogenase (see above). Thus, there are many targets for CO in bacteria.
	Recently, Wegiel et al. (Wegiel et al., 2014) have proposed that ATP, acting as a pathogen-associated molecular pattern (PAMP), which is recognised by innate immune cells, is released from viable bacteria in the presence of CO and triggers activation of the macrophage, inflammasome and IL-1  secretion. Curiously, it is suggested that an oxidase binds CO "to compel ATP generation much like that observed in the ATP synthase mutant" (Wegiel et al., 2014). However, Gram-negative bacteria are not known to possess periplasmic ATP or to have mechanisms for secretion, so the observed effect is poorly understood.
	The role of CO in tackling a pathogen is not clear (Chung et al., 2009, Chin & Otterbein, 2009). Indeed, the dampening of the immune response by CO and inhibition of inflammation may compromise the immune system. Enterohemorrhagic E. coli (EHEC) stimulate the rapid inducible expression of the human enterocyte hmox-1 gene that encodes HO-1 and its activity is a critical modulator of the innate immune response (Vareille et al., 2008). Since HO-1 activity inhibits iNOS induction, EHEC effectively suppresses NO generation, and thus host antimicrobial activity. The CO donor CORM-2 also inhibited inducible nitric oxide synthase (iNOS) mRNA expression, thus identifying CO, not bilirubin (another product of HO-1 activity), as the effective species. CO is also implicated in the pathogenesis of Clostridium difficile. Inhibition of host HO activity in mice by administering the inhibitor Zn protoporphyrin IX exacerbated the histopathological alterations elicited by C. difficile toxin A. On the other hand, pretreatment of mice with a CO donor (dimanganese decacarbonyl) reduced the effect (Medeiros et al., 2011). 
	CO can be thought of as a double-edged sword; on one hand, it’s role as an anti-inflammatory molecule can prevent cell damage in response to bacterial infection. CO has also been shown to enhance bacterial clearance, thus has bactericidal properties in infection models. However, the converse has also been shown to exist; in some infection models, the stimulation of HO-1 expression aids pathogenesis of certain organisms. Indeed, in the case of Mycobacterium tuberculosis, the sensing of high levels of CO in the host (via up-regulation of host HO-1), allowed the bacterium to alter its metabolism, switching on the dormancy regulon and thus aiding bacterial survival (Shiloh et al., 2008). The putative role of CO in pathogenesis is discussed further in Section 1.6.3.

1.6. Carbon monoxide in microorganisms
[bookmark: _Toc298583825]1.6.1. Bacterial CO metabolism
	Enzymatic oxidation of CO was first noted in the early 1900s when bacterial films were seen growing on minimal medium in a gas atmosphere mix of CO and H2 (Beijerinck & van Delden, 1902); however it was some years later that a bacterial strain growing on CO could be isolated (Lantzsch, 1922).  It might seem nonsensical that a compound as toxic as CO to animals might be a molecular building block in the metabolism of some microorganisms, but, many organisms have now been identified which possess the unique ability to grow on CO acting as the sole carbon source and electron donor. CO-utilising organisms typically possess enzymes such as CO-dehydrogenase (CODH) capable of CO2 fixation (the interconversion of CO2 to CO as shown in equation (1) below) so that it can be used in central metabolic pathways such as the reverse tricarboxylic acid (TCA) cycle or the Wood-Ljungdahl pathway (Ragsdale, 2004). Two enzymes function at the heart of CO oxidation; CODH and Acetyl-CoA Synthase (ACS). The Wood-Ljungdahl pathway channels CO into a pathway where ACS combines CO and a methyl group to make Acetyl-CoA (Ragsdale, 2006). The Wood-Ljungdahl pathway is reviewed in (Banerjee & Ragsdale, 2003).
2e- + 2H+ + CO2  CO + H2O	(1)
	Some of the most characterized examples include the anaerobic bacteria Moorella thermoacetica (Daniel et al., 1990, Kerby & Zeikus, 1983), the purple sulfur bacterium  Rhodospirillum rubrum (Uffen, 1983) and the carboxydobacteria such as Oligotropha carboxidovorans (Meyer & Schlegel, 1983). These bacteria help to remove ca. 3.3. x 108 tonnes of CO in the earths’ atmosphere maintaining sub-lethal levels of CO (Bartholomew & Alexander, 1979, Conrad, 1996). The bacteria have become very efficient at oxidizing CO; with rates reach up to 40, 000 mol CO. s-1 (Svetlitchnyi et al., 2001). 
	The CODH enzyme that catalyses the oxidation of CO is a haem-containing protein with an additional cofactor of either molybdenum in aerobes or nickel in anaerobes (structural differences are comprehensively reviewed in (Lindahl, 2002)). Since CODH is found across a wide variety of bacterial and archaeal species it has been suggested that CODH is a very ancient part of metabolism, probably first emerging when atmospheric CO was much higher on earth many millions of years ago (Martin & Russell, 2007). The reducing equivalents that are generated upon oxidation of CO are funneled via soluble (e.g. ferredoxin, (Terlesky & Ferry, 1988)) or membrane-bound (e.g. cytochromes, (Jacobitz & Meyer, 1989)) electron acceptors into terminal respiratory chain electron acceptors. An array of respiratory processes can be coupled to CO oxidation including: oxygen respiration, proton respiration (also known as hydrogenogenesis, (Henstra et al., 2007)), sulfate/sulfur respiration (desulfurication, (Rabus et al., 2006)) and carbonate respiration (acetogenesis and methanogenesis, (Drake et al., 2002, Deppenmeier & Müller, 2008)), see Fig. 1.2.
[bookmark: _Toc298583826]1.6.2. Bacterial sensing of CO
	Organisms capable of growing on CO as the sole carbon source are able to sense CO through protein sensors. A well-characterized example exists in R. rubrum which sense CO via a specific CO-sensor, the product of the cooA gene (Roberts et al., 2001); mutations in the cooA gene render the organism unable to respond to CO (Shelver et al., 1995). The product, CooA, is a haem-containing transcriptional regulator and is a member of the CRP/FNR family of transcriptional regulators (Aono et al., 1996, Shelver et al., 1997). CooA controls the expression of the coo operon (which encodes amongst other proteins, a CODH). In addition to being a CO-sensor, CooA also acts as a redox sensor; CO will only bind to the haem co-factor of CooA when it is reduced. Interestingly, CooA is only catalytically active at mid-point potentials of around -300 mV (Heo et al., 2001); the mid-point of potential for the reduction of haem in CooA is also around -300 mV (Aono et al., 1999). Other examples of CO sensors include: the bacterium Desulfovibrio that is able to sense CO through a tetrahaem cytochrome c3 (Takayama et al., 2006), and RcoM, a haem-based sensor for the anaerobic Burkholderia xenovorans (King, 2006, Kerby et al., 2008).
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Figure. 1.2. The anaerobic pathways to which CO oxidation can be linked.  CODH – CO dehydrogenase enzyme, e- electron transfer. Adapted from Thauer et al. 1977.


	Other putative CO sensors have been proposed but solid in vivo evidence has yet to support the claims. One such protein is the O2 sensor of the Rhizobium species of bacterium, FixL (Gilles-Gonzalez et al., 1991). The basis of O2 sensing in FixL is also dependent on O2-haem-binding. FixL has a haem-binding PAS domain, which is a conserved amino acid motif found in two-component signal transducers (Taylor & Zhulin, 1999); for example, two other bacterial O2 sensing phosphodiesterases contain PAS domains, namely E. coli EcDos and Acetobacter xylinum AxPDEA1 (Delgado-Nixon et al., 2000, Chang et al., 2001). The potential of FixL to interact with CO has already been demonstrated in vitro with purified protein from Sinorhizobium meliloti undergoing conformational changes upon addition of CO, which altered the autophosphorylation activity of the protein (Tuckerman et al., 2002). FixL remains a promising candidate for a novel CO-haem sensor in bacteria, but in vivo studies still remain to be carried out. Another possibility for the presence of a CO sensor in carboxidotrophic bacteria such as O. carboxidovorans has been suggested; O. carboxidovorans posses a CODH that is encoded by the cox gene cluster (Santiago et al., 1999). Although no CO sensors have been found to date, the sensor is expected to be structurally distinct from the well-characterized haem CooA sensor, primarily due to the fact that these bacteria express CODH genes in aerobic conditions and CO only binds to ferrous iron in CooA (Roberts et al., 2004). It is evident that many bacterial systems contain proteins that directly sense CO and many more that are potential CO-binding candidates. 

[bookmark: _Toc298583827]1.6.3. CO metabolism in microorganisms - implications for pathogenesis 
	The relationship between CO and disease is extremely complex with many contradictory reports in the literature, but clues come from observations that cigarette smoking and CO, a component of smoke, have anti-inflammatory effects against ulcerative colitis (Sheikh et al., 2011). However, the majority of CO sourced in mammals is from endogenous production by haem oxygenase (HO)-1 (Morse et al., 2009). Several bacteria also possess HO enzymes that function to degrade haem that is imported for use as an iron source by bacteria upon infection of the host (Zhu et al., 2000, Tavares et al., 2012). HO activity can contribute to pathogenesis in certain bacteria by scavenging iron from haem when iron is limiting (Zhu et al., 2000, Medeiros et al., 2011).
	There is a large literature on the sensing of gases (O2, NO, CO) by mycobacteria and their role in dormancy of the bacterium in the host. Mycobacterium tuberculosis infection of macrophages and of mice induces host HO-1 expression (Shiloh et al., 2008). The subsequent production of CO, together with iNOS-derived NO, stimulates expression (via the haem two-component sensor kinases DosS and DosT and the cognate response regulator DosR) of the bacterial dormancy regulon, a group of about 50 genes with diverse functions (Shiloh et al., 2008, Kumar et al., 2008). A recently described CO resistance gene (cor) in M. tuberculosis appears important in dictating the outcome of the host-bacterium battle: the virulence of a cor mutant is attenuated in a mouse model of tuberculosis. Expression of the Cor protein in E. coli is claimed to rescue it from CO toxicity, but the resistance demonstrated was to a CO-releasing molecule, CORM-2, not CO gas alone (Zacharia et al., 2013). 
	The HO (Hmx1) of the pathogenic yeast Candida albicans and its product, CO, also contribute to pathogenesis (Navarathna & Roberts, 2010); mutagenesis of the HMX1 gene results in decreased virulence in murine candidiasis, whereas exposure of mice to therapeutic levels of CO increases C. albicans virulence. Inhaled CO partially reverses the virulence defect of the null strain and so the data are consistent with CO-mediated suppression of acute host inflammatory responses (Navarathna & Roberts, 2010). 

1.7. Development and Applications of CORMs
[bookmark: _Toc298583828]1.7.1. CORM development – discovery of metal carbonyls as CO releasers
Although CO is classically known as a respiratory poison, it has more recently been discovered that CO is a cytoprotective and key signalling molecule with vasodilator, anti-inflammatory, anti-apoptotic and anti-proliferative effects (Boczkowski et al., 2006, Mann, 2010, Motterlini & Otterbein, 2010). Inhalation therapy has shown some promise in harnessing the beneficial effects of CO (see Section 1.5.3), but the potential toxicity of CO through binding Hb makes inhalation therapy a double-edged sword. Therefore, considerable efforts have been made in recent years to develop pharmaceutical vehicles for the delivery of CO in biological systems. The idea of a “safe” delivery of CO was realized with the advent of CO-releasing molecules (CORMs) (Motterlini et al., 2002). CORMs are typically transition metal carbonyl compounds, each with varying rates of CO release. Ludwig Mond first discovered transition metal carbonyls in the 1890’s but they have since gained recognition for their organometallic chemistry for use in industrial catalysis and purification processes (Herrmann, 1990). The compounds are typically characterized by having a transition metal centre (e.g. manganese, ruthenium, cobalt, iron, molybdenum etc.), with a number of coordinated carbonyl ligands. The rich chemistry associated with transition metals affords flexibility in structure and kinetics of CO release from CORMs makes them versatile for use in biology. For optimum delivery and use in biological systems, the properties of an ideal CORM have been summarised (see (Davidge et al., 2009a)). Davidge et al stated that for a CORM to be used successfully applied in biological systems, it should harbor the following properties:  i) be non-toxic, ii) be water soluble in order to be administered, ii) be stable enough to be administered and remain in solution for long periods of time (i.e. for storage) and iii) release CO at sufficient levels in biological systems that are deemed physiological (Davidge et al., 2009a). Advances in CORM development have led to the production of CORMs with improved properties for biological use. The most commonly tested CORMs are described in more detail below; the structures of the CORMs can be found in Table 1.2.
[bookmark: _Toc298583829]1.7.1.1. [Ru(CO)3Cl2]2 - CORM-2 
	CORM-2 is a commercially available ruthenium-based compound and was first described as a CORM in 2001 by Motterlini et al. CORM-2 is not water-soluble and is instead solubilized in DMSO where it releases less than one mole of CO to myoglobin with a half-life of < 5 min (Motterlini et al., 2002). The beneficial effects seen in vivo with CORM-2 mirror the effects seen previously with the HO/CO pathway; CORM-2 demonstrated cardioprotective effects by inhibition of human cardiac L-type calcium channels. The effects were attributed to the build up of ROS generated in mitochondria, which led to redox modulations of critical residues in the channels (Scragg et al., 2008). In a mouse model of acute pancreatitis (AP), treatment with CORM-2 decreased mortality, reduced pancreatic damage and lung injury (Xue & Habtezion, 2014). The mechanism of CORM-2 action was shown to be through the inhibition of pro-inflammatory cytokines and TNF- production. Additional anti-inflammatory actions of CORM-2 have been reported in septic mice, where CO liberated from CORM-2 attenuates LPS-induced ROS production (Cepinskas et al., 2008). Furthermore, CORM-2 protects against ischemia-induced acute renal failure, and when kidney donor rats are pre-treated with CORM-2, renal transplants are protected from ischemia reperfusion (IR) injury (Vera et al., 2005, Caumartin et al., 2011).
[bookmark: _Toc298583830]1.7.1.2. [Ru(CO)3Cl(glycinate)] - CORM-3
	CORM-3, a ruthenium-based CORM, is now commercially available, although its synthesis from [Ru2(CO)6Cl4] or CORM-2, was first carried out successfully at The University of Sheffield. CORM-3 is improved in its water-solubility, which makes the compound biologically favorable (Johnson et al., 2007). The compound is relatively stable in solution (no CO release was detected after incubation of the compound in water for 24 h). In the presence of dithionite-reduced myoglobin, CORM-3 releases one CO rapidly with a half-life of < 2 min (Clark et al., 2003). The chemistry of CORM-3 and thus CO-release kinetics have recently been brought into question by McLean et al when it was reported that sulfite species, such as sodium dithionite, commonly used in the myoglobin CO release tests in vitro, facilitated the release of CO from CORM-3 (McLean et al., 2012) (see Section 1.7.2). Such results have highlighted the importance of determining the chemistry of CORMs and thus the impact of such reactions in in vivo studies. Nevertheless, in terms of therapeutic use, CORM-3 has been successfully applied to a number of disease models with promising results. 

	
[image: ]Table 1.2. The structure and CO-release characteristics of biologically relevant CORMs.
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	Previous studies have shown that HO-1 and its CO product are protective against hypoxia-induced pulmonary hypertension in rats (Christou et al., 2000, Vergadi et al., 2011). In a mouse model of pulmonary hypertension, treatment of mice with CORM-3 (50 mg/Kg, once daily for three weeks) mimicked the action of endogenous CO by inhibiting and also preventing pulmonary vascular remodeling; thus CORM-3 presents a novel approach for the treatment of pulmonary hypertension (Abid et al., 2014). Other examples of the therapeutic action of CORM-3 as a CO-releasing agent include limitation of ischaemia-reperfusion injury in vivo (Guo et al., 2004), modulation of blood pressure and vessel tone by inducing relaxation (Foresti et al., 2004) and CO from CORM-3, amongst other CORMs, is emerging as a modulator of ion channels (for a review see (Wilkinson & Kemp, 2011b)).
[bookmark: _Toc298583831]1.7.1.3. [Mn(CO)4{S2CNMe(CH2CO2H)}] – CORM-401
	CORM-401 is a manganese-based CORM and will be the primary focus of this thesis. The compound is water-soluble, and stable in solution with improved pharmacokinetics; up to 3.2 mole of CO is released to myoglobin with a half-time of ~ 5 min (Crook et al., 2011). Although dithionite enhanced the rate of release from CORM-401, it was not required for its release (McLean et al., 2012). The effect of CORM-401 on RAW 264.7 macrophages was investigated and minimal toxicity was confirmed. Additionally, the therapeutic potential of the CORM was tested and saw a 70 % reduction in LPS-induced nitrite production (Crook et al., 2011). The other beneficial attribute of CORM-401 is that the manganese chemistry is considerably less reactive than that of Ru, thus making it preferable in principle to ruthenium-based compounds such as CORM-2 and CORM-3. Limited studies of CORM-401 exist so far in the literature, but it has been shown that CORM-401 inhibits oxidative damage elicited by H2O2 in cardiomyocytes (Kobeissi et al., 2014). The antibacterial role of CORM-401 is discussed in more detail in Chapter 3 of this thesis. 

[bookmark: _Toc298583832]1.7.1.4. Advances in CORM design
	Current CORMs have successfully emulated the effects of endogenously derived CO in biological systems, but if such compounds are to be used as therapeutics some of the limitations of CORMs described below need to be addressed. Firstly, CO release needs to be more finely controlled then current CORMs allow. The water-soluble CORM-3 compound is not stable in human blood plasma, with a half-time of just 3.6 min (Johnson et al., 2007); such rapid CO release makes the compound unsuitable for most clinical studies (Garcia-Gallego & Bernardes, 2014). The kinetics of CO delivery determine the tissue specificity of a CORM; fast-releasing CORMs are appropriate for experimental study in vitro, for example in studying the effects of CO on ion channels (Dallas et al., 2009), but more controlled spatial and temporal release of CO is needed for in vivo studies. 
	In an effort to overcome the issue of controlled CO release, newer CORMs with enzymatically-triggered or photo-labile CO ligands have been produced (Romanski et al., 2011, Dordelmann et al., 2011). Enzyme-triggered CORMs (ET-CORMs) are an attractive alternative for special control of CO release. The compounds are typically stable in solution and require the action of an enzyme to cleave an ester bond, which results in CO release (Romanski et al., 2011). An alternative mechanism of CO release is through photodissociation of CO upon irradiation using photoCORMs. Most photoCORM compounds are transition metal-based and are stable in dark aqueous solution for a number of hours, long enough for example, to accumulate in tissues. Upon photoexcitation, CO is released from the compounds. One example is the photoCORM-CN028-21, ([Mn(CO)3(tpa-κ(3)N)]Br), which releases up to 3.2 mole of CO upon irradiation at 365 nm; CO release was shown to target and bind to terminal oxidases in E. coli cells (Nagel et al., 2014). The drawback to such compounds is that they require UV-irradiation to release CO, which is damaging to many cell lines and ultimately can lead to cell death. Targeted CO delivery is also being considered by the development of CORMs that are conjugated to targeting signals (such as peptides, antibodies or nanoparticles). This has already been achieved in the binding of a photoCORM ([Mn(tpm)(CO)3]+) to silicon dioxide and carbonanomaterials for the delivery of CO to solid tumours (Dordelmann et al., 2011, Dordelmann et al., 2012).
	
[bookmark: _Toc298583833]1.7.2. Analytical methods to explain CORM mechanisms
	CO is generally assayed in environmental, clinical or experimental situations by measuring the characteristic absorbance spectrum on reaction with myoglobin, or by Gas Chromatography-Thermal Conductivity Detection (GC-TCD) (Santos-Silva et al., 2011a, Santos et al., 2012), solution infra-red (IR) spectroscopy (Pai et al., 2014), gas-phase IR absorption spectroscopy (Poh et al., 2014), attenuated total reflection IR spectroscopy of a metal carbonyl (Klein et al., 2014), chromogenic probes (Esteban et al., 2010, Moragues et al., 2011), or metal oxide semiconductors (Park et al., 2012). The CO electrode produced by World Precision Instruments is potentially useful but has been little used to date (Desmard et al., 2012). An amperometric microsensor simultaneously measures NO and CO in mouse kidneys (Park et al., 2012), but such electrodes are currently unsuitable for detecting and quantifying CO released inside microbes by CORMs. 
	The standard laboratory method for detecting CORM-derived CO in vitro is the myoglobin assay (Motterlini et al., 2002) in which the liberated CO reacts with ferrous myoglobin to give a distinct CO adduct. The method compares favorably with GC-TCD of CO (Munasinghe & Khanal, 2014). Refinements to the myoglobin assay were proposed (Atkin et al., 2011), but McLean et al demonstrated that it is the reducing agent for myoglobin - sodium dithionite - that promotes CO release: CO is not released from CORM-3 in the absence of the reductant (McLean et al., 2012). It might be explained by the fact that dithionite is not pure and contains a significant quantity of sulfite which is in equilibrium with sulfur dioxide, a good ligand for transition metals. This fits with the observation that, on dissolution in buffers in a closed vial, only CO2, resulting from the water-gas shift reaction, can be detected (by GC) (Santos-Silva et al., 2011a). The mechanism of CO release from CORM-3 remains unknown as its chemistry is complex (Johnson et al., 2007), but decomposition products of CORM-3 react with exposed His residues on protein to give metalloproteins that spontaneously release CO (Chaves-Ferreira, 2015). Thus, in biological situations where dithionite (or sulfite, metabisulfite or perhaps other species) are absent, the myoglobin assay over-estimates the rate of CO release. Likewise, CORM-3 does not release CO to the purified flavohemoglobin (Hmp) when reduced with NADH but does so in the presence of dithionite (Tinajero-Trejo et al., 2014). These findings probably explain the discrepancy noted between the myoglobin assay and the CO electrode (Desmard et al., 2012), previously attributed to the need for certain CORMs to interact 'with biological components to trigger the release of CO' (Desmard et al., 2012). An alternative assay that obviates the need for dithionite uses oxyhemoglobin (McLean et al., 2012). Such globin assays could in principle be applied to CO assays within bacteria; indeed Escherichia coli flavohemoglobin (Hmp) expressed at high copy number is a sensitive monitor of CO liberated inside bacteria from CORMs (Tinajero-Trejo et al., 2014).
	Newer methods with unrealized potential include FTIR and photothermally induced resonance to detect an organometallic carbonyl compound (not a CORM) in breast cancer cells (Policar et al., 2011). More promising is Raman microspectroscopy to detect a manganese CORM [(Mn(tpm)(CO)3]Cl (tpm = tris(1-pyrazolyl)methane) in colon cancer cells (Meister et al., 2010). A genetically constructed fluorescent probe (COSer) comprises the CO binding selectivity of CooA, a dimeric CO-sensing haem protein from Rhodospirillum rubrum and a fluorescent peptide to report conformational changes on binding CO (Wang et al., 2012). Transfection of HeLa cells with COSer allowed intracellular imaging of CO after treatment with CO or 1-10 M CORM-2. A new fluorescent probe (COP-1) based on palladium-mediated carbonylation allowed selective CO detection in cells after CORM-3 treatment (Michel et al., 2012). COP-1 has also been used in vitro to demonstrate CO release from a photoCORM in the presence of endothelial cells (Pai et al., 2014). Zobi et al. (Zobi et al., 2013) have shown via synchrotron FTIR spectromicroscopy that a photoactivated CORM conjugated to vitamin B12 is taken up by fibroblasts. A photoCORM that is also luminescent could be tracked by confocal fluorescence microscopy (Pierri et al., 2012). These methods have not been tested in bacteria but the attainable spatial resolution appears at present inadequate for subcellular localization.
[bookmark: _Toc298583834]1.7.3. The antimicrobial effects of  CORMs in vitro and in vivo
	The key to the use of CORMs as antimicrobials is that they are far more toxic to microbes than is CO but the basis of this toxicity is poorly understood. Early biological studies investigated binding to haem proteins, vasodilation, inhibition of NO production by macrophages and survival of animals after organ transplantation (Motterlini, 2007, Mann, 2010): antimicrobial effects of CORMs were not considered. Numerous CORMs have been reported and synthesized, but here and in Table 1.3 we describe only those that have been used against microbes, or hold particular promise (Nobre et al., 2007, Pena et al., 2012, Motterlini et al., 2002, Foresti et al., 2004, Desmard et al., 2009, Davidge et al., 2009a, Desmard et al., 2012, Motterlini et al., 2005, Crook et al., 2011, Nagel et al., 2014, Ward et al., 2014). 
[bookmark: _Toc298583835]1.7.3.1. Escherichia coli
	The first demonstration of the antibacterial action of CORMs against the gram-negative bacterium E. coli was by Nobre and co-workers. Their work focused on the growth and viability of E. coli under both aerobic and anaerobic conditions in the presence of a variety of CORM compounds (Nobre et al., 2007). The group first tested the effect of carbon monoxide gas on the growth and viability of cells; a flux of CO gas was applied to microaerobic cultures and the effect on growth and viability observed for 4 h. Interestingly, they observed a severe impact on growth and viability of cells after just 15 min flux of the gas (approx. 1 mM dissolved concentration). 
	The effect of ruthenium-CORMs, CORM-2 (250 M), CORM-3 (400 M), and compounds from the Alfama company [ALF021, bromo(pentacarbonyl)manganese, and ALF062, tetraethylammonium molybdenum pentacarbonyl bromide] (see Table 1.2/1.3) were tested against laboratory strains of E. coli. Killing of greater than 20% was achieved within 1 h with 250 M CORM-2 and more variable killing with 400 M CORM-3. Control experiments with haemoglobin to sequester CO and the use of inactive forms of the CORMs or solvent-only controls suggested that CO release was the major cause of killing, yet a flux of CO gas was markedly less effective than the CORMs. Interestingly, CO was not detected in media to which the CORMs were added, implying that CO release occurs only intracellularly or that the CO liberated extracellularly escapes from the culture. The group also noted that CORM activity was enhanced under anaerobic conditions, suggesting that inhibition of the respiratory chain by CO was not the primary mode of action of the CORMs. Nobre and co-workers built on this initial study by carrying out transcriptomic profiling of the action of CORM-2 on E. coli cells (Nobre et al., 2009). In support of previous work, CORM-2 perturbed the transcriptome of E. coli cells more under anaerobic conditions. E. coli mutants deficient in genes encoding proteins involved in general and oxidative stress response, as well as biofilm formation and methionine biosynthesis were heightened in their sensitivity to CORM-2 (Nobre et al., 2009). A more recent study by the group has shown that both CORM-2 and ALF062 stimulate the production of ROS in E. coli cells. The oxidative stress induced by CORM-2 subsequently led to DNA damage; alleviation of CORM effects was achieved by the addition of antioxidants such as 
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glutathione, cysteine or methionine, however the mechanisms behind this action are not known (Tavares et al., 2011). 
	The effect of CORM-3 on E. coli cells was further investigated through additional growth and viability studies paired with ruthenium-uptake assays and microarray analyses to try and unearth the mechanism of toxicity of the compound (Davidge et al., 2009a). Surprisingly, the converse observations with CORM-3 were seen; CORM-3 was more effective under aerobic conditions than anaerobic conditions: just 30 M CORM-3 was needed to cause a 10-fold drop in viability after 2 h, whereas under anaerobic conditions, 100 M CORM-3 had no effect on the viability of cells after 2 h. Furthermore, CO applied as a 1 mM saturated-solution had no effect on cells (Davidge et al., 2009a). The uptake of the compound, as assayed by intracellular ruthenium concentration was 7-fold higher than the extracellular phase in aerobically grown cells in the presence of CORM, whereas in anaerobically grown cells, ruthenium levels were only 2.1-fold higher. This difference in uptake of the CORM under aerobic vs. anaerobic conditions may explain partly the difference in toxicity of the compound under each condition. Microarray analysis identified transcriptomic targets of CORM including respiratory genes cyoABCDE, which were more than 10-fold down-regulated; a result confirmed by the reduction of -galactosidase activity in a (cyo-lacZ) strain. Other genes affected included metal biochemistry (yodA and znuA involved in zinc uptake were highly up-regulated). The most marked gene change was spy, a periplasmic chaperone protein involved in cell envelope damage, was more than 100-fold up-regulated under anaerobic conditions (Davidge et al., 2009a). Spectral studies in whole cells showed the formation of CO adducts of the terminal oxidases and in addition, inhibition of respiration was seen in aerobic conditions. Gene changes in the study pointed towards respiratory targets of CORM-3, along with other cellular targets such as perturbation of cell metal content and cellular stress responses.
	To dissect the effect of CO and the backbone structure of the compounds, microarray analyses were carried out on the “inactivated” CORM-3 compound; a compound that is depleted of its CO, leaving the metal fragment and any associated co-ligands (McLean et al., 2013). There was a marked difference between the gene changes observed with CORM-3 and iCORM-3; the response to CORM-3 was much greater than was seen for iCORM-3; furthermore iCORM-3 was only taken up into cells at levels of around 25 % that of the CORM-3 intracellular level, further suggesting a requirement of CORM-3 to be taken up into cells in order to exert its effects (McLean et al., 2013). In the same study sulfur metabolism was identified as a main target for CORM-3 and iCORM-3. The effect of CO on motility of bacteria was also demonstrated after genes involved in motility were down-regulated in CORM-3 microarrays.
	Although microarray analyses have highlighted a number of cellular targets of CORM-3 such as cell envelope, metal ion homeostasis and sulfur metabolism, respiration has also been identified as a casualty of CORM-3 administration to cells. Work done by Wilson et al demonstrated that CORM-3 has pleiotropic effects on respiration in E. coli cells. Under anoxic conditions, CORM-3 caused both stimulation and inhibition of respiration (Wilson et al., 2013). The effects observed were attributed to the effect of CORM-3 on potassium and sodium ion movements in the cell, suggesting that CORM-3 was acting as a non-classical uncoupler-like compound (Wilson et al., 2013). The effect of control compounds such as CO gas and ruthenium-based compounds were also tested but no effect on respiration or ion movements were observed, suggesting a role of the backbone structure of the CORM.
	The work on CORM-3 as a putative antimicrobial in the clinic has developed beyond the use of laboratory strains of E. coli. It was recently shown that CORM-2 was effective at inhibiting the growth and of killing multi-resistant clinical isolates of E. coli producing extended-spectrum beta-lactamases (ESBLs) (Bang et al., 2014). An addition of 500 M CORM-2 led to killing of cells within 4 h and the effect of CORM-2 on killing was much greater than the antibiotic nitrofurantoin (Bang et al., 2014). This study suggests a use for CORMs in the clinic in the treatment of bacterial resistant strains.
	In an effort to improve the temporal and spatial delivery of CO in biological samples, CORMs that release CO only on illumination have been developed and tested as antimicrobial agents. The first such report describes a manganese CORM (Table 1.2/1.3) that acts as a stable prodrug in the dark whereas 365 nm illumination leads to CO release to myoglobin (Nagel et al., 2014). Only after irradiation is the compound toxic to E. coli, in which CO-ligated terminal oxidases can be detected following internalization of the compound, suggesting CO targeting of respiration. This compound has the advantage of a well-defined inactivated form of CORM (iCORM) (Nagel et al., 2014). Similarly, a tryptophan-derived manganese-containing complex (TryptoCORM) that releases 1.4 mol of CO on irradiation at 465 nm, and 2 mol at 400 nm is toxic to E. coli but not to macrophages (Ward et al., 2014).
[bookmark: _Toc298583836]1.7.3.2. Staphylococcus aureus
	The action of CORM-2, CORM-3 and the aforementioned ALF021 and ALF062 were also tested against a laboratory strain of S. aureus. CORM-2 and CORM-3 were both able to greatly reduce the viability of S. aureus strains; however, S. aureus cells appeared more resistant to 400 M CORM-3 under aerobic conditions (Nobre et al., 2007). The antibacterial actions of CORMs were tested under the same conditions but in the presence of the oxygen-scavenger haemoglobin; it was shown that the bactericidal effect of CORMs was lost, thus the activity of the CORMs depended on CO release (Nobre et al., 2007).
[bookmark: _Toc298583837]1.7.3.3. Pseudomonas aeruginosa
	P. aeruginosa is a gram-negative opportunistic pathogen which readily forms resistant biofilm layers; P. aeruginosa has served as a model organism for the study of dynamics and assembly of biofilms (Monds & O'Toole, 2009). The organism has a tendency to infect the lungs of cystic fibrosis patients and thus substantial efforts are being made to develop new therapies for treating Pseudomonas infection (Moreau-Marquis et al., 2008, Hassett et al., 2010). CORM-3 was tested against a laboratory strain (PAO1) of P. aeruginosa and also some clinical isolates exhibiting antibiotic-resistance. The effect of CORM-3 on PAO1 was comparable to the effect of the antibiotic amikacine and the effect was greater than the antibiotic tetracycline. Consistent with a very early publication which showed CO binding to cytochrome c oxidase in P. aeruginosa (Parr et al., 1975), absorption spectra with PAO1 cells in the presence of CORM-3 demonstrated the formation of carbonmonoxy-adducts of terminal oxidases and inhibition of respiration was seen in cells (Desmard et al., 2009). CORM-3 effects were shown to be independent of ROS production and attributed to the inhibition of respiration. Once again, effects of CORM-3 were alleviated by the addition of thiol compounds cysteine, glutathione and the thiol donor N-acetylcysteine (NAC). The group suggests that this is due to the interaction of CORM-3 with cysteine groups in enzymes of the respiratory chain (Desmard et al., 2009). In later work by the group, a selection of transition metal-containing CORMs (CORM-2, CORM-3 and CORM-371 – see Table 1.2 and 1.3), were tested on P. aeruginosa (PAO1). Growth inhibition was observed at concentrations of the CORMs as little as 10 M, however, the bactericidal effect of the manganese-containing CORM-371 was less potent than the ruthenium-based CORMs tested. Nevertheless, the CORMs showed inhibition of growth and bactericidal activity against planktonic cells as well as decreased oxygen consumption. Again the bactericidal effect was shown to be independent of ROS formation (Desmard et al., 2012).
	P. aeruginosa infection can sometimes involve the formation of a biofilm layer; these protective layers enable the pathogen to evade the host immune response and also provide protection against antimicrobials (Flemming & Wingender, 2010). Murray and co-workers looked at the action of CORM-2 on formation and destruction of biofilms. It was shown that a single dose of CORM-2 attenuated biofilm formation; no effect was observed with the iCORM-2 control, suggesting that the CO-releasing properties of the CORM were having the deleterious effect on biofilm formation (Murray et al., 2012). CORM-2 also resulted in the formation of ROS species in line with previous work on CORM-2 (Nobre et al., 2007, Nobre et al., 2009), but, the effects seen in this study were not attributed to ROS formation; addition of cysteine inhibited CORM activity in cells but ROS were still detected. In the same study CORM-2 was also shown to prevent P. aeruginosa colony formation on human bronchial cells. This is an effect that may prove useful in treating infections in cystic fibrosis patients – where prevention might be better than cure. 
[bookmark: _Toc298583838]1.7.3.4. Salmonella enterica serovar Typhimurium
	The versatility of CORMs in treating a number of infections is one of many redeeming qualities of CORM compounds. S. Typhimurium is an enteropathogen causing gastroenteritis in humans. A role of HO/CO in the host response to salmonellosis was demonstrated to be important in combating infection; HO-1 induction/CO application decreased inflammation and enhanced bacterial clearance in mice (Onyiah et al., 2013b). Thus, the direct effect of CO on bacteria was studied by applying exogenous CORM-3 to cultures of S. Typhimurium. In line with other studies with E. coli, CORM-3 was bactericidal, but S. Typhimurium seemed more sensitive to the CORM: low levels of CORM-3 (< 100 M) were shown to inhibit bacterial growth and reduce viability (Rana et al., 2014). As shown in E. coli cells, CORM-3 was also rapidly taken up by in S. Typhimurium cells and CO was released and bound to terminal oxidases. This study, along with others, highlights the broad-spectrum of targets for CORM-3.
[bookmark: _Toc298583839]1.7.3.5. Helicobacter pylori
	H. pylori  is the major cause of gastric ulcer diseases and has been directly linked to gastric cancer (Graham, 2000). Antibiotic treatment of H. pylori usually involves a combinational therapy, with administration of at least two antibiotics in combination since monotherapy is ineffective (Rimbara et al., 2011). The emergence of resistant strains of H. pylori prompted the study of the effectiveness of CORM treatment as a potential therapeutic. CORM-2 was more effective at killing H. pylori than was CORM-3 and the control compound iCORM-2 had no effect on viability of cells, indicating that CO was the effective agent (Tavares et al., 2013). The treatment of H. pylori with CORM-2 required concentrations of > 400 M, much higher than was needed for the treatment of E. coli, S. aureus or P. aeruginosa (Desmard et al., 2009, Nobre et al., 2007, Davidge et al., 2009a). In addition, clinical isolates of the strain that were resistant to antibiotics were susceptible to CORM-2 administration. Moreover, CORM-2 administration to human macrophages prior to infection with H. pylori reduces the ability of cells to infect macrophages (Tavares et al., 2013). An interesting discovery is that treatment of H. pylori with CORM-2 does not induce any morphological changes such as formation of coccoid forms of the bacterium, which is associated with antibiotic resistance (Chu et al., 2010). This result is encouraging and suggests that the development of resistance to CORMs is less likely. 
[bookmark: _Toc298583840]1.7.3.6. Campylobacter jejuni
	Although the potency of CORMs has been demonstrated in a number of bacterial strains (above), CORM-3 proved to be ineffective against the microaerophilic C. jejuni, even though the CORM was taken up into bacterial cells and CO was target to terminal oxidases, partly inhibiting respiration (Smith et al., 2011a). Several hypotheses for the reason for the ineffectiveness of the CORM were suggested, including; the presence of CO-reductase activity that exists in C. jejuni or the presence of a CO-insensitive pathway which may offer an alternative respiratory mechanism for sustaining microaerobic growth.
[bookmark: _Toc298583841]1.7.4. The impact of CORMs on antimicrobial action in animal models
	Three important papers indicate the potential for CORM-elicited antimicrobial effects in animal models. Chung et al. showed that CO from HO-1 enhanced the response to sepsis in mice and stimulated phagocytosis, an effect mimicked by injection of CORM-2 (Chung et al., 2008). CORM-2 and CORM-3 were effective in protecting immunocompetent and immunocompromised mice when injected following Pseudomonas aeruginosa-induced bacteremia (Desmard et al., 2009), but CORM-371 was not (Desmard et al., 2012). The data suggest a direct bactericidal action rather than stimulation of phagocytosis. Third, activity of ALF492 [tricarbonyldichloro(thiogalactopyranoside)Ru(II)] (see Table 1.2/1.3) was demonstrated (Pena et al., 2012) in mice to protect against the protozoan parasite Plasmodium falciparum; the injected compound protected mice against experimental cerebral malaria and acute lung injury without formation of COHb. The protective effect was CO-dependent and the CORM led to the expression of HO-1 thus amplifying the protection. ALF492 was also shown to be an adjuvant to the established antimalarial compound artesunate (Pena et al., 2012).
	More recently, the effect of CORM-2 on an E. coli sepsis model in mice has been carried out. The results showed that intravenous application of CORM-2 at 200 M or 400 M led to an increase in survival rate of mice with E. coli sepsis in a dose-dependent fashion (Qiu et al., 2015). It was also noted that CORM-2 aided bacterial clearance in the liver, lungs, spleen and kidneys of mice. No effect of the CO-depleted control (iCORM-2) was observed and thus the group attribute the beneficial effects of CORM-2 to CO delivered by the compound and also to the modulation of key genes by CORM-2 in E. coli cells (Qiu et al., 2015).	
	However, most recent studies have used in vitro methods and cast doubt on our understanding of the fundamental modes of action, especially the suggestion that CORMs exert antimicrobial activities solely through CO release. Several authors have reported that CORMs are more effective antimicrobial agents than is CO (Nobre et al., 2007, Davidge et al., 2009a). For example, 100 M CORM-3 was effective against P. aeruginosa in vitro (Desmard et al., 2009), but CO gas (approx. 860 M) was not. Importantly, even 10 M CORM-3 was effective against antibiotic-resistant clinical isolates but was not inhibitory to macrophage survival. 

[bookmark: _Toc298583842]1.7.5. Transcriptomic and global impacts of CORMs
	Transcriptomic approaches have been highly informative and emphasized the complexity of the CORM response. In the first study (Davidge et al., 2009a), batch cultures of E. coli were used to explore exposure to sub-inhibitory (30-100 M) concentrations of CORM-3, both aerobically and anaerobically. Striking modulation of the transcriptome was observed, including the down-regulation of operons encoding key respiratory complexes (cytochrome bo' and several dehydrogenases). The genes most highly up-regulated were involved in metal homeostasis and the most up-regulated gene change was spy, encoding a periplasmic cell envelope stress-response chaperone protein. Probabilistic modelling of the comprehensive datasets (Davidge et al., 2009a) identified global transcription factors that are potential CO targets or sensors, notably the respiratory metabolism regulators ArcA and Fnr. However, a similar study using 250 M CORM-2 (partly bactericidal within 30 min (Nobre et al., 2007)) revealed a gene set with few similarities to the Davidge et al CORM-3 study, but up-regulation of spy and down-regulation of some respiratory operons were still observed (Nobre et al., 2009). 
	A more meticulous and reproducible approach to the study of transcriptomics is provided by chemostat (continuous) culture in which all growth conditions, including growth rate, pH, temperature and gas-flow are maintained over long periods thus avoiding growth rate-dependent changes in gene expression (Flatley et al., 2005). Mclean et al. (McLean et al., 2013) used not only CORM-3 but also the inactivated iCORM-3 (from which negligible CO release can be shown) to dissect the effects of CO release and other consequences of the E. coli response in a chemostat system. The transcriptomics revealed that the response to iCORM-3 is lower than to CORM-3, but that numerous processes are affected by both compounds, including energy metabolism, membrane transport, motility, and the metabolism of sulfur-containing species, including cysteine and methionine. 
	There is controversy regarding the roles of reactive oxygen species (ROS) and antioxidants in the antibacterial effectiveness of CORMs; the evidence in favour of this hypothesis is given in (Tavares et al., 2012). It is established that inhibition of bacterial oxidase activity by CO can lead to higher ROS levels (Smith et al., 2011a), for example from exposed flavins in NADH dehydrogenase (Messner & Imlay, 1999). However, Tavares et al. (Tavares et al., 2011) propose the direct involvement of ROS in the toxicity of CORM-2 and ALF062 to E. coli; both promote the production of reactive oxygen species, an effect shown to be blocked by the addition of antioxidants. Mutations in SOD or catalase exacerbated CORM toxicity and CORM-2 induced expression of the DNA repair/SOS system recA and raised levels of free iron in cells. In contrast, treatment of P. aeruginosa with three CORMs did not change ROS production (Desmard et al., 2012). 
	Certain antioxidants (N-acetylcysteine (NAC) and ascorbic acid) suppress H2O2 levels, and NAC, cysteine and reduced (but not oxidized) glutathione reverse CORM-3-mediated inhibition of bacterial growth and respiration (Desmard et al., 2009, McLean et al., 2013). Glutathione and cysteine also prevented killing of H. pylori by CORM-2, but ROS could not be detected and ascorbic acid did not prevent the antimicrobial effect of CORM-2 (Tavares et al., 2013).  Thus, the basis of the effects of these sulfhydryl compounds remains poorly understood but is important, since many are intracellular compounds and might promote or modulate CO release in vivo (McLean et al., 2013). Significantly, the effects of antioxidants on CORM toxicity may be linked, not only to counteracting the intracellular toxic effects, but also to the uptake of the CORM. Jesse et al. (Jesse et al., 2013) found that NAC, widely used to abrogate CORM effects, not only protected respiration from CORM-2 or CORM-3 but also dramatically reduced (5- to 8-fold) CORM uptake.
	The transcriptomic evidence is contradictory. Many genes implicated with intracellular redox stress were reported in E. coli by some (Nobre et al., 2009) but not all (Davidge et al., 2009b) authors. The genes spy, spb, metF and htpX seen by us (Davidge et al., 2009b) are described in (Tavares et al., 2012) as 'associated with the generation of intracellular oxidative stress’. However, the up-regulation of spy (the most dramatically changed gene: 26- to 100-fold (Davidge et al., 2009b), not 3-fold as reported in (Tavares et al., 2012)) is attributed not exclusively to oxidative stress but to hypochlorite-induced membrane disruption (Wang et al., 2009). Nevertheless, transcriptomic analyses are still a wealthy tool for the investigation of novel antimicrobial compounds, and paired with statistical modeling, may offer a deeper understanding of the effects of CORMs at the transcriptomic level. 

1.8. Antimicrobial Resistance 
[bookmark: _Toc298583843]1.8.1. The emergence of resistant bacteria
Antimicrobial resistance (AMR) is defined as the resistance of microorganisms to an antimicrobial agent to which they were once sensitive (Jindal et al., 2015). The appearance of antibiotic resistant strains of bacteria has been reported since the first introduction of effective antimicrobials in the 1930s; the use of penicillin in the clinic in 1940 was preceded by the identification of a penicillinase, an enzyme capable of destroying penicillin, in 1928 by the team who had led the discovery of penicillin (Abraham, 1940, Davies & Davies, 2010). Resistance has since hindered the long-term therapeutic use of antimicrobials and in recent years the lack of novel antimicrobial drugs and the global spread of antibiotic resistance genes (ARG) amongst clinically relevant bacteria has resulted in increased hospitalization and high mortality rates amongst patients infected with resistant microorganisms (Berendonk et al., 2015). Antimicrobial resistance has spread rapidly and had already emerged before the use of antimicrobials in the clinic.
[bookmark: _Toc298583844]1.8.2. Resistant strains of bacteria
	There has been a dramatic rise of pathogenic strains of both gram-positive and gram-negative bacteria and bacteria bearing resistance to one or more antimicrobials from at least three different antimicrobial classes are called multidrug-resistant (MDR) bacteria (Bassetti & Righi, 2015). The most frequently reported gram-positive and gram-negative MDR bacterial strains have been called the ‘ESKAPE’ pathogens and include Enterococcus faecium, Staphylococcus aureus, Klebsiella pneumonia, Acinetobacter baumannii, Pseudomonas aeruginosa and Enterobacteriaceae (Boucher et al., 2009) (Rice, 2008). Gram-negative bacteria have shown resistance to many different types of antimicrobials including penicillins, cephalosporins and quinolones (Kanj & Kanafani, 2011). In particular, the emergence of MDR Enterobacteriaceae producing extended-spectrum beta-lactamases (ESBLs) and MDR P. aeruginosa have led to the use of wide-spectrum antibiotics (e.g. carbapenems/fluoroquinolones) which in turn have resulted in the emergence of isolates of gram-negative bacteria that are resistant to all antibiotics currently in use, and such microorganisms are termed extreme drug-resistant (XDR) strains (Gupta et al., 2011, Munoz-Price et al., 2013, Kanj & Kanafani, 2011). 
Gram-positive MDR bacteria are also becoming an increasing problem. S. aureus is a gram-positive bacterium that has a close association with the human body; up to 30 % of the population carry S. aureus as a nasal commensal. It was thought that penicillin could control S. aureus infection until resistance emerged. The discovery of methicillin, an antibiotic designed to be an anti-resistance drug, in 1959 was hoped to be a long-lived assurance in the prevention of S. aureus infection, however, within just 3 years of its use in the clinic, a resistant strain had emerged (methicillin-resistant S. aureus or MRSA) (Davies & Davies, 2010). MRSA is now the leading cause of hospital-acquired infections and has recently been detected in the community; community-acquired MRSA (CA-MRSA) has acquired new pathogenicity-associated genes which has led to enhanced virulence and transmission characteristics (Davies & Davies, 2010, DeLeo & Chambers, 2009). 

[bookmark: _Toc298583845]1.8.3. Mechanisms of resistance
The molecular mechanisms of resistance in bacteria have been extensively studied. Emergence of antibiotic-resistant strains of bacterial organisms is primarily due to transfer of ARGs in populations which occur through three main mechanisms including; horizontal gene transfer (HGT-now implicated in the movement of ARGs), proliferation of antibiotic resistant bacteria due to selective pressures imposed by antimicrobial compounds, for example biocides and finally, genetic mutation and recombination events in hyper-mutating bacterial strains (Berendonk et al., 2015, Baquero et al., 2008, Wright, 2010). A recent database listing the existence of more than 20,000 potential resistance genes (r genes) of nearly 400 types has been predicted from available bacterial genome sequences (Liu & Pop, 2009) and although the functional resistance genes currently identified in bacterial strains is much smaller, the potential to go back to a post-antibiotic era is very real. 
Perhaps one of the most problematic drug-categories of which resistance is widespread belongs to the β-lactam class of antibiotics, for example penicillin. Resistance to these drugs is afforded by the production of β-lactamases, of which 1,000 have been identified. HGT has played a key role in the transmission of the β-lactam class of antibiotics with the plasmid-encoded β-lactamase, TEM (Davies & Davies, 2010). In addition to HGT, random mutation in the genes encoding β-lactamase enzymes has led to extended-spectrum β-lactamase variants, including CTX-M which has emerged in large subsets of human populations across Europe and now pose a significant threat to human health (Livermore et al., 2007). Such epidemics of r genes with efficient HGT and rapid mutation rates are impossible to control.
Alternative anthropogenic reasons for bacterial resistance need to be considered since therapeutic use in humans accounts for less than half of all antibiotics produced commercially (Davies & Davies, 2010).  Not only is the resistance to current antimicrobials strengthened by over-prescribed antibiotic use in the clinic, but antibiotic resistant hotspots are now emerging in environments where high bacterial loads are coupled with sub-therapeutic levels of antibiotics, for example in agricultural facilities (Berendonk et al., 2015). Some examples of alternative uses of antibiotics are surprisingly unaccounted for in the emergence of resistance, these include i) therapeutic/prophylactic use in household pets, ii) uses as biocides in toiletries, iii) pest control for plants in agricultural systems, iv) growth promotion/prophylactic use in animals and finally v) cloning and selection in research and industry (Davies & Davies, 2010). Uses of antibiotics as described above create reserves of resistance in the environment: genetic and genomic studies of organisms isolated in water-treatment plants indicate an environment where bacteria are rich in r genes, usually located on transmissible genetic elements (Schluter et al., 2008, Szczepanowski et al., 2009).
Although it is clear that anthropogenic use of antibiotics in both a clinical and environmental setting has facilitated the emergence and spread of bacterial resistance to antibiotics, it is not clear whether environmentally-originated antimicrobial resistant strains of bacteria promote the transfer and spread of ARGs in a clinical setting. It remains to be determined whether there is cross-talk between resistant strains in an environmental setting and clinically-relevant resistant strains, i.e. whether transfer of ARGs in both clinical and environmental strains are acquired from the same reservoir (De Gelder et al., 2008, Carattoli et al., 2012).

1.9. Antimicrobial agents
[bookmark: _Toc298583846]1.9.1. Novel therapeutic strategies to target MDR bacteria
	The development of novel antibiotics has slowed in contrast to the mid-twentieth century, when many novel antibiotics were developed in a short period of time and subsequently widely distributed. An antibiotic needs to target an essential process in bacteria (for example: DNA/protein synthesis, cell wall architecture etc.), the drug also needs to be taken up by bacteria with limited efflux and must be well tolerated by the human host with limited side effects and no toxicity (Gill et al., 2015). The same selection of drug targets have been extensively over-exploited for decades (RNA polymerase, the ribosome, dihydrofolate reductase and cell wall synthesis, etc.). It is becoming evident that there are a limited number of direct protein targets in bacteria, which has slowed down the identification of new antimicrobials. In addition to the difficulty of identifying novel targets in bacteria, drug regulation has become increasingly rigorous and it is true that many of the older, over-prescribed antibiotics in use today would not meet the strict regulations set out by drug companies. Some well-known and utilized targets of antibiotics are shown in Fig. 1.3.
One strategy of over-coming drug resistance involves the use of adjuvant compounds, which instead of targeting novel processes in bacteria, act together in concert with widely used antibiotics in order to enhance their effects (Gill et al., 2015). In this way, drugs that lead to the enhancement of antibiotic effects through inhibition of an alternative process can be developed. One classical example of an adjuvant are β-lactamase inhibitors; these compounds act by binding to and inhibiting penicillin-binding proteins which synthesize the cell wall in bacteria (Bush, 2012). An established therapy now combines the use of a β-lactam antibiotic with a β-lactamase inhibitor such as clavulanic acid. Other adjuvant compounds act on the outer cell membrane of bacteria, since this is a barrier for many antibiotic drugs; gram negative bacteria are relatively resistant to many antibiotics due to the permeability barrier provided by the outer membrane (Hancock, 1985, Hancock, 1997). Therefore, chemicals or compounds that increase the permeability of the outer membrane represent a method whereby the activity of antibiotics can be improve by increased permeabilisation of bacterial cells (Gill et al., 2015). 
[bookmark: _Toc298583847]1.9.2. Metal-based pharmaceuticals
A variety of metal complexes with diverse metal centres (usually transition metals) and associated ligands have since been investigated for potential therapeutic effects. Such metal complexes have a greater range of geometries and coordination of ligands in comparison to organic molecules and already a range of transition metal-containing complexes (including metal centers of Ag, Au, Cu, Ru, Fe, etc.) have been shown to harbor anticancer activity due to their propensity to bind to DNA and RNA (Komor & Barton, 2013, Garbutcheon-Singh et al., 2011). The first successful use of a metalloid complex in the treatment of syphilis was developed by Paul Ehrlich in the 1900s (Erhlich’s work is reviewed in (Schwartz, 2004)) and since then several breakthrough chemotherapeutic drugs have employed the use of metals (Li et al., 2015). A breakthrough in cancer chemotherapy came with the development of cis-diamminedichloridoplatinum(II) (cisplatin) (Wong & Giandomenico, 1999). Although cisplatin is the drug of choice for many cancers (especially ovarian, bladder, neck and testicular cancer), the drug itself has a narrow spectrum of targets and also has a number of clinical disadvantages. The latest advances in the use of noble metals in medicine is reviewed in (Medici et al., 2015).
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Figure 1.3. CORMs as adjuvants; CORM targets in bacterial cells are distinct from pre-existing antibacterial targets. CORMs may act alone or they may act as adjuvants in conjunction with other existing antimicrobials to enhance their killing activity. Existing targets of antibiotics include cell wall synthesis, folate synthesis, protein synthesis and the cell membrane. CORMs have been proven to act on different functions in bacteria including: respiration, globin function, ion channels and metal ion homeostasis. A shared target of both is the cell membrane; in addition to polymyxins, CORM-3 has also been shown to disrupt the outer membrane of E. coli cells.


[bookmark: _Toc298583848]1.9.3. Metals as antimicrobials
	It is axiomatic that metal ions are essential in biology, but it is also well known that metals are toxic in unregulated concentrations or locations. A consequence is that selectively toxic metal compounds have long been used as antimicrobial compounds, antiseptics and disinfectants (Lemire et al., 2013). With the growing resistance of bacteria to antibiotics, efforts to identify novel targets or adjuvant molecules with antimicrobial activities are increasing. Amongst these molecules are the transition metals and related compounds, which have been shown to display promising antimicrobial actions. Transition metals have a rich variety of possibilities for coordination of ligands, and it’s these properties that may allow antibacterial metal complexes to be less likely to induce resistance in bacteria.  
[bookmark: _Toc298583849]1.9.3.1. Silver
Such metal compounds are already in use, for example, the use of silver ions for the treatment of severe burn infections (Klasen, 2000, Silver & Phung, 1996, Slawson et al., 1992). The primary action of silver ions is their interaction with thiol (sulfhydryl) groups in enzymes and proteins (Bragg & Rainnie, 1974, Furr et al., 1994) although other sites of action may be possible. Others have suggested that silver ions act on proteins in the membrane in bacteria, leading to efflux of potassium, mediates some of the antimicrobial effects of silver (Schreurs & Rosenberg, 1982). In addition to binding to protein, silver has been shown to directly interact with DNA, preferentially binding to DNA bases rather than phosphate (Rahn & Landry, 1973). 
[bookmark: _Toc298583850]1.9.3.2. Iron
Another transition metal, iron, has also been used as an antimicrobial agent; the bactericidal action of an iron triple-helicate compound on cultures of E. coli and Bacillus subtilis is mediated through its binding to DNA (Richards et al., 2009). Other iron compounds shown to be bactericidal include porphyrins, whose activity in bacteria based on their ability to catalyse peroxidase and oxidase reactions, absorb photons and generate reactive oxygen species (ROS) and also move freely across bacterial membranes (Stojiljkovic et al., 2001). 
[bookmark: _Toc298583851]1.9.3.3. Copper and Platinum
Copper(II)- and platinum(II)-based metallointercalator complexes exhibit promising antimicrobial activity against S. aureus and E. coli cell cultures (Ng et al., 2013).  It was suggested that the platinum(II)-based compounds exerted their antimicrobial effects through membrane destabilization and were selective for gram-negative E. coli cells, whereas copper(II)-based compounds had a greater impact on the growth and viability of gram-positive S. aureus cells; although the molecular target is unknown, it has been suggested to be teichoic acid which is largely absent in gram-negative bacteria (Ng et al., 2013).
[bookmark: _Toc298583852]1.9.3.4. Ruthenium
	The antimicrobial properties of ruthenium compounds has been long reported (Dwyer et al., 1952). Ruthenium(II)-based compounds have been shown to be effective in preventing the growth of both gram-negative bacterial including E. coli and P. aeruginosa and gram-positive species of bacteria, which include S. aureus and the MDR strain MRSA (Li et al., 2011, Li et al., 2012). The antibacterial properties of ruthenium(II) complexes  are correlated with high cellular uptake, in addition, membrane permeabilisation and hyperpolarization of the membrane have been highlighted as key mechanisms in their toxicity (Li et al., 2013).	

1.10. CORMs and antimicrobials
	Concerns over the inevitable spread of antibiotic resistance and the scarcity of new antimicrobial drugs have led to studies, not only of CORMs as antimicrobials in their own right against antibiotic-resistant clinical isolates (Desmard et al., 2009, Bang et al., 2014), but as adjuvants to already established antibiotics, a common practice in clinical therapy (i.e. combination therapy) (see Fig. 1.3 for a comparison of CORM and antibiotic targets). CORMs have already shown promise in combination therapy in a number of animal models. In one study, sub-lethal doses of CORM-2 were combined with metronidazole, amoxicillin and clarithromycin and found to potentiate antibiotic effects on clinical isolates of H. pylori, a major cause of gastric cancer (Tavares et al., 2013). Two mechanisms of action were reported - inhibition of respiration and of urease activity. CORM-2 decreased the measured minimal inhibitory and minimal bactericidal concentrations (MIC, MBC) for all antibiotics. Similarly, CORM-2 acts as an adjuvant to tobramycin against Ps. aeruginosa biofilms (Murray et al., 2012). In neither of these studies was it reported whether the effects of CORM-2 and antibiotics together were truly synergistic or merely additive, as assessed by standard fractional inhibitory concentrations (FICs) (Hollander, 2007). However, these potentiating effects observed with CORMs have not been reported to our knowledge with CO gas, even though NO and H2S have been shown to confer some defense against antibiotics (Luhachack & Nudler, 2014).	






1.11. Conclusions and scope of this thesis
	The role of CO in biology as a therapeutic signalling molecule is unexpected and unprecedented due to the relatively inert nature of the gas itself. However, a wealth of studies have now informed us of the beneficial applications of CO in mammalian systems and its role in signaling through interactions with metals and proteins. CO is now being hailed as the third gasotransmitter and a role for CO in the microbial kingdom has also emerged; for example, an interchangeable role of “CO sensing” versus “CO targeting” of haem proteins in bacteria that possess CODH has been suggested (Section 1.6). 
	There is growing evidence in the literature that supports the antimicrobial action of transition metal-containing CORM compounds. Not only are CORMs able to kill a range of both gram-negative and gram-positive bacterial species in vitro, there are now reports of CORMs aiding bacterial clearance in animal models of sepsis (see Section 1.7). A summary of the effects of CORMs in bacterial cells is shown in Fig. 1.4. As discussed in this chapter, CORMs are taken up by bacterial cells and exert a number of effects, however the mechanisms of CORM toxicity still remain unclear. Equimolar concentrations of CO gas alone do not exert the same toxic effects, and “inactivated” iCORM (compounds which do not release CO) are also less effective. A role of ROS in the toxicity of CORM-2 has been suggested, but not in the case of CORM-3 (Tavares et al., 2012). On the other hand, CO from CORMs has been universally shown to bind to terminal oxidases in a number of bacteria (Davidge et al., 2009b, Jesse et al., 2013, Rana et al., 2014) and a role of CO inhibition of respiration has been suggested. Additionally, DNA damage by CORM-2 has been seen and the disruption of other cellular processes such as motility, sulfur metabolism and metal ion homeostasis are also consequences of CORM application. 
	This thesis aims to dissect the effects of CO gas alone and CORMs in the most widely used molecular workhorse, E. coli K-12. Firstly, a novel manganese CORM with increased CO release will be characterized to ask the question – does a CORM with increased CO yield kill cells more efficiently than CORMs with reduced CO release kinetics? In addition, the analysis of a haem-deficient mutant in the presence of a well characterized CORM (CORM-3) will help to identify additional targets of CO that exist in the cell that are distinct from haem proteins. 
	The effect of CO gas per se on E. coli has never been investigated to our knowledge, despite the antimicrobial action of many CORMs being attributed to the gas release in cells. An understanding of the effects of CO in E. coli will help to identify the targets of CO in cells and which effects of CORMs are due to the compound as a whole. Transcriptomic analyses have already shown their power in uncovering unidentified CORM targets and this powerful technique will be applied again to get an understanding of what happens to E. coli cells when they are challenged with high levels of CO gas. What does CO gas alone do to E. coli? 
[image: ]	
Figure. 1.4. Sites of action and cellular consequences of bacterial exposure to CO and CORMs. Outcomes are generalized and pooled from the reported effects of various metal carbonyl compounds (for details, see the text). The bacterial inner membrane (IM) is shown together with the outer membrane (OM) and periplasm (P) at the top only. The OM is considered freely permeable to CORMs; transport events are therefore shown through the IM only. 1. CORMs enter bacteria by unknown pathways and driving forces; CO enters by diffusion down concentration gradients. CORMs may in principle be exported. 2. CORM releases CO intracellularly, leaving a metal-coligand fragment or inactivated CORM (‘iCORM’). 3. Transcription factors (TF) sense CO, CORM and iCORM leading to global transcriptional effects and modified protein profiles. 4. TFs are also activated by reactive oxygen species (ROS) that may be generated directly by cellular CORM chemistry or from leakage of reducing equivalents from respiratory chains. 5. A typical simplified bacterial aerobic respiratory chain is shown comprising a flavin-containing NADH dehydrogenase, a ubiquinone (Q) pool, and a terminal haem-containing quinol oxidase. 6. CO binds to the oxidase active site, competing with oxygen and blocking respiration. 7. ATP generation via ATP synthase is compromised. 8. CO (or CORM, not shown) may directly or indirectly interact with IM transporters. 9. Diverse cellular responses to CO and CORM exposure are reported. Four outstanding areas of uncertainty are highlighted (question marks): transport of CORMs into (or out of) cells; intracellular mechanisms of CO liberation from CORMs; modification of TF function and gene expression by CORMs; effects of CO and CORMs on membrane transporters. 

	Finally, an important aspect of CORM toxicity is the ability of bacteria to take up these compounds from extracellular medium. ALF062 uptake (assayed by intracellular Mo levels, (Nobre et al., 2007)) and CORM-3 uptake (assayed by levels of Ru in cells (Davidge et al., 2009b, McLean et al., 2013)) by bacteria has already been demonstrated, however no mechanism for transport into bacterial cells has been described. The final chapter of this thesis will aim to look at the simple kinetics and energetics of CORM uptake in E. coli in an attempt to take the first steps towards understanding uptake of CORMs in bacteria. If CORM uptake mechanisms can be resolved, CORM design can be augmented to preferentially target bacterial cells, thus increasing their efficacy. 






















[bookmark: _Toc298583853]Chapter 2 - Materials and Methods

2.1. Bacteriological techniques

2.1.1. Strains
Strains used in this study are shown in Table 2.1

2.1.2. Media
Solid and liquid media were sterilized by autoclaving at 121C for 15 min at a pressure of 15 p.s.i unless otherwise stated. Chemicals were purchased from Sigma, Fisher Scientific or BDH unless otherwise stated. Nutrient agar, tryptone and yeast extract were obtained from Oxoid. Casamino acids were ordered from Scientific Laboratory Supplies and Luria-Bertani-Broth Miller was from ForMedium. Filter sterilization of all chemicals was carried out using 0.22 μm Millipore filters.

[bookmark: _Toc298583854]2.1.2.1. Luria-Bertani (LB)-Broth 
LB was dissolved in distilled water (dH2O) at 25 g/L and autoclaved. The LB contains tryptone (10 g/L), yeast extract (5 g/L) and sodium chloride (10 g/L).

[bookmark: _Toc298583855]2.1.2.2. Trace Elements Solution 
To 990 ml of distilled H2O was added 8 ml HCl (37%), 0.412 g ZnO, 5.4 g FeCl3.6H2O, 2 g MnCl2.4H2O, 0.172 g CuCl2.2H2O, 0.476 g CoCl2.6H2O, 0.064 g H3BO3, 0.004 g Na2MoO4.2H2O. 	Comment by Robert Poole: Sort out subscripts

[bookmark: _Toc298583856]2.1.2.3. Evans Minimal Media 
1 L of Evans Media was made by adding 0.01 M NaH2PO4.2H2O , 0.01 M KCl, 1.25 mM MgCl2.6H2O, 0.1 M NH4Cl, 2 mM Na2SO4, 0.38 g Nitrilotriacetic acid, 20 μM CaCl2.2H2O, 5 ml Trace Elements solution and 11 μM Na2SeO3.5H2O to 990 ml distilled H2O. The pH of the solution was adjusted to pH 7.0 before autoclaving. Glucose or succinate was added as a supplement to a final concentration of 0.02 M.


	Organism
	Strain number
	Genotype
	Source/Reference

	Escherichia coli
	RKP3101
	Wild type MG1655
	Laboratory stock

	
	RKP5421
	MG1655 hemA :: KmR
	Laboratory stock



Table 2.1. Strains used in this study

[bookmark: _Toc298583857]2.1.2.4. hemA rich broth/agar
K2HPO4 (4 g), KH2PO4 (1 g), tryptone (10 g) and yeast extract (5 g) were added to 1L dH2O and the pH adjusted to 7.0 before autoclaving. To prepare solid agar medium, agar (15 g/L) was added prior to autoclaving. After autoclaving the liquid medium (once cooled) was supplemented with 25 ml/L 20 % D-glucose (w/v) and 1 ml of the following stock solutions: 1M MgCl2.6H2O and 50 mg/ml kanamycin for haem-deficient strains of E. coli.

[bookmark: _Toc298583858]2.1.2.5. hemA minimal medium
K2HPO4 (4 g), KH2PO4 (1 g), NH4Cl (1 g), CaCl2.2H2O (0.01 g), K2SO4 (2.6 g), 0.1 % casamino acids (1 g/L) and 5 % LB were dissolved in 1 L dH2O. hemA trace elements solution was added at 10 ml/L. After autoclaving, the liquid medium (once cooled) was supplemented with 25 ml/L 20 % D-glucose w/v and sterile 1M MgCl2.6H2O. For selection of hemA bacterial cells, 50 g/ml kanamycin was added.

[bookmark: _Toc298583859]2.1.2.6. hemA trace elements solution
Na2EDTA (5 g) was dissolved in 800 ml dH2O and adjusted to pH 7.4 before the addition of: FeCl3.6H2O (0.8 g), ZnO (0.05 g), CuCl2.2H2O (0.01 g), CoNO3.6H2O (0.01 g), H3BO3 (0.01 g), ammonium molybdate (0.12 mg) and sodium selenite (0.017 g). The solution was made up to 1 L, filter sterilized and stored at 4 °C (Flatley et al., 2005).

[bookmark: _Toc298583860]2.1.2.7. TY Broth
Tryptone (16 g), yeast extract (10 g) and NaCl (10 g) were dissolved in 1L dH2O (Sambrook & Russell, 2001).

[bookmark: _Toc298583861]2.1.2.8. Nutrient agar (NA)
NA was dissolved in dH2O at 28 g/L. The medium contains ‘Lab-Lemco’ powder (1 g/L), yeast extract (2 g/L), peptone (5 g/L), NaCl (5 g/L) and agar (15 g/L).

[bookmark: _Toc298583862]2.1.2.9. Antibiotic selection
Kanamycin was added as a stock solution to liquid agar (c. 50C) and liquid media at a 1/1000 dilution. Stock solutions were prepared at 50 mg/ml in dH2O, filter-sterilised and stored at -20C. 

2.1.3. Buffers and solutions

[bookmark: _Toc298583863]2.1.3.1. Inorganic potassium phosphate buffer (KPi)
Inorganic potassium phosphate buffer was made using 1M stock solutions of KH2PO4 and K2HPO4. For a solution of 0.1 M pH 7.4, 19.8 ml of KH2PO4 and 80.2 ml K2HPO4 were added together and made up to 1 L with 900 ml distilled H2O. The final solution was filter-sterilised.

[bookmark: _Toc298583864]2.1.3.2. Tris-HCl buffer 
Tris-HCl (Trizma) (6.08 g) was dissolved in 800 ml dH2O. pH was adjusted to 7.4 and the solution made up to 1 L with dH2O before autoclaving.

[bookmark: _Toc298583865]2.1.3.3. TE buffer
Tris-HCl (0.316 g) was dissolved in 200 ml nuclease-free H2O. To this solution was added 1 mM sodium EDTA to a final concentration of 1 mM from an initial stock of 0.5 M. The solution was adjusted to pH 8.0 and filter-sterilised.

[bookmark: _Toc298583866]2.1.3.4. Sonication Buffer 
To 1L of distilled H2O was added 7.88 g Tris HCl, 395.8 mg MgCl2 and 380.35 mg of EGTA. 

[bookmark: _Toc298583867]2.1.3.5. Phosphate-buffered saline (PBS)
A 10 x stock was prepared by dissolving NaCl (80 g), KCl ( 2 g), Na2HPO4 (14.4 g), KH2PO4 (2.4 g) in 1 L dH2O, adjusted to pH 7.4 and autoclaved. To obtain a 1x PBS solution, the 10 x stock solution was diluted 10-fold by adding 100 ml 10 x stock to 900ml dH2O.

[bookmark: _Toc298583868]2.1.3.6. Phosphate-buffered saline with Tween (PBST)
To 1 L of 1 x PBS was added 500 μL of Tween-20.

[bookmark: _Toc298583869]2.1.3.7. Transfer Buffer
To prepare 1 x transfer buffer for Western blotting Tris base (5.8 g/L), Glycine (2.9 g/L), sodium dodecyl sulfate (SDS) (0.37 g/L) and methanol (200 ml/L) were added to dH2O. and made up to 1 L.

[bookmark: _Toc298583870]2.1.3.8. Tris-sucrose EDTA buffer (TSE)
To make 1 L of TSE buffer, Tris-HCl (31.5 g/L) and sucrose (171.2 g/L) were dissolved in 900 ml dH2O and adjusted to pH 8.0. EDTA (2 ml) was added from a stock solution at 0.5 M. dH2O was added to 1 L, and the solution filter-sterilised and stored at 4C.

[bookmark: _Toc298583871]2.1.3.9. MES-SDS running buffer
NuPAGE® MES SDS Running Buffer (20X) was purchased from Life Technologies and diluted to a 1 X solution by adding 50 ml to 950 ml dH2O. The buffer (1 X stock) contains 50 mM MES, 50 mM Tris Base, 0.1% SDS, 1 mM EDTA at pH 7.3.

[bookmark: _Toc298583872]2.1.3.10. MM9 salts solution
A 10 X stock solution was prepared by adding NaH2PO4 (60 g/L), KH2PO4 (3 g/L), NaCl (5 g/L) and NH4Cl (10 g/L) to 900 ml dH2O. pH was then adjusted to  7.4 before making up to 1 L and autoclaving to sterilise. A 1 X stock was made by adding 100 ml of 10 X stock to 900 ml dH2O and then filter-sterilising.

[bookmark: _Toc298583873]2.1.3.11. Chrome Azurol S (CAS) assay solution 
All glassware was washed with 6N HCl solution. In a volumetric flask, 6 ml of 10 mM hexadecyltrimethylammonium bromide (HDTMA) was added to 50 ml dH2O. 1.5ml 1 M FeCl3 and 7.5 ml of a 2 mM stock of CAS solution (solution A) were then added. Separately, 4.3 g of anhydrous piperazine was added to 20 ml dH2O and 6.25 ml 12N HCl added (solution B).  Solution B was then added to solution A and made up to 100 ml with dH2O.

[bookmark: _Toc298583874]2.1.3.12. CAS agar plate preparation
CAS blue dye solution was made by preparing the following solutions: Solution 1: 0.06 g of CAS (Fluka Chemicals) was dissolved in 50 ml of dH2O. Solution 2:  10 ml 1 mM FeCl3  was dissolved in 10 mM HCl. Solution 3: 73 mg of HDTMA was dissolved in 40 ml of dH2O. Solution 1 was mixed with 9 ml of solution 2 and then mixed with solution 3. The solution was autoclaved and stored in a plastic bottle. Separately, agar solution was prepared by adding 100 ml 10 X M9 salts and 100 mM Tris-HCl to 750ml dH2O and adjusting the pH to ~6. To this solution was added 32.2 g piperazine-N,N-bis(2- ethanesulfonic acid) PIPES. The pH was then adjusted to 6.8 [N.B. if the pH becomes higher than 6.8, the solution will turn green]. To 1 L dH2O was added 15 g agar and then autoclaved to sterilise. 1 L CAS agar for plates was made by adding 5 ml trace elements solution, 2 ml 1M MgSO4, 0.1 ml 1 M CaCl2 and 20 mM glucose to cooled agar (~50°C). 100 ml of Blue Dye solution was then added along the glass wall and agitated to mix thoroughly.

[bookmark: _Toc298583875]2.1.3.13. Myoglobin 
A fresh 200 μM stock solution was prepared on the day of use in PBS.

[bookmark: _Toc298583876]2.1.3.14. CO-saturated solution
A CO-saturated solution was prepared fresh on the day of use by bubbling CO gas (CP grade) from a cylinder (BOC, Guilford, GU2 5XY) through 5 ml of the desired buffer in a 7 ml glass bijou bottle, fitted with a Suba-Seal and vented for approx. 30 min. This creates a stock solution at ~1 mM. If left for longer than 30 min without use, fresh buffer was prepared.

2.1.4. Maintenance of bacteria

[bookmark: _Toc298583877]2.1.4.1. Strain storage
 Long-term storage of strains was at –70 °C in glycerol. Glycerol stocks were prepared by inoculating an agar plate with 200 μL of stationary-phase culture grown in rich-medium. The plate was incubated overnight at 37 °C. To the lawn-covered plate was added 2 ml of 30 % (v/v) LB-glycerol. Using a spreader, the lawn was disturbed before pipetting of the glycerol-bacteria mixture into a cryovial (Nalgene).  Bacteria on agar plates were stored on nutrient agar plates at 4°C for no longer than 2 weeks. 

2.1.5. Culture conditions 

[bookmark: _Toc298583878]2.1.5.1. Aerobic batch culture in flasks
E. coli K-12 derivative MG1655 was streaked from glycerol stock onto agar plates and incubated overnight at 37 °C. Starter cultures were grown overnight in 20 ml LB from a single colony. The starter cells were then harvested by centrifugation at 5500 rpm at 4 °C for 5 min. The cell pellets were washed in 10 ml Evans minimal media and harvested once more (5500 rpm, 4 °C, 4 min) before final re-suspension in Evans minimal media before inoculation at 3-5 % to Evans medium supplemented with 0.02 M glucose. Unless otherwise stated, aerobic cultures were grown at 37 °C in conical flasks with side-arms, shaking at 200rpm.

[bookmark: _Toc298583879]2.1.5.2. Batch culture growth in the mini chemostat
E coli K12 was grown in an Infors Multifors bioreactor (total working volume 200 ml) adapted to fit a Labfors-3 fermenter base unit. Temperature was maintained at 37 C and pH was controlled at pH 7.0 with continuous stirring at 200 rpm. Mass flow controllers allowed gas mixes for aerobic and anaerobic conditions to be maintained by continuous bubbling at 100 ml.min-1 of air (aerobic) or 15 % CO2/N2 gas (anaerobic). For batch growths with carbon monoxide (CO), the OD of the culture was allowed to reach exponential phase before the flow rate was increased to 200 ml.min-1 to allow CO to be bubbled at 50 %, thus a rate of 100 ml.min-1 with the appropriate gas mix (air, N2).

[bookmark: _Toc298583880]2.1.5.3. Continuous culture conditions in the mini-chemostat
In continuous culture conditions, cells were grown in an Infors Multifors bioreactor (total volume 200 ml) adapted to fit a Labfors-3 fermenter base unit. Temperature was maintained at 37 C, pH was controlled at pH 7.0 with continuous stirring at 200 rpm. Cultures were initially grown in batch conditions as in section 2.1.5.2 until a turbid stationary culture was achieved; the culture was then fed with fresh media at a rate of 7.4 ml.min-1 (0.2 hr-1 dilution rate with volume 200 ml). Mass flow controllers allowed gas mixes for aerobic and anaerobic conditions to be maintained by continuous bubbling at 100 ml.min-1 of air and N2 gas (aerobic) or N2 gas (anaerobic). Where CO was added to the chemostat, the flow rate was increased to 200 ml.min-1 to allow CO to be bubbled at 50 %, thus a rate of 100 ml.min-1 with the appropriate gas mix (air, N2).

[bookmark: _Toc298583881]2.1.5.4. Growth of E. coli cells over-expressing Campylobacter jejuni protein Ctb
E. coli cells transformed with a pBAD-Ctb plasmid were grown at 37 °C, with shaking at 200 rpm in LB + 1% δ-aminolevulinic acid (δ–ALA) until an OD of ~ 0.3 was reached. Arabinose was added at 0.02% to induce expression of Ctb and cells were left to grow at 37 °C for 4 h before being stored at 4 °C overnight. Cells were harvested after storage at 4 °C overnight (5500 rpm, 4 °C, 15 min) and resuspended in Tris-HCl buffer pH 7.0 to an OD of 0.3.

[bookmark: _Toc298583882]2.1.5.5. E. coli haem-deficient (hemA) batch culture growth
RKP5421 (E. coli K-12 MG1655 hemA) were streaked onto rich broth agar plates (section 2.1.2.4) and incubated in an anaerobic jar at 37 °C overnight. Where large volumes of cells were required for spheroplast formation, cultures were grown in 1 L Duran bottles filled to the brim with hemA defined media (2.1.2.5) and stirred at medium speed using a magnetic stirrer bar. Cultures were inoculated with a 5 % v/v inoculum and grown at 37 °C. For smaller volume growths, such as those required for cell membrane assays, cells were again grown anaerobically in falcon tubes filled to the brim with hemA media (2.1.2.5) and rolled on a roller mixer SRT 2 (Stuart). For growths to measure CORM-3 uptake, cells were grown in 250 ml of hemA defined medium in mini-fermenter vessels (Lee et al., 2005) continually sparged with nitrogen, stirring at 200 rpm. A constant temperature of 37 °C was maintained during growth using a water jacket from a water bath set at 42 °C. 

[bookmark: _Toc298583883]2.1.5.6. Growth of glucose-starved cells
Cells were grown as before (Section 2.1.5.1); when the OD reached ~ 0.5, cells were pelleted at 5,500 rpm for 5 min and re-suspended in glucose-free Evans medium. Cells were left shaking at 200 rpm, 37 C for 3 hr. Cells were then pelleted as before and re-suspended in PBS.

[bookmark: _Toc298583884]2.1.5.7. Culture turbidity measurements 
In order to measure the growth of a culture, a Klett-Summerson photoelectric colorimeter (Klett Manufacturing Co., New York) was used with a number 66 red filter. The culture measurements were first blanked with media before measurements were taken. The cultures were grown in side arm flasks, allowing the optical density reading to be taken without removing any culture from the flask. If measurements are presented as optical density units, the sample turbidity was measured using a Jenway 7315 spectrophotometer at 600 nm.

[bookmark: _Toc298583885]2.1.5.8. Viable Counts 
Serial dilutions of culture samples were made in PBS ranging between 10-1 to 10-8. From each dilution, 10 μl drops were places onto respective agar. Drops were allowed to dry and then incubated overnight at 37 C. Following incubation, the average number of colonies was calculated for the dilution giving the highest number of colonies without confluence. The average was used to determine the number of colony forming units per ml (CFU/ml).

[bookmark: _Toc298583886]2.1.5.9.  Growth of E. coli in anaerobic jars to test addition of chelators
An overnight culture of E. coli was suspended in 30 ml minimal medium to obtain an OD of approximately 0.05. Aliquots (200 l each) were dispensed into the wells of a 96-well plate and supplemented with the chelator compounds. Plates were incubated both aerobically (25% CO + 75% air or 25% N2: 75% air) and anaerobically (25% CO: 75% N2 or pure N2) in anaerobic jars (HP0011A, Oxoid). A vacuum was first used to withdraw air and the vacuum gauge was read; the first gas (e.g. CO) was then admitted via a valve to restore 25% of atmospheric pressure and then the second gas (e.g. air) was admitted to restore normal atmospheric pressure. The jars were then incubated at 37for 24 h.

2.2. Biochemical Methods 

2.2.1. Carbon monoxide-releasing molecules (CORMs) and control compounds

[bookmark: _Toc298583887]2.2.1.1. Preparation of CORM-401 
CORM-401 [Mn(CO)4(S2CNMeCH2CO2H)] was obtained from Professor Brian Mann (Chemistry Department, University of Sheffield). A stock solution at 5 mM was prepared fresh on the day by dissolving the CORM-401 in 1x PBS at pH 7.4 prior to use.

[bookmark: _Toc298583888]2.2.1.2. Preparation of MnSO4 and sodium dithiocarbamate controls
Sodium dithiocarbamate (DTC) was obtained from Professor Brian Mann (Chemistry Department, University of Sheffield). A stock solution of 10 mM was prepared fresh on the day by dissolving in dH2O and filter sterilizing. MnSO4 was made as a stock at 0.1 M in dH2O then serially diluted in dH2O to make a 10 mM stock. The final 10 mM stock and 0.1 M stock were filter-sterilized.

[bookmark: _Toc298583889]2.2.1.3. Preparation of CORM-3
CORM-3 (tricarbonylchloro(glycinato)ruthenium(II)) was provided by Dr Jayne Louise Wilson after in-house synthesis following the published method (Johnson et al., 2007). Stock solutions were made up at 10 mM by dissolving in dH2O. Solutions were made up fresh on the day of use.
 
2.2.2. Protein assays
[bookmark: _Toc298583890]2.2.2.1. Determination of protein concentration in whole cells
The concentration of protein in whole cells and membrane samples was carried out using an established protocol (Markwell et al., 1978). Samples for analysis were diluted appropriately (either a 1 in 20 or 1 in 100). 100 parts of Reagent A (containing Na2CO3 (20 g/L), NaOH (4 g/L), sodium tartrate (1.6 g/L) and SDS (10 g/L)) was mixed with 1 part of Reagent B (CuSO4.5H2O at 40 g/L). To each sample, 3 ml of reagent A/B mix was added and incubated at room temperature for 1 h. After incubation, 0.3 ml Folin-Ciocalteau (Lowry) reagent (diluted 1:1 with water) was added to the samples and incubated at room temperature for a further 45 min. The absorbance of each sample was read at 660 nm using a spectrophotometer (Jenway) against a water blank. A standard curve was plotted using a range of concentrations of bovine serum albumin (BSA) against absorbance at 600 nm. The equation of the standard curve was obtained and used to calculate protein concentration (mg.ml-1) in each sample.

[bookmark: _Toc298583891]2.2.2.2. Determination of protein concentration in soluble samples 
The concentration of protein in soluble samples was determined using an assay based on the Bradford dye-binding method (Bradford, 1976). To 100 l of each sample was added 5 ml of dye reagent (Coomassie brilliant blue G-250 dye - Biorad). The samples were incubated for 10 min at room temperature before reading absorbance at 595 nm spectroscopically (Jenway) against a H2O blank. A standard curve was plotted with a range of concentrations of bovine serum albumin (BSA) against absorbance at 595 nm and an equation for the line obtained in order to work out protein concentration for each sample (mg.ml-1).

2.2.3. Outer membrane permeabilization assays
Outer membrane (OM) permeability of CORM-3 and CORM-401 was assayed using 1-N-phenylnaphthylamine (NPN) (Loh et al., 1984, Ibrahim et al., 2000). E. coli cultures were grown to exponential phase (OD600 of 0.6 for wild type, OD600 of 0.3 for hemA), pelleted then washed and re-suspended in PBS. The final cell suspension was adjusted to an OD600 of ~ 0.5. Cells were incubated with NPN (final concentration 1 μM) and, where indicated, KCN (final concentration 1 mM). Fluorescence was measured (λex = 340nm, λem= 420 nm) using a Hitachi F-2500 fluorescence spectrophotometer.

2.2.4. Spheroplast formation and osmotic swelling measurements
Cells were grown in LB supplemented with 20 mM glucose to an OD600 and re-suspended in 20% w/v sucrose containing 33 mM Tris-HCl (pH 8). Spheroplast formation was carried out as described before (Malamy & Horecker, 1964) except that EDTA/lysozyme treatment was at 37°C (Garland et al., 1975, Wilson et al., 2013). Osmotic swelling was measured by monitoring change in turbidity at 500 nm using a Cary 50 spectrophotometer (Varian) (Garland et al., 1975) following dilution of spheroplasts in iso-osmotic 0.25 M solutions of KNO3, KNO2 or NaNO3.

2.2.5. Assays of membrane potential 
E. coli MG1655 cells were grown to mid-exponential phase, washed and re-suspended in 5 mM HEPES buffer to a final OD600 of 0.6. Cells were incubated with 0.1M KCl and 10 mM glucose before incubation with 0.4 M DiSC3(5) in a 3 ml quartz cuvette. 

2.2.6. Inductively-coupled mass spectroscopy (ICP-MS) analysis of trace metals 
Cells were grown as before (section 2.1.5.1) in a volume of 200 ml medium to 60 Klett units (or OD equivalent). A 20 ml sample was taken prior to, and at time intervals after, the addition of CORM-401. Samples were centrifuged at 5500 rpm for 20 min at 4°C ; the supernatant was stored for analysis. The pellet was then re-suspended in 0.5% nitric acid and centrifuged at 13,000rpm for 5 min at 4°C; this process was repeated and the supernatants pooled and analyzed as “pellet washes”. The resulting pellet after the washes was also kept for analysis. The initial supernatant, acid wash supernatants and cell pellets were sent to the Centre of Analytical Sciences (CAS, Department of Chemistry at The University of Sheffield) for analysis by inductively coupled plasma mass spectrometry. Pellets were digested completely with 1 ml nitric acid (Aristar, 69 % v/v) for 60 min then diluted to a 5 ml volume with 1 % nitric acid. Analyses were done using an Agilent 7500CE ICP-MS as before (Davidge et al., 2009b, Graham et al., 2009).


2.2.7 Isolation of bacterial membranes 
Cells from 6 L of culture were harvested by centrifugation at 12,000 x g for 10 min at 4°C. The pellets were then washed by re-suspending in 8 ml of sonication buffer and pelleted by centrifugation at 5500 rpm for 10 min at 4°C. The cells were re-suspended in 4 ml buffer to make a thick slurry and were then broken by sonication at 10-12 microns for 5 intervals of 30 s with a 15-second rest on ice in between each. The sonicate was then centrifuged at 12000 x g for 15 min at 4°C in order to remove any unbroken cells. The supernatant was then spun in an ultracentrifuge at 225,000 x g for 60 min at 4°C in order to separate the membranes from the cytoplasm. The pellet obtained was re-suspended in sonication buffer using a homogeniser and the ultracentrifugation step repeated in order to wash the membranes. Finally the pellets were re-suspended in 3 ml sonication buffer, frozen in liquid nitrogen and stored at -70° in 40 μl aliquots (Poole & Haddock, 1974).

2.2.8. Subcellular fractionation and genomic DNA extraction
One litre cultures of E. coli MG1655 were grown to OD600 0.6 (or Klett equivalent) before the addition of 67 M CORM-401 or dithiocarbamate (DTC)/MnSO4. Cells were then incubated at 37 ˚C with shaking at 200 rpm for 90 min before harvesting by centrifugation (10 min, 12 000 x g). The supernatant was taken as the initial wash sample. The cell pellet was then re-suspended in ~ 6 ml of 200 mM PBS (pH 7.0) before sonication on ice (MSE Soniprep, 16 μm, 6 x 15 s bursts). Following centrifugation (20 min, 20 000 x g) the insoluble pellet was discarded. Membrane and cytoplasm fractions were isolated by ultracentrifugation (60 min, 16 000 x g) using centrifuge tubes washed in concentrated nitric acid to remove all trace metals. Samples of genomic DNA were isolated from independently grown cultures under identical growth conditions as above using the Wizard® Genomic DNA Purification Kit to the manufacturer’s instructions.

2.2.9. Oxygen electrode measurements
[bookmark: _Toc298583892]2.2.9.1 Measurement of respiration rates in membrane particles using a closed electrode
Cells were grown as described in section 2.1.5.1. Cultures were harvested at mid-exponential phase, washed and re-suspended in 50 mM Tris-HCl buffer to create a concentrated cell suspension. The oxygen electrode was calibrated using air-equilibrated 50 mM Tris-HCl buffer (pH 7.0) and the addition of a few grains of sodium dithionite to achieve anoxia (Gilberthorpe & Poole, 2008). Cells were suspended in 50 mM Tris-HCl buffer (pH 7.0) to a final volume of 2 ml in the sealed chamber with constant stirring. The chamber was fitted with a Clark-type polarographic oxygen electrode (Rank Brothers) operating at 37 °C and a polarizing voltage of -0.6 V (Gilberthorpe & Poole, 2008). Data were recorded using DataTrax2 software (World Precision Instruments Inc.). 6.25 mM NADH was added to the chamber using a Hamilton GASTIGHT syringe to stimulate respiration; when air saturation reached 75 % CO/CORM-401 was added and followed until air saturation reached 0 %.

[bookmark: _Toc298583893]2.2.9.2. Measurement of respiration rates in whole cells using an open system 
For prolonged measurements of respiration, a novel open electrode system based on the designs of Degn and Lloyd was designed and constructed at The University of Sheffield (Degn, 1977). The design incorporates a Strathkelvin electrode embedded into the wall of an electrode chamber (typical volume 4 ml). The two-bladed stirring paddle (diameter 13 mm) was mounted on a stainless steel shaft that was stirred from above using a motor to maintain absolute constancy of rotational speed and therefore of transfer of air from the atmosphere to the stirred sample. The Perspex cell was maintained at 37 °C by circulating water, the cell being constructed of stainless steel to aid temperature equilibration. The rate of oxygen diffusion to the sample was expressed as KLa, as measured in (Poole, 1977).

2.2.10. ImmunoWestern Blotting for Spy and CpxP detection

[bookmark: _Toc298583894]2.2.10.1. Periplasmic and soluble fraction isolation
Wild-type MG1655 and hemA cells were grown in hemA defined minimal medium as described above (2.1.5.5). When cultures reached mid-exponential phase, CORM-3 was added to a final concentration of 20 M and incubated for 1, 2 or 4 h. When experiments were done with CORM-401, the compound was added to a final concentration of 67 M and incubated for 2 h. Non-treated cells were grown for 2 h in the absence of CORM-401 and harvested. Where grown in the absence of CORM-3, cells were harvested after 4 h of growth. Cells were harvested and periplasmic fractions were isolated using the TSE method as published (Quan et al., 2013). In brief, cells were harvested 5,500 rpm at 4 C for 20 min, the supernatant carefully discarded. Cells were then re-suspended gently in 1 ml of TSE buffer using a wire loop and incubated on ice for 30 min. Cells were then harvested at 14,000 rpm at4 C for 30 min. The supernatant (i.e. periplasmic fraction) was stored.  For Western blotting with anti-CpxP soluble fractions were made from cell pellets after periplasmic extraction by re-suspending in 0.5 ml Tris-HCl buffer (pH 7.4) and sonication at 15 M for two cycles of 30 s. Soluble fractions were isolated by ultracentrifugation at 30,000 rpm at 4 C for 30 min	Comment by Lauren Katie Wareham: Am I putting in the hemA work here?

[bookmark: _Toc298583895]2.2.10.2. SDS-PAGE
Proteins were analysed by NuPAGE 4 - 12 % Bis-Tris gel (Invitrogen) running in MES buffer at 200 V for 45 min at 4°C using a Bio-Rad Mini-PROTEAN® Electrophoresis System. Samples were mixed with 4X NuPAGE® LDS Sample buffer (Invitrogen), 50 mM DTT (dithiothreitol) and heated at 95 °C for 20 min before loading. Gels were stained in 0.1 % Coomassie® Brilliant Blue (Fluka), 10 % (v/v) acetic acid and 40 % (v/v) ethanol and destained in 10 % (v/v) acetic acid, 10 % (v/v) ethanol.

[bookmark: _Toc298583896]2.2.10.3. Transfer of protein to membrane
Proteins were blotted onto Hybond-P polyvinylidene difluoride membrane (PVDF) (Amersham) for Western blot analysis.  Western blots were carried out using primary rabbit anti-Spy/CpxP antibodies at 1:25,000/1:50,000 dilutions, respectively. Anti-rabbit secondary antibodies were incubated at a concentration of 1:50,000 for 1 h before detection using the ECL-Plus Western blotting detection system (Amersham) with Hyperfilm ECL (Amersham). PVDF membrane was initially incubated in transfer buffer for 10 min. An Invitrogen XCELL IITM Blot Module was used to transfer proteins from the gel onto the PVDF membrane using Western blot transfer buffer. Blotting was carried out at 100 V for 1 h with Precision Plus Protein™ All Blue Standards (Biorad) to assess the transfer and the Western blotting. 

[bookmark: _Toc298583897]2.2.10.4. Western blotting for CpxP and Spy detection
PVDF membrane with protein transferred was initially incubated in TBST for 15 min with gentle shaking and further washed with TBST thrice for 5 min each at room temperature. The PVDF was then transferred into TBST containing either 5 % BSA using primary rabbit anti-CpxP antibodies at 1:25,000 dilution or 5% milk using primary rabbit anti-Spy at 1:50,000 dilutions. Incubations with CpxP/Spy antibodies were carried out overnight at 4 °C or room temperature, respectively. The following day, membranes were washed for 2 x 15 min in PBST and then once in PBS for 5 min. Anti-rabbit secondary antibodies were incubated at a concentration of 1:50,000 for 1 h in PBST before detection using the ECL-Plus Western blotting detection system (Amersham) with Hyperfilm ECL (Amersham). Excess substrate was removed and the PVDF membrane was placed in clingfilm inside an AmershamTM HypercassetteTM Autoradiography Cassette (GE Healthcare). The membrane was exposed on Amersham Hyperfilm ECLTM (GE Healthcare) and developed using GBX Developer and Replenisher (Kodak) for various periods of time until bands became visible. Films were fixed using Industrex LO fixer (Kodak) and washed in water. 

2.2.11. Siderophore assays
Siderophore production was assayed on CAS agar plates supplemented with a trace element solution that, at 100x strength, contained (L-1) 8 ml concentrated HCl, 0.41 g ZnO, 2 g MnCl2.4H2O, 0.17 g CuCl2.2H2O, 0.48 g CoCl2.6H2O, 64 mg H3BO3 and 4 mg Na2MoO4.2H2O. Batch cultures of E. coli were grown in LB medium to an OD600 of ~0.5 and 10 μl portions spotted on plates that were incubated for 48 h aerobically (100% air) or in Oxoid anaerobic jars containing 100 % N2, 50 % CO + 50 % air or 50 % CO + 50 % N2. Siderophore production was determined by measuring halo diameters: from the diameter of the entire zone of clearing (d2) of the culture was subtracted the diameter of the cell spot on the plate (d1).

2.3. Ctb protein purification
Purification of Ctb was performed as described (Pickford et al., 2008). A frozen cell pellet obtained from 2.5 l of culture (see section 2.1.7) was defrosted and resuspended in Tris-HCl 50 mM buffer (pH 7.0) (40 ml) followed by sonication (3 x 20 sec in a MSE Soniprep 150 at maximum power). Cell debris was removed by centrifugation at 10,000 rpm for 20 min. The supernatant (red-brown in colour) was loaded onto a DEAE Sepharose Fast Flow 30-ml column (Pharmacia Biotech) previously equilibrated with Tris-HCl 50 mM (pH 7.0) connected to an Akta Purifier (GE Healthcare Bio-Sciences, Amersham Biosciences Ltd., UK). After washing the column with the same buffer (40 ml) the sample was eluted with a NaCl gradient (0-0.5 M) in buffer. Red-coloured fractions were concentrated to 5 ml in a Vivaspin 20 concentrator (Vivascience) (cutoff of 5 kDa) and used for a further purification by gel filtration. The sample was loaded onto a Superdex-200 column (16 x 60 cm,  GE Healthcare Bio-Sciences, Amersham Biosciences Ltd., UK) previously equilibrated with Tris-HCl 50 mM (pH 7.0), 0.2 M NaCl and eluted with the same buffer (1 ml/min). Red fractions were mixed and SDS-PAGE was used to verify the presence and purity of Ctb (14.06 kDa monomer) and small aliquots stored at -70 °C.

2.4 Spectroscopic assays 
[bookmark: _Toc298583898]2.4.1.1. Myoglobin assay for the measurement of CO release from CORM-401 
Difference spectra (CO-reduced myoglobin minus dithionite-reduced myoglobin) were obtained in the Olis RSM 1000 Rapid Scanning Spectrophotometer. Scans were taken at a rate of 1000 s-1 before and at time intervals after the addition of CORM-401. CORM-401 was added to a final concentration four times less than that of the final myoglobin concentration (to allow for the loss of up to 3.2 moles of CO). To calculate the rate of CO release from the CORM-401 a difference spectrum was plotted. The A in the Soret region was used to determine rates of CO loss. 	Comment by Lauren Katie Wareham: Check specs on this.

[bookmark: _Toc298583899]2.4.1.2. Whole cell cytochrome spectra
Large volumes of E. coli cells were grown in Evans medium and harvested (5,500 rpm, 4°C, 4 min). Cells were resuspended in PBS and normalized to an OD of ~50. Difference spectra, ((CORM-401-plus reduced) minus reduced), of E. coli whole cells suspended in PBS were recorded using an Olis RSM1000 dual-beam rapid scanning monochromator in CLARiTY mode (On-Line Instrument Systems). 

[bookmark: _Toc298583900]2.4.1.3. CO release from CORMs to E. Coli cells over-expressing Campylobacter jejuni haem protein Ctb  
Cells were grown as described in section 2.1.5.4. Cell suspensions were normalized to an OD of ~0.3 each time and remained suspended in Tris-HCl buffer on ice for no longer than one day. Cells were added to the cuvette in the presence of 20 mM glucose and incubated for ~ 5 min to allow reduction of the Ctb globin. Scans were taken using an SDB dual wavelength spectrophotometer using a 10 mm path length (Kalnenieks et al., 1998). Spectra were plotted as ((CORM-401-plus reduced) minus reduced) and the A at the Soret region (422 nm vs. 447 nm) was used to determine CO release rates.

[bookmark: _Toc367262029][bookmark: _Toc298583901]2.4.1.4. Determination of haem content in cellular suspensions (alkaline pyridine assay)
The method was performed as described previously (Poole et al., 1986). A cell suspension was sonicated (Soniprep 150) (4 x 20 s bursts at an amplitude of 10 μm) on ice, and then centrifuged at 12,000 rpm for 10 min to separate intact cells and cell debris. Supernatant (0.6 ml) was mixed with the same volume of pyridine/NaOH regent (NaOH (0.4 M) and pyridine (4.2 M)) in a 1 ml quartz cuvette to promote haemochrome formation. For the oxidised sample, a few grains of ferricyanide were added and, after mixing, the sample was scanned in the range 500-600 nm using a Johnson Foundation SDB3 dual-wavelength spectrophotometer at room temperature (Kalnenieks et al., 1998). For the reduced sample, a few grains of sodium dithionite were added to a fresh sample and scanned as before. Reduced minus oxidised spectra were plotted and haem concentration was determined. Haem b displays an absorption maximum at 556 nm, with an extinction coefficient of 19 mM-1 cm1.


2.5. Molecular methods
2.5.1. Microarray analysis
The microarrays detailed in future chapters were carried out using a “Two-Colour Microarray-Based Prokaryote Analysis (Fairplay III Labeling)” by Agilent Technologies, Inc. 2009. (See Fig. 2.1).

[bookmark: _Toc298583902]2.5.1.1. Sampling and RNA stabilisation
Samples were taken from the mini chemostat vessel (8 ml volume) grown as described in section 2.1.5.3 using an air-tight supersampler (Infors HT). Each 8 ml sample was split into 2 x 4 ml samples for technical replicates by adding to falcon tubes containing 125 μl phenol and 2.375 ml ethanol pre-chilled on ice. The samples were shaken gently and incubated on ice for at least 5 min before centrifugation for 5 min at 5500 rpm, 4 °C. The supernatant was poured off and tubes inverted allowing pellets to dry for at least 2 h at room temperature. Pellets were then stored at – 70 °C. For experiments, a sample was taken before addition of CORM-401 or CO gas. Further samples were taken at time intervals of 2.5, 5, 10, 20, 40 and 80 min after addition of CORM-401 or CO gas.

[bookmark: _Toc298583903]2.5.1.2. RNA extraction from cell samples
RNA extraction from cell pellets was carried out using a Qiagen “RNeasy Mini Kit (50)” and following the manufacturer’s instructions. Samples were first thawed on ice and resuspended in 200 μl of TE buffer containing 15 mg. ml-1 lysozyme. Samples were then vortexed for 10 s and incubated at room temperature for 5 min; during the 5 min incubation, samples were vortexed every minute for 30 s. To each sample RLT buffer (700 μl) containing β-mercaptoethanol (10 μl/ml) was added followed by vigorous vortexing. Ethanol (500 μl, 96 %) was then added and each sample was gently swirled to mix. The resultant lysates were then applied to RNeasy Mini columns and placed in a 2 ml collection tube, centrifuged for 30 s at 10,000 rpm and the flow-through discarded. Buffer RW1 (350 μl) was then added to each column followed by a further centrifugation step for 30 s at 10,000 rpm; any flow-through was discarded and the column placed back into the collection tube. A mixture of 10 μl DNase I with 70 μl buffer RDD was then added directly onto the RNeasy membrane and incubated for 15 min at room temperature to allow digestion of DNA by DNase I. After incubation with DNase I, buffer RW1 (350 μl) was added to the column followed by a 5 min incubation at room temperature and then centrifugation at 10,000 rpm for 30 s. The column was then transferred into a fresh 2 ml collection tube and washed twice with buffer RPE. A further centrifugation step for 1 min at 10,000 rpm was then carried out to remove any remaining ethanol from the sample. To elute 
[image: ]

Figure. 2.1. Diagram of DNA microarray analysis.

RNA, the column was first transferred into a fresh RNAse-free Eppendorf (1. 5 ml volume). To the membrane was added 30 μl of RNAse-free water. The column was left for 1 min at room temperature before a final centrifugation step at 10,000 rpm to elute RNA. Subsequent RNA was stored at – 20 °C.

[bookmark: _Toc298583904]2.5.1.3. RNA quantification
RNA concentrations were determined spectrophotometrically using a Beckman DU 650 UV/Vis spectrophotometer. After blanking the machine with RNAse-free water (99 μl) in UVettes (Eppendorf), 1 μl of RNA was added and measured. One A260 unit is equal to 40 μg RNA per ml. The quality of RNA was also determined by running RNA samples on a 0.8 % agarose gel in 1 x TBE buffer. Clear bands corresponding to 16S and 23S were observed for each sample before they were deemed appropriate for microarray analysis.

[bookmark: _Toc298583905]2.5.1.4. cDNA synthesis
RNA for each sample (16 μg) was mixed with random primers (5 μg) and incubated at 72 °C in a Polymerase chain reaction (PCR) heating block for 10 min and then chilled on ice for 10 min. For cDNA synthesis, a reaction mix was added to each sample containing: 6 μl 5x First Strand (FS) buffer (Invitrogen), 3 μl 0.1 M dithithreitol (DTT) (Invitrogen), 0.6 μl 50 x dNTP master mix (0.1 mM dATP, dGTP, dTTP and 0.05 mM dCTP) (Roche) and 2.9 μl nuclease-free water (Qiagen). Samples were treated with either 2 μl Cy3 or 2 μl Cy5 (with a technical repeat for each sample where the dyes were swapped). Superscript III (1.5 μl, 200 U. μl-1) was added to each sample followed by a 5 min incubation at 25 °C and then an overnight incubation at 50 °C overnight. After an overnight incubation, samples were hydrolysed by the addition of 15 μl 0.1 M NaOH and incubation at 72 °C for 10 min; to neutralize the reaction, 15 μl 0.1 M HCl was added. To purify cDNA, samples were cleaned-up using a QIAquick PCR purification kit (Qiagen) according to the manufacturer’s protocol. Buffer PB was added to each sample at a ratio of 5:1 and mixed by inverting. The sample mix was transferred to a spin column in a 2 ml collection tube and centrifuged for 1 min at 10,000 rpm. Flow-through was discarded and samples were washed twice with buffer PE (750 μl). To ensure removal of all liquid, dry samples were then centrifuged at 10,000rpm for 1 min. To elute the DNA sample, the column was placed in a clean nuclease-free 1.5 ml Eppendorf tube and 50 μl of nuclease-free water was applied to the membrane. The sample was incubated at room temperature for 1 min before centrifugation at 10,000 rpm for 1 min.

[bookmark: _Toc298583906]2.5.1.5. Measure of cDNA concentration
cDNA concentration was measured using a Nanodrop ND-1000 UV/Vis spectrophotometer version 3.2.1 against a nuclease-free water blank. The following calculations were used to calculate the yield of cDNA and specific activity:




The yield of the sample had to be > 825 ng and the specific activity > 8 pmol of Cy3/Cy5 per μg DNA in order for the sample to be deemed suitable for hybridization.

[bookmark: _Toc298583907]2.5.1.6. Hybridisation
An appropriate amount of Cy3- and Cy5-labelled cDNA was added to a nuclease-free Eppendorf tube to achieve a final concentration of 400 ng cDNA for each reaction. Nuclease-free water was added to achieve a volume of 20 μl before the samples were boiled at 100 °C for 2 min. After boiling the samples were placed on ice for 2 min followed by a further 2 min incubation at room temperature. Blocking agent (5 μl of a 10x stock) and 25 μl of 2x GEx hybridization buffer HI-RPM were added to each reaction tube and carefully mixed. 

The Agilent microarray assembly consists of an Agilent SureHyb chamber, a gasket slide, an array slide and a clamp to hold the assembly together. To assemble the chamber, a clean gasket slide was loaded on to the Agilent SureHyb chamber base, ensuring that the gasket slide was flush with the base. 40 μl of each sample was then loaded onto the gasket ensuring that no bubbles were present and that no contact was made between the pipette and the gasket slide. An array slide facing “active side” down was carefully placed on top of the gasket slide and the chamber cover and clamp was secured tightly. After inspection for bubbles, the chamber was placed in a rotisserie oven where samples were left to gently rotate and hybridise at 65 °C for ≥ 17 h.

[bookmark: _Toc298583908]2.5.1.7. Washing of array slides
Washing of microarray slides was carried out according to the manufacturer’s instructions. Three glass dishes, two metal array racks and two stirrer bars were used and cleaned with RNase Zap (Life Technologies) followed by several washes in milliQ water (mQH2O) prior to use to avoid contamination. The two gene expression (GE) wash buffers (Agilent) used for washing the slides were supplemented with 0.005 % Triton X-102 (Agilent) before use. GE wash buffer 2 (400 ml) was pre-heated to 37 °C overnight in a sterile nuclease-free Duran bottle. The first dish used for the initial separation of gasket and array slide was filled with wash buffer 1 (Agilent) at room temperature. A second dish used for the first wash was also filled with buffer 1, a rack and stirrer bar and kept at room temperature. Hybridisation chambers were removed from the oven one at a time, the array slide/gasket slide sandwich was taken from the SureHyb chamber and submerged into dish one (filled with wash buffer 1 at room temperature). Whilst submerged, the array slide was prised away from the gasket slide with tweezers and, ensuring minimum contact with air, the array slide was transferred into the slide rack in dish 2 remaining fully submerged in wash buffer 1. When all slides had been transferred to the rack, the stirrer was turned on at a medium speed and slides were washed for 1 min. Whilst washing, wash buffer 2 (pre-heated to 37 °C) was poured into dish three for the final wash step. After the first wash, the slide rack was transferred to dish 3 and the stirrer was turned on to a medium speed for a final 1 min wash. The slide rack was then removed very slowly from dish 3 to minimize droplets or bubbles on the side surfaces. Slides were then scanned immediately to minimize the impact of environmental oxidants on signal intensities. 

[bookmark: _Toc298583909]2.5.1.8. Scanning of slides
Microarray slides were scanned using an Agilent DNA microarray scanner (Agilent technologies, G2505) with Agilent Scan Control software (v8.5). Output two-colour .tiff image files were produced according to scanning instructions provided by the Fairplay III microarray protocol (Agilent Technologies, 252009).

[bookmark: _Toc298583910]2.5.1.9. Data extraction
Agilent Feature Extraction software (v6.5) was used in order to extract data from array image files; the software measures the fluorescence of Cy3 or Cy5 at each point on the array image files. Data were imported, normalised and interpreted using GeneSpring 7.3.1 (and later GeneSpring 13.0) (Agilent Technologies) by dividing the experimental channel by the control channel and applying a global LOWESS normalization. The LOWESS normalization removes dye intensity-dependent artifacts caused by the non-linearity of the Cy3/5 dyes at low fluorescent intensities. Identification of statistically significant gene expression changes was achieved by applying a t-test with a 2-fold cut-off and p <0.05. A sample from each condition tested (CO gas aerobic/anaerobic or CORM-401 aerobic/anaerobic) was hybridized against a non-treated control. For each experiment, there were two biological repeats, each with a technical dye-swap repeat.
[bookmark: _Toc298583911]2.5.1.10. Inferring transcription factor activity using TFinfer
Transcription factor activity modeling was performed in collaboration with Dr. Ronald Begg and Dr. Guido Sanguinetti at the School of Informatics, University of Edinburgh. The data acquired from gene expression time-series experiments carried out during microarray analyses were used to infer transcription factor activities using a probabilistic model as described previously (Sanguinetti et al., 2006) and used on previous microarray data sets (McLean et al., 2013, Graham et al., 2012, Wilson et al., 2015). The model uses a log-linear approximation for the regulation of genes by the activity of transcription factors. Changes in gene expression are modeled as a weighted linear combination of changes in transcription factor activity using the following equation:


Where: yn (t) is the log-fold change for the n-th gene at time t, Xnm is a binary matrix encoding the structure of the regulatory network (obtained usually from the literature), bnm are the unknown rate constants for activation/repression, cm (t) is the (log) change in transcription factor activity, μn is the perturbed baseline expression level of gene n and εm is the error term. Standard statistical inference techniques can then be employed using TFinfer (Asif et al., 2010). This enables the activity and behavior of transcription factors to be inferred based on changes at the gene level of genes under their control. The inference procedure gives probability distributions for the transcription factor profiles, rate constants and mean gene-expression levels based on the model and gene data combined. The model itself is a simplified representation of transcriptional regulation; however, the simplicity allows large-scale statistical inference to be carried out so that data-driven estimates of transcription factor activities can be obtained.  
[bookmark: _Toc298583912]2.5.1.11. Analysis of TFinfer data
Absolute Pearson correlation coefficients were determined in collaboration with Dr. Ronald Begg and Dr. Guido Sanguinetti at the School of Informatics, University of Edinburgh. The calculations were used to compare conditions. The output from two separate TFinfer runs was loaded, e.g. CO gas aerobic versus CO gas anaerobic. In each condition, if a constant time-series could fit within the error bars provided by TFinfer the transcription factor profile was discarded. This is an important factor to consider and is most likely due to the TF profiles being constant; if this is the case the coefficient is undefined. Profiles discarded from one condition but not the other were given a ‘place-holder’ value of 2. The absolute Pearson correlation coefficients were calculated for the remaining pairs of TF profiles; a value between zero and 1 is given where zero donates a low correlation between transcription factor profiles and a value close to 1 represents transcription factor profiles that are highly correlated. Taking the absolute value therefore means that positive correlations score as highly as negative correlations. This is done because TFinfer does not know a priori the sign of TF-gene interactions, which therefore means that profiles for TF activity can be inverted without affecting the absolute value of the correlation coefficient. Subsequently, after data has been received from the modelers, TF activity profiles can be flipped where necessary to best fit the changes seen in the data at the transcriptomic level after analysis of TF activity and regulation of genes.

[bookmark: _Toc298583913]2.5.1.12. Visualisation of the transcriptomic modeling outputs
In order to make a comparison of the results from TFInfer on different data sets, for instance CO gas under aerobic and anaerobic conditions, we devised an intuitive visualization method that highlights differences in the magnitude of the response and differences in the kinetics of the response to the two stimuli.  The differences between two sets of TFInfer results are illustrated by means of a scatter plot with a point on the graph for each TF considered.  The x-coordinate of each point represents the ‘profile difference’ between the two conditions (computed as 1 minus the absolute Pearson correlation coefficient between the two profiles), while the y-coordinate represents the change in magnitude of the response (computed as the difference of the norm of the two profiles). We term these plots coherence plots. Hence, TFs whose response is similar both in magnitude and kinetics will be located near the origin of the coherence plot, while TFs in the top right corner of the plot respond very differently both in terms of kinetics and in terms of amplitude.  Error bars in these figures represent 95% confidence intervals, and for the purpose of reducing clutter we have omitted transcription factors where the error bars for the absolute Pearson correlation were greater than plus or minus 0.15.

While coherence plots are useful for an immediate visualization of the changes in TF activity, they do not provide a statistical measure of the significance of these changes. This can be obtained using the method described in section 2.4.1.11, which enforces a null hypothesis that a specific TF responds in the same way to the two stimuli, and then provides a goodness of fit measure. It is important to remark that, while the results of the two analyses largely overlap (i.e., strong changes as assessed from the scatterplots are often significant and vice versa), the questions asked in the two analyses are not the same: the coherence plots compare the optimal TF profiles inferred separately on the two data sets. On the other hand, the significance testing procedure tests whether, given the constraint that a certain TF responds identically, there exists an alternative (suboptimal) explanation that can still reasonably explain the data. 

[bookmark: _Toc298583914]Chapter 3 – Characterisation of CORM-401: Transcriptomic Analysis and Physiological effects on Escherichia coli cells

3.1. Introduction
The use of CO-releasing molecules (CORMs), predominantly metal carbonyl compounds, has allowed substantial advances in biology without the handling and health risks associated with CO gas (Mann, 2012, Davidge et al., 2009a, Boczkowski et al., 2006). Numerous diverse CORMs are available with different rates, kinetics and conditions for CO release. The first water-soluble CORM to be synthesized and used biologically - [RuCl(glycinate)(CO)3], CORM-3 - has been investigated in studies with bacteria as a potential antimicrobial compound (Davidge et al., 2009b, Desmard et al., 2009), although its mode of action in bacteria remains to be understood (McLean et al., 2013, Jesse et al., 2013). The toxicity of CO, based on studies mammalian studies, led to the suggestion that CO and CORMs might exert their antibacterial activities by targeting CO to critical oxidases or other iron sites. However, recent studies of CORM-3 in haem-deficient Escherichia coli suggests that alternative targets for CORM-3 exist and that the mode of action of this CORM, and others, may not be attributed solely to the delivery of CO to well established cellular targets (Wilson et al., 2015). 
Many papers now report the antibacterial properties, transcriptomic consequences and biochemical effects of CORMs. The premise is that future, refined CORMs will have potential as novel antibacterial agents with targets distinct from those of established antibiotics already in use (Nobre et al., 2007, Davidge et al., 2009b, McLean et al., 2013). CORM-3 remains the best studied CORM, being a water-soluble molecule albeit with a complex solution chemistry (McLean et al., 2013, Clark et al., 2003) and over 100 papers have appeared on its actions since 2003. 
In view of the potential importance of CORMs as antibacterial agents, either alone or as adjuvants to antibiotics (especially those to which resistance is reported) (Tavares et al., 2013), and the mounting evidence that the Ru co-ligand fragment of the CORM exerts significant biological impacts, we have used a newer molecule that lacks Ru, a biologically foreign element. CORM-401, [Mn(CO)4(S2CNMeCH2CO2H)],  is a CO releasing molecule providing typically three moles CO per mole of compound in vitro (Crook et al., 2011). The mechanism of CO loss is dissociative and reversible; reversible binding of CO results in a relatively stable solution of the compound, while in the presence of a CO receptor or a ligand to prevent the rebinding of CO, the CO is lost rapidly (Crook et al., 2011).
Extensive transcriptomic analysis paired with an array of biochemical studies in this chapter aims to provide the most detailed analysis to date of a CORM that is not a ruthenium carbonyl and contrast its microbiological effects with the potent actions of CORM-3 whose antimicrobial properties are probably explicable in part by the biological chemistry of the accumulated ruthenium. 
3.2. Results
[bookmark: _Toc298583915]3.2.1. CORM-401 release rates in vitro vary with temperature.
In order to establish the extent of CO release from the compound in vitro under the conditions maintained in this study, CO release was determined by carrying out myoglobin assays in the Olis RSM1000 Spectophotometer (as described in Section 2.4.1). At physiological temperature (37 C) and pH (7.4), 2.4 mole equivalent of CO was released to myogolobin with a half-time of 5 min (Fig. 3.1B).  At 20 C, the rate of CO loss from the CO-RM was considerably slower without complete CO liberation after 1 h. It has been shown recently that sodium dithionite facilitates the release of CO from CORM-3 and dithionite was also shown to enhance the release of CO from CORM-401, although the presence of dithionite is not required for the release of CO (McLean et al., 2012). Interestingly, it was shown in the same study that CORM-401 was still able to release CO spontaneously to oxyhaemoglobin, with the rate of release remaining unchanged in the absence of dithionite. 
[bookmark: _Toc298583916]3.2.2. Control compounds for CORM-401
Methods for the production of a CO-depleted CORM, or inactivated CORM (iCORM) have been developed for the ruthenium-based compound CORM-3 (Wilson et al., 2013). One such method involves sparging an inert gas through a solution of the compound periodically for several days; it was believed that the sparging would force any labile CO from the compound into the gas phase, and alternative ligands (presumably from the solution) would replace them, thus producing a compound lacking CO. After sparging a CORM-3 solution, the CO release by the resulting compound was measured using a myoglobin assay (as described in Section 2.4.1) and CO release calculated as > 5 % of the total CO available; thus the compound was decreed ‘inactive’. When the same method was tested with CORM-401, the CO release kinetics of the compound remained the same, and an inactive form of the compound was not established. 
An alternative method for producing an inactivated compound was by the reaction of CORM-3 with an excess of reduced myoglobin. Dithionite-reduced myoglobin was added in excess to a solution of CORM-3 before the combined solution was loaded into a protein concentrator. In this way the concentrator could retain the protein/CO mixture, while the eluent would be the remnants of the compound, i.e. iCORM, or “miCORM” (where ‘m’ is myoglobin). This method was also implemented with CORM-401 in the presence of oxyhaemoglobin; however the appearance of a slightly red eluent indicated that there was contamination of the eluent with haem or protein. Mass spectroscopy was carried out on the eluent and revealed the 
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Figure 3.1. CO release in vitro by CORM-401. Assays were performed in 0.1 M KPi (pH 7.4) in the presence of excess dithionite at 37 °C unless otherwise stated. A) CO difference spectra showing the conversion of Mb (20 µM) to Mb-CO in the presence of 5 µM CORM-401. B) Time course of CO release from CORM-401 at 37 °C and 20 °C. Under these conditions CORM-401 releases 2.4 mole equivalent of CO with a t1/2 of 5 min. Data are means of three biological repeats ± SEM.

presence of a small amount of haem in the sample (data not shown). In addition, the sample was assayed using ICP-MS to determine whether any manganese was present in the eluent and the results showed that no manganese was detected. It was hypothesized that CORM-401 reacts with globin and that this reaction leads to loss of haem from the protein; however the mechanism of binding was not explored. In conclusion, the methods described above were unsuitable for the production of an “iCORM-401”. However, it is expected due to known chemistry that when CO is liberated from CORM-401, a manganese salt in the Mn(II) state will remain, along with a dithiocarbomate (DTC) ligand. Due to this knowledge, a mixture of manganese sulfate (II) and sodium dithiocarbamate (DTC) were used as control compounds throughout this work where necessary. In addition to these compounds, extensive work was carried out on CO gas alone as a control for CORM compounds (for work on CO gas alone see Chapter 5).
[bookmark: _Toc298583917]3.2.3. CORM-401 toxicity varies according to carbon source in E. coli 
The effect of CORM-401 on growth of E. coli cells was determined by addition of the compound to mid-exponential phase cultures (grown as in Section 2.1.5.1). When growth medium was supplemented with glucose, CORM-401 slightly perturbed growth of cells at 67 M and slowed growth to a greater extent when added at 500 M (Fig. 3.2A). The inset in Fig. 3.2A shows that control compounds added to final concentrations of 500 M had no deleterious effect on growth. 
It was hypothesized that growth of cells on succinate in the presence of CORM-401 would be perturbed to a greater extent due to reliance on terminal oxidases that are inhibited by CO.  As illustrated in Fig. 3.2B, cell growth was indeed inhibited to a greater extent with increasing concentrations of CORM-401; in comparison with glucose conditions, succinate-supplemented cells failed to grow at all when presented with 500 M CORM-401 (Fig. 3.2B). This observed reduction in growth rate suggests that CO released from CORM-401 may be targeted to terminal oxidases in the aerobic respiratory chain. The control compounds showed no deleterious effect on growth (Inset, Fig. 3.2B). 
	The effect of CO gas alone on growth of cell cultures was investigated by the addition of a CO-saturated solution (prepared as in Section 2.1.3.14). Due to limitations of CO solubility and the effect of adding large volumes to cultures, a final concentration of 100 M was used; no inhibition of growth of bacteria was observed (data not shown). It has been shown previously that CO gas alone supplied to cultures at a rate of 100 ml.min-1 has little effect on the growth of E. coli, (see Chapter 5) and that CO gas applied to E. coli cultures at 250 ppm is not inhibitory (Wegiel et al., 2014). 
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Figure 3.2. CORM-401 inhibits growth of E. coli MG1655 and is bactericidal to cells when grown on glucose. Cells were grown at 37 °C in Evans Medium (pH 7.4) to an optical density of ~50-60 Klett units before addition of CO-RM. A) Growth supplemented with glucose in the absence of CORM-401 (closed circles) and after addition of 10 µM (open circles), 67 µM (open triangles) and 500 µM (squares) CORM-401. B) Growth supplemented with succinate. Growth with 67 µM DTC/MnSO4 on glucose and succinate showed no deleterious effect on growth of cells (insets). For viable counts samples were taken before the addition of CORM and hourly thereafter. C) Viability of growing cells on glucose and D) succinate. * indicates (P < 0.008). Data are representative of three biological repeats.


The results suggest that the observed effect on growth by CORM-401 may in part be attributed to the metal co-ligand fragment of the compound and not the CO alone.
	Bactericidal activity of the compound was assessed through viability studies (described in Section 2.1.5.8). Growing cultures of cells in the presence of the compound were sampled over time. Viability of cells growing on media supplemented with glucose are shown in Fig. 3.2C. Although cells continued to grow at concentrations of <100 M CORM-401, a significant drop in viability of cells was observed at 500 M (Fig. 3.2C). In contrast, no drop in viability was observed when cells were grown on succinate (Fig. 3.2D), despite growth rate reductions on this substrate (Fig. 3.2B). No increase in cell counts was seen at concentrations >100 M, suggesting that CORM-401 is bacteriostatic when cells are grown on succinate.

[bookmark: _Toc298583918]3.2.4. CORM-401 accumulates to millimolar levels inside cells  
We hypothesized that the enhanced sensitivity of glucose-grown cells might be due to increased CORM uptake. Accumulation of the compound intracellularly by cells was measured using inductively-coupled plasma mass spectroscopy (ICP-MS) (see Section 2.2.6).  This technique allows the detection of low levels of trace elements inside the cell. Cells growing on glucose or succinate in the presence of CORM-401 were assayed over time and concentrations of manganese were determined after combining absolute amounts of manganese inside the cells with literature values for cell size and volume as before (Graham et al., 2009). Cells growing on glucose appeared to accumulate manganese bi-phasically over time (Fig 3.3A, closed circles).  A sharp increase in intracellular manganese after 2.5 min was observed followed by a short plateau and steady linear increase of the CO-RM over 80 min to levels of manganese in the 3 millimolar range. When cells were grown on succinate the uptake of the compound was monophasic; a sharp increase in manganese levels was seen after 2.5 min finally plateauing at ~1.5 mM after 80 min (Fig 3.3A, open circles). The control compound MnSO4 did not accumulate inside cells (data not shown). Other CORM compounds have also been shown to accumulate inside cells (Davidge et al., 2009b, McLean et al., 2013, Wilson et al., 2015).
[bookmark: _Toc298583919]
3.2.5. CORM-401 binds to DNA and localizes in the cytoplasm of E. coli cells
Although previous ICP analysis demonstrated high intracellular manganese accumulation, the localization of the compound in cells was still unknown. To determine the fate of manganese inside cells, cultures exposed to 67 M CORM-401 were harvested and fractionated to give a soluble fraction, membrane fraction and genomic DNA (as in Section 2.2.8). The subsequent cell fractions were then analyzed for manganese by ICP-MS as above. As shown in Fig. 3.3B, manganese was found predominantly in the cytoplasm, presumably
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Figure 3.3. CORM-401 accumulates to millimolar levels intracellularly and is retained mostly in the cytosol. Work in B) carried out by John Kendall. A) E. coli cells were grown to OD600nm ~ 0.5 in Evans medium supplemented with 20 mM glucose (closed circles) or 20 mM succinate (open circles) before addition of CORM-401 (final concentration 67 M). Cell samples were taken prior to CORM addition and at time interval thereafter for analysis of metal content. n = 3±SEM. B) Localisation of Mn following addition of 67 µM CORM-401 (grey bars) to E. coli MG1655 sub-cellular fractions. Black bars show Mn concentration in each fraction with no additional CORM-401. Arrows indicate where amounts are not large enough to be seen. Following the addition of CORM-401 to E. coli MG1655 at OD600 0.6, cells were incubated for 90 min before sampling. Data are representative of three biological repeats.

interacting with solutes and/or proteins. Manganese was also detected in the DNA fraction, suggesting coordination of the Mn from CORM-401 to DNA. 

[bookmark: _Toc298583920]3.2.6. Chemostat growth conditions for transcriptomic analysis of CORM-401
Initially, growth of E. coli under batch conditions was carried out in order to establish a sub-lethal concentration of CORM-401 (see Section 2.1.5.2). Cells were grown anaerobically and aerobically in the presence of 67 M CORM-401 (Figs. 3.4A and 3.4B). The effect of CORM-401 on growth of cells was minimal; a concentration of CORM needed to be chosen that did not lead to significant loss in viability.  In the following transcriptomic experiments, however, growth of E. coli cells was carried out in continuous culture as described in Section 2.1.5.3 by using a mini-chemostat system. A continuous culture allows tight control of pH, temperature and gas conditions as described before (McLean et al., 2013) ensuring that gene changes observed are exclusively due to the addition of the CORM and not growth phase- or rate-dependent gene changes.

[bookmark: _Toc298583921]3.2.6.1. Exposure to CORM-401 leads to a transient change in transcription of multiple gene groups
The accumulation of CORM-401 to strikingly high levels in cells prompted further analysis of the response of cells to the compound; what impact do millimolar levels of manganese have on cells at the transcriptomic level? Microarray analyses were carried out as described in Section 2.5.1 onwards. Genes were first grouped according to function and the percentage of genes significantly up- and down-regulated (< 0.5-fold or > 2-fold change in expression) in each functional category is shown in Fig. 3.5. The response of cells to CORM-401 was transient under both aerobic and anaerobic conditions. Across all of the functional categories presented, gene changes occurred maximally between 20-40 min after addition of the compound. Aerobically, 23 % of the entire genome (which comprises 4,598 genes) was significantly altered in expression (either up-regulated, or down-regulated) after 40 min (Fig. 3.5A). Anaerobically, although the magnitudes of gene changes were across many of the categories smaller and the response slightly more delayed than under aerobic conditions, the pattern in the response was again transient; at 40 min, gene changes were highest with 18% of the entire genome changing (Fig. 3.5B).
Aerobically, the most marked gene changes were in groups involved in cell motility, energy metabolism, carbohydrate metabolism, and nucleotide metabolism (Fig. 3.5A). The most altered category was motility; after 40 min exposure to CORM-401 in aerobic conditions, 35 % of genes in this category were down-regulated in response to the CORM. This is a phenomenon
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Figure 3.4. Growth of E. coli cells in the presence of CORM-401 in batch conditions for microarray analysis. Cells were grown in batch conditions using in an Infors Multifors bioreactor (total working volume 200 ml) adapted to fit a Labfors-3 fermenter base unit. Temperature was maintained at 37 C and pH was controlled at pH 7.0 with continuous stirring at 200 rpm. Mass flow controllers allowed gas mixes for anaerobic and aerobic conditions to be maintained by continuous bubbling at 100 ml.min-1 of A) 15 % CO2/N2 gas (anaerobic) or B) air (aerobic).
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Figure 3.5. Functional categories of genes affected by CORM-401 addition in Escherichia coli under aerobic and anaerobic conditions. Genes grouped according to function. The bars show the percentage of genes in each group that exhibit significantly altered gene expression (where fold changes are ≥2 and ≤0.5) under A) aerobic conditions and B) anaerobic conditions. Gene changes shown as genes up-regulated (black bars) and down-regulated (grey bars) in each group. Microarray data sets were analysed using GeneSpring 7.3.1. Functional category gene-lists were created using KEGG (Kyoto Encyclopedia of Genes and Genomes) (Kanehisa & Goto, 2000, Kanehisa et al., 2012).


reported previously by our group; it was shown that cells grown in CO atmospheres are less motile than cells grown in the absence of CO (McLean et al., 2013). Energy metabolism was transiently affected by the addition of CORM; genes were down-regulated progressively over time and reached a minimum at 20 min where 24 % of energy metabolism-related genes were down-regulated. Similarly, genes involved in carbohydrate metabolism and lipid metabolism followed the same trend; the majority of genes became transiently down-regulated. Conversely, nucleotide metabolism genes were transiently up-regulated in response to CORM-401 addition; at 40 min, genes in this category were 25 % up-regulated.
Anaerobically, categories with the most significant number of altered genes were energy metabolism, carbohydtrate metabolism, phosphotransferase system genes (PTS) and motility (Fig. 3.5B).  A general pattern in anaerobic conditions was that CORM-401 led to the majority of categories being down-regulated. Interestingly, genes involved in energy metabolism were more highly down-regulated in anaerobic conditions than aerobic conditions; 37 % of the genes in this group were down-regulated after 40 min exposure to the CORM. Under anaerobic conditions motility genes were also affected but to a lesser extent than in aerobic conditions; 13 % of genes in this category were down-regulated after 20 min. 
Although presentation of the data as described above allows one to assess the data on a qualitative level, the genes represented within each category are not shown, which in turn can be misleading. Firstly, it is not clear how many genes are in each category, and the fold-changes of each gene are not shown. The next step in the analysis of the data required a more quantitative analysis of the data. In order to do this for the vast amount of data in this study, firstly statistical modeling was carried out on the data to infer the activity of transcription factors (see Section 3.2.7) and secondly functional categories of interest were chosen and heat tables were plotted which allowed visual representation of the data in a more quantitative manner (see later Fig. 3.8, 3.11, 3.13).
[bookmark: _Toc298583922]
3.2.7. Modelling of transcriptomic data
Modelling of transcriptomic data sets was carried out in collaboration with Dr. Guido Sanguinetti and Dr. Ronald Begg at the School of Informatics, University of Edinburgh, as described in Chapter 2, Section 2.5.1.10 using TFinfer (Asif et al., 2010, Sanguinetti et al., 2006). The program allows the activity of transcription factors to be inferred from raw microarray gene expression data obtained from the time-course microarray experiments. No limitations were applied to the data before the TFinfer program was run; however, to consolidate the results, transcription factors with ≤ 6 targets (as determined by RegulonDB) were excluded from the analysis.
TFInfer was run separately on the CORM-401 and CO gas data sets (see Chapter 5 for CO gas results) and an intuitive visualisation method was devised that highlights differences in the magnitude of the response and differences in the kinetics of the response to the two stimuli. Namely, for each TF, we plot on the abscissa the profile difference (computed as 1 minus the absolute Pearson correlation coefficient between the two profiles) versus the difference in magnitude of the response on the ordinate (computed as the absolute difference of the norms of the two profiles, for more details see Section 2.5.1.12). We term these plots coherence plots, and such a result for CO gas vs. CORM-401 under aerobic and anaerobic conditions is shown in Fig. 3.6. Hence, TFs whose response is similar both in magnitude and kinetics will be located near the origin of the coherence plot, while TFs in the top right corner of the plot respond very differently in both kinetics and amplitude. Each point on the plots has both horizontal and vertical error bars associated with it, which take into account the uncertainty in the inferred TF activities derived from TFInfer.  In Fig. 3.6 these error bars have been left out to reduce visual clutter.  The same plots with error bars are shown in Fig. 3.7.
Several of the regulators whose activity is inferred underlie effects described in this chapter and feature in this analysis. One such TF is CpxR, a transcriptional regulator, part of the cell stress response in E. coli. CpxR is a global stress response regulator, which has been identified previously in response to ruthenium-based CORMs (McLean et al., 2013, Davidge et al., 2009b). In this study, CpxR, which appears in quadrant A of Figs. 3.6 aerobic/anaerobic, is a member of the two-component regulatory system CpxA/CpxR that combats extra-cytoplasmic protein-mediated toxicity (amongst other stresses, see below) by increasing the synthesis of the periplasmic protease DegP as well as that of CpxP protein. CpxR has been highlighted as a key response to CORMs in previous transcriptomic analyses (McLean et al., 2013) and is now known to regulate genes involved in a variety of cell responses including protein folding, stress adaptation, pathogenesis, antibiotic resistance and motility (for a recent review see (Raivio, 2014)). Its position in the matrix is consistent with the up-regulation of the Cpx response elicited by CORM-401 but not CO gas under aerobic and anaerobic conditions (See Section 3.2.13). Similarly, in aerobic conditions, KdpE, a response regulator member of a two-component regulatory system (KdpDE) which control the expression of potassium transport systems was also located in quadrants A suggesting that the response of the transcription factor is specific to CORM-401. Results that implicate the involvement of this transcription factor are discussed in Section 3.2.11. The response regulator Fis, however, which is involved in maintenance of nucleoid structure amongst control of many other responses including biofilm formation, motility and chemotaxis is near the origin of the plot (Quadrants C, Fig. 3.6 aerobic/anaerobic), indicating its response is similar in terms of magnitude and kinetics when cells are exposed to CO gas or CORM-401 aerobically. Another transcription factor located in quadrants C near the origin of the plot under both aerobic and anaerobic conditions is FNR (Fumarate Nitrate Reduction regulator). FNR is a direct sensor of oxygen availability by virtue 	Comment by Lauren Katie Wareham: Need to add a sentence here to explain why we look at Cpx and where it is in the thesis.
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Figure 3.6. Coherence plot showing transcription factors involved in the response to CORM-401 vs. CO gas in E. coli cells. The x-coordinate of each point represents the ‘profile difference’ between the two conditions (computed as 1 minus the absolute Pearson correlation coefficient between the two profiles), while the y-coordinate represents the change in magnitude of the response (computed as the difference of the norm of the two profiles). Hence, transcription factors (TFs) whose response is similar both in magnitude and kinetics will be located near the origin of the coherence plot in quadrants C, while TFs in quadrants B of the plot respond very differently both in terms of kinetics and in terms of amplitude. The activity of the TF Fis in cells aerobically (top plot) is similar in response to both CORM-401 and CO gas, similarly for FNR anaerobically (bottom plot). Whereas MetJ under both conditions responds differently when cells are exposed to CORM-401 or CO gas. 
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Figure 3.7. Coherence plot showing transcription factors involved in the response to CORM-401 vs. CO gas in E. coli cells (including error bars). The same data as in Fig. 3.6 are shown here with error bars (1.96 times standard deviation, or 95 % confidence interval) for the profile-difference and difference in magnitude, in order to give an idea of the uncertainty in these measurements. The uncertainty in this case arises from the uncertainty of the inferred transcription factor profiles derived from TFInfer.

of ligand-reactive FeS clusters. Under microaerobic/anaerobic conditions, it negatively regulates genes involved in the TCA cycle (e.g. fumA, sdhABCD, sucABCD) as well as the cydAB and cyo operons of the respiratory chain (Green et al., 2001, Shalel-Levanon et al., 2005, Crack et al., 2012). The coherence plot suggests that the activity of this transcription factor behaves similarly under both CO and CORM-401 conditions. Gene changes associated with CORM-401 and respiration are discussed in Section 3.3.2. In contrast, EvgA, located in quadrants D, gave a low correlation coefficient for this comparison indicating a specific response to CORM-401; EvgA is a transcriptional regulator which initiates a cascade of gene products in response to acid resistance and multidrug resistance (Itou et al., 2009, Eguchi et al., 2003). 

[bookmark: _Toc298583923]3.2.8. CORM-401 leads to changes in respiratory genes 
Of the functional categories described above, energy metabolism was one of the most altered both aerobically and anaerobically in response to CORM addition. Transcriptomic changes in respiratory genes in response to ruthenium-based CORMs have been described previously, presumably due to the presence of CO targeted to terminal oxidases (Nobre et al., 2007, Davidge et al., 2009b, McLean et al., 2013). Aerobically, CORM-401 led to 24 % of these genes being down-regulated and 16 % up-regulated (Fig. 3.5A). On the other hand, the response was very different under anaerobic conditions; up to 37 % of respiratory genes were down-regulated, with only 3 % being up-regulated at any time point (Fig. 3.5B). 
Of particular interest are genes encoding the terminal oxidase complexes of the respiratory chain and to further assess gene changes a heat plot was created which incorporates essential components of the respiratory system (Fig. 3.8). Under aerobic conditions the genes encoding the cytochrome bd-I complex, a terminal oxidase that is more resistant to cyanide and azide and has a very oxygen affinity (cydAB), were 2-3-fold up-regulated after addition of CORM-401. Interestingly similar gene changes were also seen by previous studies in response to CORM-3 (Davidge et al., 2009b). The gene encoding NADH dehydrogenase II was also around 2-fold up-regulated. Genes encoding the cytochrome bo type oxidase (cyoABCDE) were only down-regulated transiently at 20 min by approximately 5-fold under aerobic conditions; however under anaerobic conditions, genes encoding cytochrome bo and NADH:ubiquitone oxidoreductase were highly down-regulated; cyoA was 10-fold down-regulated after 10 min. Additionally, genes encoding cytochrome bd-I were down-regulated, the opposite response seen to aerobic conditions. Finally, there was no change in the expression of NADH dehydrogenase (ndh) in anaerobic conditions.





Figure 3.8. Differential expression of gene involved in the respiratory chain. The colour-scale bar shows mean fold changes in individual genes of WT E. coli both aerobically and anaerobically in response to 67 M CORM-401. The mean fold-changes for each gene are shown where p values were ≤ 0.05.


[bookmark: _Toc298583924]3.2.9. CO released from CORM-401 is targeted to terminal oxidases in whole cells
	To ascertain whether the CO released from the compound was targeted and subsequently bound to intracellular haem proteins such as the terminal oxidases identified in transcriptomics, visible spectrophotometry was performed on turbid cell suspensions. Due to scattering of light when using turbid samples in a conventional dual-beam spectrophotometer, a modified dual-beam spectrophotometer (which incorporated the use of a highly reflective spherical chamber to reduce scattering of the sample) was used as described in Section 2.4.1.2. As shown in Fig. 3.9A, CO binding to terminal oxidases was almost instantaneous with the addition of 100 M CORM-401. At t = 0, where a scan was taken simultaneously as CORM was added, there was an appearance of a peak and trough at 645 nm and 620 nm, respectively. The 645 nm signal corresponds to the absorbance maximum of CO-ligated cytochrome d, and the 620 nm trough is indicative of the removal of the ferrous cytochrome d (Davidge et al., 2009b, Jesse et al., 2013). Subsequently, a peak at 412 nm appeared indicating binding of CO to cytochrome o. The developing trough at 442 nm has contributions from the ferrous haems of cytochromes o, d and b595 (Poole et al., 1979, Rana et al., 2014, Jesse et al., 2013). More slowly formed were the α/β bands seen at 540 nm, 556 nm and 570 nm with contributions from multiple CO-reactive haems. Thus, CO is released almost immediately upon addition to cells and is primarily targeted to the cytochrome bd type oxidase in the membrane, coincident with the up-regulation of cydAB transcripts above.

[bookmark: _Toc298583925]3.2.10.1. CORM-401 has pleiotropic effects on respiration
Since CO from CORM-401 is released and binds to components of the respiratory chain, the next obvious course of investigation was the effect, if any, of the compound on cellular respiration. Firstly, the direct effect of CORM-401 on respiration was measured by addition of the compound to bacterial membrane particles (as described in Section 2.2.9.1). Membrane particles were added to the electrode chamber to a final concentration of approximately 60 g/ml. The system was closed with a lid preventing any further diffusion of oxygen into the chamber. Respiration was stimulated by the addition of 6.25 mM NADH (Fig. 3.9B, arrow 1) and was followed until ~75 % air saturation (shown by arrow 2 in Fig. 3.9B) where CORM-401 or CO-saturated solution was added.  Addition of 100 M CORM-401 inhibits respiration initially by 32 % in comparison to equimolar CO gas applied as a solution which inhibited respiration by 48 %.  The inhibition of respiration by CO gas and CORM-401 was prolonged and progressively greater.
Next, it was explored whether CORM-401 would inhibit respiration to the same extent in whole cell samples (Fig. 3.9C). However, problems arise when using a closed system with whole cell suspensions. To circumvent this issue, a novel open electrode chamber was designed 
[image: ]
Figure 3.9. CO released from CORM-401 binds terminal oxidases in whole cells but exhibits “uncoupler-like” activity on respiration. A) Cells were grown in LB media to an OD of ~0.6, washed and re-suspended and concentrated in PBS to an OD of ~55. CORM-401 was added to a final concentration of 100 μM. CO difference spectra were recorded over 15 min. B) Wild type E. coli membrane particles (60 μg protein/ml) were added to a closed electrode chamber. Respiration was stimulated by addition of NADH (arrow 1). When air saturation had reached ~75 % of the initial (arrow 2), CO saturated solution (blue line) or CORM-401 to a final concentration of 100 M were added (red line). Respiration of membranes in the absence of any compounds was followed as a control (green line). C) Cells were grown to mid-exponential phase (OD600nm ~0.6) in Evans medium, harvested then washed and re-suspended in Tris-HCl buffer pH 7.4 before addition to an open electrode. Glucose was added in excess to stimulate respiration (1) and cells respired until a steady-state was reached before addition of 100 M CORM-401 (2). Inset shows 10 M CCCP under equivalent conditions. D) Partial inhibition of respiration was observed in low oxygen tensions. Under both conditions, KCN was added to the chamber to a final concentration of 1 mM in order to fully inhibit respiration. All data are representative of ≥2 biological repeats.

and constructed for this purpose at The University of Sheffield. The design incorporates a Strathkelvin electrode embedded into the wall of an electrode chamber (typical volume 4 ml – for details see Section 2.2.9.2). Attached to the overhead motor is a stainless steel rod with blades as impellers to allow tight control of aeration in the chamber through adjusting the rotor speed. In this way, whole cell suspensions can be added to the chamber and the system remain open. Cell suspensions were added to the chamber and glucose was added to a final concentration of 20 mM to stimulate respiration (Fig. 3.9C arrow 1). Respiration in the open system was followed until steady-state was reached. In the first experiment (Fig. 3.9C) the speed of the rotor was adjusted to ensure that steady state was reached at around 50 % air saturation where 100 M CORM-401 was added to the chamber (arrow 2). Interestingly, a marked stimulation effect on respiration was observed. In the same experiment, when steady-state had been reached for a second time, 1 mM KCN was added to the chamber (Fig. 3.9C, arrow 3). KCN is a potent inhibitor of respiration; after addition to the chamber, air saturation promptly increased indicating that respiratory inhibition had occurred. The stimulation effect seen upon addition of CORM-401 was unexpected and warranted further investigation. The experiment was therefore repeated using the same suspension of cells (as Fig. 3.9C) but this time 10 M carbonyl cyanide m-chlorophenyl hydrazone (CCCP), a classical uncoupler of respiration, was added to the chamber (Fig. 3.9C, inset). The effect with CCCP mimicked what was seen with the CORM, albeit at a concentration 10-fold lower, which suggests that CORM-401, like the uncoupler CCCP, stimulates respiration in whole cells. 
Maximal inhibition can be expected when the CO:O2 ratio is increased since CO is a competitive inhibitor of terminal oxidases with oxygen; CO:O2 ratios of 4:1 to 20:1 are generally used in photochemical action spectroscopy, for example (Castor & Chance, 1955). Therefore, to increase the likelihood of observing inhibition of respiration from CORM-401, the rotor speed was decreased to allow less diffusion of oxygen into the chamber so that after addition of glucose (Fig. 3.9D, arrow 1), a steady-state was reached at lower air saturation.  CORM-401 was then added to cells (arrow 2); a very small inhibition was seen, but this was only transient and steady-state respiration resumed at a level seen prior to CORM addition. A second addition of 100 M CORM-401 was made (arrow 2) which produced a very mild yet prolonged inhibition. To confirm these findings, 1 mM KCN was again added to the chamber (arrow 3) as a control and substantial inhibition followed. Thus, CORM-401 is an ineffective inhibitor of respiration, but elicits an uncoupler-like effect in intact cells.

[bookmark: _Toc298583926]3.2.10.2. CORM-401, like CCCP, causes hyperpolarization of the membrane in whole cells
In an attempt to understand the effect of CORM-401 on respiration, membrane potential in whole cells was measured by monitoring fluorescence in the presence of the cyanine-dye DiSC3(5) (Loh et al., 1984, Zhang et al., 2000, Singh & Nicholls, 1985). DiSC3(5) is a cationic dye that moves into cells freely due to the membrane potential; a negatively-charged interior of E. coli cells is maintained leading to the uptake of the positively-charged dye, with a subsequent quenching of fluorescence (method described in Section 2.2.5). If an ionophore such as valinomycin is added, potassium freely moves across the cell membrane leading to a collapse of membrane potential. A net movement of the dye out of the cells follows resulting in an increase in fluorescence; this positive control showed expulsion of the dye (Fig. 3.10D). To determine whether CO affected membrane potential, it was added at a concentration of 50 M to cells. CO and equivalent amounts of PBS buffer did not lead to any measurable decrease in fluorescence (Fig. 3.10A, arrow). However, when CORM-401 was added to cells at a final concentration of 50 M (Fig. 3.10B, arrow), a decrease in fluorescence was observed that continued over 15 min.	Comment by Lauren Katie Wareham: Maybe change order of these in Fig 3.10 to make the valinomycin control A?
	In light of the respiratory stimulation observed in previous experiments, the effect of CCCP on membrane potential was investigated. At levels as low as 1 M, CCCP caused hyperpolarization of the membrane, as did CORM-401 (Fig. 3.10C).  To determine whether this was an effect mediated by potassium flux across the membrane, the potassium gradient and thus membrane potential was first collapsed by the addition of valinomycin (Fig. 3.10E, arrow 1), followed by additions of CORM-401 (Fig. 3.10E, arrow 2) or valinomycin followed by CCCP (Fig. 3.10F, arrows 3 and 4, respectively). As shown by fluorescence, addition of valinomycin caused a net movement of DiSC3(5) out of the cell; however, when CORM-401 or CCCP were then added, hyperpolarization of the membrane continued to occur, reflected in the drop in the fluorescence. Therefore the hyperpolarization caused by CORM-401 and CCCP is independent of potassium gradients across the membrane, and may be caused due to a perturbation of an alternative ionic balance across the membrane (see Discussion).

[bookmark: _Toc298583927]3.2.11. Genes involved in potassium, general ion homeostasis and osmolarity are perturbed in response to CORM-401
To complement the above experiments that implicate ion fluxes in the action of CORM-401, we focused on genes in the transcriptomic analysis involved in the transport of potassium, zinc and other membrane channels. The genes (summarized in Fig. 3.11) are primarily involved in osmoregulation and ion homeostasis and were significantly changed in the presence of the CORM. The genes encoding the high-affinity P-type ATPase potassium transporter (kdpFABC) (Siebers & Altendorf, 1989, Siebers & Altendorf, 1988) were as much as 33-fold up-regulated in aerobic conditions in response to CORM-401 after 20 min. The expression of the genes was transient and began to decrease after 40 min. The kdp genes are expressed when K+ levels in the cell become limited (Siebers & Altendorf, 1988, Laermann et al., 2013). kdpD/E are members of a two-component regulatory system which control the expression of the potassium transport system; kdpD is the sensor kinase responding to limiting K+ levels, this in turn 
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Figure 3.10. CORM-401 and the classical uncoupler CCCP cause hyperpolarization of the membrane in whole cells. E. coli MG1655 cells were grown to mid-exponential phase, washed and resuspended in 5 mM HEPES buffer to a final OD600 of 0.6. Cells were incubated with 0.1 M KCl and 10 mM glucose before incubation with 0.4 M DiSC3(5). Additions of A) 1 M valinomycin, B) 50 M CO (solid line), Buffer (dotted line), C) 50 M CORM-401 and D) 1 M CCCP. Traces E) show additions of (1) 1 M valinomycin followed by (2) 50 M CORM-401 and F) show additions of (3) 1 M valinomycin and (4) 1 M CCCP. Results are representative of at least 3 biological repeats.
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Figure 3.11. Differential expression of gene involved in osmoregulation. The colour-scale bar shows mean fold changes in individual genes of WT E. coli both aerobically and anaerobically in response to 67 M CORM-401. The mean fold-changes for each gene are shown where p values were ≤ 0.05
















autophosphorylates kdpE which is the response regulator, altering the transcription of the kdp genes (Walderhaug et al., 1992, Ballal et al., 2007). Such high expression of a transport system such as KdpFABC suggests that exposure of cells to CORM-401 renders them potassium-limited; one possible explanation for this could be the leakage of potassium from the cell due to the opening of non-selective channels, for example. Another explanation may be that the potassium uptake systems are up-regulated in response to osmotic shock; some studies have shown that potassium uptake by systems such as Kdp are increased in response to a change in turgor pressure (reviewed in (Kempf & Bremer, 1998).
In addition to the high-affinity potassium transport system, chaA which encodes a K+/Na+:H+ antiporter was also highly up-regulated both under aerobic and anaerobic conditions (Fig. 3.11). Again, the response appeared to be transient; in aerobic conditions the expression peaked after 10 min exposure to CORM at 14-fold, and similarly under anaerobic conditions the expression peaked twice at 10 min and 40 min with up-regulation of up to 12-fold. The ChaA antiporter functions predominantly as a Na+ extrusion system under alkaline pH (Ohyama et al., 1994) but it has also been identified as a K+ antiporter with roles in potassium homeostasis (Radchenko et al., 2006). The expression of another potassium efflux system is also perturbed by CORM-401; kdpB, a gene encoding the K+ efflux system is down-regulated 10-fold after 10 min under aerobic conditions. It is interesting that the response of CORM-401 led to the expression of a high-affinity K+ uptake system and down-regulation of an antiport system simultaneously; taken together these results strongly suggest that the cells are limited for potassium after CORM-401 is introduced. As well as transport of potassium, the expression of a zinc-binding subunit of a zinc transporter (znuA) is also altered (Patzer & Hantke, 1998). znuA is up-regulated maximally by 11-fold after 20 min, this response decreases over time and after 80 min expression is still up 5-fold. Similarly under anaerobiosis, although the response is delayed in comparison, the expression is 7-fold up-regulated after 40 min. 
Many other systems involved in osmoregulation are perturbed in response to CORM-401, many of which are associated with the maintenance of turgor pressure. Mechanosensitive channels are a class of membrane transporters that respond to changes in osmotic pressure in the cell in order to preserve structural integrity of the membrane. Several of these channels exist in E. coli (reviewed in (Booth & Louis, 1999, Strop et al., 2003). These channels transiently open in response to osmotic stress which results in the perturbation of ionic gradients such as K+ and other solutes (Schleyer et al., 1993). The gene mscS encodes a mechanosensitive channel of small conductance, which exhibits slight anion selectivity (although mechanosensitive channels often show little solute or ion selectivity at all) (Sukharev et al., 1993). In response to CORM-401, mscS is up to 5-fold up-regulated in both aerobic and anaerobic conditions (Fig. 3.11), suggesting that the cell is experiencing osmotic stress, perhaps due to the uptake of the compound.
Other systems that control turgor pressure include the aquaporin aqpZ a water channel that allows the bidirectional movement of water in response to osmotic stress. This channel is slightly down-regulated in aerobic conditions in response to CORM-401. Other outer membrane channels such as ompC/F are also differentially regulated. These aqueous solute channels are of similar function, but different in size; OmpF is a larger channel allowing faster diffusion of solutes, but both allow the movement of solutes which are typically <600 Da in size (reviewed in (Pratt et al., 1996)). Both channels respond to a number of external environmental stimuli, including osmotic stress. OmpC is positively regulated by the Cpx system; the channel is 2-3-fold up-regulated in aerobic conditions in response to CORM-401. Conversely, the outer membrane porin OmpF is largely down-regulated; under both aerobic and anaerobic conditions the gene is greater than 30-fold down-regulated. The channels themselves are differentially regulated to tackle changes in osmotic pressure; OmpF may be down-regulated to avoid mass movement of unwanted solutes into the cell, including the CORM-401 compound itself, whilst expression of the smaller channel, OmpC, allows finer control of solute movement. 
[bookmark: _Toc298583928]3.2.12. CORM-401 leads to changes in cellular potassium and zinc levels but does not influence potassium channel activity 
As indicated by changes in membrane potential and gene expression, CORM-401 appears to lead to the perturbation of ion flux, metal ion homeostasis and/or osmolarity in the cell. Potassium movements in the presence of CORMs have already been shown in previous studies with CORM-3 in wild-type E. coli cells (Wilson et al., 2013). To investigate whether CORM-401 caused influx of potassium, we carried out spheroplast swelling experiments in wild type cells (see Section 2.2.4). The results (not shown) showed that CORM-401 did not induce spheroplast swelling in the presence of potassium nitrate/potassium nitrite. This experiment suggests that CORM-401, unlike CORM-3, in wild type E. coli cells, does not influence the influx of potassium ions. This spheroplast swelling experiment measures only movements of potassium into the cell, and do not account for any movements that may be occurring out of the cell. The up-regulation of the kdp genes for high-affinity uptake of potassium paired with the down-regulated potassium efflux machinery suggested that the cell was experiencing potassium-limiting conditions. It was therefore important to assess the levels of total intracellular potassium, and other trace metals in the presence of CORM-401. The levels of such elements were measured using ICP-MS. Fig. 3.12 shows that levels of potassium and zinc fell after addition of 67 M CORM-401; potassium levels dropped by approximately half and zinc levels dropped by 3.5-fold. There were no recorded changes of copper or iron levels in response to CORM-401 addition.
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Figure 3.12. Potassium and zinc levels fall after CORM-401 addition. E. coli cells were grown to OD600nm ~ 0.5 in Evans medium supplemented with 20 mM glucose. Samples were taken immediately prior to (t = 0) and at time intervals after 67 μM CORM-401 addition (final concentration). Cell pellets were analysed using ICP-MS. A) Intracellular potassium levels fall significantly between t = 0 and t = 80 (P =0.03). B) Zinc levels also fall between t=0 and t=80. Copper levels do not fluctuate in response to CORM-401. n = 3±


[bookmark: _Toc298583929]3.2.13. CORM-401 elicits responses in the expression of Spy protein and down-regulates the production of CpxP, a regulatory protein involved in the cell stress response	Comment by Lauren Katie Wareham: Will compare CORM-401 and CORM-3 here
A key response to ruthenium-based CORMs at the transcriptomic level is the up-regulation of cell envelope stress response regulons and other stress-induced genes. The up-regulation of spy, a gene that encodes a periplasmic chaperone, has been seen previously with both CORM-2 and CORM-3 (Nobre et al., 2009, Davidge et al., 2009b); in studies with CORM-3, spy was up-regulated by up to 300-fold after addition of the compound (McLean et al., 2013). Up-regulation of spy, along with transcripts such as degP (encoding a periplasmic serine protease) and the multidrug efflux pump mdtABC are indicative of an up-regulation of cellular stress responses. Regulators of stress response genes include the two-component regulatory systems BaeRS and CpxAR (for recent reviews see (Raivio, 2014) and references therein). Genes under the regulation of these systems and their response to CORM-401 are shown in Fig. 3.13. Strikingly, many of the genes are highly up-regulated upon exposure to CORM-401 in both aerobic and anaerobic conditions. 
It is clear that the up-regulation of spy at the transcriptomic level, along with transcripts such as cpxP, are indicative of the up-regulation of the Cpx, or “cell envelope stress”, response when cells are exposed to CORM-401. Although these effects at the transcriptomic level are marked, it was important to determine whether the rise in level of transcripts was a reflection of a physiological production of protein. Western blot assays were therefore carried out using antisera to two key players in the response: Spy and CpxP (as described in Section 2.2.10). Loading controls confirmed equal loading of protein in each well shown by the Coomassie-stained gel (Fig. 3.14A). A Western Blot carried out in the presence of anti-CpxP antibodies shows that in the absence of CORM-401 (lane 1) CpxP protein levels are high; this is expected since CpxP is a negative regulator of the Cpx response (Raivio et al., 1999); if the Cpx response is to be active, levels of CpxP need to be minimal. When control compounds DTC and MnSO4 were added (final concentration 67 M of each compound) and incubated with cells for 2 h, CpxP levels were also high (lane 2). However, when CORM-401 was added to a final concentration of 67 M to cells and incubated for 2 h the levels of CpxP were very low (lane 3). This was expected since CpxP is a negative regulator of the Cpx response and confirms gene changes seen in response to CORM-401.
In addition to the regulator of the Cpx response, a key protein up-regulated in response to CORM-401 was the periplasmic chaperone protein, Spy. A Western blot was carried out in the presence of anti-Spy (Fig. 3.14B); in the absence of CORM-401 (lane 1) and with the DTC/MnSO4 control compounds (lane 2) there was no detection of Spy protein. When CORM-401 was incubated with cells, after just two hours a high level of Spy protein was detected (lane 3). This confirms the up-regulation of spy transcripts seen in Fig. 3.13 and further confirms that 
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Figure 3.13. Differential expression of gene general stress response, metal ion stress and cell envelope stress. The colour-scale bar shows mean fold changes in individual genes of WT E. coli both aerobically and anaerobically in response to 67 M CORM-401. The mean fold-changes for each gene are shown where p values were ≤ 0.05.
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Figure 3.14. CORM-401 leads to up-regulation of cellular stress responses but does not perturb the outer membrane of E. coli in wild type cells. A) Coomassie-stained SDS gel of soluble fractions used in western blotting illustrates equal loading of protein. B) A typical Western blot of subcellular fractions is shown in the absence (lane 1) and presence of 67 M DTC/MnSO4 (lane 2) or 67 M CORM-401 (lane 3) for 2 h with anti-CpxP and anti-Spy antibodies. C) Cells were washed and re-suspended in PBS and adjusted to an OD600 of ~ 0.5 then exposed to NPN alone (black bar), NPN + 3 % triton (+ve control) (grey bar) or 100 μM CORM-401 for increasing time periods (as labeled). All concentrations given are final concentrations in the fluorescence cuvette. Data are representative of ≥ 2 biological replicates.

key players in the Cpx and Bae stress responses are also up-regulated at the protein level in response to CORM.
[bookmark: _Toc298583930]3.2.14. CORM-401 does not cause cell membrane damage
Spy is a periplasmic chaperone protein and has a role in repairing damages to proteins by re-folding (Quan et al., 2011). The up-regulation of Spy has been linked to cell envelope stress and the gross up-regulation of Spy in this study warranted further investigation. To do this, cell outer membrane damage in the presence of CORM-401 was assayed using the fluorescent probe N-phenyl-1-napthylamine (NPN) (Loh et al., 1984) (as described in Section 2.2.3). NPN is a membrane-impermeable dye that has a weak fluorescence emission in buffer but increased fluorescence upon exposure to a hydrophobic environment. Thus, when the bacterial membrane becomes perturbed (for example by addition of an antibiotic or, here, CORM-401), the dye partitions into the outer-membrane leading to an increase in fluorescence. 
Firstly, cells were incubated in the presence of the dye to assess whether any fluorescence was detected over time. After 1 h of incubation, very little fluorescence was detected (Fig. 3.14C).  A positive control was carried out using the detergent Triton-X100; 3% v/v was added to the cuvette and fluorescence was measured 1 h after addition (Fig. 3.14C). There was a large increase in the fluorescence detected as NPN gained access to the outer membrane layer due to breakdown in cell membrane structures by Triton. Finally the effect of CORM-401 on cell outer-membranes was assayed. Interestingly, the addition of CORM-401 to cells in the presence of NPN showed no increase in membrane damage, and only a very small, non-significant increase was observed after 4 h of incubation with CORM-401 (Fig. 3.14C). These results suggest that the action of CORM-401 and the up-regulation of spy in response to the compound was possibly due to perturbation of metal ion homeostasis in the cell.

3.3 Discussion

The development of CORMs as antimicrobials has prompted the in-depth analysis of the compounds and investigation of their mode of action. In this study we explore the effect of a novel manganese-based CORM on E. coli. In comparison to ruthenium-based CORMs such as CORM-2 (Motterlini et al., 2002) and CORM- 3 (Clark et al., 2003), which typically release 1 CO ligand per molecule, CORM-401 is a water-soluble CORM with improved pharmacokinetics; up to 3.2 mole of CO per mole of compound are released in comparison to previous CORMs (Crook et al., 2011). In addition, the use of manganese as the metal co-ligand makes CORM-401 more favorable when it comes to biological use since manganese is found universally throughout biology. It was hypothesized that a CORM with greater CO release would be more effective in killing cells due to targeted CO release to sensitive sites in the cell, such as respiratory oxidases. To assess the overall impact of CORM-401 on cells, in-depth microarray and modeling analyses, paired with growth and biochemical experiments were carried out.

[bookmark: _Toc298583931]3.3.1. CORM-401 exhibits mild inhibitory effects on growth and viability	Comment by Lauren Katie Wareham: Check back to the figures that they are correct!
Despite the high yield of CO from CORM-401, the effects of CORM-401 on growth and viability are mild in comparison with ruthenium-based CORMs previously studied (Fig. 3.2). We have shown that CORM-401 toxicity is much less than previously studied CORMs and is dependent on the carbon source used in the growth of the bacterium (Fig. 3.2). The mild effect on growth and viability was surprising when we consider the effect of ruthenium-containing CORMs on bacteria. The first report of the effects of CORM-2 (250 μM) and CORM-3  (400 or 500 μM) against E. coli and S. aureus showed that both CORMs significantly reduced viability of cells; CORM-2 was more potent than the water-soluble CORM-3 (Nobre et al., 2007) and in addition, a manganese-based CORM (ALF021 – bromo(pentacarbonyl)manganese) also significantly reduced viability at similar concentrations. Interestingly, Nobre et al demonstrated that the potent antimicrobial effects of these compounds were due to CO; addition of haemoglobin to cultures abolished the effect of the CORM compounds. However, as shown in this study and by others, the effect of CORM compounds is not mimicked by equimolar concentrations of CO; CO gas is surprisingly ineffective in inhibiting microbial growth (Wegiel et al., 2014) and has been shown to be much less effective than CO-RMs in inhibiting bacterial growth (Nobre et al., 2007) and respiration (Wilson et al., 2013).

[bookmark: _Toc298583932]3.3.2. Manganese from CORM-401 accumulates to high levels in E. coli cells

It has been shown previously that CORMs are taken up to high intracellular levels by bacterial cells (Davidge et al., 2009b, McLean et al., 2013). Here we show that Mn from CORM-401 is also accumulated to high levels in cells (Fig. 3.3A); Mn is accumulated to a greater extent when cells are grown on glucose and is bactericidal when given to cells at a concentration of 500 μM. Due to the discrepancy between CO gas and CORM compounds on bacterial growth and viability, we hypothesise that CO gas alone does not contribute markedly to cell killing. Our results with CORM-401 show that the bactericidal effects of CORM-401 depend, in part, on the uptake of the compound; limited accumulation of the compound on succinate means that cells are less susceptible to the effects of the compound and so it is a requirement that the compound is taken up into the cell in order to be considered bactericidal.
In this study, for the first time, we studied localization of a CORM in cells (Fig. 3.3B). Once taken up by cells, CORM-401 localizes predominantly in the cytoplasm, with some CORM binding to DNA (Fig. 3.3B). It has not been investigated in this study whether the accumulated manganese from CORM-401 has a protective effect on cells. The possibility that manganese may play a protective role in cells first arose in studies of Lactobacillus plantarum which survives on Mn-rich fermenting plant materials (Archibald & Duong, 1984). Not only was it shown that this bacterium accumulated manganese to exceedingly high levels, it was also shown that the bacterium exhibited a Mn(II)-dependent superoxide dismutase activity that was inhibitable by EDTA (Archibald & Fridovich, 1982). Additionally, in Deinococcus radiodurans, a bacterium known for its resistance to ionizing radiation (Cox & Battista, 2005, Slade & Radman, 2011), accumulation of manganese is tolerated to levels as high as 30 mM (Daly et al., 2004). It is thought that the high manganese content of cells is associated with non-enzymatic reactions that protect the organism from reactive oxygen species (Slade & Radman, 2011, Horsburgh et al., 2002). For example, such activities include Mn(II) carbonate which exhibits catalase-like activity (Berlett et al., 1990) and Mn(II) phosphate which has been shown to dismutate  superoxide (Barnese et al., 2012).  An interesting avenue would be to research whether accumulation of manganese via CORM-401 renders cells more resistant to ROS, and perhaps more resistant to macrophage-produced ROS during bacterial infection.

[bookmark: _Toc298583933]3.3.2. CORM-401 has little inhibitory action on respiration

	It has been previously presumed that the release of CO rendered CORMs  “toxic” compounds due to the delivery of CO to cellular targets, primarily the terminal oxidases in the respiratory chain. It has been shown by our group and others, that CO from CORMs binds to terminal oxidases in vivo in both E. coli and S. enterica (Davidge et al., 2009b, Rana et al., 2014). However, when studies on the physiological effects of CORMs on respiration were carried out, a more complex picture began to emerge. For example, CORM-3 was shown to both stimulate and inhibit respiration in whole cells, although the mechanism of this stimulation remains to be understood (Wilson et al., 2013). A surprising finding in this study was the effect that CORM-401 had on bacterial respiration. Although CORM-401 released CO to cellular targets such as terminal oxidases in the respiratory chain (Fig. 3.9A), and inhibited respiration in membrane particles (Fig. 3.9B), no inhibition of respiration in whole cells was seen and instead a stimulation of bacterial respiration was observed (Figs. 3.9C and 3.9D). In order to try and understand the stimulation effect, we tested the effect of an uncoupler, CCCP, whose action on cells is known to stimulate respiration rates (Heytler, 1963). When the experiment was carried out with the classical uncoupler CCCP, respiration was also stimulated in whole cells (Fig 3.9C). Although considerably less CCCP was needed in order to generate the effect in whole cells as seen with CORM-401, the results suggest that the two compounds stimulate respiration and that CORM-401 may be acting as an uncoupler in cells.

[bookmark: _Toc298583934]3.3.3. Stimulation of respiration may be due to hyperpolarization of the membrane

	In order to try and dissect the effects of CORM-401 and the uncoupler CCCP on respiration, membrane potential was measured in whole cells using the fluorescent dye DiSC3(5) (Wu & Hancock, 1999, Sims et al., 1974). Again, the effect of CORM-401 and CCCP on membrane potential concurred; both compounds resulted in hyperpolarization of the membrane (Fig. 3.10). CCCP is an uncoupler of respiration and thus allows the free movement of protons across the membrane, leading to the collapse of the ΔpH component of the proton motive force (PMF). In order to restore the PMF, cells become transiently hyperpolarized as the membrane potential component overcompensates for the lack of ΔpH across the membrane. The effect of CCCP and CORM-401 with DiSC3(5) were both shown to be independent of potassium flux across the membrane, as shown by the addition of valinomycin prior to CCCP/CORM-401 addition (Fig. 3.10E, F). Valinomycin is a known ionophore which allows the movement of potassium across the membrane, and thus collapses membrane potential (Moore & Pressman, 1964). 
Taken together these results further suggest that CCCP and CORM-401 have similar actions on bacterial cells, in particular the membrane potential. Both compounds appear to be acting on the pH gradient rather than Δ; if membrane potential were collapsed by CORM-401, a net movement of the positively-charged dye out of cells would have been observed, as shown in the valinomycin control (Fig. 3.10D). Gene changes relating to perturbation of a pH gradient are also exhibited upon addition of the compound to cells (see below, section 3.3.4). Further experiments to monitor ΔpH in the presence of CORM-401 would be valuable to determine the exact effect of the compound on cells. Proton fluxes (H+/O quotients, i.e. H+ extrusion on pulsing anaerobic cells with O2) have already been measured in the presence of the ruthenium-containing CORM-3; however the results showed that respiratory stimulation by CORM-3 is not attributed to true ‘‘uncoupling’’ i.e. accelerated transmembrane H+ flux (Wilson et al., 2013). Although the results strongly suggest that the mechanism of CORM-401 uncoupling is similar to CCCP, further studies on proton movements in the presence of CORM-401 could be done to strengthen this claim as done previously by our group (Wilson et al., 2013).  


[bookmark: _Toc298583935]3.3.4. Effects on ion homeostasis in the cell in response to CORM-401; contributions from net negative charge of the compound and the metal (II) species

An alternative hypothesis for the effects seen with CORM-401 on respiration and membrane potential involves disruption of ion homeostasis after uptake of the compound, i.e. charged metal species produced when the compound releases CO could affect charge separation across the membrane. CORM-401 has a net negative charge in solution (Brian Mann, unpublished); however, we have shown that the compound is rapidly accumulated to millimolar levels in the cell (Fig. 3.3A) where CO is released instantaneously, binding to cellular haem targets (Fig. 3.9A). It is expected on a chemical basis that when CO is released from CORM-401, the metal co-ligand fragment that is left will become oxidized and become a positively charged Mn(II) species, picking up co-ligands from the cytoplasm (Brian Mann, unpublished). It is therefore interesting that upon CORM-401 addition, cells become hyperpolarized. One explanation for this observation is that accumulation of the compound to high levels in cells, and thus negative species (before liberation of CO) may act as a large negative charge flux into the cell, leading to hyperpolarization. Since CO is liberated almost instantaneously upon addition of the compound to cells (Fig. 3.9A), a perturbation of charge across the membrane due to the positive Mn(II) species may result in the accumulation of “compatible solute” species (usually negatively charged) from the environment to balance out the sudden influx of positive charge. Cells respond to osmotic stress or changes in their ion content by accumulating these compatible solutes, which generally carry little or minor negative charge (for a review see (Wood, 1999). In addition to hyperpolarization, loss of K+ and Zn2+ from the cell (Fig. 3.12) was observed in response to CORM-401, which may be explained by a sudden accumulation of positive charge in the cell when cells take up the CORM compound.

In transcriptomic analysis of CORM-401 we have shown that a number of ion transport systems are differentially expressed in response to the compound (Fig. 3.11), in particular, the gene encoding the mechanosensitive channel mscS, (which is upregulated aerobically and anaerobically in response to osmotic pressure is also up-regulated in this study) (for a review see (Booth & Louis, 1999)). Mechanosensitive channels have a role in E. coli to protect the integrity of the cell, particularly in osmotic stress, i.e. when cells are shifted to medium of high or low osmolarity (Schleyer et al., 1993). It may not seem surprising that the movement of a compound, such as a CORM, into a cell might alter the osmolarity of the cytosol, and in turn cause specific and non-specific movements of ions and solutes across the membrane.
It has already been suggested that the stimulation of respiration by CORM-401 may be due to a perturbation of pH gradients across the membrane. In the gene changes seen with CORM-401, one gene in particular – chaA, is very highly up-regulated in response to CORM-401; after 10 min exposure in aerobic conditions chaA is 14-fold up-regulated (Fig. 3.11). The gene chaA encodes a Na+/H+ antiport system which has been shown to have an essential role in pH homeostasis of the cytoplasm in E. coli cells by acting as a pH-sensor and titrator (Bassilana et al., 1984, Taglicht et al., 1991, Padan & Schuldiner, 1994). The fact that this gene is up-regulated in response to the addition of CORM-401 further strengthens the hypothesis that CORM-401 may be perturbing the pH gradient across the membrane.
Other systems up-regulated in response to CORM-401 are the Kdp high-affinity K+ transport system (kdpA-F) and the zinc transporter (znuA). The Kdp potassium-uptake system partly is involved in the regulation of cell internal osmolarity (Epstein & Schultz, 1965) and turgor pressure has been shown to regulate kdp expression (Laimins et al., 1981). Changes in osmotic pressure due to uptake of CORM-401, or indeed the loss of K+ and Zn2+ (Fig. 3.12) may lead to the expression of this system.
The znuA gene also encodes a periplasmic Zn(II)-binding protein (Li & Jogl, 2007, Yatsunyk et al., 2008) associated with the high affinity ATP-binding cassette ZnuABC transporter (Patzer & Hantke, 1998). The up-regulation of this gene has already been seen in transcriptomic data sets with CORM-3 where it was 5-fold up-regulated (Davidge et al., 2009b). In this study, znuA is up to 11-fold up-regulated aerobically.  It is not known why K+ and Zn2+ levels decrease over time after the CORM is added to cells. One explanation may be that cells transiently open channels to re-balance charge across the membrane after accumulation of Mn(II), and thus a loss of these charged species is seen. The results have led us to hypothesise that the main mode of action of the compound is in the perturbation of osmolarity and turgor pressure due to uptake of the compound, perhaps in addition to a change in metal ion homeostasis, something which is tightly controlled in E. coli. 

[bookmark: _Toc298583936]3.3.5. CORM-401 is not targeted to the membrane

In addition to the transciptomic changes seen in ion channels, there was an up-regulation of transcripts involved in the Cpx/Bae cell stress response systems; these are gene changes consistent with analysis of alternative, ruthenium-derived CORMs (Davidge et al., 2009b, Tavares et al., 2011, McLean et al., 2013). The Cpx system in E. coli is a regulon that has evolved to protect the integrity of the cell membrane during a variety of stresses (for a recent review see (Raivio, 2005)). The up-regulation is striking with genes encoding the multidrug efflux system (mdtA-D) more than 60-fold upregulated under both aerobic and anaerobic conditions. The up-regulation of the Cpx response has already been reported with CORM-2 (Nobre et al., 2009) and involvement of both Cpx and Bae systems with CORM-3 (Davidge et al., 2009b, McLean et al., 2013).   

Although CORM-401 contains an alternative metal species (manganese rather than ruthenium), the compound has been shown in this study to elicit the same up-regulation of stress response systems seen previously with ruthenium CORMs. The periplasmic chaperone Spy is up-regulated by >400-fold aerobically, and >600-fold anaerobically when cells are exposed to CORM-401; similar fold changes have been seen in response to CORM-3 previously (McLean et al., 2013, Davidge et al., 2009b). Further investigation of the up-regulation of these general stress response systems showed that Spy protein is also highly expressed in response to CORM-401. In addition, protein levels of the negative regulator the response, CpxP, are diminished. Although there is up-regulation of Spy protein levels in response to CORM-401, no evidence of membrane damage was observed in the presence of the compound; this is a result distinct from the action of CORM-3, which does elicit membrane damage to cells (see Chapter 4, Section 4.2.4). It is known that the up-regulation of the Cpx system is triggered not only by cell envelope stress (Danese & Silhavy, 1997, Pogliano et al., 1997, Cosma et al., 1995), but a diverse number of physiological stresses such as high pH (Danese & Silhavy, 1998) and high osmolarity leading to the management of several cellular processes such as motility and chemotaxis (De Wulf et al., 1999), and biofilm formation (Dorel et al., 1999). CORM-401 leads to the up-regulation of many genes under the transcriptional control of Bae/Cpx (Fig. 3.13). It is clear that the action of CORM-401 is distinct from ruthenium-based CORMs, and there is increasing evidence for a role of the metal co-ligand in toxicity of CORM compounds. For instance, Spy protein has been shown to be up-regulated in response to short-term exposure to copper in E. coli (Yamamoto et al., 2008). Interestingly, the induction of the CpxAR regulatory system has also been linked to resistance to antibiotics, for instance, fosfomycin in enterohemorrhagic E. coli  (EHEC) (Kurabayashi et al., 2014) and also in tolerance to antimicrobial peptides such as polymyxin B (Audrain et al., 2013). Thus, up-regulation of the aforementioned cellular stress responses may indeed by linked to membrane damage seen with CORM-3, but may also be due to metal-associated toxicity of CORMs after excessive uptake of the compounds by cells.
[bookmark: _Toc298583937]3.3.6. Other genes to note
	The work in this chapter has touched on many of the most up- and down-regulated genes highlighted in the microarrays; however, other genes not described in detail are also of interest in the response of cells to CORM-401. Tables of the most up- and down-regulated genes (ordered at t=20 min) are shown in the appendix of this thesis. One pattern in the up-regulation of genes in response to CORM-401 is the up-regulation of genes that may aid bacteria in coping with a large accumulation of a potentially toxic compound, for example, the up-regulation of the multidrug efflux pump mdtABC, the up-regulation of marABC locus, which causes changes in the cell which confer resistance to antibiotics, oxidative stress agents, organic solvents and household disinfectants (reviewed in (Alekshun & Levy, 1999)), and up-regulation of the hexose-6-phosphate transporter, UhpT. 
	The second most highly up-regulated gene in the arrays under both aerobic and anaerobic conditions was uhpT encoding a hexose-6-phosphate transport protein (Ambudkar et al., 1990, Dietz & Heppel, 1971). The gene was up-regulated after 20 min by 124- and 113-fold in aerobic and anaerobic conditions, respectively. Although the reasons as to why this gene is highly up-regulated in response to CORM-401 are unclear at present, UhpT is a known transporter of the antibiotic fosfomycin (Kadner & Winkler, 1973). Fosfomycin resistance is afforded by mutations in uhpT, which prevents the uptake of the drug (Karageorgopoulos et al., 2012). It is quite possible that uptake of CORM-401 to such a great extent in cells is facilitated by the activity of the UhpT, acting as a transport system, which could explain its up-regulation at the transcriptomic level.
	Another highly up-regulated gene was acrD, a component of the AcrAD-TolC multidrug efflux system (Aires & Nikaido, 2005). Experiments using proteoliposomes showed that AcrAD is able to transport substrates from both the cytoplasm and periplasm (Aires & Nikaido, 2005). Additionally, AcrAD-TolC was shown to confer strong resistant to anionic beta-lactam drugs (Nishino et al., 2003). The fact that acrD is highly up-regulated in the arrays with CORM-401 in aerobic conditions (15-fold after 10 min) and anaerobic conditions (11-fold after 10 min), and facilitates the movement of anionic compounds (such as CORM-401 before release of CO) suggests that the transporter may have a role in coping with the high intracellular levels of CORM-401, perhaps by driving export of CORM-401.
	A major response to CORM-401 was the up-regulation of a number of drug efflux systems, including the mdtABC system which is up-regulated by up to 60-fold in the arrays carried out in this thesis (see Appendix for fold changes aerobically and anaerobically). MdtABC confers resistance to bile salt derivatives, novobiocin and SDS (Nagakubo et al., 2002, Baranova & Nikaido, 2002). The MdtABC transport system is consistently up-regulated in the CORM-401 arrays and has also been highlighted as a transcriptomic response to CORM-3 (Davidge et al., 2009b). The up-regulation of such a drug efflux system may indicate that the system is important in coping with the influx of CORM-401, although  direct involvement of the efflux system in expulsion of CORM-401 cannot at present be confirmed.	Comment by Robert Poole: is this abbrev in the list?
	As mentioned above, the up-regulation of the mar locus (marAB and marR are all up-regulated by up to 48-fold anaerobically) in response to CORM-401 suggests that the cells are responding to the compound by up-regulation of adaptive systems. The expression of the mar locus in E. coli is associated with the development of antibacterial resistance, not in the classical way by acquisition of resistance genes (see Chapter 1), but by the altered expression of various genes on the E. coli chromosome which may help to confer drug resistance (George & Levy, 1983).  One way in which marA confers resistance to antibiotics is through the activation of the ArcAB/TolC efflux pump (Okusu et al., 1996) and down-regulation of the outer membrane porin OmpF (Cohen et al., 1989). Interestingly, the Acr efflux pump is highly up-regulated in arrays with CORM-401, and ompF expression is highly down-regulated (62-fold anaerobically after 40 min) (see Appendix for fold-changes). These changes at the transcriptomic level suggest a central regulatory role for the mar gene locus in the response to CORM-401.
	Although many genes were up-regulated in response to CORM-401, the exposure of cells to the compound also led to a number of genes being highly down-regulated (see Appendix for details). The most highly down-regulated gene under aerobic conditions was puuA (down-regulated aerobically up to 80-100-fold), encoding glutamate-putrescine ligase, which is the first enzyme in the pathway for putrescine utilization in E. coli (Kurihara et al., 2008). The polyamine, putrescine, has a role in normal cell growth and division (Tabor & Tabor, 1984) and its down-regulation at the transcriptional level in response to CORM-401 suggests that the cell is experiencing a possible shortage of putrescine. Another gene that was highly down-regulated in response to the compound was xylG, a xylose transporter in E. coli (Wu & Mandrand-Berthelot, 1995). Under aerobic conditions, xylG was down-regulated transiently, with a 63-fold down-regulation after 20 min (see Appendix for fold-changes). The reasons for such a large down-regulation of xylG are unknown at this time, but previous studies on CORM-2 have shown that several mutations in sugar transporters (e.g. frv/manXY) confer partial resistance to CORM-2..	Comment by Robert Poole: ref here? Nobre?
	 Amongst the genes that were down-regulated, the carboxylic acid transporter dctA was altered in expression under both aerobic and anaerobic conditions (down-regulated by 54-fold aerobically). DctA is expressed in cells to allow the uptake of dicarboxylic acids such as fumarate and succinate (Lo, 1977). The reasons for the down-regulation of dctA in response to CORM-401 are unclear at present.

3.4. Conclusions
The studies of CORM-401 presented herein demonstrate that the metal co-ligand fragment of the compound has a role in the bacteriostatic action of the compound and that CO alone cannot be credited with these observations. The compound, unlike CORM-3, exhibits a bacteriostatic effect on growth and viability of cells. CORM-401 leads to changes in the transcriptome which are broadly similar to those seen for CORM-3, but the physiological consequences of CORM-401 addition to cells appear to be distinct from CORM-3. Whilst it is clear that the influx of CORM-401 leads to many physiological effects on the cell including stimulation of respiration and the perturbation of many ionic balances in the cell, in particular metal ion homeostasis, no membrane damage is observed and cells have more tolerance to CORM-401, in contrast to ruthenium based CORMs previously studied. The results suggest that CORM-401 is less effective than CORM-3 and CORM-2 against bacterial growth and survival and that this difference is mainly due to differences in the metal co-ligand. The results contribute to our understanding of the effects of CORMs in general and the development of future CORMs as antimicrobials; greater consideration of the effect of the metal center could lead to the generation of more potent CORMs.

























[bookmark: _Toc298583938]Chapter 4 - The role of CO in the physiological effects observed with CORM-3; effect of CORM-3 on haem-deficient E. coli cells.

4.1. Introduction
It is well established from other studies (for a historical survey see (Keilin & Keilin, 1966)) that CO is a potent inhibitor of respiration and reacts with a number of metal targets, notably haem. The aim of the work in this short chapter was to further dissect the targets of CO emanating from a well-established CORM. To this end we used CORM-3 and exploited the ability to study in E. coli the effects of a CORM in cells totally devoid of haem proteins. The hemA (= hemM) gene of E. coli encodes a glutamyl-tRNA (GTR) reductase that catalyses the second step in haem biosynthesis leading to glutamate 1-semialdehyde (Avissar & Beale, 1989). The next intermediate is -aminolevulinic acid (δ-ALA), which limits haem biosynthesis (Verderber et al., 1997). Strains of E. coli carrying a hemA mutant allele (Haddock & Schairer, 1973, Haddock, 1973) cannot grow on oxidisable substrates when δ-ALA is not present, a phenotype attributed to the absence of functional cytochromes, as confirmed by spectral analysis. The strain therefore survives via an alternative, fermentative lifestyle. 
	Previous work has explored the effect of CORM-3 on hemA cells by studying growth, viability and transcriptomic changes. It was shown previously that hemA cells are more susceptible to CORM-3 in comparison to the isogenic wild type strain (Wilson et al., 2015) (see also Fig. 4.1); exposure of cells to 300 μM CORM-3 led to greater perturbation of growth and reduction of viability of the hemA mutant (Fig. 4.1B,E) in comparison to the wild type strain (Fig. 4.1 A, D). Reconstitution with δ-ALA restored growth measured as culture OD to levels seen in the wild type strain at 200 M CORM-3, and cultures were protected from the 3-log CORM-induced drop in viability that was seen in the mutant (compare Figs. 4.1E and 4.1F). 
It was surprising that hemA cells exhibited reduced viability in response to CORM-3 even though they lacked all haem-protein targets for CO; nevertheless the generally proposed mechanism of CORM toxicity is the binding of CO to haem targets. Secondly, it was shown in the same study that no CO was retained by hemA cells compared with wild type cells suggesting that any CO release from the CORM inside the cell quickly traverses the membrane and leaves the cell (Wilson et al., 2015). One hypothesis for the sensitivity of hemA cells to CORM-3 is that the presence of haem proteins in wild type cells may act as a “CO sink” and thus may have a putative protective effect in relieving the toxicity of the CO from CORM-3. Extensive transcriptomic studies of wild type and hemA cells on exposure to CORM-3 showed that many transcriptomic changes occurred in response to CORM-3 in wild type cells and hemA cells, and also to the inactivated CORM or “iCORM-3” (a compound believed to lack all labile CO ligands).  The results indicate that hemA cells have distinct responses to CORM-3 despite the lack of haem targets. Interestingly, although hemA cells lack all haem targets, large
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Figure 4.1. Haem-deficient E. coli are more CORM-sensitive than isogenic wild type or haem-reconstituted bacteria – work done by Dr. Jayne Louise Wilson for (Wilson et al., 2015). Cultures were grown anaerobically and stressed with 100 μM (open circles), 200 μM (closed triangles), and for growth studies only, 300 μM (open triangles) CORM-3 at an OD600 of ~ 0.1 (dashed line). Growth and viability of CORM-3- treated cultures were compared with control cultures (nothing added, closed circles). To determine the effects of CORM-3 on growth, hourly OD600 readings were taken for 6 h post-addition of the compound, followed by a final 24 h reading. Wild type (A), haem-deficient mutant (B) and cells reconstituted for haem (C) by adding δ-ALA (0.1 mM final concentration). For viability assays, a sample was taken immediately prior to addition of the compound, followed by sampling every hour for 4 h post-stress and at 24 h to complete the experiment. Wild type (D), haem-deficient mutant (E) and cells reconstituted for haem (F) by adding δ-ALA. Data show patterns seen in ≥ 3 biological replicates. Viability data are plotted as means ± SEM from ≥ 3 individual spots.

 transcriptomic changes were still observed, which may indicate a response to the metal co-ligand fragment by cells.
The known interactions of CORM-3 with both wild type and hemA cells are summarized in Fig. 4.2. It has been shown that CORM-3 enters wild type cells via an unknown transport mechanism and ruthenium accumulates intracellularly to millimolar levels (1) (Davidge et al., 2009b, McLean et al., 2013). Once inside cells, CO is liberated from the CORM and is retained in wild type cells (2a), however, CO released by CORM-3 to hemA cells rapidly traverses the membrane (2b). It has been shown that CORM-3 stimulates the movement of K+ and Na+ through ion channels independently of CO, although the mechanism of this phenomenon remains to be elucidated (Wilson et al., 2013). Once inside cells, CORM-3 induces a plethora of transcriptional responses (4) in both wild type and hemA cells (Davidge et al., 2009b, McLean et al., 2013) (Wilson et al., 2015), including: up-regulation of cell envelope stress response genes, namely spy (5) and perturbation of iron homeostasis (6). The up-regulation of the NO-detoxifying flavohaemoglobin hmp was seen only in the hemA mutant (7) and may reflect the inability of the cell to produce haem and therefore a fully active Hmp protein (Wilson et al., 2015).
In this chapter, the physiological effects of CORM-3 were assessed to complement the published transcriptomic data. In an attempt to elucidate the mechanisms of CORM-3 activity in haem-deficient E. coli, the uptake of CORM-3 was first assayed – were haem-deficient cells still able to take up the compound? Secondly, CORM-3 has already been shown to perturb ion homeostasis in wild type cells (Wilson et al., 2013). As for CORM-401, the up-regulation of spy transcripts was also observed for both wild type and hemA cells in response to CORM-3 in previous studies (Davidge et al., 2009b, McLean et al., 2013); however, did this change in transcript level correlate with changes at the protein level as observed for CORM-401? Finally, the effect of CORM-3 on membrane integrity was investigated in wild type and hemA cells. 

4.2. Results
[bookmark: _Toc298583939]4.2.1. CORM-3 is accumulated in haem-deficient E. coli cells
To determine whether haem proteins play a role in CORM-3 transport to the cell interior we measured intracellular ruthenium levels in both wild type and hemA cells under both anaerobic and aerobic conditions as described in Section 2.2.6 (Fig. 4.3). Additions of 100 µM CORM-3 to both anaerobically and aerobically grown cultures were made and samples taken for ICP-MS at time intervals of 10, 20, 40, 60 and 120 min thereafter. Under anaerobic conditions, hemA mutant cells accumulated ruthenium to levels three-fold higher than wild type cells (Fig. 4.3A). Under aerobic conditions (Fig. 4.3B) the Ru concentration in hemA cells was 2-fold higher than in the wild type strain. Thus, CORM-3 enters E. coli cells via a haem-
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Figure 4.2. A summary of known interactions of CORM-3 with wild type and hemA mutant E. coli cells. CORM-3 enters wild type cells and ruthenium accumulates to millimolar levels (1) (Davidge et al., 2009b, McLean et al., 2013). Once inside cells, CO is liberated and is retained in wild type cells (2a); however, CO release by CORM-3 within hemA cells rapidly traverses the membrane (2b). It has been shown that CORM-3 stimulates the movement of K+ and Na+ through ion channels independently of CO, but the mechanism remains to be elucidated (Wilson et al., 2013). Once inside cells, CORM-3 induces a plethora of transcriptional responses (4) in both wild type and hemA cells (Wilson et al., 2015), including: up-regulation of cell envelope stress response genes, namely spy (5) and perturbation of iron homeostasis (6). The up-regulation of the NO-detoxifying machinery hmp was seen only in the hemA mutant (7) and may reflect the inability of the cell to produce haem and therefore a fully active Hmp protein (Wilson et al., 2015). Several actions of CORM-3 on cells remain to be elucidated: does CORM-3 accumulate in hemA cells? Does the CORM act on ion channels in mutant cells? Do changes in transcript levels reflect changes at the protein level in both wild type and hemA cells? These questions are addressed in this chapter.





















[image: ]Figure 4.3. CORM-3 accumulates inside hemA cells to a greater extent than wild type cells. Intracellular ruthenium levels in hemA (closed circles) and wild type (open circles) cells were measured by ICP-AES over 120 min after exposure of cultures to 100 µM CORM-3 under anaerobic (A) or aerobic (B) conditions. Data are plotted as means ± SEM from ≥ 3 biological replicates.

independent mechanism and accumulates to a greater degree in the absence of haem, perhaps as a result of impaired energy metabolism and CORM efflux. 
[bookmark: _Toc298583940]4.2.2. CORM-3 does not alter ion channel activity in haem-deficient cells
The action of CORM-3 on ion channels in wild type cells has been previously been shown and may explain physiological effects on respiration in cells (Wilson et al., 2013). It was recently reported that CORM-3 has a role in K+/Na+ ion transport across the membrane of E. coli cells leading to swelling of wild type spheroplasts (Wilson et al., 2013). To investigate whether this process was dependent on haem-containing proteins, and correlated with membrane integrity, movement of K+/Na+ was explored by testing osmotic swelling of hemA spheroplasts in iso-osmotic solutions (as described in Section 2.2.4). Interestingly, no swelling was observed in response to CORM-3 in iso-osmotic solutions of K+ or Na+ salts (Fig. 4.4), whereas wild type spheroplasts swell with CORM-3 in these media (Wilson et al., 2013). Controls with the K+ ionophore valinomycin and the metal cation, and use of the non-ionic detergent Triton X-100, confirmed the osmotic sensitivity of the spheroplasts (Fig. 4.4). 
[bookmark: _Toc298583941]4.2.3. CORM-3 induces the expression of Spy protein and down-regulates the production of CpxP, a regulatory protein involved in the cell stress response
Previous studies with CORM-2 and CORM-3 have shown that a large up-regulation in transcripts involved in the cell envelope stress response and other cellular stress responses are central in the cellular transcriptional response to ruthenium CORMs (Davidge et al., 2009b, Nobre et al., 2009, McLean et al., 2013). The up-regulation of spy at the transcriptomic level, along with transcripts such as cpxP have now also been reported for a manganese-based CORM, CORM-401 (Chapter 3). In studies carried out on CORM-401, it was also shown that transcriptional changes corresponded to a change in levels of protein in the cell; Spy and CpxP levels were altered when CORM-401 was added to cell cultures (see Chapter 3, Section 3.2.13).  To determine whether a physiological change in protein levels also occurred in response to CORM-3 in wild type and hemA cells, Western blot assays were carried out using antisera to two key players in the response: Spy and CpxP (for methods see 2.2.10). Loading controls confirmed equal loading of protein in each well (Coomassie-stained gels, not shown) and non-specific binding in the case of the Spy blots also indicate equal sample loading (Fig. 4.5). In the case of CORM-3, as shown in Fig. 4.5A, addition of only 20 M CORM-3 led to a large increase in cellular protein after only 1 h incubation of the compound in wild type cells; further incubation did not significantly increase Spy levels. The control in the absence of CORM showed very little Spy protein and the level of Spy protein was also increased with time after addition of CORM to hemA cells. 
In addition to Spy, levels of the periplasmic chaperone CpxP, were also determined upon exposure to CORM-3 or CORM-401. As shown in Fig. 4.5B, levels of CpxP in the

[image: ]Figure 4.4. CORM-3 does not promote K+ and Na+ fluxes across the membrane of hemA cells. Osmotic behaviour of hemA spheroplast suspensions (OD500nm of ~ 1.5) in (A) 0.25 M potassium nitrate (KNO3), (B) 0.25 M potassium nitrite (KNO2), (C) 0.25 M sodium nitrate (NaNO3) or (D) 0.25 M sodium nitrite (KNO2) with additions of Triton-X-100 (black line), valinomycin (blue line), CO gas (orange line) or 200 μM CORM-3 (red line). Data are representative of 3 biological replicates.
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Figure 4.5. Levels of Spy and CpxP protein are altered in response to CORM-3 in wild type and hemA cells. To determine whether the up-regulation of spy and cpxP transcripts reflected a change in protein levels, immunoWestern blotting was carried out in the presence of 20 M CORM-3. (A) A typical Western blot is shown in the absence of CORM-3 (lane 1), or with 1, 2 or 4 hours incubation for wild type or hemA cells with anti-Spy and (B) anti-CpxP. Spy protein levels increase upon exposure to CORM-3, whereas the negative regulator CpxP decreases. Bands of non-specific binding of antibody are shown to demonstrate equal loading of protein in each lane.

absence of CORM in wild type cells were higher than in cells exposed to CORM-3. A slight decrease in CpxP levels at 4 h relative to the controls showed a slow decline in CpxP abundance. This is expected since CpxP is a negative regulator of the Cpx response (Raivio et al., 1999); if the Cpx response is to be active, levels of CpxP need to be minimal. The result is also confirmed in hemA cells, with levels of CpxP protein lower after 4 h of incubation than in the absence of CORM-3. These results taken together with high levels of Spy protein suggest that the induction of the Cpx response is a global consequence of CORM addition to cells.
[bookmark: _Toc298583942]4.2.4. Membrane perturbation by CORM-3
	In order to determine whether CORM-3 had any impact on the integrity of the cell membrane the effects of CORM-3 on cell outer-membranes was assayed using the fluorescent probe N-phenyl-1-napthylamine (NPN) (Loh et al., 1984) as described in Chapter 2, Section 2.2.3. CORM-3 perturbed the membrane of wild type and mutant E. coli cells at concentrations as low as 30 M (Fig. 4.6A and C, closed circles); a control with NPN incubated with cells alone showed no increased in basal fluorescence levels over 60 min (Fig. 4.6A and C, closed squares). Interestingly, in hemA cell suspensions, basal levels of NPN fluorescence were greater than in the wild type, reflected in the fluorescence intensity at zero time (Fig. 4.6C, D). Addition of CORM-3 to hemA cells led to higher fluorescence than in wild type cells, suggesting greater damage to the membrane by CORM-3 perhaps due to an already compromised outer membrane. In wild type cells, neither equimolar CO nor CORM-3 significantly increased NPN fluorescence (Figs 4.6B, D). However, in hemA cells, iCORM-3 but not CO elicited fluorescence increase, suggesting membrane destabilisation (Fig. 4.6B, D).

4.3. Discussion
This thesis will demonstrate that CO gas targets multiple processes and genes, many of which are not readily predictable from the established view that CO interacts primarily with haem targets (see Chapter 5). Here, the converse approach is adopted – what targets for a CORM exist in bacteria that lack these haem sites? The idea that CO released from a CORM targets moieties other than haem in bacteria has been proposed in light of the multifaceted CORM-induced alterations in the transcriptome of bacterial cells (Nobre et al., 2009, Davidge et al., 2009b). Recent studies on the interactions of CORMs with bacteria suggest that these compounds have numerous targets and that toxicity is the outcome of diverse effects, many of which cannot be traced to the actions of CO (Smith et al., 2011b, Desmard et al., 2012, Wilson et al., 2013, McLean et al., 2013). Indeed, the literature contains several reports of non-haem targets of CO, including many examples of non-haem iron(II) carbonyls, as well as interaction of CO with ligands from amino acids such as S from cysteine and N from histidine. These ligands may constitute targets in mammalian voltage-gated Slo1 BK channels and other cation
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Fig. 4.6. CORM-3 perturbs the outer membrane of E. coli in both wild type and hemA cells. Wild type (A and B) and hemA cells (C and D) were washed and re-suspended in PBS and adjusted to an OD600 of ~ 0.5 then exposed to NPN alone (squares), NPN + 30 μM CORM-3 (circles) or NPN + 100 μM CORM-3 (triangles) (A and C). In control experiments (B and D) the compounds used were 100 μM iCORM-3 (open circles) or 100 μM CO gas in solution (open squares). All concentrations given are final concentrations in the fluorescence cuvette. Data are representative of ≥ 2 biological replicates.

channels (Elies et al., 2014, Boycott et al., 2013), or in bacterial ion channels leading to subsequent respiratory stimulation (Wilson et al., 2013). Other examples of non-haem interactions include the binding of CO to iron in [Fe]-, [Fe-Fe]- and [Fe-Ni]-hydrogenases (Armstrong, 2004), for example the [Fe-Fe]-hydrogenase of Chlamydomonas (Stripp et al., 2009). CO also binds to binuclear copper sites, for example in tyrosinase (Kuiper et al., 1980) and hemocyanins (Finazzi-Agro et al., 1982). In CO dehydrogenase, which oxidizes CO to CO2, CO interacts with the nickel ion in one of the metalloclusters (“C-cluster”) (Kung et al., 2009). Indeed, the finding that CORM-3 may be more toxic in the absence of haem, suggests that haem proteins may protect the wild type from the full potential of CORM-3 toxicity, perhaps, in part, by acting as a ‘CO-sink’ (Wilson et al., 2015). In this study the uptake of CORM-3 in both wild type and hemA cells was investigated. Interestingly, hemA cells accumulated more CORM-3 (as assayed by intracellular Ru) than wild type cells (Fig. 4.3A,B), which presumably contributes to toxicity of the compound. It is not known why hemA cells accumulate more of the compound, but instability of the mutant membrane in comparison with wild type cells may in part explain the difference in intracellular levels of ruthenium (Fig. 4.3).
	The finding that CORM-3 does not promote K+ and Na+ fluxes across the membrane of hemA cells was surprising as CORM-3 influences on ionic fluxes have previously been reported (Fig. 4.4) (Wilson et al., 2013). It is unclear why hemA cells in iso-osmotic solutions remain stable in the presence of CORM-3; however it may reflect an already existing membrane destabilisation in hemA cells and perhaps a loss of osmotic selectivity. The mechanisms of CORM-promoted ion transport in bacteria are still not understood, but the present data indicate an energy- (respiration-) dependent transport mechanism in wild type cells that is activated by CORM-3.
It has been previously reported that CORM-3 elicits multifaceted effects in E. coli cells (both in wild type cells and haem-deficient cells) (Wilson et al., 2015). One such target of CORM-3 in cells is iron homeostasis, but it has also been suggested that targeting of the cell membrane is a major casualty of CORM-3 stress, as indicated by the up-regulation of several genes implicated in stress responses at cell membranes and in the periplasm (Wilson et al., 2015). In this study for the first time we show that CORM-3 induces changes in levels of proteins in the cell (Fig. 4.5). Using Western Blot assays to detect levels of two key proteins in the envelope stress response, Spy and CpxP, we demonstrate that the envelope stress response is indeed switched on. These findings are consistent with previous transcriptomic studies (Nobre et al., 2009, Desmard et al., 2009, McLean et al., 2013), chief among these are spy (Fig. 4.5A), up-regulation of which can occur due to envelope stress (Raffa & Raivio, 2002, Quan et al., 2011), and cpxP, which encodes the inhibitor of the Cpx response that is activated by misfolded envelope proteins (Danese & Silhavy, 1998, Raivio et al., 2000). Here we show that the effects on protein levels are independent of haems in the membrane.
Studies with CORM-401 showed that although physiological levels of proteins change in response to the compound, negligible damage to the cell membrane was observed (see Section 3.2.14). To determine whether the action of CORM-3 and CORM-401 were distinct at the cell membrane, NPN fluorescence assays were carried out and indicated that whilst CORM-401 caused no damage to the cell membrane, CORM-3 appeared to have a profound effect on membrane integrity (See Fig. 4.6). CORM-3 led to damage in membranes of both wild type cells and hemA cells, whilst control compounds iCORM-3 and CO gas had little or no effect. These results suggest that CORM-3 and CORM-401 have distinct cellular targets and that CO does not mediate the effects elicited by both compounds. 
The results reported in this chapter strongly suggest that there is a role for the metal co-ligand fragment in CORM-mediated toxicity to bacterial cells. Firstly, in accordance with previous studies which report increased toxicity to CORM-3 in the absence of haem proteins (Fig. 4.1), this work supports these findings and suggests that an increased accumulation of ruthenium may lead to the increased toxicity observed (Fig. 4.3) (Wilson et al., 2015). Secondly we show that levels of proteins involved in the cell envelope stress response are up-regulated in the absence of haems and that membrane damage is observed in both wild type and hemA cells; a mechanism of toxicity to cells which is independent of CO released and also CO-haem targets. Finally, the finding that CORM-3 leads to membrane damage, whereas CORM-401 does not also strongly suggests that the metal centre of CORM compounds is important in cellular toxicity. 
Studies aimed at elucidating the impact of CO gas on wild type cells are described in Chapter 5 of this thesis, however, one might suggest carrying out further microarray experiments investigating the effect of CO gas on hemA cells. Such experiments may reveal the global haem-independent response to CO by cells and may uncover non-haem CO targets that may be otherwise overlooked. 








[bookmark: _Toc298583943]Chapter 5 - Transcriptional analysis of the response of Escherichia coli to carbon monoxide

5.1. Introduction
CO is a notoriously toxic gas, binding primarily to the ferrous oxygen-reactive haems in globins and terminal oxidases. In human haemoglobin, respiratory impairment results from the affinity of the haem for CO being >200 times higher than for oxygen (Duc & Engel, 1969). In cytochrome c oxidase, the binding of CO to haem a3 is strictly competitive with oxygen, the Ki being 0.3 M. Assuming an oxidase Km for oxygen of 1 M, a CO concentration of only 20 M in cells increases Km by about 70-fold and inhibition of respiration by about 80% (Cooper & Brown, 2008). CO may also be toxic to microorganisms although the mechanisms are not understood; for example, CO-supplemented gas atmospheres preserve meat from bacterial spoilage (Ramamoorthi et al., 2009). However, many bacteria are relatively resistant to CO, in part because of the presence of CO-insensitive oxidases, such as cytochrome bd (Poole & Cook, 2000, Jesse et al., 2013). Airborne bacteria survive high urban CO concentrations (Lighthart, 1973) and bacterial cultures may be bubbled with the gas (Reeder et al., 2011); 250 ppm CO is not toxic (Wegiel et al., 2014).
	CO, generated endogenously in mammals by haem oxygenases (Soares & Bach, 2009, Maines & Gibbs, 2005) has been identified as a ‘gasotransmitter’ with wide-ranging effects on vasodilation and inflammation (Motterlini & Otterbein, 2010) (Motterlini & Otterbein, 2010). The underlying mechanisms remain obscure because CO is generally unreactive except for its well-documented effects on ferrous haem iron (Davidge et al., 2009a, Mann, 2010). The biological effects may arise in part from reactive oxygen species (ROS) production in mitochondria (Zuckerbraun et al., 2007) where CO inhibits cytochrome c oxidase. Other targets include (a) reaction with iron in haem sensors such as Dos (Delgado-Nixon et al., 2000), RcoM (Kerby & Roberts, 2012) and FixL (Gilles-Gonzalez & Gonzalez, 2005), (b) poorly characterised effects on membrane channel activity (Wilkinson et al., 2009), and (c) other metals. These include iron in [Fe]-, [Fe-Fe]- and [Fe-Ni]-hydrogenases as in Chlamydomonas (Stripp et al., 2009), binuclear copper sites, as in hemocyanins (Finazzi-Agro et al., 1982) and nickel in a metallocluster of CO dehydrogenase, which oxidizes CO to CO2 (Kung et al., 2009). The limited biological redox chemistry of CO contrasts with other gasotransmitters (NO and H2S) (Fukuto et al., 2012). See Chapter 1, Section 1.6 for information on CO in microorgansims.
	CO-releasing molecules (CORMs) have been developed to allow spatial and temporal control of CO release in biological systems (see Table 1.2 for examples of CORM molecules). These compounds are generally metal carbonyl complexes with one or more labile CO groups, which are released by ligand-exchange reactions, enzymic activation, or photoactivation (Mann, 2012, Davidge et al., 2009a, Motterlini et al., 2005, Schatzschneider, 2011). CORMs and CO from haem oxygenase activity (Chung et al., 2008) also have potent bactericidal and bacteriostatic effects and the mode of action is distinct from established antimicrobial agents. Thus, CORMs may be useful replacements for, or adjuvants to, conventional over-used antibiotics. CORMs inhibit growth and viability of various bacteria and eukaryotic microbes (Nobre et al., 2007, Davidge et al., 2009a, Desmard et al., 2009, Pena et al., 2012), even where CO gas is ineffective (Davidge et al., 2009b). Transcriptomic datasets show that CORM-3 has diverse cellular targets, not restricted to haem enzymes and respiration (Davidge et al., 2009b, Nobre et al., 2009, McLean et al., 2013). Indeed, CORMs are active against bacteria that lack all haems (Wilson et al., 2015)(See Chapter 4). These data strongly suggest that the biological targets of CORMs cannot be restricted to haem-CO interactions, yet we have a very poor understanding of the effects of CO per se. 	Comment by Robert Poole: add JBC minireview?	Comment by Lauren Katie Wareham: Lets keep hyphenated CO-RMs out as we agreed.	Comment by Lauren Katie Wareham: Add this reference when we get the information.
	In this chapter we explored the consequences of exposing E. coli to a continuous flow of CO gas under tightly controlled chemostat conditions. To our knowledge the work presented herein is the first systematic, multi-level analysis of the consequences of directly exposing Escherichia coli to CO gas for growth, gene expression, and iron acquisition.

5.2. Results
[bookmark: _Toc298583944]5.2.1. Growth of E. coli both aerobically and anaerobically in the presence of CO gas 
With the exception of carboxydobacteria, which oxidize CO to CO (King & Weber, 2007), little is known about the effects of CO on growth of bacteria that do not express CO dehydrogenases. We therefore studied the effects of CO on growth of E. coli under carefully controlled conditions in a bioreactor. In order to establish a sub-lethal concentration of CO suitable for microarray and physiological analyses, E. coli cells were grown in Evans medium first under batch conditions with a gas mix flow of 200 ml.min-1 as described in Section 2.1.5.2. When cell turbidity reached an OD600 of ~ 0.5 (mid-exponential phase), the gas mix in the reactor was switched to 50 % CO (by volume) allowing a CO flow rate through the culture at 100 ml.min-1. The addition of CO in the gas mix only slightly inhibited growth in aerobic conditions (Fig. 5.1A), with cultures reaching stationary phase at an OD of ~1.6 compared to 2.0 in the absence of CO. Under these conditions, growth was linear (not exponential) and the doubling time at the point of CO addition was about 1.6 h, increasing to 2.2 h after adding CO. Under anaerobic conditions, however, CO led to an increasingly inhibited growth rate and biomass reached only an OD ~ 0.7 in the presence of CO compared with an OD of 1.0 in the absence of CO (Fig. 5.1B). 
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Figure 5.1. Growth of Escherichia coli cells aerobically and anaerobically in the presence of CO. E. coli MG1655 cells were grown as a batch culture in the fermenter vessel under aerobic conditions (A) or anaerobic conditions (B) until an OD of ~ 0.5 was reached, when CO was switched on at 100 ml. min-1.



[bookmark: _Toc298583945]5.2.2. Overview of the transcriptomic response to CO by E. coli cells

To determine how cells respond to CO at the genomic level, transcriptomic analyses were carried out on cultures continuously growing under tightly controlled chemostat conditions (as described in Section 2.1.5.3). Samples were taken immediately prior to addition of CO and at time intervals of 2.5, 5, 10, 20, 40 and 80 min after continued exposure to CO gas treatment; in this way gene changes attributed solely to CO addition can be measured. Microarray analyses were carried out as described in Section 2.5.1 onwards. In both aerobic and anaerobic conditions, CO caused numerous genes to significantly alter expression (defined as 2-fold (up) or 0.5-fold (down) change in expression). Genes were first grouped according to function and the percentage of genes in each functional category up- and down-regulated are shown in Fig. 5.2. Aerobically, addition of CO gas led after 20 min exposure to 29 % of the genome significantly changing up or down; this response was transient, decreasing to 24 % of the genome after 80 min (Fig. 5.2A). Under anaerobic conditions, most significant gene changes were seen at 80 min exposure to CO where 20 % of the genome was significantly changed in expression (Fig. 5.2B). Aerobically, the gene categories most affected were energy metabolism, amino acid metabolism and lipid and nucleotide metabolism.  In anaerobic conditions, CO was more specific in its effects: most affected were genes involved in energy metabolism and membrane transport systems, including phosphotransferase systems and ABC transporters. 

[bookmark: _Toc298583946]5.2.3. Aerobic treatment with CO leads to transcriptional changes in genes involved in central energy metabolism
At appropriate concentrations, CO can compete with oxygen for haem-containing respiratory oxidases and thus inhibit aerobic respiration (Keilin & Keilin, 1966).  Classically, a CO:O2 ratio of about 4:1 (Castor & Chance, 1955) is used to measure CO inhibition of respiration and its relief by light. It was therefore of interest to assess both aerobically and anaerobically the transcriptomic response to CO of genes involved in energy metabolism and electron transport. The majority of aerobic changes were seen in genes involved in energy metabolism with maximal changes occurring after 20 min with 52 % of 149 genes in this category altering in expression; 32 % of genes were down-regulated and 20 % were up-regulated (Fig. 5.2A). In respiring bacteria, the TCA cycle and glycolysis generate reducing equivalents that feed into the oxygen-terminated respiratory chain resulting in the conservation of energy in the form of a protonmotive force, for use primarily in ATP synthesis and membrane transport. CO caused more dramatic changes in the genes of the TCA cycle than in glycolysis. Fig. 5.3 illustrates these pathways of central metabolism and the CO-induced changes in expression of genes that encode each step; for example, a color block separated into
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Figure 5.2. Functional categories of genes affected by CO gas addition in aerobic and anaerobic conditions. Transcriptomic analyses were performed at 2.5, 5, 10, 20, 40 and 60 min after the flow of CO gas was initiated in both aerobic (A) and anaerobic (B) conditions as described in Methods. Genes are grouped according to functional categories. The percentage of genes in each panel that showed elevated expression (black bars, right) or reduced expression (gray bars, left) are shown.




Figure 5.3. CO-induced transcriptomic changes of genes involved in the TCA cycle and glycolytic pathways in (A) aerobic and (B) anaerobic conditions. Each block of color strips indicates a single gene involved in the reaction step shown and, within each block, the vertical strips show (from left to right) changes in gene expression at the sampling points (2.5, 5, 10, 10, 20, 40 and 80 min after introducing CO gas). Changes in gene expression are illustrated by the heat map (right): a blue color indicates a gene that is down-regulated, a red color indicates up-regulation and yellow no change in transcriptomic level.



 6 vertical strips represents a single gene; the strips from left to right in each block denote the transcript level at each time increment in the experiment, i.e. 2.5, 5, 10, 20, 40 and 80 min after CO treatment (as in Fig. 5.2). Thus, the conversion of acetyl-CoA to citrate is mediated by the gene gltA that encodes citrate synthase (Fig. 5.3A). A single gene product catalyses this step and the adjacent color block indicates that, aerobically, it is transiently down-regulated, shown by the blue color. Under aerobic conditions, the expression of two genes encoding aconitase (catalyzing citrate to isocitrate via cis-aconitate; acnAB), and genes encoding -oxoglutarate dehydrogenase and succinyl-CoA synthetase (-oxoglutarate to succinyl-CoA; sucAB), lipoamide dehydrogenase (the lpd gene product, E3 component of three multicomponent enzyme complexes) (Cunningham et al., 1998), succinate dehydrogenase (succinate to fumarate; sdhABCD) and fumarase (fumarate to malate; fumABC) are all also transiently decreased, suggesting diminished flux through the TCA cycle (see Fig. 5.4 for fold-changes). Co-regulation of the lpd and sdh promoters is controlled primarily by ArcA (see below). 

[bookmark: _Toc298583947]5.2.4. Anaerobic consequences of CO for genes involved in central energy metabolism
Under anaerobic conditions, genes involved in energy metabolism exhibit more down-regulation than aerobically; 40 % of genes were down-regulated in response to CO after 80 min and 19 % were up-regulated (Fig. 5.2B). Again, CO caused more dramatic changes in the genes of the TCA cycle than in glycolysis (Fig. 5.3B). Thus, cells exposed to CO under anaerobic steady state conditions exhibited up-regulation of genes encoding many of the enzymes involved in the TCA cycle, in particular pyruvate dehydrogenase (aceEF, lpd), aconitase (citrate to isocitrate; acnAB) and succinate dehydrogenase (sdh) genes (see Fig. 5.4 for details). The anoxic response to CO was immediate; after 5 min of CO bubbling, aceEF and lpd (together encoding the pyruvate dehydrogenase complex) were up-regulated 7-fold and 5-fold, respectively. Pyruvate dehydrogenase generates acetyl CoA and acts as a gateway for flux of metabolites into the TCA cycle. Most highly up-regulated after 2.5 min, by up to 13-fold, were the succinate dehydrogenase genes (sdhABCD), followed by a 10-fold down-regulation of sdhD after 40 min. Genes encoding the pyruvate dehydrogenase complex (PDHC) (pdhR-aceEF-lpd) were up-regulated in anaerobic conditions only (Fig. 5.4).

[bookmark: _Toc298583948]5.2.5. Consequences of CO exposure for terminal electron transfer to oxygen
CO inhibits respiration by binding to the haems of all three terminal oxidases. Although the oxidase structural genes are under complex transcriptional control, there are no reports of CO affecting oxidase gene expression. Inspection of genes that encode components of the branched respiratory chain revealed under aerobic conditions (Fig. 5.5A) a 5-10 fold decrease in expression of the cyo operon (cyoABCD) that encodes the cytochrome bo’ (bo3) oxidase
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Figure 5.4. Differential expression of genes involved in the TCA cycle and glycolysis. The colour-scale bar shows mean fold changes in individual genes of WT E. coli both aerobically and anaerobically in response to the addition of CO gas at 100 ml. min-1. The mean fold-changes for each gene are shown where p values were ≤ 0.05
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Figure 5.5. CO-induced transcriptomic changes of genes involved in the O2-terminated electron transport pathways in (A) aerobic and (B) anaerobic conditions. Reducing equivalents from NADH are fed via two NADH dehydrogenases (Ndh, Nuo) to a quinone pool (Q) and thence to one of three terminal oxidases (cytochromes bd-I, bd-II and bo'). Each block of color strips indicates a single gene involved in the reaction step shown and, within each block, the vertical strips show (from left to right) changes in gene expression at the sampling points (2.5, 5, 10, 10, 20, 40 and 80 min after introducing CO gas). Changes in gene expression are illustrated by the heat map (right): a blue color indicates a gene that is down-regulated, a red color indicates up-regulation and yellow no change in transcriptomic level.










enzyme, but an increase in cydAB expression, which encodes cytochrome bd-I (4-fold up-regulation after 20 min) (Fig. 5.5, and Fig. 5.6 for fold changes). This is consistent with the properties of the oxidases (Poole & Cook, 2000): cytochrome bd-I has an extraordinarily high oxygen affinity (Km 3-8 nM) (D'mello et al., 1996) but does not pump protons, whereas cytochrome bo’ has Km values in the range 0.05-0.2 M and pumps protons (D'mello et al., 1995, Puustinen et al., 1989).  Interestingly, cytochrome bd is less sensitive than cytochrome bo’ to respiratory inhibitors other than CO, such as cyanide (Ashcroft & Haddock, 1975), azide (Poole, 1989) and NO (Mason et al., 2009). Under aerobic conditions, changes in the expression of the enigmatic cytochrome bd-II were slight. Electron flow into the aerobic transport chain is facilitated in both aerobic and anaerobic conditions by an up-regulation of NADH:ubiquinone oxidoreductase (ndh) but reduced succinate dehydrogenase (sdhABCD) transcripts (Fig. 5.5A, and Fig. 5.6 for gene changes). 
[bookmark: _Toc298583949]5.2.6. Consequences of CO exposure for terminal electron transfer pathways in the absence of oxygen
	In marked contrast, anaerobically, the cyoABCD genes responded dramatically to CO by extensive up-regulation of the entire operon by 20-30 fold after only 5 min CO exposure (Fig. 5.5B, Fig. 5.6), but the response was damped after 40 min. The effects of CO on ndh and cydAB echoed the response under aerobic conditions, but the responses anaerobically were greater, with ndh maximally expressed at 80 min (17-fold up-regulation). In contrast to aerobic conditions, the nuo genes were uniformly down-regulated (2- to 5-fold) anaerobically after 40 min with CO, but more slowly than for other respiratory-linked genes. 

[bookmark: _Toc298583950]5.2.7. Statistical modeling of transcription factor activities - ArcA
	The wealth of transcriptomic data and the abundance of TFs that underlie fluctuations in transcript levels make data interpretation very difficult. Here we used the TFInfer approach (Asif et al., 2010, Lawrence et al., 2006) to explain the measured gene expression changes in terms of more interpretable factors. TFInfer is a Bayesian statistical method that integrates gene expression data with regulon information (culled from Regulon DB or EcoCyc) to identify TF activity profiles that aid understanding of the transcriptional changes (see Section 2.5.1.10). The TFinfer activity profiles for three master regulators (TFs) selected for their involvement in control of aerobic/anaerobic metabolism are shown in Fig. 5.7.
	Two transcription factors work in synergy to detect oxygen levels in E. coli: ArcAB, a two-component system, indirectly senses oxygen via the redox state of the quinone pool, fermentation products and perhaps other factors (Alvarez & Georgellis, 2010). ArcA is the regulator, which, in low oxygen availability, is autophosphorylated by the sensor, ArcB, thus activating ArcA (Green & Paget, 2004); active ArcA then represses transcription of a number of
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Figure 5.6. Differential expression of genes involved in respiration. The colour-scale bar shows mean fold changes in individual genes of WT E. coli both aerobically and anaerobically in response to the addition of CO gas at 100 ml. min-1. The mean fold-changes for each gene are shown where p values were ≤ 0.05
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Figure 5.7. Inferred activity of the transcription factors ArcA, FNR and PdhR in response to CO. Response profiles for ArcA (top, circles), FNR (middle, squares) and PdhR (bottom, triangles) are shown as predicted by TFinfer. TF activity is plotted for each time point using TFinfer data modeled on gene changes in response to CO at each time point. Aerobic profiles are shown with closed symbols (left) and anaerobic profiles with open symbols (right).


genes for aerobic central metabolism (Fig. 5.3A), including aceBA (malate synthase/isocitrate lyase), acnB (aconitase B), cyoABCDE (cytochrome bo', fumA (fumarase), icd (isocitrate dehydrogenase) and sucABCD (succinyl CoA synthase). Activation of ArcA is inhibited by the ubiquinone redox state, whilst ArcA is deactivated (dephosphorylated) by the activity of ArcB (Malpica et al., 2006). In turn, ArcB phosphatase activity is inhibited by fermentation products (Iuchi & Lin, 1993). The modeled changes in ArcA activity (Fig. 5.7) are in part consistent with this prevailing knowledge. Thus, aerobically, ArcA activity increases rapidly then falls. Declining ArcA activity accompanies an increase in oxygen availability (Rolfe et al., 2011) and may reflect here partial reversal of the effects of CO, which is sensed as a transient decrease in the oxygen available for respiration. The increased activity of ArcA, reflecting the sensing of decreased oxygen availability, represses citric acid cycle gene expression in the first 20 min of CO exposure (Fig. 5.3A), but enhances cydAB expression (Fig. 5.5A, B). Thus, cells respond initially, not directly to CO, but to diminished oxygen availability due to competition by CO. 
	Anaerobically, ArcA activity fell within the first 10 min, then rose (Fig. 5.7). The falling ArcA activity correlates well with the rapid increase in expression of TCA cycle genes (Fig. 5.3B) as observed before (Rolfe et al., 2011). However, in the present study, this occurs here anaerobically, so the fall in activity may be attributed in part to the inhibition by fermentation products of ArcB phosphatase activity (Iuchi & Lin, 1993). Given that respiratory electron transfer is absent under our anoxic conditions (i.e. without an alternative electron acceptor such as nitrate), the data suggest that the redox state of the respiratory ubiquinone/ubiquinol pools (which is not expected to change under these anoxic conditions) has only a minor influence on ArcA activity (Rolfe et al., 2011, Bekker et al., 2010). Anaerobic CO exposure increased cytochrome bd-1 gene expression, as expected from the rising ArcA activity profile, as it did aerobically. The initial rise in cyo operon expression (within the first 5-10 min of CO exposure) is consistent with the immediate fall in ArcA activity. 

[bookmark: _Toc298583951]5.2.8. Statistical modeling of transcription factor activities - Fnr
FNR (Fumarate Nitrate Reduction regulator) is a direct sensor of oxygen availability by virtue of ligand-reactive FeS clusters. Under microaerobic/anaerobic conditions, it negatively regulates genes involved in the TCA cycle (e.g. fumA, sdhABCD, sucABCD) as well as the cydAB and cyo operons (Green et al., 2001, Shalel-Levanon et al., 2005, Crack et al., 2012). TF-Infer (Fig. 5.7) shows that the predicted Fnr activity increased both aerobically and anaerobically after CO treatment. Nevertheless, the cydAB operon (which is usually repressed by the activity of FNR), was also up-regulated after CO exposure both aerobically and anaerobically (Fig. 5.5, Fig. 5.6), implicating the involvement of additional TFs. Indeed, cydAB operon is under complex regulation, being repressed by FNR and H-NS, and induced by ArcA and FruR. Thus, ArcA activity (Govantes et al., 2000), but not FNR, appears to be a major regulator of cydAB in the presence of CO. In addition, the expression of aerobic respiratory pathways is influenced by iron availability (Cotter et al., 1992) (see below). Whatever the mechanism, the up-regulation of the cydAB operon by CO suggests that CO induces a transition to a more anoxic state (Davidge et al., 2009b).
	However, the aerobic down-regulation of cyo expression appears explicable by FNR activity alone: rising FNR activity is expected to suppress transcription of this operon. Anaerobically, cyo expression is elevated but this operon too is under complex regulation, being repressed by ArcA, Fur, and PdhR, as well as FNR. GadE and CRP up-regulate cyo expression. Overall, under aerobic conditions, depressed expression of the cyo operon (Fig. 5.5A) is consistent with the elevated activity of ArcA, PdhR (transiently) (Fig. 5.7) and Fur (see below). Anaerobically, transient elevated levels of cyo expression and enhanced up-regulation of ndh may also be attributed to iron-limitation in response to CO.

[bookmark: _Toc298583952]5.2.9. Statistical modeling of transcription factor activities - PdhR and other regulators
The pdhR gene is the proximal gene of the pdhR-aceE-aceF-lpd operon encoding the pyruvate dehydrogenase (PDH) complex of E. coli. PdhR functions with other central regulators as an additional “master switch” in the metabolic interconnection between glycolysis, the TCA cycle and the respiratory electron transfer systems (Ogasawara et al., 2007). PdhR negatively regulates the synthesis of the PdhR protein and of the PDH complex via the pdh promoter, with pyruvate serving as an inducing co-effector (Quail & Guest, 1995, Quail et al., 1994). Importantly, active PdhR represses the cyo and ndh operons (Ogasawara et al., 2007). In this work, the structural genes of the PDH operon (Fig. 5.3) as well as cyoABCD and ndh were all up-regulated by CO under anaerobic conditions (Figs. 5.4, 5.5 and 5.6), as was the cyo operon, implying loss of the repressing activity of PdhR, perhaps due to pyruvate (Ogasawara et al., 2007). TF-Infer analysis (Fig. 5.7) also shows that aerobically PdhR activity declines for most of the experiment after a brief rise, consistent with a CO-induced anaerobic state and pyruvate accumulation. 
	Electron flow into the aerobic transport chains when CO is present is facilitated both aerobically (Fig. 5.5A) and anaerobically (Fig. 5.5B) by immediate and marked up-regulation of NADH:ubiquinone oxidoreductase II, a single subunit enzyme that is not a proton pump (encoded by ndh). FNR represses the expression of ndh in anaerobic conditions and expression of an ndh-lacZ fusion in an fnr deletion strain is enhanced by anaerobic growth, rich medium or amino acids (Green & Guest, 1994). Therefore, the upward trajectory of the FNR activity profile after CO treatment (Fig. 5.7) and the up-regulation of ndh are not consistent with simple repression of the ndh promoter by FNR. Thus other regulators must be implicated; indeed, in addition to PdhR (above), Fis enhances ndh expression during rapid growth (Jackson et al., 2004). Expression of Ndh is associated with growth conditions under which protonmotive force generation is not favored (Calhoun et al., 1993), consistent with the present work with CO. In contrast to ndh, the nuo genes encoding a multi-subunit, proton-pumping NADH dehydrogenase, were slightly down-regulated (2- to 5-fold) in response to CO in anaerobic conditions (Fig. 5.6) and only 40-80 min after exposure to CO. These results, together with down-regulation of the cyo operon (above) suggest that CO promotes the assembly of a respiratory chain that is not optimized for proton translocation and energy-efficient growth (Calhoun et al., 1993). 

[bookmark: _Toc298583953]5.2.9.1.Visualization of the transcriptomic modeling outputs 
In order to make a comparison of the results from TFInfer on different data sets, for instance CO gas under aerobic and anaerobic conditions, we used intuitive coherence plots that highlight differences in the magnitude of the response and differences in the kinetics of the response to the two stimuli (as described in Section 2.5.1.12).  Fig. 5.8 summarizes the differences between two sets of TFInfer data in a scatter plot.  The x-coordinate of each point represents the ‘profile difference’ between the two conditions (computed as 1 minus the absolute Pearson correlation coefficient between the two profiles), while the y-coordinate represents the change in magnitude of the response (computed as the difference of the norm of the two profiles). Hence, TFs whose response is similar both in magnitude and kinetics will be located near the origin of the coherence plot, while TFs in the top right corner of the plot respond differently both in terms of kinetics and amplitude.  Error bars (shown in Fig. 5.9) represent 95 % confidence intervals, and for the purpose of reducing clutter we have omitted transcription factors where the error bars for the absolute Pearson correlation were greater than plus or minus 0.15.
	The TFinfer data show that FNR and ArcA responded distinctively in response to CO. The time-dependent FNR activity profiles were similar under both aerobic and anaerobic conditions upon exposure to CO (Fig. 5.7) and the TF is located in the bottom left quadrant of the coherence plot (Fig. 5.8). On the other hand, ArcA responds differently under each condition as shown in the temporal profiles (Fig. 5.7) and the coherence plot (Fig. 5.8), where the TF is located in the lower right quadrant. 
[bookmark: _Toc298583954]5.2.10. CO perturbs genes involved in amino acid metabolism
[bookmark: _Toc298583955]5.2.10.1. Cysteine biosynthesis
	CO leads to altered expression of genes unconnected with known metal targets. There is no evidence of CO binding to amino acids under physiological conditions (Boczkowski et al., 2006) yet the global response to CO includes gross alterations in amino acid metabolism (Fig. 
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Figure 5.8. TFinfer correlation profile of transcription factor activities in CO aerobic conditions vs. anaerobic conditions. For example, the response profiles for the transcription factors FNR and CysB are similar in both conditions, in regards to both the magnitude of the response and their correlation (appearing in the lower left quadrant), while GadX and Fur (upper left) have a similar response in terms of the shape of the profile, while the magnitude of the response is greater in aerobic conditions than anaerobic conditions.  On the other hand the response of the transcription factor ArgR is different both in magnitude and in the shape of the profile. ArcA and HNS show have a similar response in terms of the magnitude of the profile, while the shape of the activity curve of the response is greater in aerobic conditions than anaerobic conditions. Absolute Pearson correlations in the middle indicate only weak similarity between profiles.
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Figure 5.9. Coherence plot showing transcription factors involved in the response to CO gas aerobically vs. anaerobically (including errors). The same data as in Fig. 5.8 are shown here with error bars (1.96 times standard deviation, or 95 % confidence interval) for the profile-difference and difference in magnitude, in order to give an idea of the uncertainty in these measurements. The uncertainty in this case arises from the uncertainty of the inferred transcription factor profiles derived from TFInfer.



5.2). Many genes in the cys regulon and tau operon were up-regulated by CO, suggesting a shortage of sulfur in cells in response to CO (Fig. 5.10). Aerobically, the genes in the cys regulon are up-regulated as much as 6-fold, although up-regulation of genes peaks at around 40 min after CO addition (Fig. 5.10). Similarly, in anaerobic conditions genes in the cys regulon are up-regulated. Genes in the tau operon are more highly expressed under anaerobic conditions; tauA, a gene in the tau operon that encodes the periplasmic-binding protein component of the taurine transporter is 18-fold up-regulated after 80 min exposure to CO (Fig. 10). 
Many of the genes up-regulated in response to CO are controlled by the TF CysB - a LysR-type transcriptional regulator that controls biosynthesis of cysteine and also sulfur utilization (Jovanovic et al., 2003). In the correlation profile (Fig. 5.8), it resides in the lower left quadrant adjacent to FNR, indicating that it responds to CO similarly under aerobic and anaerobic conditions. CysB is activated by the presence of N-acetylserine (NAS), a small metabolite produced in the absence of cysteine (Kredich, 1992) and activated CysB forms a tetramer with the ability to bind DNA. CysB activates the cys regulon for sulfur utilization and uptake, the tau operon that includes genes for taurine uptake and utilisation, the cbl gene encoding a regulator of the sulfate-starvation response and, in coordination with the Cbl protein, the sulfonate utilization genes (ssuABCDE) (vanderPloeg et al., 2001, Parry & Clark, 2002). 
The TFinfer-derived activity profile of CysB has been plotted over time in Fig. 5.11. As indicated on the coherence plot in Fig. 5.8 the activity of the TF is similar under both aerobic and anaerobic conditions. Aerobically, the activity of CysB is high and reaches a maximum at 40 min before activity declines again (Fig. 5.11). This concurred with the transcription of genes seen aerobically; maximum expression of the genes positively regulated by CysB occurred at 40 min; after this expression levels begin to decrease. Under anaerobic conditions, the up-regulation of CysB activity was also high and remained high after 40 min (Fig. 5.11); interestingly the transcription of genes controlled by CysB continue to be highly expressed after 40 min. In addition some genes are up-regulated to a greater extent than in aerobic conditions.  
[bookmark: _Toc298583956]5.2.10.2. Methionine biosynthesis
Genes involved in methionine biosynthesis were also perturbed in response to CO. The regulation of methionine biosynthesis is complex and involves many regulatory mechanisms including repression of all met genes (except metH) by the MetJ protein (with AdoMet functioning as a co-repressor of the MetJ protein) (Saint-Girons et al., 1986, Shoeman et al., 1985), the repression of metE and metF expression via an unknown mechanism involving vitamin B12 (Kung et al., 1972, Milner et al., 1969), and activation of some met gene expression mediated by the MetR protein(Urbanowski et al., 1987). MetJ, which represses the expression










[image: ]Figure 5.10. Differential expression of genes involved in cysteine uptake and metabolism. The colour-scale bar shows mean fold changes in individual genes of WT E. coli both aerobically and anaerobically in response to the addition of CO gas at 100 ml. min-1. The mean fold-changes for each gene are shown where p values were ≤ 0.05
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Figure 5.11. Inferred activity of the transcription factors CysB, MetJ and ArgR in response to CO. Response profiles for CysB (top, circles), MetJ (middle, squares) and ArgR (bottom, triangles) are shown as predicted by TFinfer. TF activity is plotted for each time point using TFinfer data modeled on gene changes in response to CO at each time point. Aerobic profiles are shown with closed symbols (left) and anaerobic profiles with open symbol (right).


of genes involved in biosynthesis and transport of methionine appeared in the upper quadrant of the coherence plot (Fig. 5.8) indicating marked differences in the response under aerobic and anaerobic conditions; the data therefore indicate a deficit in methionine after exposure to CO.
The TF activity as predicted by TFinfer shows that aerobically the activity of MetJ is immediately down-regulated (Fig. 5.11). The raw gene expression data shown in Fig. 5.12 suggest that, in coordination with the relief of repression (as indicated by down-regulation of MetJ activity), requirement for methionine is immediate with many of the met biosynthetic genes up-regulated as soon as 2.5 min after the addition of CO; metA,B,F,K and R are most-upregulated. In some cases, as much as 10-fold up-regulation is seen (Fig. 5.12). Genes encoding the methionine ABC transport system were also highly up-regulated with metN and metR up-regulated 9.6-fold and 7.2-fold, respectively. In anaerobic conditions, however, only slight up-regulation is seen, and some genes are transiently down-regulated; for example metA encoding homoserine O-succinyltransferase alternates between up-regulation and down-regulation of the gene. Again, these raw gene expression data are a reflection of the activity of the TF shown in Fig. 5.11; the TF oscillates between being up-regulated and down-regulated in activity. Under both conditions, it is clear that cells are experiencing a deficit in methionine upon addition of CO. 
[bookmark: _Toc298583957]5.2.10.3. Arginine biosynthesis
The TFinfer data and coherence plot also highlighted ArgR as responding differently to CO in aerobic and anaerobic conditions (Fig. 5.8). Arginine biosynthesis genes were highly up-regulated in aerobic conditions; argD, encoding an acetylornithine aminotransferase was up-regulated 24-fold after 20 min and argG encoding arginosuccinate synthase was up-regulated 28-fold after 20 min. All other genes in the arginine biosynthesis operon (argA-T and carAB) were also highly up-regulated in response to CO aerobically (Fig. 5.13). Additionally, arginine transport genes (artJ-Q) were highly up-regulated in aerobic conditions with artJ, encoding the periplasmic protein of the L-arginine transporter, up-regulated 20-fold after 10 min. However, under anaerobic conditions, arginine biosynthesis and transport genes were predominantly down-regulated (Fig. 5.13); argD under these conditions was down-regulated 9-fold after 40 min and artJ down-regulated 9-fold after 40 min. Under both conditions, arginine catabolism genes (astA-E) were down-regulated. Thus, CO appears to lead to arginine deprivation under aerobic conditions. 
Activity of the main regulator of arginine biosynthesis genes, ArgR, as predicted by TFinfer was plotted (Fig. 5.11). The activity of the repressor was down-regulated in aerobic conditions, which echoes what was seen transcriptionally; genes that are usually repressed by ArgR are up-regulated, and genes usually up-regulated by ArgR are down-regulated. Under anaerobic conditions the activity of ArgR was opposite which led to the repression of many genes under transcriptional control by ArgR (Fig. 5.13). It is clear that the requirement for 
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Figure 5.12. Differential expression of genes involved in methionine biosynthesis The colour-scale bar shows mean fold changes in individual genes of WT E. coli both aerobically and anaerobically in response to the addition of CO gas at 100 ml. min-1. The mean fold-changes for each gene are shown where p values were ≤ 0.05
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Figure 5.13. Differential expression of genes involved in arginine metabolism and biosynthesis. The colour-scale bar shows mean fold changes in individual genes of WT E. coli both aerobically and anaerobically in response to the addition of CO gas at 100 ml. min-1. The mean fold-changes for each gene are shown where p values were ≤ 0.05



















arginine differs depending on metabolic state of the cultures; when in aerobic conditions, the addition of CO leads to arginine limitation, whereas under anaerobic conditions, no limitation of arginine is evident. Previously it has been shown that addition of peroxynitrite to cultures of E. coli leads to an increase in arginine biosynthesis transcript levels due to degradation of the ArgR repressor by nitration (McLean et al., 2010). It is possible that, under aerobic conditions, the presence of CO might alter the activity of ArgR protein; however, CO is relatively inert with no biological redox chemistry and it is unclear how it could modify or degrade ArgR (see Section 5.3 for discussion). Overall, the responses at the transcriptomic level indicate that a major response by cells to CO is a change in the regulation of amino acid metabolism.

[bookmark: _Toc298583958]5.2.11. CO leads to altered expression of iron acquisition genes
	The primary biological targets of CO are transition metal-containing proteins, since there is no evidence of CO binding to amino acids under physiological conditions (Boczkowski et al., 2006). These targets comprise two classes of iron-containing proteins: haem proteins and [Fe-S] cluster-containing proteins. The transcriptomic data and TFInfer modelling reveal dramatic, divergent changes in the activity of Fur, the primary TF involved in sensing iron levels and regulating expression of genes involved in iron acquisition and transport (Hantke, 1981, Hantke, 1984, Bagg & Neilands, 1987). Fur appears at the top of the correlation plot indicating a significant change in magnitude of the TF response between aerobic and anaerobic conditions (Fig. 5.8). TFinfer activity profiles combined with iron-responsive gene changes further support the divergent activity of this transcriptional regulator (Fig. 5.14). Aerobically, Fur activity is increased for the first 40 min after CO administration (Fig. 5.14A), while anaerobically there is an immediate and sustained decrease in activity (Fig. 5.14B). Fur acts as a transcriptional repressor of iron-regulated promoters (Bagg & Neilands, 1987) and changes in individual Fe-responsive genes (Fig. 5.14C, D) reflect this. Fold changes for iron-responsive genes are shown more clearly in Fig. 5.15. In anaerobic conditions, genes involved in enterobactin synthesis (entABCDEFS), enterobactin transport (fepABCDG) and ferrichrome transport (fhuA-F) are up-regulated, whereas in aerobic conditions the genes were unchanged or down-regulated. Notably, entE (encoding a component of enterobactin synthase) was 30-fold up-regulated after 10 min of CO gas exposure under anaerobic conditions.
	The regulation of iron levels in cells is increasingly complex and now links between oxygen-levels and iron-levels have led to a complex interplay between transcription factors in gene regulation (for an extensive review see (Carpenter & Payne, 2014)). Additional transcription factors ArcA, FNR and also a non-coding small RNA RyhB have all been shown to act in regulating iron transport and acquisition genes (Masse et al., 2005, Masse & Gottesman, 2002). The changes in respiratory genes (Fig. 5.4 and Fig. 5.6) are also consistent with modulation by iron levels. We observed up-regulation of cydAB expression, particularly
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Figure 5.14. Predicted transcription factor activity of Fur, a transcriptional repressor of Fe-regulated genes, and corresponding gene changes. TFinfer data over time for Fur are shown under (A) aerobic and (B) anaerobic conditions in the presence of CO. (C) and (D) map changes in iron-regulated genes aerobically and anaerobically, respectively. Yellow indicates genes that remain unchanged in the presence of CO, red indicates genes up-regulated and blue genes down-regulated, according to the heat map (right). The intensity of the color is indicative of the trust placed on that measured level of regulation after three biological repeats.
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Figure 5.15. Differential expression of genes involved in iron acquisition and homeostasis. The colour-scale bar shows mean fold changes in individual genes of WT E. coli both aerobically and anaerobically in response to the addition of CO gas at 100 ml. min-1. The mean fold-changes for each gene are shown where p values were ≤ 0.05














 anaerobically, consistent with the demonstration (Cotter et al., 1992) that the iron chelator 2,2'-dipyridyl elevates cydAB expression.

[bookmark: _Toc298583959]5.2.11.1. CO gas causes increased siderophore production in anaerobic conditions
The data reveal unexpected, major disturbance of iron metabolism and point to enhanced synthesis of iron acquisition pathways. E. coli responds to iron limitation by the non-ribosomal synthesis and excretion of siderophores, non-protein chelators of high affinity for Fe(III). To determine whether the CO-induced major changes in ent gene expression were reflected in siderophore production, cultures growing on CAS (Chrome Azurol S) agar plates were incubated in different CO-gas atmospheres (as described in Section 2.2.11). When Fe(III) is mixed with CAS, it produces an intense blue solution. When bacteria excrete siderophores, they compete with the dye for Fe(III), causing a colour change, from blue to orange, which can be used to qualitatively assess siderophore production. Siderophore production on plates in this study resulted in the formation of a halo around the bacterial growth, which was measured (Fig. 5.16). Under both aerobic and anaerobic conditions, an atmosphere containing 50 % CO gas led to an increase in production of siderophores (Fig. 5.16).  The up-regulation of siderophore production concurred with up-regulation of siderophore synthesis, as indicated by increased halo diameter on the CAS plates. The results clearly suggest that the presence of CO leads to iron-limitation in cells.

[bookmark: _Toc298583960]5.2.11.2. CO leads to perceived iron-limitation in cells and the effect is enhanced by the presence of chelating compounds
Together with the gene expression data and the TF profiles (Figs. 5.14 and 5.15), the data suggest that CO leads to iron-limitation. We therefore hypothesized that addition of iron-chelators to the medium in CO atmospheres would inhibit growth, since the intracellular iron limitation exerted indirectly by CO would be exacerbated by exogenous chelating activity. To test this hypothesis, work was carried out in collaboration with Salar Ali to investigate the effect of bacteria grown in the presence of three chelators (EDTA, citric acid and 8-hydroxyquinoline) in CO atmospheres (Fig. 5.17) (see Section 2.1.5.9 for methods).  For each chelator, the aerobic data (left) and anaerobic data (right) are presented as bar charts in which the effects of increasing chelator concentrations are compared (as a percentage) with the absence of the chelator in the same gas atmosphere. For each, the effects of CO (25 % by volume of the incubation jar) are compared with the same atmospheres in which 25 % nitrogen was used as control). 
For both chelators, growth with CO led to greater inhibition than in its absence. 8-hydroxyquinoline inhibited aerobic growth, relative to the non-chelator control, by 62 % when
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Figure 5.16. Chrome Azurol S (CAS) agar plates show significant siderophore production under CO atmospheres. CAS agar plates were made as described in Methods. Stationary E. coli cultures were grown then 10 l aliquots of culture were spotted onto plates and incubated in different atmospheres for 24 h. Halo measurements were taken as shown in (A) 50 % N2 + 50 % CO and (B) N2 alone. The diameter of the cells and halo (d2) and the diameter of the cells alone were measured (d1). The diameter of the halos was measured as d2-d1 and plotted in (C). The presence of CO increased siderophore production in aerobic and anaerobic conditions; results are shown of two biological repeats each with four technical replicates. A t-test was performed and * donates a P value of 0.03, and ** a P value of 0.008.
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Figure 5.17. Effects of CO gas on bacterial sensitivity to metal chelators and antibiotics. Work carried out by Salar Ali. An overnight culture of E. coli was suspended in 30 ml defined medium with glycerol as carbon source (0.5 %, w/v, final concentration) to obtain an OD of approximately 0.05. Aliquots (200 l each) were dispensed into the wells of a 96-well plate and supplemented with the following compounds at the concentrations shown: A, 8-hydroxyquinoline and B, citric acid. For aerobic experiments, the growth in 25 % CO + 75 % air was compared with growth in 25 % N2 + 75 % air.  For anaerobic experiments, the growth in 25 % CO + 75 % N2 was compared with growth in N2 alone.  Optical density was measured after 24 h incubation of the plates at 37. Data are representative of two biological repeats and each of four technical repeats, expressed as means S.D.  A t-test was performed and * donates a P value of 0.05, and ** a P value of 0.01 and *** is a P value of 0.001. * 




CO was present, but only 15 % in the absence of CO (Fig. 5.17A). Under anaerobic conditions, the values were 27 % and 18 %, respectively. 8-hydroxyquinoline has a high affinity for Fe(III) (log stability constant = 26.3) and to a lesser extent Fe(II) (log stability constant = 15.0) (Pirt, 1985), so other chelators with lower specificity were also tested. Citric acid was tested due to its propensity to bind ferric iron and its use as such in biological media (log stability constant = 11.4). Cells grown with citric acid experienced inhibition in growth; anaerobically, for example, CO gave 62 % inhibition of growth relative to the N2 control (Fig. 5.17B). EDTA at concentrations up to 5 mM (not shown) gave similar results to citrate. In conclusion, the results clearly demonstrate that CO exacerbates growth inhibition of E. coli by chelating agents.	Comment by Robert Poole: Figs 9 and 10 don't quite confirm the gene changes showing that iron deprivation is worse anaerobically. Why? Is it connected with the fact that iron is LESS available aerobically (when more is the insoluble FeIII). What do you think?	Comment by Lauren Katie Wareham: Yes, it could be. Remember these culutres are not limited in iron in the medium. SO, if the iron aerobically is already in the FeIII state (and not readily available) then the addition of chelators may lead to a greater effect physiologically (i.e. more production of siderophores). I don’t know why gene changes would be worse anaerobically. 

My one thought is that the gene changes anaerobically could (MAYBE) be due to interact of CO with Fur (or some regulator) that alters it’s affinity for these genes and thus it can no longer act as a repressor. I perhaps thought that since we are already anaerobic that Fur may be more readily available for binding to haem and thus CO? I don’t know. It’s a bit far fetched but sometimes I do wonder whether the gene changes could be due to activity of TFs that are affected structurally by interaction with CO? Especially if they have Fe-S centres.

I have been in touch with Dima – he has the samples and will be doing the analysis today I think! Lets see what it shows.

5.3. Discussion 	Comment by Robert Poole: this is just a draft and needs to be considered carefully and populated by references!	Comment by Robert Poole: I have not changed it in this draft so it's rough
There is a growing awareness of the importance of CO in biology and the beneficial effects of CO in higher animals. Although strategies aimed at improving the effectiveness of CO delivery to key sites could lead to novel pharmacological and therapeutic approaches, we know too little of how CO mediates its multiple biological effects. CORMs were developed to address the issue of safe and controlled CO delivery and it has been tacitly assumed that the biological impacts of CORMs are attributable largely to the delivered CO. However, several lines of recent evidence mitigate against this view. First, bacteria often display surprising resistance to CO gas (Wegiel et al., 2014). Second, bacteria demonstrate multiple transcriptomic changes to CORM-3 that cannot be understood in terms of known CO biochemistry (e.g. (Wilson et al., 2013, Davidge et al., 2009b)). Furthermore, even iCORMs, from which no or negligible CO release can be demonstrated in vitro, can exert toxicity in bacterial systems (McLean et al., 2013). Most tellingly, cells lacking all haems are also inhibited by CORM-3 and reveal multiple transcriptomic changes (Wilson et al., 2015). Finally, other compounds of Ru are taken up and have antimicrobial properties, even though they are not CORMs (e.g. (Lam et al., 2014, Lemire et al., 2013)). The data in this Chapter demonstrates that although a large flux of CO gas does not have any bactericidal or bacteriostatic effect on cells, key processes and metabolic pathways are still highly perturbed. In addition, CO renders cells “iron limited”, an effect exacerbated by the addition of chelating compounds.
[bookmark: _Toc298583961]5.3.1. E. coli cells respond to CO by major changes in central metabolism
	In the present work, we set out to characterize the effects of CO gas per se, without mediation of a CORM, on bacterial growth, gene expression and physiology. HO-derived CO is known to induce a set of about 50 genes in Mycobacterium tuberculosis known as the dormancy regulon (Shiloh et al., 2008, Kumar et al., 2008) but bacterial mechanisms for resisting CO are not clear: although Zacharia et al. used a 2 % CO atmosphere to screen for mutants susceptible to CO, the resistance test reported used CORM-2, not CO gas (Zacharia et al., 2013). We demonstrate that genes encoding energy transducing pathways (central metabolism and electron transport pathways) are significantly affected via the actions of global regulators, both aerobically and anaerobically. Facultative bacteria such as E. coli are able to perceive an aerobic/anaerobic transition through sensing oxygen availability via two master-regulators (ArcA and FNR) and a suite of additional TFs whose effects overlay these. In the case of Arc, we hypothesize that inhibition of respiration by CO elicits changes in the redox state of the quinone pool, as does oxygen deprivation. The membrane-bound sensor ArcB responds (Bekker et al., 2010), leading to autophosphorylation of ArcA, the response regulator, which in turn binds to DNA after oligomerization to regulate target genes (Malpica et al., 2006, Georgellis et al., 1997) explaining the inferred activation of ArcA (Fig. 5.7). In contrast, FNR is primarily a direct sensor of oxygen although the 4Fe-4S cluster of the transcriptionally active factor is also sensitive to NO, which renders it inactive as a repressor (Cruz-Ramos et al., 2002). It is clear that aerobic cultures respond indirectly to CO through perceived-anaerobiosis mediated by FNR; the addition of CO leads to less oxygen availability for cells. The results under anaerobic conditions are puzzling though, as addition of CO leads to many of the genes encoding proteins in the TCA cycle being transiently up-regulated, along with the respiratory oxidase genes. The reason behind these changes in regulation are unclear at present; however, it is known that FNR is a 4Fe-4S cluster, and interactions between CO and the iron-sulfur cluster might hinder FNR activity as a repressor by preventing its binding to target DNA sites. 

[bookmark: _Toc298583962]5.3.2. CO leads to iron deprivation in cells
	A striking consequence of CO exposure was de-repression of iron transport and acquisition genes and changes in Fur activity under anaerobic conditions. Iron is predominantly found in its soluble, ferrous form (Fe(II)) under anaerobic conditions; it is only when oxygen is in the environment that iron exists in its insoluble ferric form (Fe(III)). This is why bacteria have evolved systems to solubilize and acquire iron (i.e. siderophore synthesis) under aerobic conditions (Mietzner & Morse, 1994). It is surprising then that, under anaerobic conditions, when iron is at its most available, bacteria challenged with CO experience iron-limiting conditions. When iron levels are high, Fe(II) binds to Fur enabling its interaction with target DNA sequences to prevent transcription of iron-associated genes such as those required for acquisition of additional iron (Bagg & Neilands, 1987). When iron levels are low, Fur is unable to bind to DNA and iron acquisition genes are expressed. Under our anaerobic conditions, addition of CO to cultures leads to de-repression of iron genes and also an inferred decrease in activity of Fur (Fig. 5.14B). These global iron-related changes presumably underlie the enhanced production of siderophores and the sensitivity of CO-challenged bacteria to metal chelators (Figs. 5.15 and 5.16, respectively). 
            The E. coli cultures in this study are not iron-limited through removal of iron in the medium and there are chelators present in the medium to help solubilize any available iron. This leads us to a number of possible hypotheses as to why the cells are showing signs of iron limitation and why Fur activity is down-regulated in anaerobic conditions. Firstly, CO may bind to haem-containing proteins in the cell more readily under anaerobic conditions when Fe is predominantly in the ferrous form. The haems in the cell have a high affinity for CO and, once bound to CO, this may render the proteins inactive; as a consequence, the cells may begin to generate more iron-containing proteins, using up iron stores available. The bacteria could subsequently sense this as a shortage of iron, and hence iron genes are up-regulated. This hypothesis is based on a genuine iron-shortage sensed by cells. On the other hand, an interaction of CO with the Fur regulator itself cannot be disregarded which could mean a change in regulation of iron-associated genes even if the level of iron in the cell itself remains unchanged.
            The active form of Fur regulator itself contains a nonhaem ferrous iron site with both oxygen and nitrogen donor ligands (Adrait et al., 1999). Modification of the ferrous iron in Fur has been shown through the interaction of NO (D'Autreaux et al., 2002). The group showed that NO directly inhibited Fur repressor activity in vivo and Fur DNA-binding in vitro. The interaction of Fur with other ligands cannot therefore be discounted. The investigation of CO interaction with Fur would be of great interest; if CO is able to bind to the ferrous iron co-factor of Fur, it may prevent its binding to DNA and repression of genes, which could explain the results seen in this study. Furthermore, a role of Fur as a redox-sensor in bacterial species such as Streptomyces and cyanobacteria has been reported (Fillat, 2014) although the ability of Fur to sense redox signals is still controversial (Lopez-Gomollon et al., 2009). Links between oxygen and iron levels involve a complex interplay between transcription factors (Carpenter and Payne, 2014b). Additional transcription factors - ArcA, FNR and also a non-coding small RNA RyhB – all regulate iron transport and acquisition genes (Masse et al., 2007). Significantly, Fur in Anabaena is able to interact and bind with haem (Smith et al., Aug 1996), affecting the protein's ability to bind DNA in vitro, inhibiting that process in a concentration-dependent fashion (Hernandez et al., 2004). The binding of haem to Fur exhibits the same physicochemical features as haem sensor proteins and the Fe(II) haem-Fur binds CO (Pellicer et al., 2012); His is the probable axial ligand trans to CO. Thus, the binding of Fur to haem may function as a redox sensor and/or have a role in gas-sensing due to the ligand-binding ability of bound haem. Binding of CO to Fur-associated haem would be more likely anaerobically, which is again consistent with the up-regulation of Fe-related genes under anoxic conditions in this study. 

[bookmark: _Toc298583963]5.3.3. Consequences for amino acid metabolism	Comment by Lauren Katie Wareham: Mention results from the iCORM/CORM-3 data from sams paper which shows up-reg of ssu and tau genes too
	The up-regulation of genes involved in cysteine, methionine and arginine metabolism was striking and unexpected (Figs. 5.10, 5.12 and 5.13).  A study with the CO-releasing molecule CORM-3 showed similar results with sulfur metabolism being a prime target in transcriptomic studies carried out (McLean et al., 2013). The group showed that sulfate transport and utilization (including the sulfate–thiosulfate transport system and methionine metabolism and transport (cysPUWA and metQIN), were slightly up-regulated upon exposure to CORM-3, and also to the inactive iCORM-3 compound, but the change in regulation of genes that respond to sulfur starvation (ssuABCDE and tauABCD) was observed only in conditions when CORM-3 was administered (i.e. when CO was present). Similarly, the tauABCD regulon, responsible for utilization of taurine as a sulfur source was also only up-regulated in the presence of the CO-donor (McLean et al., 2013). These results concur with what is seen in this study and suggest a direct role of CO in the changes seen in amino acid metabolism. These results are not fully understood at this time; however, it is possible that carbonyl groups can be introduced into proteins by oxidation of amino acid sidechains or by oxidative cleavage of proteins. The most common mechanism of protein carbonylation is metal-catalysed oxidation, which occurs when reduced metal ions (e.g. Fe(II) or Cu(I)) react with H2O2 in Fenton chemistry to produce highly reactive hydroxyl radicals. This in turn oxidizes amino acid side chains or causes protein backbone cleavage, both resulting in the formation of carbonyl groups. In bacteria, metal-catalysed oxidations appear to be the predominant source of carbonylated proteins (Møller et al., 2011). Arginine is one of the four most commonly carbonylated amino acids and arginine metabolism genes are highly up-regulated in this study (Fig. 5.13). Interestingly the present data point to iron deprivation (as discussed in Section 5.3.2) on CO treatment and this could reflect loss of iron from appropriate Fe sites in proteins, making the lost iron available for catalysis of carbonylation. This hypothesis is speculation but it is interesting that CO should affect amino acid metabolism in such a profound way.	Comment by Lauren Katie Wareham: Talk about CORM-3 effects on sulfur metabolism (Mclean et al 2013). She sees tau and ssu genes upregulated in the presence of CORM-3 but not iCORM-3 suggesting CO as a target. WHY??
	
5.4. Conclusions
	Although the work in this chapter goes some way towards elucidating the major casualties of CO exposure to E. coli cells, it is clear that there are many surprising targets of CO, notably amino acid metabolism and iron homeostasis. Perhaps not so surprising, however, are the effects of CO on the respiratory chain and terminal oxidase gene expression (Figs. 5.5 and 5.6), since CO is a known potent respiratory inhibitor.  The major impact of CO on iron homeostasis and siderophore production was unexpected (Figs. 5.13 and 5.14) and indicates that CO may have an effect on non-haem iron-containing proteins in the cell; perhaps CO is able to bind to free ferrous iron in the cell, thus rendering it unavailable to the cell. A role for FNR and Fur is clear from our work and requires further study. For example, one might further investigate a possible interaction between FNR protein or Fur protein and CO gas. It is not known whether the Fe-S cluster of FNR is reactive with CO but CO can bind to other non-haem sites (Stripp et al., 2009, Finazzi-Agro et al., 1982, Kung et al., 2009). Moreover, the sensing of oxygen by FNR is mediated through the transformation of the [4Fe-4S]2+ cluster to [2Fe-2S] upon binding of oxygen; this binding and transformation of the Fe-S cluster exhibits characteristic spectral changes (Crack et al., 2004). Therefore further biochemical analysis of the potential of binding of CO to the Fe-S cluster of FNR could be mediated by visible spectral analysis if the reduced protein is monitored in the presence and absence of CO gas; if spectral changes are observed, an interaction of CO with the regulator may be responsible. The interaction of CO with Fur is more challenging due to the absence of a haem or Fe-S site that would be easily visible by spectroscopy, but there is a potential for the use of a lacZ reporter fusion with known Fur gene targets. A direct effect of CO on the ability of Fur to bind to target DNA sequences could then be monitored.

















[bookmark: _Toc298583964]Chapter 6 – Transport of CORMs; in vivo CO release, uptake and energetics

6.1. Introduction
CORMs have been well studied in terms of their physiological impact on bacterial cells. It is now almost a dogma that the uptake of CORMs by bacteria using unspecified pathways and the subsequent access and reactivity with intracellular components leads to the observed toxicity of CORM compounds. Initially, CO-delivery to cellular targets was thought to be the main mechanism of CORM toxicity. Indeed it has been shown that CORM-3 delivers CO to terminal oxidases in both E. coli (Davidge et al., 2009b, Jesse et al., 2013) and S. enterica (Rana et al., 2014) and also delivers CO to other haem-containing proteins such as Hmp in E. coli (Tinajero-Trejo et al., 2014). 
CO release from CORM compounds is routinely assayed in vitro by the carboxy-myoglobin assay (CO-Mb) - a spectrophotometric test measuring the conversion of deoxy-Mb to CO-Mb by following changes in absorbance either in the α, β (Atkin et al., 2011) or Soret regions of the visible spectrum (Davidge et al., 2009b, Motterlini et al., 2002). The assay however requires the use of the O2-scavenger sodium dithionite, which promotes the reduction (deoxygenation) of the globin. McLean et al. (2012) demonstrated that the release of CO from ruthenium-based CORM-3 and CORM-401 is triggered by the presence of dithionite (and other sulfite compounds) promoting the formation of CO-Mb. These findings helped to clarify the previously described discrepancies among the CO release rates of CORM-2 and CORM-3 determined by the Mb assay and those determined by other methods such as polarographic measurements of CO (Desmard et al., 2012). In an attempt to eradicate the use of dithionite in CO-release assays, it was suggested that intracellular Hmp might be exploited to investigate details of CO released from CORM-3 by following the formation of CO-Hmp in whole cells. However, it is well-known that over-expression of this flavohaemoglobin in E. coli produces oxidative stress by generation of superoxide via a one-electron reduction of O2 in the absence of NO producing detrimental effects on growth (Membrillo-Hernandez et al., 1996, Wu et al., 2004); therefore, an alternative globin was sought. 
M. Tinajero-trejo (personal communication) optimized a method for the over-expression in E. coli of an alternative, truncated haemoglobin from Campylobacter jejuni, Ctb, for CO-release detection from CORMs in vivo. The protein Cj0465c was the first haemoglobin-like protein identified in the genome of C. jejuni NCTC 11168 (Parkhill et al., 2000, Elvers et al., 2004). The truncated globin named Ctb (Campylobacter truncated globin) is classified within the poorly explored sub-family III (or P) of truncated haemoglobins (TrHb3) (Pesce et al., 2000, Vinogradov et al., 2005) and is constitutively expressed at low levels in C. jejuni, although its expression is increased in an NssR-dependent manner under conditions of nitrosative stress (using NO-donors S-nitrosoglutathione (GSNO) and S-Nitroso-N-acetylpenicillamine (SNAP)) (Wainwright et al., 2005). Even though Ctb has been extensively characterised (Lu et al., 2007, Wainwright et al., 2006, Bolli et al., 2008, Nardini et al., 2006), its physiological function remains unclear. 
To observe CO binding in turbid cell suspensions, high levels of intracellular globin are required to more readily observe spectral CO-binding characteristics. Previous work demonstrated that transformation of E. coli with expression vector pLW1 (encoding Ctb) led to high levels of intracellular protein expression; up to 7 µM Ctb was measured in E. coli cells upon addition of arabinose without causing detrimental effects on cell growth and viability (M. Tinajero-trejo – personal communication). Addition of glucose (~ 13.8 mM) to such cells led to full reduction of the Ctb globin in the absence of “artificial” oxygen-scavenging compounds such as sodium dithionite. 
In order to determine the un-facilitated rates and kinetics of CO release from CORMs in living cells, dithionite-free approaches were developed, and thus, the first part of this chapter aims to look at transport and delivery of CO by distinct CORMs using Ctb as an intracellular target. Following the protocol established by Tinajero-trejo et al, release characteristics of different CORMs were assessed by changes in the Soret region of Ctb upon binding of CO (for a summary of this technique see Fig. 6.2). In this way we were able to elucidate the CO release kinetics of varying CORMs. If CO is delivered by CORMs to cells, does CO access intracellular targets faster than CO gas itself, and does the use of a CORM lead to greater intracellular CO release in vivo? Such a difference could in principal explain the consistently observed toxicity of CORMs to bacteria, greater than the toxicity of CO gas.
The second part of this chapter aims to look at transport of the CORM compounds (specifically the CORM metal) into bacterial cells. Previous studies of CORMs and bacterial cells have already demonstrated rapid accumulation of the compounds by bacterial cells (Davidge et al., 2009b, McLean et al., 2013, Wilson et al., 2015), but little work or exploration has been carried out to try and understand the mechanism of this uptake. The work in this thesis has already shown that CORM-401, a manganese-based CORM, is accumulated to very high levels by E. coli cells (up to 3 mM of intracellular manganese was detected) (see Chapter 3, Section 3.2.4, Fig. 3.3A). Additionally, studies on the ruthenium-based compound, CORM-3, show that it is also taken up to high levels in E. coli (Davidge et al., 2009b, McLean et al., 2013); however, despite numerous studies of the effect of CORM-3 on bacteria, no mechanism of uptake has been described or investigated. In this thesis, we have already gone a step further and have shown that the uptake of CORM-3 is not dependent on haem-containing proteins. This was observed in studies where a haem-deficient mutant of E. coli was used (Chapter 4, Section 4.2.1); uptake of CORM-3 by hemA mutant cells was up to 2-fold higher than in wild-type cells. 
In this study CORM uptake profiles of CORM-401 and CORM-3 are compared, with a primary focus on CORM-401, a newer, more biologically-favorable compound. The energetics of CORM-401 uptake are investigated for the first time as a beginning to understanding the question: how do CORMs enter E. coli cells?

6.2. Results
[bookmark: _Toc298583965]6.2.1. Determination of the molar extinction coefficient for Ctb-CO 
[bookmark: _Toc298583966]6.2.1.1. Using A = 280 nm for Ctb protein concentration determination
In order to quantify the levels of CO-Ctb species observed in whole cell samples, the molar extinction coefficient for the CO-Ctb adduct of Ctb was determined using a combination of spectral and biochemical techniques using purified Ctb protein (see Section 2.3). Firstly, known concentrations of purified Ctb (5, 10, 20, 30, 40 and 50 M) as ascertained by a measurement of the protein at A= 280 nm were bubbled with CO gas and the ΔA difference between the dithionite-reduced Ctb and CO-reduced Ctb was plotted (difference from the maximum peak at 422 nm and minimum at 447 nm) (Fig. 6.1). A line of best fit was drawn through the data points to give an equation y = mx + c based on Beer-Lamberts law which states that: 
ΔA = ε x c x l
where: ε is the molar extinction coefficient with units M-1. cm-1, c is the concentration of the sample and l is the path length of the cuvette.

In our case, y is , c is plotted along the axis in M units and the pathlength is 1 cm. The value of m in our equation is equal to the extinction coefficient. The results show that in a set of three biological samples, the molar extinction coefficient for Ctb-CO at the Soret region (ΔA 422 nm vs. 447 nm) is 0.044 M-1. cm-1 or 44 x 10-3 M-1. cm-1.

[bookmark: _Toc298583967]6.2.1.2. Using the haemochrome (alkaline pyridine) assay for Ctb protein concentration determination
To complement the spectral studies, haemochrome (alkaline pyridine) assays were carried out on purified Ctb as described in Chapter 2, Section 2.4.4 in order to gain a more accurate protein concentration determination. Assuming a 1:1 ratio between haem-cofactor and protein, obtaining a concentration of haem can give an alternative estimation of protein concentration. The reduced minus oxidised spectra were plotted and haem concentration was 
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Figure. 6.1. Determining the Ctb-CO molar extinction coefficient for purified Ctb protein. Known concentrations of purified Ctb (5, 10, 20, 30, 40 and 50 M) as ascertained by a measurement of the protein at A= 280 nm were bubbled with CO gas and the ΔA difference between the dithionite-reduced Ctb and CO-reduced Ctb was plotted (difference from the maximum peak at 422 nm and minimum at 447 nm). A line of best fit was drawn through the data points to give an equation y = mx + c based on Beer-Lamberts law which states that ΔA = ε x c x l, where: ε is the molar extinction coefficient with units M-1. cm-1, c is the concentration of the sample and l is the path length of the cuvette.


determined (and thus protein concentration). The samples were then subsequently bubbled with CO to determine ΔA. The results of the haemochrome assays (not shown) indicated that the extinction coefficient for Ctb was 42 x 10-3 M-1. cm-1, this was averaged with previous results to give an extinction coefficient that was maintained in this study for Ctb-CO at the Soret region (ΔA 422 nm vs. 447 nm) of 43 x 10-3 M-1 cm-1.
	By determining the extinction coefficient of Ctb-CO in the Soret region (ΔA 422 nm vs. 447 nm), intracellular Ctb can be used as a detection for CO loss inside cells by acting as a CO-sink for release from CORMs in vivo. The spectral characteristics of intracellular Ctb can be observed and changes in the Soret region upon CO binding can be plotted according to time to give CO release kinetics (the extinction coefficient allows us to quantify the concentration of Ctb-CO) (as an example see Fig. 6.2). In this way, the CO release from CORMs has been followed in real time in whole cell suspensions (see below).
[bookmark: _Toc298583968]6.2.1.2. Intracellular Ctb readily binds CO in saturated solutions when overexpressed in E. coli.
In order to test whether exogenous CO gas could bind to intracellular Ctb to the same levels as CO delivered intracellularly by CORMs, CO-saturated solution was first applied to glucose-reduced cells (for details of the method see Section 2.4.3 or Fig. 6.3). At 10 M CO, binding was instantaneous upon addition to the cultures; around 10-11 M of Ctb-CO was observed (with marginal error) which is expected since around 10 M CO was added to cells (Fig. 6.4A). Interesting, at 60 M, only a small rise in Ctb-CO levels was observed as the binding plateaued at ~ 14 M Ctb-CO. Since the amount of CO added to the cultures far exceeds the amount of Ctb-CO applied, this plateau presumably represents the total concentration of Ctb present in the cells. This level of Ctb was higher than was observed by M. Tinajer-Trejo (personal communication) but may simply be due to changes in growth and expression time. It is important to note that throughout the experiments described here involving the over-expression of Ctb, levels of Ctb remained fairly constant at around 15 M total intracellular concentration.

[bookmark: _Toc298583969]6.2.1.3. CORM-401 releases CO intracellularly with slower release characteristics
	It was of interest to investigate the release kinetics of CO release from CORM-401 to intracellular Ctb and observe the “natural” release of CO under in vivo conditions without the interference from sodium dithionite as a reducing agent. For a diagrammatic view of the method see Fig. 6.3 or Section 2.4.3 for details of the method. Previous in vitro studies in this thesis have shown that CORM-401 releases ~ 2.4 mole CO per mole of the compound to dithionite-reduced myoglobin under physiological temperature and pH (see Section 3.2.1). Cells that had 
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Figure 6.2. Spectral changes of Ctb upon CO binding. Spectral changes in the Soret region are shown by arrows at A= 422 vs. 447 nm. The change in absorbance at the Soret region can be plotted against change in time to show CO-binding kinetics of Ctb.
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Figure 6.3. Simplified schematic diagram of intracellular CO release from CORMs and CO binding to Ctb in the presence and absence of sodium dithionite. The CO-releasing molecule (CORM) is transported to the cell interior (unknown mechanism) where it reacts with the soluble cellular content and releases CO, leaving the inactive form of CORM (iCORM). A) CO released from CORM is unable to bind the oxy-Fe(II) haem (red square) of Ctb. B) Sodium dithionite scavenges intracellular O2 promoting de-oxygenation of the Ctb haem and allowing CO binding to the Fe(II) haem of Ctb; however, dithionite also reacts with CORM releasing CO, and in some cases facilitates the release of CO (McLean et al., 2012). C) Consumption of O2 by respiration facilitates the de-oxygenation of the Ctb haem allowing CO binding to the Fe(II) haem of Ctb. Figure adapted from the thesis of M. Tinajero-Trejo.
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Figure. 6.4. CO release to intracellular Ctb. E. coli suspensions over-expressing Ctb were pre-incubated with 15 mM glucose for 5 min. The differences in the absorption maxima (peak minus trough) were plotted for every time point. A) CO-saturated solution was added to cells at 10 μM (closed squares) and 60 μM (closed, inverted triangles), B) CORM-401 was added at 3 μM (closed diamonds), 10 μM (closed squares) and 20 μM (closed triangles), C) CORM-3 was added to glucose-reduced cells at 30 μM (closed circles) and 60 μM (closed, inverted triangles). Cells were incubated with excess sodium dithionite instead of glucose in D) and to these cells was added 10 μM CORM-3 (open circles) or 60 μM CORM-3 (inverted, open triangles). Data plotted are means of three biological repeats ± S.D.


over-expressed Ctb were incubated with glucose until fully reduced (~ 5 min incubation) and varying concentrations of CORM-401 were then added to the cells (Fig. 6.4B). Interestingly, slower binding of CO to Ctb was observed, unlike the rapid binding observed with CO gas (Fig. 6.4A), suggesting that CO was not released immediately upon addition. We hypothesize that the slow, controlled release of CO from the compound may be due to a dependence on the CORM entering the cell in order to liberate CO. Upon entering the cell, CO is subsequently released to Ctb, perhaps due to components within the cell facilitating its release, paired with the availability of a CO accepter, in this case, Ctb. With the addition of 3 M CORM-401 to cells (Fig. 6.4B, closed diamonds), up to 10 M Ctb-CO was seen which concurs with the potential CO release from CORM-401 (up to 3.2 mole of CO per mole of the compound can be released (Crook et al., 2011)). Thus, when adding 3 M CORM-401 to cells, there is the potential of up to 9.6 M CO to be released. 
As the CORM-401 concentration added to cells was increased, faster formation of Ctb-CO was observed; 10 M CORM-401 (Fig. 6.4B, closed squares) and 20 M CORM-401 (Fig. 6.4B, closed triangles). The faster CO release is likely due to more CORM entering cells and subsequently releasing CO.

[bookmark: _Toc298583970]6.2.1.4. CO release from CORM-3 exhibits different CO-release characteristics in the presence and absence of dithionite
	Since it has been shown that dithionite and other sulfite species facilitate the release of CO from CORM-3 (McLean et al., 2012), the rate of release of CO from the compound in the absence of dithionite is of great interest. Ctb-loaded cells were reduced by incubation with glucose and CORM-3 was added at 30 M (Fig. 6.4C, closed circles) and 60 M (Fig. 6.4C, closed inverted triangles). A much slower rate of release of CO was observed than for CORM-401, with very little CO liberation observed despite the potential CO release from the compound (up to one mole CO per mole of the compound). If (at 30 M or 60 M) CORM-3 released all of its CO then the Ctb protein within the cells would become saturated and Mb-CO levels would plateau at similar levels as seen with CO and CORM-401. However, with CORM-3 only low levels are observed (~ 7 M).  The reason for this difference between CORMs is unknown at present but may be due to the difference in chemistry of the two compounds and their reactions in the cell. 
Sodium dithionite is known to accelerate the release of CO by reacting with the CO ligands in CORM-3 facilitating their release (McLean et al., 2012); we therefore hypothesized that CO binding to Ctb would occur more rapidly when cells were administered CORM-3 in the presence of dithionite. To investigate the influence of sodium dithionite on CO release, Ctb-over-expressed were reduced with an excess of sodium dithionite and CORM-3 was subsequently added. As shown in Fig. 6.4D, CO release and binding to intracellular Ctb was much faster and resembled similar characteristics to CO-saturated solution (Fig. 6.4A) and interestingly, higher levels of Ctb-CO than seen with CORM-3 in glucose-reduced cells were obtained. These results further support work done by McLean and co-workers, who demonstrated that sodium dithionite facilitated the release of CO from CORM-3.
[bookmark: _Toc298583971]6.2.2. Uptake studies of CORM-3 and CORM-401 
It is evident that CORMs enter bacterial cells; both ALF062 and CORM-3 are taken up into cells - shown by analysis of intracellular molybdenum and ruthenium, respectively (Nobre et al., 2007, Davidge et al., 2009b, McLean et al., 2013). In addition to the uptake of CORMs, the toxicity of the CO released has also been brought into question since cells lacking all haem targets are still susceptible to the compounds (see Chapter 4 and (Wilson et al., 2015)). To our knowledge, CORM transport is not an area of active research, even though the transport of CORMs into cells appears to be important in their toxicity. In order to investigate CORM uptake mechanisms, analysis of the uptake of two structurally distinct CORMs, CORM-3 and CORM-401 was carried out.
The uptake of CORM-3 shares some characteristics with CORM-401 (Fig.6.5A and 6.5B). At external concentrations of 10 or 30 M CORM-3, rapid uptake over about 5 min was followed by a plateau of accumulation after about 20 min (Fig. 6.5A). As for CORM-401, no significant decrease in the accumulated pool was evident up to 80 min (Fig. 6.5B). At higher concentrations of CORM-3, an initial phase of rapid uptake was followed by a slower phase that persisted over the 80 min period of the experiment. The highest level of Ru accumulation observed was about 1.6 mM (Fig. 6.5A). 
[bookmark: _Toc298583972]6.2.3. Pre-incubation of CORM-3 with sodium dithionite prevents CORM uptake by E. coli cells
	Sodium dithionite facilitates CO release from CORM-3 both in vitro (McLean et al., 2012) and in vivo (see Section. 6.2.1.4). The uptake of CORM-3 in the presence and absence of dithionite was assayed (Fig. 6.6A). Interestingly, little to no intracellular detection of Ru was observed when CORM-3 was pre-treated in the presence of dithionite. This result suggests that chemical modification of CORM-3 by dithionite, and/or liberation of CO prevents the access of this CORM to the interior of the cell. The same experiment was also carried out with CORM-401 in the presence and absence of dithionite (Fig. 6.6B), but interestingly, no change in the uptake of the CORM was observed, suggesting that CORM-401 and CORM-3 differ in their solution chemistry with sodium dithionite. One plausible hypothesis is that the CO must remain bound to the CORM for uptake to occur.
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Figure. 6.5.  Intracellular accumulation of CORM-401 and CORM-3, assayed by ICP-MS. E. coli cells are grown to an OD of ~ 0.5 where a sample (t = 0) is taken. CORM-3 (A) or CORM-401 (B) were added at 10 M (closed circles), 30 M (closed squares), 67 M (closed triangles) or 100 M (closed, inverted triangles). Samples were taken at time intervals after the addition of CORM (2.5, 5, 10, 20, 40 and 80 min), washed in nitric acid and pelleted. Intracellular manganese (CORM-401) or ruthenium (CORM-3) was measured using ICP-MS. Data shown are of means three biological repeats ± S.D. 
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Figure. 6.6. The effect of sodium dithionite on the uptake of CORM-401 and CORM-3 by E. coli cells. E. coli cells are grown to an OD of ~ 0.5 where a sample (t = 0) is taken. Prior to CORM addition, CORM stocks were incubated for 10 min with 0.1% v/v sodium dithionite. Samples were taken at time intervals after the addition of pre-incubated CORM (2.5, 5, 10, 20, 40 and 80 min), washed in nitric acid and pelleted. A) 67 M CORM-3 or B) 67 M CORM-401. Intracellular ruthenium (CORM-3) or manganese (CORM-401) was measured using ICP-MS. Data shown are means of three biological repeats ± S.D. 


[bookmark: _Toc298583973]6.2.4. CORM-3, but not CORM-2 or RuCl3, stimulates CORM-401 uptake
 	To ascertain whether structurally distinct CORMs were taken up into cells by a universal protein transporter (i.e. they shared the same protein transport system), cells were challenged with CORM-3 and CORM-401 simultaneously. It was hypothesized that if the CORMs shared a transport mechanism that one CORM might be preferentially accumulated inside cells. Fig. 6.7A shows the effects of treating bacteria with 30 M CORM-401, both alone or in combination with equimolar concentrations of CORM-3; in each case CORM-401 uptake was monitored by assaying intracellular concentrations of Mn. CORM-3 markedly stimulated Mn accumulation so that, at 80 min, intracellular levels were two-fold higher than with CORM-401 alone. These data strongly suggest that CORM-401 is not transported by a carrier that is also responsible for the uptake of CORM-3. However, an allosteric effect of CORM-3 on a CORM-401 import system cannot be excluded.
One explanation of the Mn analysis in Fig. 6.7A is the metal measured in cells arises not from the CORM-401 but from the Mn added as a trace element in the medium. To test this, bacteria were grown in the absence of any added inorganic Mn(II), normally supplied as MnSO4.. As expected from earlier work limitation studies in a chemostat (Hubbard et al., 1990), bacterial growth was unaffected by Mn-depletion. Fig. 6.7B shows that Mn levels detected in cell digests when cultures were supplemented with CORM-3 were the same even in medium depleted of Mn, suggesting that the high Mn levels accumulated are a result of CORM-401 transport only. Similarly we showed that Ru levels in cells treated with both CORMs were the same irrespective of Mn-depletion. Therefore the intracellular levels of Mn and Ru shown in Fig. 6.7A and 6.7B are due to the respective CORM accumulation. Since CORM-3 stimulates uptake of CORM-401 we examined whether the converse is true by assaying Ru. However, uptake of Ru was not stimulated by CORM-401 when this CORM and CORM-3 were used together (Fig. 6.8). The kinetics of Ru accumulation from CORM-3 were almost indistinguishable when cells were exposed to both CORMs.
To ascertain whether the ruthenium of CORM-3 was the cause of CORM-401 uptake, we assayed CORM-401 levels in the presence of equimolar RuCl3. Interestingly, ruthenium from RuCl3 was detected inside cells (Fig. 6.8A) but no promotion of CORM-401 uptake was evident compared with Fig. 6.8B when CORM-401 uptake is promoted by ruthenium-containing CORM-3.
Since the ruthenium-containing CORM-3 promoted CORM-401 uptake, it seemed logical to test whether an alternative ruthenium-containing CORM, CORM-2, could also lead to these effects on CORM-401 uptake. Interestingly, the accumulation of Mn from CORM-401 was not significantly affected by co-treatment with CORM-2 (Fig. 6.8B). To investigate whether there was uptake of CORM-2 or any effect of CORM-401 on uptake of CORM-2 we assayed intracellular ruthenium in the presence and absence of CORM-401 (Fig. 6.8C). Indeed, 
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Figure. 6.7. CORM-3 promotes the uptake of CORM-401. E. coli cells were grown and intracellular manganese and ruthenium assayed by ICP-MS as before. A) 30 M CORM-3 alone (Ru, closed circles) and 30 M CORM-401 alone (Mn, closed squares) were applied to cultures. To allow for competition between CORMs, 30 M CORM-3 and 30 M CORM-401 were applied to cultures together and either Ru (open circles) or Mn (open squares) was assayed. B) To ensure that the promotion of Mn influx was due to CORM-401 uptake and not Mn present in the medium, Mn-depleted medium was used to carry out the same experiment. Using Mn-supplemented media, 30 M CORM-3 and 30 M CORM-401 were applied together and Ru (open circles) or Mn (open squares) was assayed. In Mn-depleted medium, 30 M CORM-3 and 30 M CORM-401 were again applied together and Ru (closed triangles) or Mn (closed, inverted triangles) was assayed. Data shown are means of three biological repeats ± S.D. 
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Figure. 6.8. CORM-401 uptake by E. coli cells is only promoted by CORM-3 and not by RuCl3 or CORM-2. E. coli cells were grown and intracellular manganese and ruthenium assayed by ICP-MS as before. A) 30 M CORM-401 and 30 M RuCl3 were added to cells at the same time and Mn levels (closed circles) and Ru levels (open circles) assayed. B) 30 M CORM-401 alone (closed circles) or 30 M CORM-401 and 30 M CORM-2 were added together and Mn assayed (open circles). The addition of 30 M CORM-401 and 30 M CORM-3 is shown for comparison (closed, inverted triangles). C) The effect of CORM-401 on CORM-2 uptake was explored by adding 30 M CORM-2 alone (closed circles) or 30 M CORM-2 and 30 M CORM-401 together (Ru assayed, open circles). Data shown are of three biological repeats ± S.D.


CORM-2 was taken up into cells rapidly within the first 2.5 min and slowly declined over 80 min, however, there was no impact on CORM-2 uptake by CORM-401.
Finally, to rule out any possibility that cell killing was responsible for promotion of uptake of CORM-401 by CORM-3, growth studies were carried out in tandem with competition assays. The results show that no deleterious effect was observed on cell growth when challenged with both CORM-401 and CORM-3 together (Fig. 6.9).

[bookmark: _Toc298583974]6.2.5. Energetics of CORM uptake
[bookmark: _Toc298583975]6.2.5.1. Addition of CCCP leads to monophasic uptake of CORM-401
It is not yet known what drives the uptake of CORM-401 but to further understand the energetics of the process, cells were first incubated with CCCP at 5 M and 20 M before addition of 67 M CORM-401 (Fig. 6.10).  The addition of CORM-401 to cells was shown to lead to a biphasic uptake of CORM-401 (Fig. 6.10, closed squares); within the first 5 min there is a sharp influx of CORM-401 which reaches a plateau after 20 min at ~1.5 mM intracellular Mn. After 20 min a second phase of uptake begins which continues to linearly increase over successive time points. The addition of an uncoupler prior to CORM-401 addition led to a monophasic uptake of CORM-401 (Fig. 6.10; open circles, open squares) as opposed to a biphasic uptake profile seen when CORM-401 is added alone to cells. This result suggests that there is some involvement of a PMF in uptake of CORM-401, but it is not the sole driver in transport, since cells lacking a PMF take up the compound in a monophasic fashion.

[bookmark: _Toc298583976]6.2.5.2. CORM-401 uptake is driven in part by a diffusion-based mechanism
To further test whether CORM-401 movement into cells had a dependence on glucose-derived energy, cells were starved of glucose for 3 h prior to CORM addition and washed and re-suspended in PBS to prevent growth (see Section 2.1.5.6). Cells were then treated with CORM-401 and assayed for intracellular manganese. A monophasic uptake was observed again although a slightly higher level of Mn was seen than in the presence of CCCP (Fig. 6.11, closed squares). This result suggests that the movement of CORM-401 is energy-independent and suggest a diffusion-based model, but cannot exclude the possibility of facilitated diffusion by proteins in the membrane. The effect of adding glucose to cells after CORM-401 uptake was then investigated by adding CORM-401 to starved cells, then supplying cells with 10 mM glucose at t = 20 min (Fig. 6.11, arrow, open squares). A slight decrease in overall Mn levels was observed when glucose was added. 
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Figure. 6.9. Growth of cells with CORM-3 and CORM-401 added simultaneously. E. coli cells were grown in minimal medium until an OD of ~0.5 was reached (t=0). Cells were grown in the absence of CORM (closed circles), 30 M CORM-3 (closed squares), 30 M CORM-401 (triangles) or both 30 M CORM-3 + 30 M CORM-401 (open circles). Growth data shown are means of two biological repeats ± S.D.
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Figure. 6.10. Addition of CCCP to cultures leads to a monophasic uptake of CORM-401. E. coli cells were grown to and OD ~ 0.5 and treated with 67 M CORM-401 (closed squares – shown before in Fig. 6.4), or cells were incubated with 5 M CCCP (open circles) or 20 M CCCP (open squares) prior to CORM-401 addition. Samples were taken at time intervals after the addition of pre-incubated CORM (2.5, 5, 10, 20, 40 and 80 min), washed in nitric acid and pelleted. Intracellular manganese (CORM-401) was measured using ICP-MS. Data shown are means of three biological repeats ± S.D.
















Figure. 6.11. CORM-401 is taken up by E. coli cells in part by a diffusion-based pathway. E. coli cells were grown to an OD of ~ 0.5 before being pelleted and re-suspended in fresh medium. Cells were then starved of glucose for 3 h shaking at 37 C before being pelleted and re-suspended in PBS. To energy-starved cells was added 67 M CORM-401 (closed squares) or 67 M CORM-401 and 10 mM glucose at t = 20 min (arrow, open squares). To test whether uptake of CORM-401 was partly due to a diffusion-based model, 67 M CORM-401 was first added at t = 0 min, then at t = 20 min an additional 67 M CORM-401 was added again to cells (arrow) (closed circles). Samples were taken at time intervals after the addition of pre-incubated CORM (2.5, 5, 10, 20, 40 and 80 min), washed in nitric acid and pelleted. Intracellular manganese (CORM-401) was measured using ICP-MS. Data shown are means of three biological repeats ± S.D.


To explore the idea of a diffusion-based model of CORM-401 uptake, cells were supplied with 67 M CORM-401 and uptake was allowed to plateau (~ 20 min). If uptake is due to a diffusion-based model in de-energised cells, further addition of the compound extracellularly will lead to a further uptake until equilibrium across the membrane is reached. At the arrow in Fig. 6.11 a further 67 M CORM-401 was added; the further influx of Mn has led us to the firm hypothesis that CORM-401 uptake is partly diffusion-based.

6.3. Discussion
[bookmark: _Toc298583977]6.3.1. CORMs have distinct intracellular CO-release rates
	Many groups have already reported varying CO-release rates from CORM compounds in vitro with the myoglobin assay as the predominant method of testing CO release rates (Atkin et al., 2011). Discrepancies in observed CO-release rates using different methods for detection of CO led to further investigation, where McLean et al (2012) demonstrated that the compound sodium dithionite (used to reduce the myoglobin receptor), interfered with and enhanced the CO release from CORM-3. This observation highlighted the problem of using the myoglobin assay as the sole method for measuring CO-release from CORMs and led to the development of an alternative, dithionite-free oxy-haemoglobin method (McLean et al., 2012). Although CO release rates carried out in vitro give researchers some idea of the potential CO release from CORM compounds, CO release has the potential to be different in the cellular environment where many unknown reactions with cellular components may have an influence on the rates of CO release. Although CO binding from CORMs to cellular haem targets such as bacterial terminal oxidases has been shown in in vivo studies with E. coli (Davidge et al., 2009b, Jesse et al., 2013) and S. enterica (Rana et al., 2014), rates of CO release are very hard to determine due to low levels of haem signals from cells. The possibility of measuring intracellular CO-release from CORMs was suggested when M. Tinajero-Trejo optimized the over-expression of C. jejuni globin Ctb in E. coli cells; levels of up to 7 M intracellular globin were obtained leading to high resolution spectral measurements. Another potential problem was the interference of the compounds used to reduce the globin; this problem was overcome by using glucose as a respiratory substrate to reduce cellular components (details of the method are shown in Fig. 6.3). 
	Using this method, our results showed that CORMs exhibit very different CO-release rates in vivo compared with studies in vitro. In whole cells CORM-401 exhibited gradual CO release at low concentrations; at 3 M CO release from CORM-401 had a half-time of ~ 10 min. As CORM-401 concentration increased, however, CO release and binding to Ctb were more rapid (Fig. 6.4B). CORM-401 is a relatively stable compound when in buffer solution so it is hypothesized that CO release will only occur when there are driving forces to facilitate CO release such as a CO-acceptor (such as a globin) or perhaps unknown chemical interactions with the CORM compound to facilitate CO loss. If it is true that CORM-401 must be taken up by the cell in order to release CO, then the CO-Ctb experiments shown here are a reflection of the movement of CORM into the cell, which is then subsequently followed by CO release. In line with this hypothesis, as CORM concentration is increased (and with increased uptake as shown in Section 6.2.2), CO to Ctb will occur more rapidly as more CORM is added. 
A surprising finding in this study was the slow CO release rates from CORM-3 in the absence of dithionite (Fig. 6.4C). Even when CORM-3 potential CO-release was at a level that far exceeded intracellular Ctb levels, not all the CO was liberated from the compound. This finding supports our new understanding of the action of the compound; if CO release from CORM-3 is small in comparison to a manganese-based CORM such as CORM-401, then its toxicity cannot be attributed to CO release inside cells, since CORM-401 releases much more intracellular CO than CORM-3 and is far less toxic towards bacteria (compare Figs. 6.4B and 6.4C). When dithionite was present, CO release was much more rapid (Fig. 6.4D), suggesting that although dithionite species do facilitate CO release from CORM-3, conditions inside the cell do not permit the full release of CO from the CORM. 
[bookmark: _Toc298583978]6.3.2. Transport of CORM-401 and CORM-3
	The mechanisms by which bacteria take up CORM compounds are poorly understand and required further exploration. A striking difference in the accumulation of CORM-3 and CORM-401 was observed in this study where levels of intracellular CORM-401 reached 3.5 mM, compared with CORM-3, which only reached levels of up to 1.5 mM (Fig. 6.5A and B). CORM-401 proceeded with rapid influx of the CORM within 5 min of addition of the compound. As concentrations of CORM-401 increased to 67 M, biphasic uptake was seen with a rapid intake of CORM-401, a short plateau then a constant rise in CORM concentration after 20 min (Fig. 6.5A). CORM-3 did not accumulate to the same extent as CORM-401 despite the toxicity of CORM-3 being greater. It is perhaps the toxicity that limits the uptake of CORM-3 by cells in comparison to CORM-401; high levels of manganese are tolerated by cells whereas high levels of ruthenium are not which could be due to a difference in reactivity of the compounds inside cells. The difference in magnitude of uptake of the compounds could of course be a reflection of the mechanism of uptake of each of the CORMs. In both cases, however, accumulation of the compounds appeared to be against a concentration gradient inside cells; despite levels inside cells exceeding extracellular concentrations, cells appeared to continue to accumulate the compounds.
[bookmark: _Toc298583979]6.3.3. CORM-3 uptake is hindered by sodium dithionite
	It is proven that sodium dithionite has an effect on CO-release of CORM-3, and to a lesser extent CORM-401 (McLean et al., 2012), but the effects of dithionite on CORM-3 uptake have not been explored. In this study we show that dithionite severely inhibits uptake of CORM-3 by E. coli cells, presumably due to chemical interaction with the compound both facilitating CO release and chemical modification of the CORM itself (Fig. 6.6B). Although it has been shown previously that ‘iCORM-3’ (an inactivated, presumably CO-depleted control compound) accumulated to lower levels than CORM-3, such a clear eradication of transport was not as evident (McLean et al., 2013). Previously however, an interaction between CORM-3 and CORM-2 with N-acetyl cysteine (NAC) was demonstrated to prevent uptake of the CORMs by E. coli (Jesse et al., 2013). In the study, the authors note that under conditions with NAC, CORM-3 and CORM-2 levels inside cells reached levels equal to the concentration of CORM supplied to cells, leading to the suggestion that the presence of NAC prevented the accumulation of the CORMs against a concentration gradient, however, no explanation for this effect was offered. What is certain is that dithionite interferes with CORM-3 chemically, leading to CO loss, but what is unknown is the chemical composition and structure of the compound after its reaction. Could it be that CORM-3 is recognized by a transport system and is no longer transported due to a chemical change? Such explanations are purely speculative. In contrast, CORM-401 uptake by cells is not inhibited in the presence of dithionite, suggesting that distinct CORMs also have distinct but complex solution chemistry that require further exploration.
[bookmark: _Toc298583980]6.3.4. CORM-3 promotes the uptake of CORM-401
	One hypothesis for CORM uptake is that CORMs are taken up by specific transport systems in bacteria. If different CORMs share the same transport system, it may be assumed that if cells are challenged with both CORM compounds at the same time, that one compound would be taken up more favourably than the other, for example, if one CORM bound to a transporter with higher affinity. To test this, CORM-3 (Ru) and CORM-401 (Mn) were added to cells simultaneously. Results from our experiments showed that CORM-3 promoted uptake of CORM-401 to levels higher than was seen when CORM-401 was applied to cells alone (Fig. 6.7A). This striking uptake of Mn in the presence of CORM-3 was proven to be from the uptake of CORM-401 and not inorganic manganese (II) supplied in the medium to cells. The effect on uptake of CORM-401 also appeared to be CORM-3 specific, with neither an inorganic RuCl3 compound or CORM-2 affecting the uptake of CORM-401 (Fig. 6.8). It is clear then from the results shown that CORM-3 and CORM-401 do not share one particular transport system in E. coli. 
The reason for the promotion of uptake is still unknown but several hypotheses have been suggested. One possibility is that CORM-3 has an allosteric effect on a specific import system for CORM-401, altering the affinity of the transporter for the CORM, thus leading to an influx higher than seen in the absence of CORM-3. 
An alternative reason for promotion of uptake may be partly explicable by earlier work done in this thesis where it was shown that CORM-3 led to cell membrane damage (See Chapter 4, section 4.2.4). If CORM-3 does indeed damage the integrity of bacterial cell membranes making them more “leaky”, it may facilitate the movement of CORM-401 across the membrane. To rule out an involvement of cell killing, cell growths were monitored, but no detrimental effect was observed when E. coli cells were challenged with both CORMs (Fig. 6.9). A diagram summarizing hypotheses surrounding the promotion of CORM-401 uptake is shown in Fig. 6.12.

[bookmark: _Toc298583981]6.3.5. Accumulation of CORM-401 is partly due to diffusion and a change in chemical structure once inside the cell
	The finding that CORM-401 accumulates to such a high level in cells (higher than levels seen before for the ruthenium-based CORM-3), and the biphasic uptake profile seen (Fig. 6.5B) suggests together that there is an active uptake of CORM-401 into the cell. The use of CCCP in this chapter showed that subsequent uptake of the compound was only observed in a monophasic manner, thus suggesting that the second, linear, more slower phase of uptake of the compound (~ 20 – 80 min) is an active process requiring energy input from the cell (Fig. 6.10). On the other hand, the addition of CCCP could allow export of the compound if uptake processes are hindered. It was also demonstrated that the initial influx of CORM occurred in energy-starved cells. We hypothesis that this first step is diffusion-based, however, very high levels of compound are accumulated against a concentration gradient, far exceeding intracellular levels expected with diffusion equilibrium. One explanation of the results observed is that the compound changes form once inside the cell, thus generating a constant diffusion gradient (see Fig. 6.12 – change from A to B). We explored the possibility of a diffusion mechanism by adding the compound to cultures that had already accumulated the compound to high levels (Fig. 6.11). Interestingly, when CORM-401 was allowed to accumulate to high levels (~ 2 mM) and an additional aliquot of CORM-401 was added to cells (Fig. 6.11, arrow), the same amount of CORM was again accumulated with levels increasing to ~ 4 mM. This further suggests that CORM is moving against a concentration gradient by a process that does not require cellular energy, probably diffusion. We hypothesize that the accumulation of the compound is due to the fact that the compound itself, once inside the cell, releases CO and thus changes structure, meaning that a diffusion gradient is constant, until the compound is entirely taken up from the surrounding medium. We cannot however rule out the involvement of protein transporters in this process, which may facilitate this diffusion process. Future work might also investigate the driving force(s) for transport of CORMs. One approach would be to manipulate in membrane vesicles or cells the individual contributors of ΔpH and Δψ by judicious use of ionophores.
[image: ]
Figure. 6.12. A simplified summary of hypotheses surrounding CORM-401 uptake. 1) CORM-401 alone can be taken up by E. coli non-energised cells through diffusion (Section 6.2.5). The conversion of CORM-401 to an iCORM-401 upon CO loss in the cell changes the structure of the compound (A to B). This change in the compound creates a continuous diffusion gradient into the cell, thus CORM-401 is accumulated. CORM-401 may also, in part, be taken up by an unknown transport mechanism. 2) CORM-3 causes damage to the membrane in E. coli (Section 4.2.4), which could leave the cell membrane leaky facilitating the movement of CORM-401 down its concentration gradient, thus promoting its uptake. 3) CORM-3 may also allosterically interact with a transport protein thus enhancing uptake of CORM-401.


6.4. Conclusion
The work in this chapter has gone some way to develop our understanding of the transport mechanisms of CORMs, however, there are a plethora of CORM compounds, each with distinct structures that may be taken up by bacterial cells in many different ways. It is clear that CORMs accumulate to high levels in the cell, probably due to chemical modification once inside the cell upon release of CO or reaction with cellular components. The rapid accumulation of CORMs is an important and useful property of the compounds; the specific structure of CORMs allows them to move freely into bacterial cells where they are then able to exert their effects. It would therefore be of great interest to investigate whether CORM compounds are specifically accumulated by bacterial cells: no studies have investigated whether CORMs are accumulated by any other cell-type (for example mammalian cells) and if CORMs are specifically targeted to bacteria, this could be a useful property to exploit in the design of new compounds. 


















[bookmark: _Toc298583982]Chapter 7 – General Discussion

7.1. Summary
Research interest in the biology of CO and CORMs has increased dramatically in the past decade, due to the discovery of beneficial and essential roles of CO in higher organisms and the potential of CORMs for delivering CO and as antimicrobial agents. However, many unanswered questions remain, particularly with regards to the mode of action of CORMs and the reasons for their superiority over CO gas. The work presented in this thesis therefore sought to dissect the effect of CORMs, their inactive counterparts (iCORMs) and CO gas alone. A detailed investigation of a novel manganese-containing compound, CORM-401, was carried out with surprising results. Here we had a CORM, which potentially released more CO per molecule, yet the compound proved to be not as effective at bacterial killing as previously used ruthenium CORMs (such as CORM-2 and CORM-3) (see Chapter 3). Despite accumulating to very high levels in E. coli cells (Section 3.2.4), CORM-401 failed to be bactericidal at concentrations < 500 μM, unlike CORM-3 which showed toxicity to cells at concentrations as little as 30 μM (Davidge et al., 2009b). Despite CO being released from CORM-401 to the intracellular globin, Ctb, and CO binding to respiratory targets (see Chapter 3, Section 3.2.9 and Chapter 6, Section 6.2.1.3), inhibition of respiration was not seen; instead, stimulation of respiration was observed in an in vivo experiment (see below). 
	Before work was carried out in this thesis, it was generally thought that the toxic effects of CORMs were mediated by the release of CO inside cells and subsequent binding of the gas to cellular targets such as the terminal oxidases of the respiratory chain, thus causing inhibition of respiration. Indeed, studies with CORM-3 showed CO binding to respiratory oxidases and subsequent down-regulation of respiratory oxidase genes in response to CORM-3 (Davidge et al., 2009b), as predicted. However, further indirect effects on respiration in cells were demonstrated when CORM-3 both stimulated and inhibited respiration in E. coli, an effect attributed to the modulation of ion channels in E. coli by CORM-3 (Wilson et al., 2013). Additional targets and effects of CORMs began to emerge after transcriptomic analyses were carried out more rigorously using chemostat vessels; in a separate study, oxidative stress response genes were up-regulated in response to CORM-2 and furthermore, the production of free radicals by CORM-2 was also demonstrated (Nobre et al., 2009, Tavares et al., 2011, Tavares et al., 2012). 
	Studies highlighting the pleiotropic physiological effects of CORMs on cells prompted us to further study the effect of CO alone on E. coli. In order to establish the role of CO in CORM-mediated cell killing, a whole-genome analysis of the effect of CO on cells was carried out (see Chapter 5). Interestingly, very little effect was observed on growth studies in response to continuous bubbling of CO in culture (see Section 5.2.1). However, in our studies CO had a profound effect on central metabolism and amino acid biosynthesis. Most interesting was the iron limitation exhibited in cells growing in the presence of CO, an effect exacerbated by the addition of iron-chelating compounds (see Section 5.2.11). Overall, the effect of CO was minimal in comparison to the killing seen by CORMs such as CORM-2 and CORM-3, further suggesting that the role of CO in killing is marginal in comparison to the compound as a whole.
	A final avenue of exploration in this thesis was CORM transport. To date, little work has been done on the mechanism(s) of uptake of CORMs by bacteria, yet significant intracellular accumulation of the compounds has been already been shown by our group (Davidge et al., 2009b, McLean et al., 2013, Jesse et al., 2013) and others (Nobre et al., 2007). Although the research presented in this thesis highlights diffusion as a main mode of transport of CORMs, more work needs to be done to explore the roles of putative transport systems and differences of between the transport of structurally distinct CORMs. The area of CORM transport, both inwards and perhaps export, remains one of the most challenging in this field. It is notable that we are unaware of any reports of the mechanisms of CORM transport in any cell type – prokaryotes, lower eukaryotes or mammalian cells. Indeed, there appear to be no reports of CORM accumulation by mammalian cells.

7.2. How significant is respiratory blockade in determining CORM effectiveness?
	Cellular respiration is inhibited by CO gas in vitro and in cells via endogenous HO activity (Sandouka et al., 2005, D'Amico et al., 2006). Although reaction of CORM-derived CO with intracellular ferrous haems has been reported consistently (e.g. (Davidge et al., 2009b, Smith et al., 2011a, Tinajero-Trejo et al., 2014)), and functionally distinct oxidases have differential sensitivities to CORMs (Jesse et al., 2013), inhibition of respiration is not the only factor affecting the bactericidal activity of CORMs (Desmard et al., 2012). CORMs may be toxic under anoxic conditions in the absence of respiration (Nobre et al., 2007, Desmard et al., 2009, Davidge et al., 2009b). Indeed, in mitochondria, CORMs may inhibit respiration (Sandouka et al., 2005, Bergstraesser et al., 2012) or not (Long et al., 2014, Lancel et al., 2009, Lo Iacono et al., 2011). The reported uncoupling of mitochondrial respiration by CORM-3 (deduced from stimulated oxygen consumption rates) (Lancel et al., 2009, Long et al., 2014, Lo Iacono et al., 2011) and by CORM-401 in cardiomyocytes (Kobeissi et al., 2014) is relevant to bacteria, since CORM-3 at low doses also stimulates respiration in E. coli (Wilson et al., 2013). However, classical uncoupling appears not to be the cause since proton translocation quotients and proton backflow rates are unaffected by CORM-3 (Wilson et al., 2013). The stimulatory effects may arise from reaction of CO or CORMs with membrane channels as described in mammalian cells (Wilkinson et al., 2009, Hou et al., 2008, Wilkinson & Kemp, 2011a). 
	The work in this thesis also highlighted a stimulation effect of CORM-401 on respiration in E. coli cells (Chapter 3). We hypothesize that the stimulation of respiration observed by CORM-401 is due to a perturbation of membrane polarization (as seen in Fig. 3.10), possibly through the influx of CORM-401 into the cell, thus causing influx of a net charge into the cell (presumably negative until release of CO). Unlike CORM-3, CORM-401 did not have any effect on spheroplast swelling, so the potential effect of the compound on the activity of ion channels was not due to a direct effect of adding CORM. We hypothesize that the stimulation of respiration, coupled with hyperpolarization of the membrane seen with CORM-401 is due to perturbation of ion and/or charge gradients by movement of the CORM compound into the cell. Despite CORM-401 having a profound physiological effect on cells, the compound remained relatively low in toxicity compared with ruthenium-containing compounds, which perhaps suggests a major role for the metal species in toxicity of CORMs.

7.3. Toxicity of CORMs: there’s more to CORMs than just CO
	A broad spectrum of targets for CORMs has emerged. Mclean and co-workers showed that genes involved in sulfur metabolism and cell motility were perturbed in response to CORM-3 (McLean et al., 2013). Work carried out in this thesis took analysis of the effects a step further with the investigation of CORM-3 effects on haem-deficient bacteria, i.e. a bacterium lacking all haem targets for CO (Chapter 4). Interestingly, the mutant strain of bacterium was more susceptible to the toxic effects of CORM-3 and in addition, the membrane was highlighted as a major target of CORM-3 activity (Wilson et al., 2015). As previously mentioned, work carried out in this thesis investigated the effects of CO gas alone on E. coli cells. Results showed that bubbling cultures with saturating levels of CO gas led to only a minor perturbation of growth, much less than was seen for CORMs. This posed the question - what is the mechanism of CORM activity against microorganisms?
	Wherever an answer to this key question has been sought, investigators have found that bacteria accumulate CORMs (Nobre et al., 2007, Davidge et al., 2009b, McLean et al., 2013, Jesse et al., 2013), that CO is bound to identifiable targets (i.e. haem proteins) and that CORMs cause global changes in gene expression and cell function. Furthermore, CO gas (as evidenced from data with HO-derived CO in vivo) also perturbs microbial behavior. However, although CORMs were originally developed for safe and reproducible delivery of CO in mammals, the evidence to hand, summarized above, makes it improbable that CO delivery alone is the sole basis of the antimicrobial effects of CORMs. What evidence supports this bold claim? (a) Saturating solutions of CO gas barely perturb bacterial growth (shown here in this study and recently by (Wegiel et al., 2014)). (b) Bacteria demonstrate multiple transcriptomic changes to CORM-3 that cannot be understood in terms of known CO biochemistry. (c) Bacteria respond to iCORM-3 from which no, or negligible, CO release can be demonstrated in vitro. (d) Critically, cells lacking all haems are also inhibited by CORM-3 and reveal multiple transcriptomic changes (Wilson et al., 2015) (e) Finally, other compounds of Ru are taken up and have antimicrobial properties, even though they are not CORMs (e.g. (Lam et al., 2014, Lemire et al., 2013)). We have suggested (Wilson et al., 2013) that a CORM functions as a ‘Trojan Horse’, in which the metal carbonyl is the ‘horse’, delivering a cargo of toxic CO; it is becoming more likely that the toxic cargo is the metal fragment and that CO potentiates uptake. If this is indeed the case, then the transport of CORMs into bacterial cells should be a key area of research (see below).

7.4. Further scope and investigation
[bookmark: _Toc298583983]7.4.1. CO detection
	Realizing the future potential for CORMs relies on greater understanding of the modes of action of current CORMs and the development of improved compounds with clinical compatibility, for example by making biocompatible CO carriers (Dordelmann et al., 2012). Before CORMs are taken to the clinic a number of areas of research need to be satisfied. The detection of CO after delivery by CORM application within biological systems presents biologists with a challenge. As mentioned in Section 1.7.2, the detection of CO in mammalian systems is a problem that is currently being tackled. Many examples of systems to detect CO in mammalian systems have come to light in recent years, for example, the use of a genetically constructed fluorescent probe, COSer, (Wang et al., 2012) in studies with HeLa cells has allowed intracellular imaging of CO after treatment with CO or 1-10 M CORM-2. Another example is the fluorescent probe (COP-1) based on palladium-mediated carbonylation, which has allowed selective CO detection in cells after CORM-3 treatment (Michel et al., 2012). COP-1 has also been used in vitro to demonstrate CO release from a photoCORM in the presence of endothelial cells (Pai et al., 2014). Zobi et al. (Zobi et al., 2013) have shown via synchrotron FTIR spectromicroscopy that a photoactivated CORM conjugated to vitamin B12 is taken up by fibroblasts. A photoCORM that is also luminescent could be tracked by confocal fluorescence microscopy (Pierri et al., 2012). Although these methods are useful in higher cell lines, they have not been tested in bacteria. Bacteria are extremely small and the attainable spatial resolution appears at present inadequate for subcellular localization of CO release. Apart from the methodological advances in detecting CO, a ‘CO quenching’ agent would allow the essential dissection of the antibacterial roles of the CO per se and the CORM; a water-soluble complex has been tested as a CO 'stripper' in a rat model (Kitagishi et al., 2010).
[bookmark: _Toc298583984]7.4.2. CORM degradation products	
	Another area that requires further investigation is the potential for unwanted reactions of the metal species with cellular components, and importantly, the inactivated counterparts of CORMs (iCORMs) once CO has been released. This is an area of research that has been ignored in recent years but a study showing that the apparently inactive “iCORM-3”, from which CO has been stripped (it has been assumed) evokes a transcriptomic response in E. coli (McLean et al., 2013) suggests that even iCORMs retain some biological activity. Although CO delivery to cellular targets from CORMs in various biological systems is of great interest, little work has been done on what remains of the molecule once CO has been released. Efforts to circumvent this issue are already in development, for example, the design of an oral carbon monoxide release system which encapsulates CORM-2 for the treatment of gastrointestinal disease has emerged (Steiger et al., 2014). The method, in which CORM-2 is contained in a buffered medium within capsules, depends on diffusion of Na2SO3 once capsules reach the intestine; this then mediates sulfite-dependent CO release from CORM-2. However, the group recognizes that the break-down products of CORM-2, including the reactivity of the ruthenium species need to be assessed before the system may be used in the clinic (Steiger et al., 2014). 
	For those CORMs most often employed in biology, CO release is triggered by ligand exchange reactions with medium (Johnson et al., 2007). Such CORMs liberate CO leaving an unknown metal co-ligand fragment with unknown activity in the cell. An alternative prodrug method is based on the use of light as an external trigger in the so-called photoactivatable CORMs (photoCORMs) as mentioned in the introduction of this thesis (see Chapter 1) (Schatzschneider, 2011, Rimmer et al., 2012). In particular the groups of Ford, Mascharak and Schatzschneider (Niesel et al., 2008, Schatzschneider, 2011) (Schatzschneider, 2015) have recently pioneered the use of dark-stable metal-carbonyl complex prodrugs for the photo-activated delivery of CO to biological systems. The photoCORMs recently developed in the laboratory of Professor Ulrich Schatzschneider (Würzburg) not only allow spatiotemporal control of the CO bioactivity by light-induced liberation from the metal coordination sphere, but also generate well-defined iCORMs, providing a further advantage. These CORMs are designed with a new ligand system that incorporates one additional, non-coordinated donor "arm" per labile CO ligand, which can flip in and take the place of the departed CO group. One such novel PhotoCORM is [Mn(CO)3(tpa-3N)]+, which, after 5 min of photoactivation at 365 nm, is an effective inhibitor of growth of E. coli. In the dark, not even 500 M is inhibitory (Nagel et al., 2014).

[bookmark: _Toc298583985]7.4.3. CORM reactions with cellular components	
	Another concern with the use of CORMs in biology is the potential interactions of the CORMs with cellular targets other than those aimed at CO delivery. We have already shown that haem-deficient bacteria are susceptible to CORM-3 even in the absence of haem targets for CO (Chapter 4, (Wilson et al., 2015)). CORMs evidently have a spectrum of biological targets not relating to the binding of CO to known targets. For instance, CORM-3 was shown to target the membrane of E. coli cells and cause significant membrane perturbation (Chapter 4, (Wilson et al., 2015)).  The mechanism of this reactivity is unknown; however, both CO gas alone and the manganese CORM, CORM-401, were shown to have no significant activity at the membrane of E. coli cells (See Chapter 3). This suggests a role of the ruthenium species in CORM-3 perturbation of the membrane, perhaps through interaction with membrane proteins. 
	If CORMs are intended for use in the clinic, where administration for the treatment of disease or bacterial infections involves intravenous injection, putative CORM interactions with proteins before the intended site of CO release is of great importance. If CORMs enter the blood stream and immediately react with serum proteins, resulting in premature CO loss, the pharmacokinetics of the compounds are going to be greatly reduced. The water-soluble CORM-3 has two labile ligands, Cl- and glycinate which are prone to substitution in aqueous media (Johnson et al., 2007), so the idea that CORM-3 might interact via its labile ligands with proteins in the blood is not unrealistic. The interaction of CORM-3 with myoglobin, haemoglobin, human serum albumin and hen egg white lysozyme was therefore tested (reviewed in (Santos-Silva et al., 2011b)). It was shown that when CORM-3 was incubated with hen egg white lysozyme (albeit in great excess), the ruthenium species of the compound was bound to the protein at three sites: His15, Asp18 and Asp52 (Santos-Silva et al., 2011a). Although the ruthenium CORMs are generally more reactive than manganese-containing compounds, one cannot rule out the interaction of manganese CORMs, such as CORM-401, with proteins. One possibly overlooked experiment carried out in this thesis was the attempt at creating an iCORM-401 molecule by reaction with excess myoglobin (Section 3.2.2). Reaction of CORM-401 with myoglobin led to the inability of the compound to be separated from the protein (by centrifugation). It is possible that a reaction between the CORM and globin had occurred and further investigation should be carried in order to understand the reactivity of the compound with proteins. In addition to binding to myoglobin, CORM-401 was shown to bind to DNA from E. coli  (Section 3.2.5). Although no evidence of perturbation of DNA-related genes was unveiled in the microarray data obtained, the potential for CORM-401 to interact with cellular targets is interesting and may be useful in the design of bacteria-specific CORM compounds, i.e. a CORM could be designed to target an essential bacterial protein with minimum effects on human host cells.	Comment by Robert Poole: See new one too on a related topic, attached
	The fate of CORMs once they enter bacterial cells is of great interest. The reaction of CORM compounds with internal cellular components is inevitable, especially since the CO liberation of many CORMs under current investigation require ligand exchange with molecules in the surrounding medium. If CORMs are taken up by bacterial cells and react with cellular components to exert their toxic effects, then reaction and retention by bacterial cells is a desirable characteristic of CORM compounds. Therefore CORM interactions with bacterial proteins are highly likely and may elucidate mechanisms by which CORMs mediate their toxicity, but methods to detect such interactions are technically challenging. One method, which may help to elucidate CORM interactions with proteins, is through the coupling of radiolabeled CORM compounds with protein separation techniques. For instance, if a radiolabeled CORM were added to cells, and the resulting cell lysates run on a 2D-SDS PAGE gel, exposing the resulting gel to film would highlight where radiolabeled CORM was found and if this corresponded to a specific protein. To determine the protein species bound to CORM, the protein could be lifted from a control gel (minus CORM) to be identified by mass spectroscopy.  
	Work is ongoing in the Poole laboratory to determine the interaction of CORMs with bacterial cellular components to try and elucidate the mode of antimicrobial action of the compounds. For example, synthetic peptides have been constructed from chains of chemically distinct amino acids and their reactions, if any, with CORMs are being analyzed (Poole and Southam, unpublished). Such experiments will highlight putative amino acid binding sites of CORMs and help to determine previously unknown cellular targets, which may aid in the bacterial killing by CORMs. 
[bookmark: _Toc298583986]7.4.4. CORM carriers for targeted CO release
	The interactions of CORM compounds with proteins and the generation of a co-ligand fragment after CO-release is probably an undesirable characteristic of many of the CORMs available, and led researchers to develop alternative CO-releasing materials that exploit interactions of CORMs with proteins for example, to generate nanoparticles with immobilized CORMs whereby the co-ligand fragment can be retained after CO release (for a review on potential applications of CORMs see (Heinemann et al., 2014)). The development of insoluble matrices for the controlled delivery of CO and reduction of side-reactions of the co-ligand fragments is an attractive option for the use of CORMs in biology. Moreover, the development of CORM carriers could lead to better targeting of the compounds, for example, the covalent attachment of CORM-3 to an amphiphilic peptide. The peptide self-assembled into nanofiber gels, which prolonged the CO-release kinetics of CORM-3 (Matson et al., 2012). Another group has designed micelles (based on polymers embedded with Ru(CO)3 species) capable of releasing CO with better diffusion and targeting of CO in distal tissue sites (Hasegawa et al., 2010) and although the CO release from the micelles was slower than for CORM-3, the micelles were successfully implicated in the treatment of LPS-induced inflammatory response in human monocytes.
	Spatial and temporal CO release is the ultimate goal for researchers when designing novel CORM compounds. As described earlier in Chapter 1, the design of photoCORM molecules has enabled researchers to control the release of CO. Although these compounds allow control of the CO released, targeting of the compounds is still an issue. Recently, immobilization of photoCORMs on silicon dioxide nanoparticles has been established (Dordelmann et al., 2011) with CO release kinetics similar to the free compound. The design of such CORM carriers will aid delivery of CO to appropriate sites in biological systems, particularly in the treatment of disease. 
[bookmark: _Toc298583987]7.4.5. Transport of CORMs
	A challenging, but essential area of research is the transport of CORMs into bacterial cells. The work in this thesis has been the first attempt to explore the uptake of CORM-401 and in part, the uptake of CORM-3. It is clear that the chemistry of the compounds and their putative interaction with cellular components needs to be taken into consideration. CORMs are accumulated by bacteria to extremely high levels (for example, levels of Mn from CORM-401 far exceed physiological levels in E. coli). Although the reason behind this accumulation is still unclear, it is evident that their accumulation is partly driven by a constant diffusion gradient due to chemical changes that happen within cells (i.e. when CO is released compounds inside cells change from being CO-bound to co-ligand fragments) (see Chapter 6, Fig. 6.12). CORMs move into cells and release CO and may bind to protein targets, which aids CO release. 
	The movement of CORMs into cells in this study and others is measured indirectly through the detection of the metal species within cells using ICP-MS (for details of the method see Chapter 2, Section 2.2.6). However, it is more difficult to determine the fate of the CORM sub-cellularly once it has been taken up into cells. One method that may help to overcome this issue is radioisotope-labeling the metal species of CORMs. Not only could radiolabelling help to generate accurate uptake kinetics (i.e. detection of intracellular Mn-CORM, eliminating any contamination of non-labeled metals), but may also reveal the breakdown products of the metal co-ligand species of the compound or where the co-ligand species may bind to other proteins (as mentioned above).  Another method that may show sub-cellular localization of the compounds is through electron microscopy imaging. If the heavy metal is localized to one place within the cell, heavy metal deposits will be visible after staining, but if the metal species is distributed throughout the cell it may be more challenging to see.
	Although work in this thesis has highlighted a partial diffusion of CORMs, the active uptake of CORMs needs to be investigated more rigorously. To distinguish between active transport and passive diffusion of CORMs, in addition to measuring the dependence of transport on CORM concentration (as shown in Chapter 6), one could investigate the effects of temperature on transport and also determine the dependence of transport on periplasmic binding proteins in osmotically shocked bacteria. In addition, the use of atp mutants and measurements of external pH (in addition to uncouplers and measurement of transmembrane potential as demonstrated in this study) would further evaluate the involvement of the protonmotive force on transport of CORMs. 
[bookmark: _Toc298583988]7.4.6. Genes that require further investigation 
	As discussed in Chapter 3, many genes are altered at the transcriptional level in response to CORM-401, both aerobically and anaerobically. Although many of these genes and their involvement in the response of cells to CORM-401 are touched on lightly in Chapter 3 (e.g. respiratory genes, cell stress response genes etc.), many other genes that may have a role in the response to CORM require further investigation (see Appendix). 
	As discussed in Section 3.3.6, the second most highly up-regulated gene both aerobically and anaerobically was uhpT, which encodes a hexose-6-phosphate transport system (Dietz & Heppel, 1971). It was suggested that the uptake of CORM-401 could be facilitated through the activity of this transport system; the UhpT system is already a known transporter of the antibiotic fosfomycin and mutations in uhpT confers resistance to fosfomycin in E. coli (Karageorgopoulos et al., 2012). In order to investigate the possible involvement of uhpT in the movement of CORM-401 in to cells, a useful next step would be the generation of a uhpT deletion mutant in the E. coli strain used in this study. Single-gene knock-out mutants are readily available from the Keio Collection (Baba et al., 2006) and transduction of the mutation into MG1655 would be a simple step to generate a mutant in the same background of E. coli as used in this study. Once a uhpT mutant is generated, the susceptibility of the strain to CORM-401 could be tested, for example, growth of ΔuhpT cells in the presence of CORM-401 could be assessed through OD measurements and viability counts, in addition, the uptake of the compound in ΔuhpT cells could be measured to determine whether uptake of CORM-401 is compromised. Such experiments would shed light on why uhpT is up-regulated so highly in response to CORM-401, and test its involvement as a putative transporter of the CORM.
	The up-regulation of the multidrug efflux pump MdtABC is a consistent response to the addition of CORM-401; up-regulation of the genes occurs both aerobically and anaerobically (See Chapter 3 and Appendix for fold changes). The generation of a knock-out mutant of one or several of the mdtABC genes would be an interesting avenue to explore. If the compound is actively pumped out of cells by the efflux pump MdtABC, then knocking out the genes encoding this pump should render cells more susceptible to the CORM. It is important to determine whether this system is assisting in the survival of cells exposed to CORM since resistance to many current antibiotics is due to the up-regulation of efflux pumps, which are expressed in order to actively remove the antibiotic from cells. If removal of this efflux system in E. coli renders the more susceptible to CORM-401 then it is likely that bacteria would develop resistance to the compounds by up-regulating their efflux systems. 
[bookmark: _Toc298583989]7.4.7. CORMs as potential adjuvant compounds
	In the post-antibiotic era, there appears to be potential for adjuvant/combination therapy in which CORMs can minimize usage of established antibiotics or reduce the concentrations needed to treat antibiotic-resistant ‘superbugs’. With antibiotic-resistance growing and advances in the discovery of novel antibiotic compounds slow, a solution to the problem could be to develop adjuvant compounds that act in concert with existing antibiotics and enhance their activity (Gill et al., 2015). One reason why novel antibiotic discovery is slowing may be because each antibiotic must target an essential process in the cell, e.g. DNA replication, protein synthesis etc. Many of these targets have been utilised and resistance has emerged. An advantage to developing adjuvants as opposed to novel antimicrobials is that an essential target does not need to be identified, rather, the adjuvants needs to complement or enhance the existing drug effects. It has recently been suggested that combination therapy involving non-antibiotic adjuvants could offer a more realistic, long-term strategy in controlling emerging drug resistance (Brooks & Brooks, 2014).
Screens of antibiotics with previously approved drugs have already been carried out and have been shown to enhance antimicrobial activity (Ejim et al., 2011). In this way, it may be possible to combine CORMs with existing antibiotic compounds in order to maximise their effects. Work recently published showed that CORM-2 acted as an adjuvant to the antibiotic metronidazole, strongly reducing the ability of H. pylori to infect macrophages, and also reducing the viability of cells (Tavares et al., 2013). In addition, CORM-2 was shown to be effective against multidrug-resistant ESBL-producing E. coli (Bang et al., 2014). This work highlights the fact that CORMs have apparently distinct targets to antibiotics currently used in the clinic. This property alone makes CORMs an attractive potential therapeutic in the treatment of antibiotic-resistant bacterial infections. Work done to establish whether a number of CORMs, including CORM-401, could have beneficial adjuvant properties to known antibiotics is already underway by Salar Ali at the University of Sheffield. Although the effects of CORM-401 on E. coli are milder in comparison to ruthenium-based CORMs previously studied, CORM-401 still causes significant perturbation of growth and may indeed enhance the effects of current antibiotics in use. 

7.5. Conclusions
	In light of the work carried out in this thesis, a model for the current action of CORM compounds on bacterial cells is shown (Fig. 7.1). The model combines work presented in this thesis with previous work on CORMs to highlight the new proposition that there is more to CORMs than the delivery of CO to cellular targets alone, at least in bacterial systems. Although CO is not without some physiological effect on bacterial cells, there is increasing evidence to support the fact that CO alone does not mediate the toxic effects of CORM compounds. CORMs are indeed toxic to bacterial cells; however, an understanding of the chemical reactions of the metal species in CORMs with cellular targets needs to be improved upon. As shown in the work presented here, CORMs function well as carriers of CO and successfully release CO to the intracellular environment of cells. As CO carriers, the compounds are very useful and as such can be successfully exploited in mammalian studies of CO and disease models. Since CORM-401 is not highly toxic to bacterial cells (Chapter 3) or mammalian cells (Crook et al., 2011), it is an ideal candidate for use in mammalian systems; manganese is a biologically relevant transition metal which may not have many of the unwanted side reactions associated with ruthenium-based CORMs. CORM development and CO-related physiology is in its infancy, but recent studies do show some promise in CORM development as antimicrobials, or as adjuvant compounds to over-used antibiotics. The current CORM compounds being used in research are not yet optimized for use in the clinic, i.e. the pharmacokinetics of the compounds need to be vastly improved. A step in the right direction has been the temporal and spatial control of CO delivery through photoCORM design, for example. Regardless of how research continues with CORMs, a better understanding of CORM chemistry and the biological consequences of CORMs is necessary and will rely on greater crosstalk between chemists and biologists.
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Figure 7.1. Summary of the findings in this thesis that contribute to the understanding of CO and CORM action in E. coli cells. (1) CORM-401 uptake is partly driven by a diffusion-based mechanism (See Chapter 6, Section 6.3.5). (2) CO gas moves freely into cells where it has broad effects on the transcriptome of E. coli cells including central metabolism, amino acid metabolism and iron homeostasis (see Chapter 5 for details). (3) Both CORM-3 and CORM-401 up-regulated transcripts involved in general stress responses including spy. These changes in the transcriptome correlate to the up-regulation of Spy protein (See Chapter 3, Section 3.2.13 and Chapter 4, Section 4.2.3). (4) CORM-401 stimulates respiration in whole E. coli cells, the mechanism of how CORM-401 mediates stimulation is still not fully understood (See Chapter 3 for more details). (5) CORM-3, but not CORM-401 perturbs the membrane of E. coli cells (both wild type and hemA mutant cells (see Chapter 4 for more details)).
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Table A1 – Genes most up- and down-regulated in response to CO gas in aerobic conditions. Genes most up-regulated shown in red and most down-regulated shown in blue; genes are ordered around t=20 min. orf = open reading frame.
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Table A2 – Genes most up- and down-regulated in response to CO gas in anaerobic conditions. Genes most up-regulated shown in red and most down-regulated shown in blue; genes are ordered around t=20 min. orf = open reading frame, IS= insertion sequence.
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Table A3 – Genes most up- and down-regulated in response to CORM-401 gas in aerobic conditions. Genes most up-regulated shown in red and most down-regulated shown in blue; genes are ordered around t=20 min. orf = open reading frame, IS= insertion sequence.
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Table A4 – Genes most up- and down-regulated in response to CORM-401 gas in anaerobic conditions. Genes most up-regulated shown in red and most down-regulated shown in blue; genes are ordered around t=20 min. orf = open reading frame, IS= insertion sequence.
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Fold change down-regulated

Fold change up-regulated

30+ 20-30 10-20 5-10 2-5 0.0 2-5 5-10 10-20 20-30 30+
Relevant CORM-401 AEROBIC CORM-401 ANAEROBIC

regulatory Time Time
Gene Product/Function proteins 2.5 5.0 10.0 20.0 40.0 80.0 2.5 5.0 10.0 20.0 40.0 80.0
cyod cytochrome bo’ terminal oxidase subunit IT ArcA (-) 0.44 0.20 0.44 0.20
cyoB cytochrome bo' terminal oxidase subunit I ArcA (-) 0.23 0.50 0.33 0.32 0.38
cyoC cytochrome bo' terminal oxidase subunit III ArcA (-) 0.20 0.22 0.26 0.34
cyoD cytochrome bo' terminal oxidase subunit IV ArcA (-) 0.20 0.23 0.21 0.26 048
cyoE heme o synthase ArcA (-) 0.21 0.33 0.36 0.37 0.48
cydA cytochrome bd-/ terminal oxidase subunit I ArcA (+), FNR (-) 0.32 0.26 0.25 0.38
cydB cytochrome bd-/ terminal oxidase subunit I ArcA (+), FNR () 0.42 0.30 0.22 0.39
nuoA NADH:ubiquitone oxidoreductase I ArcA (-), FNR (-) 0.49 0.43 0.39 0.29 0.27 0.39
nuoB NADH:ubiquitone oxidoreductase I ArcA (-), FNR (-) 0.43 0.39
nuoC NADH:ubiquitone oxidoreductase I ArcA (-), FNR (-) 0.49 0.46 0.33 0.35
nuokE NADH:ubiquitone oxidoreductase I ArcA (-), FNR (-) 0.44 0.45 0.33 0.34
nuoF NADH:ubiquitone oxidoreductase I ArcA (=), FNR (-) 0.47 0.34 0.31
nuoG NADH:ubiquitone oxidoreductase I ArcA (-), FNR (-) 0.50 0.32 0.26 0.48
nuoH  INADH:ubiquitone oxidoreductase I ArcA (=), FNR (-) 041 0.30
nuol NADH:ubiquitone oxidoreductase I ArcA (-), FNR (-) 0.43 0.32
nuoJ NADH:ubiquitone oxidoreductase I ArcA (-), FNR (-) 0.47 0.34
nuoK NADH:ubiquitone oxidoreductase I ArcA (-), FNR (-) 0.39 0.31
nuolL NADH:ubiquitone oxidoreductase I ArcA (-), FNR (-) 0.47 0.35
nuoM  INADH:ubiquitone oxidoreductase I ArcA (-), FNR (-) 0.35 0.28 0.48
nuoN _ INADH:ubiquitone oxidoreductase I ArcA (-), FNR (-) 0.36
ndh NADH dehydrogenase IT FNR (-) [ 227 250 245] 204
dol Formate dehydrogenase-O, y subunit 0.28 0.35 0.23 0.25 0.47
doH Formate dehydrogenase-O, 3 subunit 0.24 0.30 0.31
doG Formate dehydrogenase-O, a subunit 0.28 0.34 0.21 0.22 0.38
nrfA Formate dependent nitrite reductase FNR (+) 0.46 0.25 0.21 0.27
nrfB Formate-dependent nitrite reductase - penta-heme cytochrome ¢ JFNR (+) 0.38 043 0.25 0.21 0.26
nrfC Formate-dependent nitrite reductase, 4Fe-4S subunit FNR (+) 0.38 0.31
nrfD Formate-dependent nitrate reductase - NrfD subunit FNR (+) 0.50
sdhA Succinate:Quinone oxidoreductase- FAD binding subunit ArcA (-) 0.35 0.40 0.29 0.27 0.24
sdhB Succinate:Quinone oxidoreductase- FeS cluster binding subunit  JArcA (-) 0.36 0.24 0.28 0.31 0.20 0.24 0.25
sdhC Succinate:Quinone oxidoreductase- membrane protein subunit ArcA (-) 0.25
sdhD Succinate:Quinone oxidoreductase- membrane protein subunit ArcA (-) 0.29 0.20 0.24
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Fold change down-regulated

Fold change up-regulated

30+ 20-30 10-20 5-10 2-5 0.0
Relevant CORM-401 AEROBIC CORM-401 ANAEROBIC
regulatory Time Time
Gene Product/Function proteins 2.5 | 5.0 ] 10.0 | 20.0 | 40.0 [ 80.0 | 2.5 | 5.0 | 10.0 | 20.0 [ 40.0 [ 80.0 |
chaA Na+ : K+/H+ antiporter
kdpA K+ transporting ATPase subunit KdpE (1)
kdpB K+ transporting ATPase subunit KdpE ()
kdpC K+ transporting ATPase subunit KdpE (+) 0.4
kdpD regulator of the K+ transporting ATPase
kdpE regulator of the K+ transporting ATPase KdpD-P (+)
kdpF K+ transporting ATPase subunit 0.5
kefA (mscK) |Potassium-dependent mechanosensitive channel
ke, K+ : H+ antiporter 0.3
kefC K+ : H+ antiporter
ke, Regulator of the Kef transporter 0.2
kefG Protein required for KefB activity 0.4 0.5
trkA K+ transporter
znuA Zn2+ ABC transporter Zur (-)
mscl, mechanosensitive channel RpoS (+) 0.4 0.4
mscS mechanosensitive channel RpoS (+)
aqpZ Aquaporin 03[ 04 04
ompC Outer membrane porin C CpxR (-), OmpR (-)
ompF Outer membrane porin F CpxR (-), OmpR (-) 0.5] 02 02 0.2 0.2
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Fold change down-regulated

Fold change up-regulated

30+ 20-30 10-20 5-10 2-5 0.0 2-5 5-10 10-20 20-30 30+
Relevant CORM-401 AEROBIC CONDITIONS CORM-401 ANAEROBIC CONDITIONS
regulatory Time Time

Gene |Product/Function proteins 2.5 5.0 10.0 20.0 40.0 80.0 2.5 5.0 10.0 20.0 40.0 80.0

baeR |DNA-binding response regulator CpxR (+), BaeR (1) 4.2 5.9 6.6 4.3 3.7 5.3 4.8 3.5
baeS |Sensory histidine kinase CpxR (+), BaeR (+) 2.3 45.4 67.4 19.7 0 3.9 14.3
acrD |AcrAD-TolC multidrug efflux system; permease subunit |CpxR (+), BaeR (+) 4.8 10.7 15.2 11.2 10.9 6.9 8.9 11.3 11.1 8.2 7.6
mdt4 |Multidrug efflux system:; subunit A CpxR (+), BaeR (1) 12.4 46 [ 41.8 17.1 12.4 63.0 9.9 60 0

mdiB |Multidrug efflux system; subunit B CpxR (+), BaeR (1) 4.4 6 I 10.8 10.4 18.4
mdiC |Multidrug efflux system; subunit C CpxR (1), BaeR (1) 9.8 8.6 7.9 17.0
mdiD |Predicted transport protein CpxR (1), BaeR (1) 2.0 2.6 2.7 2.4 2.3
spy  |Envelope stress protein CpxR (1), BaeR (1) 4 4 0 0.8 0 14.3 00.4 85.0 0 672.6 6.4
sit Soluble lytic murein transglycosylase CpxR (+) 2.5 3.8 3.4 3.5 2.5 2.5 3.8 3.4 3.5 2.5
degP |Serine protease CpxR (1) 2.2 7.5 7.4 4.1 2.0 18.9 18.5 12.0
cpxA |Sensory histidine kinase CpxR (1) 2.0 2.0 2.9 2.8 2.1 2.5
cpxP |Inhibitor of the Cpx response CpxR (1) 12.3 17.2 17.7 13.6 16.8 10.6 4.6 11.9 17.0 12.9 11.5 5.9
cpxR |Transcriptional dual regulator CpxR (1) 2.3 3.4 3.2 2.6 2.0 3.1 3.4 3.4 3.3 3.1





image23.tif
1 2 3

CpxP

Spy

L e

L1 L

L 1 A
Fluorescence units (AU) O





image24.tif
OD600

o

CFU/ml

E

1e+10
1e+9
1e+8
le+7/
1e+6
1e+5
1e+4

[l EE EE BN BN BN BN BN BN BN BN BN Ew .

V»‘

>\\

15 20 25 30 35 40





image25.tif




image26.tif
[intracellular Ruthenium] uM

[intracellular Ruthenium] uM

ANAEROBIC

-o— hemA

0 20 40 60 80 100 120
Time (min)

AEROBIC

4000+
3000+

2000+

—e— hemA

-©- WT

0 20 40 60 80 100 120

Time (min)




image27.tif
<

KNO,

KNO,

10

N
o

T
]
-

wu00Sgsuequosqy

T
e
-

1
]
o

e
S

10

N
o

T
!
-

wuo0Sgoueqiosqy

T
]
-

T
0
o

I
S

Time (min)

Time (min)

(=]
-
=l
~ - ©
(@)
Z
1]
E4 - <
7 o
T T 1 o
s w o w 9
~N - - o o
O WuSgyuequosqy
o
-
- o
[ - ©
(@)
Z
©
=z - <
- N
T Ll 0
S w o ®w 9
N - - o o
O WNSgyyequosqy

Time (min)

Time (min)




image28.tif
- 1 2 4
- D e

SO s s s non-specific banding

wT
Spy

hemAa % _—
'.- ————— — non-specific banding

B 1 2 4

WT s -
CpxP




image29.tif
4 b4
© ©
.=y Lo
A < <
O
<
L9 L ©
« «
T T © T T °
o =) o > =] =) o >
© < « © < «
S}jun 8suaasalon|4 SjuN 8ouddsalon|4
[~} -}
o ©
.=y Lo
< <
L9 Lo
« «
< [11]
T © T T T d
o ) ) ) o ) o 0 >
« - N - -

S}JIuN aoudasaJon|q

S)IUN 3%uadsaion|q

Time (min)

Time (min)




image30.tif
0DGOOnm

OD600nm

]
]

]

|

0 5 10 15
Time relative to CO addition (h)

20

1.07

0.5

0.0

-5

]
]
]
]
]
]
|

0 5 10 15

Time relative to CO addition (h)

20




image31.tif
A.

AEROBIC

Entire Genome

Cell Motility

Signal transduction
Phosphotransferase system (PTS)
ABC transporters

Genetic information processing
Biosynthesis of vitamins and cofactors
Amino acid metabolism
Nucleotide metabolism

Lipid metabolism

Energy metabolism

Carbohydrate metabolism

Entire Genome

Cell Motility

Signal transduction
Phosphotransferase system (PTS)
ABC transporters

Genetic information processing
Biosynthesis of vitamins and cofactors
Amino acid metabolism
Nucleotide metabolism

Lipid metabolism

Energy metabolism

Carbohydrate metabolism

B. ANAEROBIC

Entire Genome

Cell Motility

Signal transduction
Phosphotransferase system (PTS)
ABC transporters

Genetic information processing
Biosynthesis of vitamins and cofactors
Amino acid metabolism
Nucleotide metabolism

Lipid metabolism

Energy metabolism

Carbohydrate metabolism

Entire Genome

Cell Motility

Signal transduction

Phosphotransferase system (PTS)

ABC transporters

Genetic information processing
o

% 2.5 min

é 5 min|

é 10min

-50 40 -30 -20 10 0 10 20 30 40 50
% genes per group

-50 40 -30 -20 10 0 10 20 30 40 50
% genes per group

-50 40 -30 -20 10 0 10 20 30 40 50
% genes per group

%4. |

% 80 min

-50 -40 -30 -20 -10 0 10 20 30 40 50
% genes per group

-50 -40 -30 -20 -10 0 10 20 30 40 50
% genes per group

-50 -40 -30 -20 -10 0 10 20 30 40 50
% genes per group

[ | 2.5 min

1

% 5 min

3 10 min

-50 -40 -30 -20 -10 0 10 20 30 40 50
% genes per group

-50 -40 -30 -20 -10 0 10 20 30 40 50
% genes per group

-50 -40 -30 -20 -10 0 10 20 30 40 50
% genes per group

Biosynth and

Amino acid metabolism
Nucleotide metabolism
Lipid metabolism

Ener

gy
Carbohydrate metabolism

§ 20 min

40 min

§ 80 min

-50 40 -30 -20 -10 0 10 20 30 40 50

% genes per group

-50 40 -30 -20 -10 0 10 20 30 40 50

% genes per group

-50 40 -30 -20 10 0 10 20 30 40 50

% genes per group




image32.tif
A. AEROBIC

glucose-6-phosphate

I e

fructose-1,6-bisphosphate

dihydroxyacetone-

glyceraldehyde-3-phosphate - phosphate

3-phospho-D-gyceroyl-phosphate
3-phospho-gycerate - -

2-phospho-gycerate

phosphoenol pyruvate
|l oy | 11
l. Acetyl-CoA

oxaloacetic acid citrate

S -

gly

a i
cis-aconitate
\.-—- W

2-oxoglulalate

succinate

B. ANAEROBIC

glucose-6-phosphate

fructose-6-phosphate
] 1

fructose-1,6-bisphosphate

——

glyceraldehyde-3-phosphate - phosphate

3-phospho-D-gyceroyl-phosphate
3-phospho-gycerate

2-phospho-gycerate

phosphoenol pyruvate

T "

- F%’”;alic acid cilme\/- -
malate cis-aconitate

-r\,{, " m \."'--

- suceinate Zoxoglularate

Tn J\ inyl-C A/\i
succinyl-Co.

B m

+5

-25

Expression
(Fold Change)




image33.png




image33.emf
| Fold change down-regulated Fold change up-regulated |
| 30+ 20-30 | 10-20 | 5-10 2-5 0.0 2-5 5-10 | 10-20 | 20-30 30+
Relevant CO AEROBIC CONDITIONS CO ANAEROBIC CONDITIONS
regulatory Time Time
Gene |Function proteins 2.5 5.0 10.0 20.0 40.0 80.0 2.5 5.0 10.0 20.0 40.0 80.0
aceE |pyruvate dehydrogenase (decarboxylase component) PdhR (-), FNR (+/-) 2.52 7.18 4.60
aceF |pyruvate dehydrogenase (dihydrolipoyltransacetylase con|PdhR (-), FNR (+/-) 6.24 4.16
acnA |aconitase hydratase | ArcA (), FNR (-) 0.50 0.30 0.10 0.23 0.29 2.48 0.48 0.22
acnB |acontiase hydratase |l ArcA (-) 0.20 0.17 0.44 3.03 3.32
fumA |fumarase A ArcA (-) 0.27 0.26 0.48 3.93 3.90
fumB_[fumarase B ArcA (+), FNR (+) 0.50 0.49
fumC _[fumarase C ArcA (-), FNR (-) 0.20 0.13 0.31 0.49 2.09 2.28 0.31
gltA |citrate synthase ArcA (-) 0.43 0.32
icd _lisocitrate dehydrogenase ArcA (-) 3.02 3.45
lldD _|L-lactate dehydrogenase ArcA (-) 0.41 0.15 0.45 0.48 2.51
Ipd _|lipoamide dehydrogenase PdhR (-), ArcA (-), FNR (+/-) 5.07 4.45
mdh _|malate dehydrogenase ArcA (-) 2.67 2.92
mqo |malate dehydrogenase (quinone) ArcA (-) 0.27 4.87
pdhR |pyruvate-responsive transcription regulator PdhR (-), FNR (+/-) 3.10 3.34 3.62 0.40 0.32 0.17
sdhA |succinate dehydrogenase flavoprotein ArcA (+/-), FNR (-) 0.13 0.21 5.46 5.38
sdhB |succinate dehydrogenase iron-sulfur protein ArcA (+/-), FNR (-) 0.16 0.18 3.79 5.41
sdhC |succinate dehydrogenase membrane protein ArcA (+/-), FNR (-) 0.49 0.15 0.35 4.19
sdhD _|succinate dehydrogenase membrane protein ArcA (+/-), FNR (-) 0.15 | 0.40 4.56 0.10 | 0.06 |
sucA |2-oxoglutarate decarboxylase ArcA (+/-), FNR (-) 0.19 0.17 2.54
sucB _|dihydrolipoamide succinate transferase ArcA (+/-), FNR (-) 0.28 0.22
sucC _|succinyl-CoA synthetase, 3 subunit ArcA (+/-), FNR (-) 0.27 0.19
sucD [succinyl-CoA synthetase, a subunit ArcA (+/-), FNR (-) 0.32 0.18
yfiD |pyruvate formate lyase-repair protein ArcA (+), FNR (-) 2.70 4.95 2.78 2.81 5.40 5.79 6.88 6.00 7.77
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gltA citrate synthase ArcA (-) 0.43 0.32

icd isocitrate dehydrogenase ArcA (-) 3.02 3.45

lldD L-lactate dehydrogenase ArcA (-) 0.41 0.15 0.45 0.48 2.51

lpd lipoamide dehydrogenase PdhR (-), ArcA (-), FNR (+/-) 5.07 4.45

mdh malate dehydrogenase ArcA (-) 2.67 2.92

mqo malate dehydrogenase (quinone) ArcA (-) 0.27 4.87 0.04

pdhR pyruvate-responsive transcription regulator PdhR (-), FNR (+/-) 3.10 3.34 3.62 0.40 0.32 0.17

sdhA succinate dehydrogenase flavoprotein ArcA (+/-), FNR (-) 0.13 0.21 5.46 5.38

sdhB succinate dehydrogenase iron-sulfur protein ArcA (+/-), FNR (-) 0.16 0.18 3.79 5.41

sdhC succinate dehydrogenase membrane protein ArcA (+/-), FNR (-) 0.49 0.15 0.35 12.12 4.19

sdhD succinate dehydrogenase membrane protein ArcA (+/-), FNR (-) 0.15 0.40 13.75 4.56 0.10 0.06

sucA 2-oxoglutarate decarboxylase ArcA (+/-), FNR (-) 0.19 0.17 2.54

sucB dihydrolipoamide succinate transferase ArcA (+/-), FNR (-) 0.28 0.22

sucC succinyl-CoA synthetase, β subunit ArcA (+/-), FNR (-) 0.27 0.19

sucD succinyl-CoA synthetase, α subunit ArcA (+/-), FNR (-) 0.32 0.18

yfiD pyruvate formate lyase-repair protein ArcA (+), FNR (-) 2.70 4.95 2.78 2.81 5.40 5.79 6.88 6.00 7.77

Time Time

CO AEROBIC CONDITIONS CO ANAEROBIC CONDITIONS

Fold change down-regulated Fold change up-regulated
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Fold change down-regulated

Fold change up-regulated

30+ 20-30 | 10-20 | 5-10 2-5 0 2-5 5-10 | 10-20 | 20-30 30+
Relevant CO AEROBIC CONDITIONS CO ANAEROBIC CONDITIONS
regulatory Time Time
Gene |Function proteins 2.5 5.0 10.0 20.0 40.0 80.0 2.5 5.0 10.0 20.0 40.0 80.0
cysA sulfate / thiosulfate ABC transporter - ATP binding subunit CysB (+) 2.1 2.8 2.5 2.0 2.1 2.2
cysB CysB transcriptional dual regulator CysB (-) 2.1 3.0 3.7 5.9 6.7 2.2 2.7 4.2 3.0 3.0
cysC adenylylsulfate kinase CysB (+) 2.3 3.5 5.6 2.6 2.0 2.9 3.8 3.2 3.9
cysD sulfate adenylyltransferase, CysD subunit CysB (+) 3.2 4.0 5.3 2.6 2.6 4.0 4.8 4.9 5.7
cysH 3'-phospho-adenylylsulfate reductase CysB (+) 2.8 4.2 5.0 3.5 2.6 3.2 3.8 34
cysl sulfite reductase, hemoprotein subunit CysB (+) 2.0 2.8 3.0 2.3 2.2 2.5 2.9 2.9
cysJ sulfite reductase, flavoprotein subunit complex CysB (+) 2.4 3.4 4.3 2.7 2.2 2.6 2.7 2.7
cysK O-acetylserine sulfhydrylase A CysB (+) 2.6 3.3 4.9 24 3.7 4.4 5.0 3.7
cysM _|cysteine synthase B CysB (+) 2.0 2.9 3.2 2.1
cysN sulfate adenylyltransferase, CysN subunit CysB (+) 2.0 2.5 3.0 2.0 3.3 3.5 3.8 4.3
cysP sulfate / thiosulfate ABC transporter - periplasmic binding protein [CysB (+) 2.2 4.4 4.8 54 2.5 2.0
cysU sulfate / thiosulfate ABC transporter - membrane subunit CysB (+) 2.6 3.1 4.1
cysW |sulfate / thiosulfate ABC transporter - membrane subunit CysB (+) 2.3 2.3 1.5
tauA taurine ABC transporter - periplasmic binding protein CysB (+), Cbl (+) 2.2 4.2 3.7 2.0 3.7 6.3
tauB taurine ABC transporter - ATP binding subunit CysB (+), Cbl (+) 2.2 2.9 6.4 9.5
tauC taurine ABC transporter - membrane subunit CysB (+), Cbl (+) 4.5 3.6 4.9 4.0 7.6
tauD taurine dioxygenase CysB (+), Cbl (+) 2.2 2.6 5.8 7.3
cbl Cbl DNA-binding transcriptional activator CysB (+) 2.2 2.5 24 3.6 24
SSUA aliphatic sulfonate ABC transporter - periplasmic binding protein |CysB (-), Cbl (+), FNR (+) 3.0 3.3 2.6
ssuB aliphatic sulfonate ABC transporter - ATP binding subunit CysB (-), Cbl (+), FNR (+)
ssuC |aliphatic sulfonate ABC transporter - membrane subunit CysB (-), Cbl (+), FNR (+) 2.0 2.0 2.3 3.1
ssubD alkanesulfonate monooxygenase, FMNH2-dependent CysB (-), Cbl (+), FNR (+) 2.2
ssuE  |NAD(P)H-dependent FMN reductase CysB (-), Cbl (+), FNR (+) 2.5 2.0 2.0










30+  20-30  10-20 5-10 2-5 0 2-5 5-10 10-20 20-30 30+

Relevant

regulatory

Gene Function proteins 2.5 5.0 10.0 20.0 40.0 80.0 2.5 5.0 10.0 20.0 40.0 80.0

cysA sulfate / thiosulfate ABC transporter - ATP binding subunit CysB (+) 2.1 2.8 2.5 2.0 2.1 2.2

cysB CysB transcriptional dual regulator CysB (-) 2.1 3.0 3.7 5.9 6.7 2.2 2.7 4.2 3.0 3.0

cysC adenylylsulfate kinase CysB (+) 2.3 3.5 5.6 2.6 2.0 2.9 3.8 3.2 3.9

cysD sulfate adenylyltransferase, CysD subunit CysB (+) 3.2 4.0 5.3 2.6 2.6 4.0 4.8 4.9 5.7

cysH 3'-phospho-adenylylsulfate reductase CysB (+) 2.8 4.2 5.0 3.5 2.6 3.2 3.8 3.4

cysI sulfite reductase, hemoprotein subunit CysB (+) 2.0 2.8 3.0 2.3 2.2 2.5 2.9 2.9

cysJ sulfite reductase, flavoprotein subunit complex CysB (+) 2.4 3.4 4.3 2.7 2.2 2.6 2.7 2.7

cysK O-acetylserine sulfhydrylase A CysB (+) 2.6 3.3 4.9 2.4 3.7 4.4 5.0 3.7

cysM cysteine synthase B CysB (+) 2.0 2.9 3.2 2.1

cysN sulfate adenylyltransferase, CysN subunit CysB (+) 2.0 2.5 3.0 2.0 3.3 3.5 3.8 4.3

cysP sulfate / thiosulfate ABC transporter - periplasmic binding proteinCysB (+) 2.2 4.4 4.8 5.4 2.5 2.0

cysU sulfate / thiosulfate ABC transporter - membrane subunit CysB (+) 2.6 3.1 4.1

cysW sulfate / thiosulfate ABC transporter - membrane subunit CysB (+) 2.3 2.3 1.5

tauA taurine ABC transporter - periplasmic binding protein CysB (+), Cbl (+) 2.2 4.2 3.7 2.0 3.7 6.3 15.8 18.6

tauB taurine ABC transporter - ATP binding subunit CysB (+), Cbl (+) 2.2 2.9 6.4 9.5

tauC taurine ABC transporter - membrane subunit CysB (+), Cbl (+) 4.5 3.6 4.9 4.0 7.6

tauD taurine dioxygenase CysB (+), Cbl (+) 2.2 2.6 5.8 7.3

cbl Cbl DNA-binding transcriptional activator CysB (+) 2.2 2.5 2.4 3.6 2.4

ssuA aliphatic sulfonate ABC transporter - periplasmic binding protein CysB (-), Cbl (+), FNR (+) 3.0 3.3 2.6

ssuB aliphatic sulfonate ABC transporter - ATP binding subunit CysB (-), Cbl (+), FNR (+)

ssuC aliphatic sulfonate ABC transporter - membrane subunit CysB (-), Cbl (+), FNR (+) 2.0 2.0 2.3 3.1

ssuD alkanesulfonate monooxygenase, FMNH2-dependent CysB (-), Cbl (+), FNR (+) 2.2

ssuE NAD(P)H-dependent FMN reductase CysB (-), Cbl (+), FNR (+) 2.5 2.0 2.0

Fold change down-regulated Fold change up-regulated

CO AEROBIC CONDITIONS CO ANAEROBIC CONDITIONS

Time Time
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image41.emf
Fold change down-regulated

Fold change up-regulated

30+ 20-30 | 10-20 | 5-10 2-5 0 2-5 5-10 | 10-20 | 20-30 30+
Relevant CO AEROBIC CONDITIONS CO ANAEROBIC CONDITIONS
regulatory Time Time
Gene |Function proteins 2.5 5.0 10.0 20.0 40.0 80.0 2.5 5.0 10.0 20.0 40.0 80.0
metA homoserine O-succinyltransferase Metd (-) 2.6 4.0 7.0 5.9 2.0 0.5 3.0 0.4
metB  |O-succinylhomoserine(thiol)-lyase / O-succinylhomoserine lyase Metd (-) 2.6 2.4 6.4 6.5 4.4 5.4 7.6 3.0
metC |cystathionine-B-lyase / L-cysteine desulfhydrase Metd (-) 2.1
metE  |cobalamin-independent homocysteine transmethylase MetR (+), MetJ (-) 3.0 0.5 2.2 24 3.3 0.4
metF  |5,10-methylenetetrahydrofolate reductase Metd (-) 5.5 6.2 10.9 11.2 3.6 3.0 2.7 2.8 5.4 0.4
metG  |methionyl-tRNA synthetase
metH |cobalamin-dependent methionine synthase MetR (+)
metl L-methionine / D-methionine ABC transporter - membrane subunit Metd (-)
metJ MetJ transcriptional repressor 2.0
metK  |methionine adenosyltransferase Metd (-) 2.3 3.0 6.1 3.8 0.5
metL aspartate kinase / homoserine dehydrogenase Metd (-) 0.5 4.8 3.4 2.8
metN _|L-methionine / D-methionine ABC transporter - ATP binding subunit Metd (-) 3.2 4.7 8.5 9.6 2.3 2.2 2.8
metQ _|L-methionine / D-methionine ABC transporter - periplasmic binding protein [MetJ (-) 2.0 2.0
metR  |MetR DNA-binding transcriptional dual regulator Metd (-), MetR (-) 2.8 3.8 6.0 7.2 2.6 2.9 4.6 2.2










30+  20-30  10-20 5-10 2-5 0 2-5 5-10 10-20 20-30 30+

Relevant

regulatory

Gene Function proteins 2.5 5.0 10.0 20.0 40.0 80.0 2.5 5.0 10.0 20.0 40.0 80.0

metA homoserine O-succinyltransferase MetJ (-) 2.6 4.0 7.0 5.9 2.0 0.5 3.0 0.4

metB O-succinylhomoserine(thiol)-lyase / O-succinylhomoserine lyase MetJ (-) 2.6 2.4 6.4 6.5 4.4 5.4 7.6 3.0

metC cystathionine-β-lyase / L-cysteine desulfhydrase MetJ (-) 2.1

metE cobalamin-independent homocysteine transmethylase MetR (+), MetJ (-) 3.0 0.5 2.2 2.4 3.3 0.4

metF 5,10-methylenetetrahydrofolate reductase MetJ (-) 5.5 6.2 10.9 11.2 3.6 3.0 2.7 2.8 5.4 0.4

metG methionyl-tRNA synthetase

metH cobalamin-dependent methionine synthase MetR (+)

metI L-methionine / D-methionine ABC transporter - membrane subunit MetJ (-)

metJ MetJ transcriptional repressor 2.0

metK methionine adenosyltransferase MetJ (-) 2.3 3.0 6.1 3.8 0.5

metL aspartate kinase / homoserine dehydrogenase MetJ (-) 0.5 4.8 3.4 2.8

metN L-methionine / D-methionine ABC transporter - ATP binding subunit MetJ (-) 3.2 4.7 8.5 9.6 2.3 2.2 2.8

metQ L-methionine / D-methionine ABC transporter - periplasmic binding proteinMetJ (-) 2.0 2.0

metR MetR DNA-binding transcriptional dual regulator MetJ (-), MetR (-) 2.8 3.8 6.0 7.2 2.6 2.9 4.6 2.2

Fold change down-regulated Fold change up-regulated

CO AEROBIC CONDITIONS CO ANAEROBIC CONDITIONS

Time Time


image42.emf
Fold change down-regulated Fold change up-regulated
30+ 20-30 | 10-20 5-10 2-5 0 2-5 5-10 10-20 | 20-30 30+
Relevant CO AEROBIC CONDITIONS CO ANAEROBIC CONDITIONS
regulatory Time Time
Gene |Function proteins 2.5 5.0 10.0 20.0 40.0 80.0 2.5 5.0 10.0 20.0 40.0 80.0
argA |N-acetylglutamate synthase ArgR (-) 2.58 2.46 0.28 0.40 0.11 0.11
argB |acetylglutamate kinase ArgR (-) 5.21 0.37 0.20 0.22
argC |N-acetylglutamylphosphate reductase ArgR (-) 4.44 3.14 6.05 0.41 0.44 0.13 0.20
argD |acetylornithine aminotransferase / N-succinyldiaminopimelate aminotransferase |ArgR (-) 2.87 6.38 8.38 8.46 2.30 0.43 0.31 0.49 0.11 0.12
argE |acetylornithine deacetylase ArgR (-) 2.11 2.69 2.92
argF |ornithine carbamoyltransferase chain F ArgR (-) 5.32 _ 3.08 5.15 2.47 0.41
argG |argininosuccinate synthase ArgR (-) 2.37 4.86 6.57 6.83 0.21 0.18
argH |argininosuccinate lyase ArgR (-) 2.79 6.12 4.58 0.20 0.19
argl |ornithine carbamoyltransferase chain | ArgR (-) 5.32 9.00 6.98
argk |GTPase that interacts with methylmalonyl-CoA mutase FNR (+) 0.22 0.47 0.17
argO |arginine export protein ArgP (+) 2.12 2.64 2.45 2.45 0.41
argP |ArgP DNA-binding transcriptional activator ArgP (-) 2.06
argR |ArgR transcriptional dual regulator ArgR (-) 2.56 2.27 2.38 0.50 0.51
argS |arginyl-tRNA synthetase 2.20 2.11 2.21 2.34
argT |lysine / arginine / ornithine ABC transporter - periplasmic binding protein 0.41 0.16 0.12 0.25 2.22 0.20 0.20
carA |Component of carbamoyl phosphate synthetase ArgR (-) 9.75 3.69 7.81 6.70 0.48 0.13 0.26
carB |Component of carbamoyl phosphate synthetase ArgR (-) 0.17 0.28
art/ |L-arginine ABC transporter - periplasmic binding protein ArgR (-) 3.46 3.36 4.74 0.48 0.47 0.11 0.20
artM |L-arginine ABC transporter - membrane subunit ArgR (-) 0.38
artP |L-arginine ABC transporter - ATP binding subunit ArgR (-) 2.41 2.55 0.48 0.41 0.42
artQ |L-arginine ABC transporter - membrane subunit ArgR (-) 2.07 0.36 0.39
astA |arginine succinyltransferase ArgR (+) 0.28 0.11 0.33 0.20 0.27 0.42 0.17 0.10 0.07 0.10 0.22
astB |succinylarginine dihydrolase ArgR (+) 0.42 0.32 0.34 0.24 0.44 0.48 0.24 0.17 0.29 0.35
astC |succinylornithine transaminase ArgR (+) 0.22 - 0.27 0.16 0.18 0.33
astD |aldehyde dehydrogenase ArgR (+) 0.27 0.25 0.29 0.20 0.32 0.44
astE  |succinylglutamate desuccinylase ArgR (+) 0.45 0.37 0.30 0.20










30+  20-30  10-20 5-10 2-5 0 2-5 5-10 10-20 20-30 30+

Relevant

regulatory

Gene Function proteins 2.5 5.0 10.0 20.0 40.0 80.0 2.5 5.0 10.0 20.0 40.0 80.0

argA N-acetylglutamate	synthase ArgR	(-) 2.58 10.14 10.72 10.16 2.46 0.28 0.40 0.11 0.11

argB acetylglutamate	kinase ArgR	(-) 5.21 7.18 8.14 0.37 0.20 0.22

argC N-acetylglutamylphosphate	reductase ArgR	(-) 4.44 17.99 21.91 24.12 3.14 6.05 0.41 0.44 0.13 0.20

argD acetylornithine	aminotransferase	/	N-succinyldiaminopimelate	aminotransferaseArgR	(-) 2.87 6.38 8.38 8.46 2.30 0.43 0.31 0.49 0.11 0.12

argE acetylornithine	deacetylase ArgR	(-) 2.11 2.69 2.92

argF ornithine	carbamoyltransferase	chain	F ArgR	(-) 5.32 16.95 23.22 27.57 3.08 5.15 2.47 0.41

argG argininosuccinate	synthase ArgR	(-) 2.37 4.86 6.57 6.83 0.21 0.18

argH argininosuccinate	lyase ArgR	(-) 2.79 6.12 4.58 0.20 0.19

argI ornithine	carbamoyltransferase	chain	I ArgR	(-) 5.32 9.00 6.98

argK GTPase	that	interacts	with	methylmalonyl-CoA	mutase FNR	(+) 0.22 0.47 0.01 0.17

argO arginine	export	protein ArgP	(+) 2.12 2.64 2.45 2.45 0.41

argP ArgP	DNA-binding	transcriptional	activator ArgP	(-) 2.06

argR ArgR	transcriptional	dual	regulator ArgR	(-) 2.56 2.27 2.38 0.50 0.51

argS arginyl-tRNA	synthetase 2.20 2.11 2.21 2.34

argT lysine	/	arginine	/	ornithine	ABC	transporter	-	periplasmic	binding	protein 0.41 0.16 0.12 0.25 2.22 0.20 0.20

carA Component	of	carbamoyl	phosphate	synthetase ArgR	(-) 9.75 3.69 7.81 6.70 10.32 10.46 0.48 0.13 0.26

carB Component	of	carbamoyl	phosphate	synthetase ArgR	(-) 0.17 0.28

artJ L-arginine	ABC	transporter	-	periplasmic	binding	protein ArgR	(-) 3.46 18.32 19.84 16.62 3.36 4.74 0.48 0.47 0.11 0.20

artM L-arginine	ABC	transporter	-	membrane	subunit ArgR	(-) 0.38

artP L-arginine	ABC	transporter	-	ATP	binding	subunit ArgR	(-) 2.41 2.55 0.48 0.41 0.42

artQ L-arginine	ABC	transporter	-	membrane	subunit ArgR	(-) 2.07 0.36 0.39

astA arginine	succinyltransferase ArgR	(+) 0.28 0.11 0.33 0.20 0.27 0.42 0.17 0.10 0.07 0.10 0.22

astB succinylarginine	dihydrolase ArgR	(+) 0.42 0.32 0.34 0.24 0.44 0.48 0.24 0.17 0.29 0.35

astC succinylornithine	transaminase ArgR	(+) 0.22 0.06 0.27 0.16 0.18 0.33 0.08 0.05 0.04 0.05 0.08

astD aldehyde	dehydrogenase ArgR	(+) 0.27 0.25 0.29 0.20 0.32 0.44 0.39 0.17 0.06 0.14 0.11

astE succinylglutamate	desuccinylase ArgR	(+) 0.45 0.37 0.30 0.20 0.27 0.04 0.18 0.21

Fold change down-regulated Fold change up-regulated

CO AEROBIC CONDITIONS CO ANAEROBIC CONDITIONS

Time Time
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Fold change down-regulated Fold change up-regulated

CO AEROBIC CONDITIONS
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image60.emf
Time (min)

2.50 5.00 10.00 20.00 40.00 80.00 [Gene Function

5.3 17.0 23.2 27.6 3.1 5.2 argF  |ornithine carbamoyltransferase 2, chain F [b0273]

4.4 18.0 21.9 241 3.1 6.1 argC  [N-acetyl-gamma-glutamylphosphate reductase [03958]

3.5 18.3 19.8 16.6 3.4 4.7 artJ arginine 3rd transport system periplasmic binding protein [b0860]
8.7 14.3 11.5 12.2 12.6 5.3 asnA |asparagine synthetase A [b3744]

5.5 6.2 10.9 11.2 3.6 3.0 metF  [5,10-methylenetetrahydrofolate reductase [b3941]

1.2 1.7 6.5 11.0 24 .4 5.0 shp periplasmic sulfate-binding protein [b3917]

2.6 10.1 10.7 10.2 1.6 2.5 argA N-acetylglutamate synthase; amino acid acetyltransferase [b2818]
3.1 5.1 10.4 10.0 1.9 1.5 ybdL |putative aminotransferase [b0600]

3.2 4.7 8.5 9.6 2.3 2.2 metN  |ATP-binding component of a transporter [00199]

4.1 4.4 7.4 9.6 11.7 6.5 sscR |putative 6-pyruvoyl tetrahydrobiopterin synthase [b2765]

4.4 5.4 7.5 9.3 7.2 7.0 borD  |bacteriophage lambda Bor protein homolog [b0557]

3.5 2.8 4.5 9.1 3.8 3.0 gcvT  |aminomethyltransferase [02905]

2.9 6.4 8.4 8.5 1.8 2.3 argD |acetylornithine delta-aminotransferase [b3359]

1.0 18.5 15.8 8.4 6.8 4.0 ybfA  |orf, hypothetical protein [b0699]

1.9 5.2 7.2 8.1 1.2 1.3 argB  |acetylglutamate kinase [b3959]

0.8 5.0 12.6 8.0 1.7 1.6 ygaW |orf, hypothetical protein [b2670]

1.1 1.1 4.6 7.8 3.5 2.7 oppB |oligopeptide transport permease protein [b1244]

2.7 5.9 5.9 7.4 4.6 6.1 lysC aspartokinase lll, lysine sensitive [b4024]

1.1 1.0 4.0 7.4 3.2 2.5 oppC |homolog of Salmonella oligopeptide transport permease protein [b1245]
2.7 5.9 5.9 7.4 4.6 6.1 lysC aspartokinase lll, lysine sensitive [b4024]

3.9 2.9 4.2 8.4 8.8 5.8 yohC |orf, hypothetical protein [62135]

2.4 3.1 3.6 8.3 4.8 6.8 ybhO |putative synthetase [b0789]

0.7 3.1 2.9 8.3 1.1 2.4 yghE |putative general secretion pathway for protein export [b2969]
2.1 2.2 3.4 8.3 5.4 3.1 ygaM |orf, hypothetical protein [b2672]

0.7 1.6 4.1 8.3 1.5 7.4 motA  |proton conductor component of motor; no effect on switching [b1890]
2.8 2.5 3.4 8.3 9.5 4.8 yibl orf, hypothetical protein [b3598]

1.2 1.0 0.8 8.3 0.5 0.6 yaiT  |orf, hypothetical protein [b0371]

0.9 1.2 2.0 8.2 1.5 2.9 atoE  |short chain fatty acid transporter [b2223]

2.8 2.9 5.0 8.2 5.1 3.4 aldB aldehyde dehydrogenase B [b3588]

2.0 2.2 4.0 8.1 3.6 2.6 ydcT |putative ATP-binding component of a transport system [b1441]
2.1 1.8 4.8 8.1 5.5 2.9 fadE  |putative acyl-CoA dehydrogenase [b0221]

1.5 2.5 6.2 8.1 4.1 1.9 argT |lysine-, arginine-, ornithine-binding periplasmic protein [b2310]
2.6 2.8 3.6 8.0 6.1 2.5 dps global regulator, starvation conditions [b0812]

1.5 1.7 5.1 7.9 3.2 21 fumC |fumarase C= fumarate hydratase Class Il; isozyme [b1611]
0.7 15.3 11.6 7.9 1.2 1.6 yjifK orf, hypothetical protein [b4183]

0.5 0.5 0.4 7.9 0.5 0.5 yghS |orf, hypothetical protein [02985]

1.5 3.7 9.7 7.8 9.9 13.1 prpB  |putative phosphonomutase 2 [b0331]

0.6 1.5 6.7 7.8 2.6 17.8 wcaF |putative transferase [b2054]

2.8 2.7 3.4 7.7 6.5 3.4 psiF induced by phosphate starvation [b0384]

2.3 0.8 1.0 7.7 5.3 1.4 yhcN  |orf, hypothetical protein [b3238]










2.50 5.00 10.00 20.00 40.00 80.00 Gene Function

5.3 17.0 23.2 27.6 3.1 5.2 argF ornithine carbamoyltransferase 2, chain F [b0273]

4.4 18.0 21.9 24.1 3.1 6.1 argC N-acetyl-gamma-glutamylphosphate reductase [b3958]

3.5 18.3 19.8 16.6 3.4 4.7 artJ arginine 3rd transport system periplasmic binding protein [b0860]

8.7 14.3 11.5 12.2 12.6 5.3 asnA asparagine synthetase A [b3744]

5.5 6.2 10.9 11.2 3.6 3.0 metF 5,10-methylenetetrahydrofolate reductase [b3941]

1.2 1.7 6.5 11.0 24.4 5.0 sbp periplasmic sulfate-binding protein [b3917]

2.6 10.1 10.7 10.2 1.6 2.5 argA N-acetylglutamate synthase; amino acid acetyltransferase [b2818]

3.1 5.1 10.4 10.0 1.9 1.5 ybdL putative aminotransferase [b0600]

3.2 4.7 8.5 9.6 2.3 2.2 metN ATP-binding component of a transporter [b0199]

4.1 4.4 7.4 9.6 11.7 6.5 sscR putative 6-pyruvoyl tetrahydrobiopterin synthase [b2765]

4.4 5.4 7.5 9.3 7.2 7.0 borD bacteriophage lambda Bor protein homolog [b0557]

3.5 2.8 4.5 9.1 3.8 3.0 gcvT aminomethyltransferase [b2905]

2.9 6.4 8.4 8.5 1.8 2.3 argD acetylornithine delta-aminotransferase [b3359]

1.0 18.5 15.8 8.4 6.8 4.0 ybfA orf, hypothetical protein [b0699]

1.9 5.2 7.2 8.1 1.2 1.3 argB acetylglutamate kinase [b3959]

0.8 5.0 12.6 8.0 1.7 1.6 ygaW orf, hypothetical protein [b2670]

1.1 1.1 4.6 7.8 3.5 2.7 oppB oligopeptide transport permease protein [b1244]

2.7 5.9 5.9 7.4 4.6 6.1 lysC aspartokinase III, lysine sensitive [b4024]

1.1 1.0 4.0 7.4 3.2 2.5 oppC homolog of Salmonella oligopeptide transport permease protein [b1245]

2.7 5.9 5.9 7.4 4.6 6.1 lysC aspartokinase III, lysine sensitive [b4024]

3.9 2.9 4.2 8.4 8.8 5.8 yohC orf, hypothetical protein [b2135]

2.4 3.1 3.6 8.3 4.8 6.8 ybhO putative synthetase [b0789]

0.7 3.1 2.9 8.3 1.1 2.4 yghE putative general secretion pathway for protein export [b2969]

2.1 2.2 3.4 8.3 5.4 3.1 ygaM orf, hypothetical protein [b2672]

0.7 1.6 4.1 8.3 1.5 7.4 motA proton conductor component of motor; no effect on switching [b1890]

2.8 2.5 3.4 8.3 9.5 4.8 yibI orf, hypothetical protein [b3598]

1.2 1.0 0.8 8.3 0.5 0.6 yaiT orf, hypothetical protein [b0371]

0.9 1.2 2.0 8.2 1.5 2.9 atoE short chain fatty acid transporter [b2223]

2.8 2.9 5.0 8.2 5.1 3.4 aldB aldehyde dehydrogenase B [b3588]

2.0 2.2 4.0 8.1 3.6 2.6 ydcT putative ATP-binding component of a transport system [b1441]

2.1 1.8 4.8 8.1 5.5 2.9 fadE putative acyl-CoA dehydrogenase [b0221]

1.5 2.5 6.2 8.1 4.1 1.9 argT lysine-, arginine-, ornithine-binding periplasmic protein [b2310]

2.6 2.8 3.6 8.0 6.1 2.5 dps global regulator, starvation conditions [b0812]

1.5 1.7 5.1 7.9 3.2 2.1 fumC fumarase C= fumarate hydratase Class II; isozyme [b1611]

0.7 15.3 11.6 7.9 1.2 1.6 yjfK orf, hypothetical protein [b4183]

0.5 0.5 0.4 7.9 0.5 0.5 yghS orf, hypothetical protein [b2985]

1.5 3.7 9.7 7.8 9.9 13.1 prpB putative phosphonomutase 2 [b0331]

0.6 1.5 6.7 7.8 2.6 17.8 wcaF putative transferase [b2054]

2.8 2.7 3.4 7.7 6.5 3.4 psiF induced by phosphate starvation [b0384]

2.3 0.8 1.0 7.7 5.3 1.4 yhcN orf, hypothetical protein [b3238]

Time (min)
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Time (min)

2.50 5.00 10.00 20.00 40.00 80.00 Gene  |Function

1.4 1.0 0.2 4.3 0.2 0.2 wcaD [putative colanic acid polymerase [b2056]

0.7 1.0 6.4 4.1 0.2 5.5 trxC putative thioredoxin-like protein [b2582]

0.9 0.7 2.5 4.0 1.7 0.7 nrdl orf, hypothetical protein [b2674]

1.2 2.1 2.3 3.4 4.7 2.5 yicS predicted protein [b4555]

1.3 1.0 0.7 3.2 0.4 2.2 entF  |ATP-dependent serine activating enzyme [b0586]

0.4 0.1 0.6 2.9 0.3 1.9 ycgH  [Probable pseudogene~putative ATP-binding component of a transport system [b4491]
1.0 0.1 2.0 2.8 1.8 1.7 rsmF |putative nucleolar proteins [b1835]

1.0 1.0 1.2 2.5 6.6 0.4 yeaR |orf, hypothetical protein [b1797]

0.1 0.8 1.4 2.5 2.3 0.6 ymfJ  |orf, hypothetical protein [b1144]

0.9 0.4 0.9 2.4 0.7 0.4 maa putative transferase [b0459]

0.2 0.2 1.3 2.4 1.2 1.8 yjed orf, hypothetical protein [b4145]

1.1 1.0 1.4 2.2 1.1 0.4 gfcB  |putative regulator [b0986]

1.4 2.0 0.2 2.2 0.2 0.3 yobD |orf, hypothetical protein [b1820]

0.3 1.0 1.0 2.2 0.8 1.0 yddH  |orf, hypothetical protein [b1462]

0.8 0.2 1.0 2.2 0.4 1.0 evgS |putative sensor for regulator EvgA [b2370]

1.0 1.0 1.0 2.1 0.1 0.0 yfdV putative receptor protein [b2372]

0.3 1.5 1.1 2.1 1.0 1.5 phoA |alkaline phosphatase [b0383]

1.0 1.0 1.5 2.1 1.1 0.1 yedN |orf, hypothetical protein [b1934]

0.1 1.0 1.7 2.1 0.5 0.5 ygfM  |orf, hypothetical protein [02880]

1.0 0.8 1.3 2.1 0.5 1.2 nikA periplasmic binding protein for nickel [03476]

1.0 2.7 1.1 11.9 1.5 3.4 yccE  |orf, hypothetical protein [b1001]

1.0 1.0 1.0 11.7 1.1 6.1 yfaH |orf, hypothetical protein [b2238]

1.0 2.0 7.2 11.6 1.2 4.2 ydcC  |putative receptor [b1460]

1.0 1.0 0.3 11.6 0.6 9.3 gudP  |putative transport protein [b2789]

0.9 0.9 2.2 11.6 2.1 2.2 insO  |pseudogene, 1IS911 transposase B;IS, phage, Tn; Transposon-related functions; extrachromosomal; transposon related [b4623]
0.6 1.7 0.7 11.6 0.8 1.3 hcp putative prismane [b0873]

1.0 1.0 2.1 11.6 0.6 14.6 yiiG orf, hypothetical protein [b3896]

1.4 3.6 5.8 10.8 8.0 3.7 eutP  |orf, hypothetical protein [b2461]

1.0 2.8 7.7 10.8 1.0 17.2 yegK |orf, hypothetical protein [b2072]

1.0 0.9 0.8 10.7 0.6 0.7 araH |fused L-arabinose transporter subunits of ABC superfamily: membrane components [b4460]
1.3 1.6 7.4 10.3 1.0 9.5 yedA putative transmembrane subunit [b1959]

1.1 0.7 1.3 10.1 4.2 1.4 aphA |diadenosine tetraphosphatase [b4055]

1.0 1.0 1.0 10.0 1.0 1.2 ptsA PEP-protein phosphotransferase system enzyme | [b3947]
1.1 1.2 0.4 9.7 0.9 0.8 rtcA RNA 3'-terminal phosphate cyclase [b4475]

2.1 14.6 2.0 9.7 0.8 1.5 ykfG putative DNA repair protein [b0247]

1.0 1.0 1.0 9.7 1.3 1.0 dgoK |2-oxo-3-deoxygalactonate kinase [b3693]

1.0 1.0 1.0 9.4 1.0 1.0 sokB |Antisense sRNA blocking mokB, and hence hokB, translation [b4429]
0.9 3.9 2.4 9.3 0.9 0.7 ydiF  |putative enzyme [b1694]

1.0 0.6 3.0 9.3 9.3 0.6 insX |pseudogene, predicted IS protein [b4505]

1.3 1.0 5.7 9.1 1.0 0.9 uhpT |hexose phosphate transport protein [b3666]










2.50 5.00 10.00 20.00 40.00 80.00 Gene Function

1.4 1.0 0.2 4.3 0.2 0.2 wcaD putative colanic acid polymerase [b2056]

0.7 1.0 6.4 4.1 0.2 5.5 trxC putative thioredoxin-like protein [b2582]

0.9 0.7 2.5 4.0 1.7 0.7 nrdI orf, hypothetical protein [b2674]

1.2 2.1 2.3 3.4 4.7 2.5 yicS predicted protein [b4555]

1.3 1.0 0.7 3.2 0.4 2.2 entF ATP-dependent serine activating enzyme [b0586]

0.4 0.1 0.6 2.9 0.3 1.9 ycgH Probable pseudogene~putative ATP-binding component of a transport system  [b4491]

1.0 0.1 2.0 2.8 1.8 1.7 rsmF putative nucleolar proteins [b1835]

1.0 1.0 1.2 2.5 6.6 0.4 yeaR orf, hypothetical protein [b1797]

0.1 0.8 1.4 2.5 2.3 0.6 ymfJ orf, hypothetical protein [b1144]

0.9 0.4 0.9 2.4 0.7 0.4 maa putative transferase [b0459]

0.2 0.2 1.3 2.4 1.2 1.8 yjeJ orf, hypothetical protein [b4145]

1.1 1.0 1.4 2.2 1.1 0.4 gfcB putative regulator [b0986]

1.4 2.0 0.2 2.2 0.2 0.3 yobD orf, hypothetical protein [b1820]

0.3 1.0 1.0 2.2 0.8 1.0 yddH orf, hypothetical protein [b1462]

0.8 0.2 1.0 2.2 0.4 1.0 evgS putative sensor for regulator EvgA [b2370]

1.0 1.0 1.0 2.1 0.1 0.0 yfdV putative receptor protein [b2372]

0.3 1.5 1.1 2.1 1.0 1.5 phoA alkaline phosphatase [b0383]

1.0 1.0 1.5 2.1 1.1 0.1 yedN orf, hypothetical protein [b1934]

0.1 1.0 1.7 2.1 0.5 0.5 ygfM orf, hypothetical protein [b2880]

1.0 0.8 1.3 2.1 0.5 1.2 nikA periplasmic binding protein for nickel [b3476]

1.0 2.7 1.1 11.9 1.5 3.4 yccE orf, hypothetical protein [b1001]

1.0 1.0 1.0 11.7 1.1 6.1 yfaH orf, hypothetical protein [b2238]

1.0 2.0 7.2 11.6 1.2 4.2 ydcC putative receptor [b1460]

1.0 1.0 0.3 11.6 0.6 9.3 gudP putative transport protein [b2789]

0.9 0.9 2.2 11.6 2.1 2.2 insO pseudogene, IS911 transposase B;IS, phage, Tn; Transposon-related functions; extrachromosomal; transposon related  [b4623]

0.6 1.7 0.7 11.6 0.8 1.3 hcp putative prismane [b0873]

1.0 1.0 2.1 11.6 0.6 14.6 yiiG orf, hypothetical protein [b3896]

1.4 3.6 5.8 10.8 8.0 3.7 eutP orf, hypothetical protein [b2461]

1.0 2.8 7.7 10.8 1.0 17.2 yegK orf, hypothetical protein [b2072]

1.0 0.9 0.8 10.7 0.6 0.7 araH fused L-arabinose transporter subunits of ABC superfamily: membrane components [b4460]

1.3 1.6 7.4 10.3 1.0 9.5 yedA putative transmembrane subunit [b1959]

1.1 0.7 1.3 10.1 4.2 1.4 aphA diadenosine tetraphosphatase [b4055]

1.0 1.0 1.0 10.0 1.0 1.2 ptsA PEP-protein phosphotransferase system enzyme I [b3947]

1.1 1.2 0.4 9.7 0.9 0.8 rtcA RNA 3'-terminal phosphate cyclase [b4475]

2.1 14.6 2.0 9.7 0.8 1.5 ykfG putative DNA repair protein [b0247]

1.0 1.0 1.0 9.7 1.3 1.0 dgoK 2-oxo-3-deoxygalactonate kinase [b3693]

1.0 1.0 1.0 9.4 1.0 1.0 sokB Antisense sRNA blocking mokB, and hence hokB, translation [b4429]

0.9 3.9 2.4 9.3 0.9 0.7 ydiF putative enzyme [b1694]

1.0 0.6 3.0 9.3 9.3 0.6 insX pseudogene, predicted IS protein [b4505]

1.3 1.0 5.7 9.1 1.0 0.9 uhpT hexose phosphate transport protein [b3666]

Time (min)
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Time (min)

2.50 5.00 10.00 20.00 40.00 80.00 Gene _[Function

34.3 124.4 357.1 330.3 420.8 250.2 spy periplasmic protein related to spheroblast formation [b1743]

3.3 18.0 76.2 124.2 216.7 142.8 uhpT _ |hexose phosphate transport protein [b3666]

12.4 29.6 46.3 63.2 41.8 17.1 mdtA  |putative membrane protein [b2074]

1.4 23 251 45.4 67.4 19.7 baeS |[sensor protein [b2078]

4.4 24.3 32.6 42.5 30.2 10.8 mdtB__|orf, hypothetical protein [b2075]

0.4 1.5 32.8 33.8 18.2 5.5 kdpC __|high-affinity potassium transport system [b0696]

3.1 5.5 7.9 29.0 12.5 5.7 yhdV__|orf, hypothetical protein [b3267]

6.6 20.7 39.8 28.9 19.7 9.4 yebE _|orf, hypothetical protein [b1846]

0.9 6.2 20.8 28.0 1.8 2.0 kdpF  |potassium ion accessory transporter subunit [b4513]

1.0 9.8 24.7 22.5 242 8.6 mdtC _|orf, hypothetical protein [b2076]

0.9 2.9 11.3 15.6 1.5 1.5 kdpA _ |ATPase of high-affinity potassium transport system, A chain [b0698]
0.7 1.3 9.8 13.8 7.5 4.8 kdpB  |ATPase of high-affinity potassium transport system, B chain [b0697]
3.4 10.6 19.9 13.6 9.8 5.1 ycfS orf, hypothetical protein [b1113]

9.7 17.7 18.4 12.6 16.1 10.6 cpxP  |periplasmic repressor of cpx regulon by interaction with CpxA [b4484]
29 5.1 6.1 11.8 74 3.0 ybfA__|orf, hypothetical protein [00699]

5.1 9.2 12.7 1.7 11.7 7.4 htpX __|heat shock protein, integral membrane protein [b1829]

1.0 26 6.5 1.2 10.0 5.2 znuA __|putative adhesin [b1857]

4.8 10.7 15.2 11.2 10.9 6.9 acrD __ |sensitivity to acriflavine, integral membrane protein, possible efflux pump [b2470]
2.2 7.0 14.4 9.8 5.8 4.1 chaA |sodium-calcium/proton antiporter [b1216]

1.6 4.1 4.1 9.3 2.8 21 ybdZ _|conserved protein [b4511]

2.9 23.4 100.0 89.4 24.3 7.8 puuA __[putative glutamine synthetase [b1297]

0.9 5.7 28.5 63.4 1.6 1.0 xylG __|putative ATP-binding protein of xylose transport system [b3567]

1.8 12.9 35.8 53.5 3.6 1.3 dctA uptake of C4-dicarboxylic acids [b3528]

0.9 4.9 12.9 52.3 3.1 1.0 ugpA  [sn-glycerol 3-phosphate transport system, integral membrane protein [b3452]
8.5 9.1 8.8 51.9 29.2 27.9 csgB___|minor curlin subunit precursor, similar ro CsgA [b1041]

2.5 7.8 100.0 49.8 5.4 2.5 efeO |orf, hypothetical protein [b1018]

1.6 13.8 29.0 48.5 16.4 5.3 fadA thiolase |; 3-ketoacyl-CoA thiolase; acetyl-CoA transferase [b3845]
0.8 1.4 19.1 43.7 2.6 1.2 IsrD putative transport system permease protein [b1515]

2.4 17.9 42.9 41.9 3.4 1.7 hcaR |transcriptional activator of hca cluster [b2537]

1.0 2.0 7.7 41.6 3.7 1.8 mglB__|galactose-binding transport protein; receptor for galactose taxis [b2150]
2.6 12.9 23.9 40.8 4.6 2.3 mhpR |transcriptional regulator for mhp operon [b0346]

0.8 1149 1.2 38.6 0.7 0.8 csiE orf, hypothetical protein [b2535]

0.9 1.7 9.0 37.2 36.1 7.6 actP __|putative transport protein [b4067]

1.4 3.1 13.1 34.1 1.2 0.9 yeiN __|orf, hypothetical protein [b2165]

1.3 3.0 9.6 32.5 22.2 6.0 acs acetyl-CoA synthetase [b4069]

1.8 5.4 6.2 29.5 2.8 21 ryeA Novel sRNA, function unknown [b4432]

1.2 1.0 9.6 29.3 1.0 0.6 hyfE  |hydrogenase 4 membrane subunit [b2485]

0.7 2.1 5.3 28.1 6.1 1.5 csiD orf, hypothetical protein [b2659]

1.4 5.3 11.5 274 4.8 2.0 aldA__ |aldehyde dehydrogenase, NAD-linked [b1415]

0.7 100.0 100.0 271 3.6 1.3 frwB PTS system fructose-like II1B component 1 [b3950]










2.50 5.00 10.00 20.00 40.00 80.00 Gene Function

34.3 124.4 357.1 330.3 420.8 250.2 spy periplasmic protein related to spheroblast formation [b1743]

3.3 18.0 76.2 124.2 216.7 142.8 uhpT hexose phosphate transport protein [b3666]

12.4 29.6 46.3 63.2 41.8 17.1 mdtA putative membrane protein [b2074]

1.4 2.3 25.1 45.4 67.4 19.7 baeS sensor protein [b2078]

4.4 24.3 32.6 42.5 30.2 10.8 mdtB orf, hypothetical protein [b2075]

0.4 1.5 32.8 33.8 18.2 5.5 kdpC high-affinity potassium transport system [b0696]

3.1 5.5 7.9 29.0 12.5 5.7 yhdV orf, hypothetical protein [b3267]

6.6 20.7 39.8 28.9 19.7 9.4 yebE orf, hypothetical protein [b1846]

0.9 6.2 20.8 28.0 1.8 2.0 kdpF potassium ion accessory transporter subunit [b4513]

1.0 9.8 24.7 22.5 24.2 8.6 mdtC orf, hypothetical protein [b2076]

0.9 2.9 11.3 15.6 1.5 1.5 kdpA ATPase of high-affinity potassium transport system, A chain [b0698]

0.7 1.3 9.8 13.8 7.5 4.8 kdpB ATPase of high-affinity potassium transport system, B chain [b0697]

3.4 10.6 19.9 13.6 9.8 5.1 ycfS orf, hypothetical protein [b1113]

9.7 17.7 18.4 12.6 16.1 10.6 cpxP periplasmic repressor of cpx regulon by interaction with CpxA [b4484]

2.9 5.1 6.1 11.8 7.4 3.0 ybfA orf, hypothetical protein [b0699]

5.1 9.2 12.7 11.7 11.7 7.4 htpX heat shock protein, integral membrane protein [b1829]

1.0 2.6 6.5 11.2 10.0 5.2 znuA putative adhesin [b1857]

4.8 10.7 15.2 11.2 10.9 6.9 acrD sensitivity to acriflavine, integral membrane protein, possible efflux pump [b2470]

2.2 7.0 14.4 9.8 5.8 4.1 chaA sodium-calcium/proton antiporter [b1216]

1.6 4.1 4.1 9.3 2.8 2.1 ybdZ conserved protein [b4511]

2.9 23.4 100.0 89.4 24.3 7.8 puuA putative glutamine synthetase [b1297]

0.9 5.7 28.5 63.4 1.6 1.0 xylG putative ATP-binding protein of xylose transport system [b3567]

1.8 12.9 35.8 53.5 3.6 1.3 dctA uptake of C4-dicarboxylic acids [b3528]

0.9 4.9 12.9 52.3 3.1 1.0 ugpA sn-glycerol 3-phosphate transport system, integral membrane protein [b3452]

8.5 9.1 8.8 51.9 29.2 27.9 csgB minor curlin subunit precursor, similar ro CsgA [b1041]

2.5 7.8 100.0 49.8 5.4 2.5 efeO orf, hypothetical protein [b1018]

1.6 13.8 29.0 48.5 16.4 5.3 fadA thiolase I; 3-ketoacyl-CoA thiolase; acetyl-CoA transferase [b3845]

0.8 1.4 19.1 43.7 2.6 1.2 lsrD putative transport system permease protein [b1515]

2.4 17.9 42.9 41.9 3.4 1.7 hcaR transcriptional activator of hca cluster [b2537]

1.0 2.0 7.7 41.6 3.7 1.8 mglB galactose-binding transport protein; receptor for galactose taxis [b2150]

2.6 12.9 23.9 40.8 4.6 2.3 mhpR transcriptional regulator for mhp operon [b0346]

0.8 1.5 1.2 38.6 0.7 0.8 csiE orf, hypothetical protein [b2535]

0.9 1.7 9.0 37.2 36.1 7.6 actP putative transport protein [b4067]

1.4 3.1 13.1 34.1 1.2 0.9 yeiN orf, hypothetical protein [b2165]

1.3 3.0 9.6 32.5 22.2 6.0 acs acetyl-CoA synthetase [b4069]

1.8 5.4 6.2 29.5 2.8 2.1 ryeA Novel sRNA, function unknown [b4432]

1.2 1.0 9.6 29.3 1.0 0.6 hyfE hydrogenase 4 membrane subunit [b2485]

0.7 2.1 5.3 28.1 6.1 1.5 csiD orf, hypothetical protein [b2659]

1.4 5.3 11.5 27.4 4.8 2.0 aldA aldehyde dehydrogenase, NAD-linked [b1415]

0.7 100.0 100.0 27.1 3.6 1.3 frwB PTS system fructose-like IIB component 1 [b3950]

Time (min)
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2.50 5.00 10.00 20.00 40.00 80.00 Gene _|Function

14.3 200.4 585.0 505.5 672.6 556.4 spy. periplasmic protein related to spheroblast formation [b1743]

1.1 8.3 89.5 112.6 112.1 106.3 uhpT _ |hexose phosphate transport protein [b3666]

12.4 35.2 63.0 59.9 60.2 39.3 mdtA  |putative membrane protein [b2074]

0.9 1.1 31.0 38.9 25.2 14.3 baeS _|sensor protein [b2078]

24 17.2 39.1 32.0 28.0 11.6 yebE _|orf, hypothetical protein [b1846]

1.0 79 224 29.8 215 17.0 ‘mdtC__|orf, hypothetical protein [02076]

3.6 11.4 16.7 28.6 47.8 20.4 marA __|multiple antibiotic resistance; transcriptional activator of defense systems [b1531]
1.1 10.4 248 23.0 20.8 18.4 mdtB __|orf, ical protein [b2075]

3.3 5.6 13.9 217 26.7 10.3 marB___|multiple antibiotic resistance protein [b1532]

21 25.7 42.2 20.1 20.7 6.1 ycfS orf, hypothetical protein [b1113]

0.8 2.0 18.9 18.5 23.9 12.0 degP __|periplasmic serine protease Do; heat shock protein HtrA [b0161]

24 10.5 16.1 14.5 12.5 7.6 htpX ___|heat shock protein, integral membrane protein [b1829]

1.5 1.2 25 14.3 433 40.9 ykgM __|putative ribosomal protein [b0296]

1.4 1.1 5.6 13.0 26 0.8 metB__|cystathionine gamma-synthase [b3939]

4.6 11.9 17.0 12.9 11.5 59 cpxP__|inhibitor of the cpx response; periplasmic adaptor protein [b4484]

1.9 8.9 11.3 11.1 8.2 7.6 acrD __|sensitivity to acriflavine, integral membrane protein, possible efflux pump [b2470]
1.8 5.1 8.3 10.9 20.2 10.8 marR _ |multiple antibiotic resistance protein; repressor of mar operon [b1530]

2.0 1.2 5.9 9.8 15 0.7 metF _|5,10-methylenetetrahydrofolate reductase [b3941]

0.6 59 8.2 9.6 9.2 21 yifN orf, hypothetical protein [b4188]

0.8 0.8 4.5 30.3 62.3 38.0 ompF __|outer membrane protein 1a [b0929]

23 33 1.4 26.4 28.3 14.0 mglB__|galactose-binding transport protein; receptor for galactose taxis [b2150]

0.9 544 36 242 1.0 14 yfdl _|putative ligase [b2352]

1.8 1.4 4.8 16.6 224 9.0 tnaA tryptophanase [b3708]

1.5 1.4 2.6 16.0 32.6 18.5 lamB_|phage lambda receptor protein; maltose high-affinity receptor [b4036]

1.4 1.4 27 14.8 18.9 5.6 gatB _|galactitol-specific enzyme 1B of phosphotransferase system [b2093]

1.2 24 515) 14.1 10.6 5.3 flhD regulator of flagellar biosynthesis, acting on class 2 operons; transcriptional initiation factor [b1892]
1.0 1.0 3.2 13.9 1.0 0.5 ythA small predicted membrane protein [b4655]

1.4 1.6 3.1 12.1 14.0 5.0 gatA _|galactitol-specific enzyme IIA of phosphotransferase system [b2094]

1.0 1.1 1.7 11.9 16.0 4.1 gatC PTS system galactitol-specific enzyme IIC [b2092]

0.9 0.9 1.4 1.4 10.8 2.8 gatD |galactitol-1-phosphate dehydrogenase [b2091]

2.2 8] 7.0 11.2 12.1 4.6 mglA  |ATP-binding component of methyl-galactoside transport and galactose taxis [b2149]
2.1 1.2 3.1 11.1 6.0 29 sriA PTS system, glucitol/sorbitol-specific IIC component, one of two [b2702]

14 1.5 2.0 10.8 3.5 2.7 ybbV  |ANNOTATION DISCONTINUED [b0510]

93 1.0 0.6 10.7 20 0.6 ygaQ |predicted protein~putative enzyme [b4462]

1.0 1.0 1.0 9.7 1.0 0.3 ygeL _|small protein [b4683]

26 1.1 9.2 9.4 28 1.0 ygcB__|orf, hypothetical protein [b2761]

23 81.4 33 8.8 6.4 1.9 yg9aQ |predicted protein~putative enzyme [b2657]

1.4 1.4 25 7.6 9.6 4.4 gatZ putative tagatose 6-phosphate kinase 1 [b2095]

1.1 0.8 25 74 3.0 19 csgE __|curli production assembly/transport component, 2nd curli operon [b1039]










2.50 5.00 10.00 20.00 40.00 80.00 GeneFunction

14.3 200.4 585.0 505.5 672.6 556.4 spy periplasmic protein related to spheroblast formation [b1743]

1.1 8.3 89.5 112.6 112.1 106.3 uhpT hexose phosphate transport protein [b3666]

12.4 35.2 63.0 59.9 60.2 39.3 mdtA putative membrane protein [b2074]

0.9 1.1 31.0 38.9 25.2 14.3 baeS sensor protein [b2078]

2.4 17.2 39.1 32.0 28.0 11.6 yebE orf, hypothetical protein [b1846]

1.0 7.9 22.4 29.8 21.5 17.0 mdtC orf, hypothetical protein [b2076]

3.6 11.4 16.7 28.6 47.8 20.4 marA multiple antibiotic resistance; transcriptional activator of defense systems [b1531]

1.1 10.4 24.8 23.0 20.8 18.4 mdtB orf, hypothetical protein [b2075]

3.3 5.6 13.9 21.7 26.7 10.3 marB multiple antibiotic resistance protein [b1532]

2.1 25.7 42.2 20.1 20.7 6.1 ycfS orf, hypothetical protein [b1113]

0.8 2.0 18.9 18.5 23.9 12.0 degP periplasmic serine protease Do; heat shock protein HtrA [b0161]

2.4 10.5 16.1 14.5 12.5 7.6 htpX heat shock protein, integral membrane protein [b1829]

1.5 1.2 2.5 14.3 43.3 40.9 ykgM putative ribosomal protein [b0296]

1.4 1.1 5.6 13.0 2.6 0.8 metB cystathionine gamma-synthase [b3939]

4.6 11.9 17.0 12.9 11.5 5.9 cpxP inhibitor of the cpx response; periplasmic adaptor protein [b4484]

1.9 8.9 11.3 11.1 8.2 7.6 acrD sensitivity to acriflavine, integral membrane protein, possible efflux pump [b2470]

1.8 5.1 8.3 10.9 20.2 10.8 marR multiple antibiotic resistance protein; repressor of mar operon [b1530]

2.0 1.2 5.9 9.8 1.5 0.7 metF 5,10-methylenetetrahydrofolate reductase [b3941]

0.6 5.9 8.2 9.6 9.2 2.1 yjfN orf, hypothetical protein [b4188]

0.8 0.8 4.5 30.3 62.3 38.0 ompFouter membrane protein 1a [b0929]

2.3 3.3 11.4 26.4 28.3 14.0 mglB galactose-binding transport protein; receptor for galactose taxis [b2150]

0.9 54.4 3.6 24.2 1.0 1.4 yfdI putative ligase [b2352]

1.8 1.4 4.8 16.6 22.4 9.0 tnaA tryptophanase [b3708]

1.5 1.4 2.6 16.0 32.6 18.5 lamB phage lambda receptor protein; maltose high-affinity receptor [b4036]

1.4 1.4 2.7 14.8 18.9 5.6 gatB galactitol-specific enzyme IIB of phosphotransferase system [b2093]

1.2 2.4 5.5 14.1 10.6 5.3 flhD regulator of flagellar biosynthesis, acting on class 2 operons; transcriptional initiation factor [b1892]

1.0 1.0 3.2 13.9 1.0 0.5 ythA small predicted membrane protein [b4655]

1.4 1.6 3.1 12.1 14.0 5.0 gatA galactitol-specific enzyme IIA of phosphotransferase system [b2094]

1.0 1.1 1.7 11.9 16.0 4.1 gatC PTS system galactitol-specific enzyme IIC [b2092]

0.9 0.9 1.4 11.4 10.8 2.8 gatD galactitol-1-phosphate dehydrogenase [b2091]

2.2 3.3 7.0 11.2 12.1 4.6 mglA ATP-binding component of methyl-galactoside transport and galactose taxis [b2149]

2.1 1.2 3.1 11.1 6.0 2.9 srlA PTS system, glucitol/sorbitol-specific IIC component, one of two [b2702]

1.4 1.5 2.0 10.8 3.5 2.7 ybbV ANNOTATION DISCONTINUED [b0510]

9.3 1.0 0.6 10.7 2.0 0.6 ygaQ predicted protein~putative enzyme [b4462]

1.0 1.0 1.0 9.7 1.0 0.3 yqeL small protein [b4683]

2.6 1.1 9.2 9.4 2.8 1.0 ygcB orf, hypothetical protein [b2761]

2.3 81.4 3.3 8.8 6.4 1.9 ygaQ predicted protein~putative enzyme [b2657]

1.4 1.4 2.5 7.6 9.6 4.4 gatZ putative tagatose 6-phosphate kinase 1 [b2095]

1.1 0.8 2.5 7.4 3.0 1.9 csgE curli production assembly/transport component, 2nd curli operon [b1039]

Time (min)
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