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Abstract

This thesis examines the influences on the development of high winds in aftasdamag-
ing extratropical cyclone. Extratropical cyclones are a regular eeoge over the United King-
dom (UK) and much of western Europe: strong cyclones can cause dejoage and disrup-
tion through high winds, flooding and wave damage. Cyclone Friedhelmr@zton the -8
December 2011, and was observed as part of the "DIAbatic Influenddesoscale features in
ExTratropical Storms" (DIAMET) field campaign. A case of explosivelogenesis, Cyclone
Friedhelm exhibited a deepening of 44 hPa in 24 hours, almost doublesitegsary to be consid-
ered a meteorological "bomb". As the storm passed over the UK, strordgwaused widespread
damage and disruption, particularly across Scotland. These high windthein influences are
the focus of this thesis, in particular the high-wind region to the south-wiebieocyclone cen-
tre, in which two high wind phenomena can occur, the cold-conveyor G€8B) and sting jets
(SJ). The Weather Research and Forecasting (WRF) model is used hiigh-aesolution setup
to investigate the mesoscale wind features, while a lower-resolution caafiguis employed to
examine the large-scale storm development. The high-resolution simulatiomfsaced to rou-
tine observations, and those made specifically as part of the DIAMETqgbrojlne WRF model
is shown to recreate the storm with a good degree of accuracy. Thenilysaf the high wind
regions are investigated in order to identify the features and the practsgecontribute to their
evolution. Trajectories are used to identify parcel ensembles resemblim¢HeoSJ and CCB. The
effects of forces and balanced flows are discussed and a novel walgttata the gradient flow
is presented. The results of this analysis show a systematic region ofgrapkznt flow to the
south and south-west of the cyclone centre and a region of sub-gtdidie to the north. The SJ
parcels are analysed in relation to the past literature including a numbefeykdit theories on the
cause of the SJ's descent. Unlike some theories on SJs, latent coolingvistshaave little &ect

on the wind field, although it does change trajectory evolution. The loesslation setup shows

Vii
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that latent heating is key to the deepening of the cyclone, but little change tiratkes observed
when it is removed. The low-level PV anomaly is shown to be key in drivingdénepening of
the storm. Varying the time during the simulation at which latent heating is switcfieshows
the importance of the cyclone’s deepening rate on the wind speed develbpdteer novel anal-
yses are conducted in order to examine the relationships between circaatdhe high winds,

showing a strong relationship between the circulation energy and cyctessype.
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Chapter 1

Introduction

This thesis will examine the role of latent heating and cooling in the developrhigtowinds in
the cold-conveyor belt (CCB) and sting jet (SJ) region of an extratabpielone. High-resolution
modelling, combined with in-situ and remote-sensing observations identify thetigiies of
these dynamical phenomena to the microphysical processes involved irothection of latent

heating and cooling.

The motivation for this study is outlined in Section 1.1 with the overall aims andfgpeljectives

of this thesis presented in Section 1.2.

1.1 Motivation

Strong winds associated with extratropical cyclones can be a highly damagdhglangerous
phenomenon. Extratropical storms occur with high regularity over noghtern Europe and often
pass with little incident, however, intense storms have the capability to inflict signffdamage
and disruption. In financial terms, over multiple years, losses from egpiatl storms rival those
of hurricanes (Malmquist, 1999), with average annual losses frorafean windstorms between

1979-2008 shown to be approximately US$ 3.6bn (Barredo, 2010).

Table 1.1 shows 12 of the most damaging extratropical stormffécteEurope between 1980-
2013. As shown, the financial damage often numbers in the billions of dgUEB% Damaging
extratropical storms are not confined to Europe or indeed the recstitraox et al. (2011) detail a

large number of historically significant worldwide storms and their associassés from previous

1
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TasLe 1.1: Details of the most damaging European extratropicahst from 1980 to 2013 (in
order of greatest damages). Data from Centre for Resear¢heoRpidemiology of Disasters
(www.emdat.be)

Date Name Damages (US$ Millions) Deaths
Dec 1999 Lothar 11350 133
Jan 2007 Kyrill 9010 46
Jan 1990 Daria 6860 85
Feb 2010 Xynthia 6074 64
Jan 2005 Erwin (Ulli) 5635 16
Jan 2009 Klaus 5100 28
Dec 1999 Martin 4100 14
Dec 1999 Anatol 3278 27
Oct 1987 "The Great Storm" 3265 24
Feb 1990 Vivian 3230 50
Oct 2002 Jeanett 2532 38
Feb 2008 Emma 1800 13

literature, including 8 of the storms shown in Table 1.1. The North Atlantic staamktcan cause
several storms to hit European shores in short succession, indeedottthe storms in Table 1.1
(Anatol, Lothar and Matrtin) all occurred in December 1999, with Lothat Elartin occurring on
successive days (Ulbrich et al., 2001). This clustering can caussasetd damages through initial

wind damage being exacerbated by following storms.

Many financial losses are due to damage to trees in forested areas nNitsgo(2004) show that
110 million n? of forests in Sweden were destroyed by 77 recorded storms during #riéth
century. Examples of woodland damages from specific storms include 15 ntithes in the UK
due to the 1987 "Great Storm" (Quine, 1988) and 5 millichtimber damaged by storm "Vivian"
(Schuepp et al., 1994)

The threat of these storms is not solely economical, they can be the causmefous fatalities as
shown in Table 1.1. Ashley and Black (2008) show that in the United States\leze 612 deaths
from non-convective winds over the period 1980-2005, of these 8&%¥& due to extratropical
storms. During the same period over 1000 deaths in Europe have bessddauevents listed as
storms (CRED, 2013). Alertness to possible danger and correct ptanamoften help mitigate
the human cost of storms like these. Therefore improving understandargjngs and forecast

skill is a continual goal for forecasters and researchers alike.

Although perhaps not as important as sustainedariteavy rainfall, strong winds can also play
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a role in flooding, through storm surges and increased wave heightdddtbs of 1,853 Dutch
inhabitants in the 1953 North Sea storm surge are a reminder of just hayeidars these phe-
nomena can be (Sterl et al., 2009). The role of extratropical storm higtisvon flooding has also
been seen recently with storm surges and tidal flooding in the English cewnfitigast Anglia and
Somerset during the 2022014 winter months (Slingo et al., 2014). This period saw significant
damage to coastal locations as a result of wave damage and flooding imangrttstrong winds

coinciding with high tides.

Previous research has identified the south-east quadrant of egicalrstorms as a key region for
high winds (Grgnas, 1995). Two distinct jets have been identified agsafishe high winds in
this region, the cold-conveyor belt (CCB) and sting jet (SJ). The CCHois éevel jet which wraps
around the low pressure system (Carlson, 1980; Schultz, 2001)infhisifies as it wraps around
the low reaching a maximum near the end of the occlusion. SJs are a relatigelyt discovery
having been first described by Browning (2004). They occur aloééite occluded front, within
the dry slot, having descended from the cloud head. This region aadiats] phenomena are the

focus of this thesis, and a full review of the relevant past literature segmted in Chapter 2.

There have been many studies into tlfieets of future climate change on extratropical cyclones.
Some discrepancies exist over the sign of change in extratropical eyaiensity with some
studies indicating an increase in "intense" extratropical cyclones (LdrabdrFyfe, 2006; Pinto
et al., 2007), but others noting a decrease (Pinto et al., 2009). Uldradh(@009), however, note
that this diference is dependant on how "intense" cyclones are classified. Tdeeglaow that
in certain areas, such as the Eastern Atlantic, there is a relatively consisterase in intense
extratropical cyclones in most climate models regardless of the definition oh&ate A number
of other possible changes to extratropical cyclones as a result of climateye are also noted.
A shortening of the return period for intense extratropical cyclonesds &g Della-Marta et al.
(2009). Deser et al. (2010) show that the strongest changes toevgmttierns under a climate
change scenario will occur in winter, when 95% of European sevemastoccur (Alexander et al.,
2005). Haarsma et al. (2013) also show an increase in the intensity ofilaeixtratropical storms
through more Atlantic hurricanes undergoing extratropical transition. Autstorms have the
potential to be particularly damaging as trees are still in leaf, giving them arlatgface area and

increasing the chances of being felled by strong winds.

Using a number of modelled climate scenarios along with a storm damage mo#&eblsch et al.

(2007) present a mean potential increase in losses of up to 37% for trendiGermany, while
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Donat et al. (2011) show a mean 25% increase for Germany alone. s tifi coastal flooding
may also increase with climate change. Global mean sea levels are expedssdlip up to 1
m by the end of the century (IPCC, 2013). This would increase the risklafand storm surge

flooding as a result of windstorms in many areas.

Although CMIP5 simulations do not show significant changes to wind intensittei extratrop-
ical cyclones (Zappa et al., 2013), it is important to understand the ssesdhat influence and
contribute to damaging storms given the increased numbers expectedtidsimthe IPCC AR5
report (Christensen et al., 2013), that there is low confidence in thet@ngprojections of the
North Atlantic storm track, adding to the uncertainty surrounding our futtgather vulnerability.
Francis and Vavrus (2012) show that Arctic warming may slow uppei-Eweospheric waves
causing weather patterns to become more persistent. As stated abovegusisterms in quick
succession have been highly damaging in the past, and thus changesttortheack combined
with greater persistence of weather patterns may have significant asrssxg. A greater fun-
damental understanding of the drivers and influences on high windnegin allow us to better
predict the potential damages. It is also imperative to understand the limitatidrssib-grid scale

processes within climate models in order to have confidence in long-term climeatietons.

Currently, the prediction of extratropical storms on a synoptic scale dam d&fe achieved suc-
cessfully a number of days in advance, however the mesoscale featnbesided within these
may be poorly forecast spatially, temporally or even missed altogether. kse fleatures that can
cause some of the most damaging weather associated with extratropical siohesstanding the
processes and environments that are important in the formation and evalfitteese mesoscale
features will help to improve their forecasting. Ashley and Black (2008)sthat the majority

of deaths due to non-convective winds occur to people in vehicles, boatgtdoors. Increased
accuracy in forecasting high winds can allow the public to avoid dangesitwetions such as ex-
posed roads or wooded areas, potentially saving lives. With ever singeaomputing power and
higher resolution operational modelling, the understanding of mesoscleds is essential to
ensure models are capable of replicating them in forecasts in order tol@@wiple warnings and

information to public and decision-makers alike.

Much research has been done on extratropical storms since Bjenkdesoédberg (1922) intro-
duced their seminal paper on the development of North Atlantic cyclonesumerous uncertain-

ties still remain. These will be examined with a full summary of the relevant litexatwmesented in
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Ficure 1.1: MODIS satellite image of Cyclone Friedhelm at 1226 URed line indicates the
FAAM-146 flight track.

Chapter 2. A number of recent research programs have sought todattenderstanding and pre-
dictability of high-impact weather with extratropical windstorms, particularlysthover Europe,
being key features of interest. This study is part of one such projectN#teral Environment
Research Council (NERC) funded "DIAbatic Influence on Mesosfedtures in ExTratropical
Storms" (DIAMET). DIAMET aims to quantify the diabatidfects and drivers on numerous key
mesoscale features within extratropical storms through a combination afvatisas and high-
resolution modelling. DIAMET itself is part of the overarching Storm Risk Mitiga Program
which aims to investigate the influences of climate, and the impacts of extratrgpicals over

the UK as well as the mesoscale focus of DIAMET.

The DIAMET project involved a number of observation periods duringclthe Facility for Air-
borne Atmospheric Measurements (FAAM) BAe-146 research airerat used to investigate a
range of weather systems over the UK. As well as in-situ measurementstieoaircraft, other
observations such as radiosonde launches and radar scans weceradsicted. This thesis will
focus on one particular Intense Observation Period (IOP), duringhndmicintense extratropical
cyclone passed Northern Europe on tifeBecember 2013. DIAMET I0P8 was named Cyclone
Friedhelm by the Free University of Berlin adopt-a-vortex naming systeémaused significant

damage and disruption to the central belt of Scotland in particular - a fuysiea@f the storm is



Chapter llintroduction 6

presented in Chapter 4. The FAAM BAe-146 (hereafter FAAM-146% whle to make observa-
tions from within the cyclone, which are believed to be the first direct olagiens from within a
SJ cyclone (Vaughan et al., 2014; Martinez-Alvarado et el., 2014¢loBg Friedhelm is shown
in the satellite image in Figure 1.1 with the flight track of the FAAM-146 overlaidth&ttime of

the image the FAAM-146 was located close to the centre of the storm over tiee ilebrides.

The FAAM-146 research flight used a number of observational instntsrte collect data from
within the cyclone, the full suite of on-board instruments is documented inN&augt al. (2014).
Cloud properties and aerosol numbers are collected using a numbeshefspdesigned to cover
a wide spread of particle sizes. Winds were measured through a 5-pdiotence probe in the
nose of the aircraft. Temperature, trace chemicals (i.e. 0zone anchcawxide), surface infra-
red radiation, atmospheric liquid water and water vapour were also melssirgg a variety of
instruments (Vaughan et al., 2014). Dropsondes were releases erdbseof the research sortie,

these are explained and examined in more detail in Section 4.2.6.

This thesis investigates the dynamical aspects of Cyclone Friedhelm, pahljitkdehigh-wind SJ
and CCB regions, and the role of diabatic processes on their developfierge areas are often
the locations of the highest winds within extratropical storms, but the dynamitsensitivity of
them to diabatic processes are still uncertain. A number of theories havehypothesised for
the formation and development of SJ features (examined in Section 2.4.39 date no clear
consensus has emerged on their formation. Indeed, all of these hgpsthave not yet been
applied to one single case. This thesis will examine all of these theories withitottiext of
a single case, Cyclone Friedhelm, and attempt to identify which theories atemyEtant in
SJ development. Identifying the key aspects of the CCB development, ingltidirinfluence of
diabatic processes, will help to address the whole dynamical evolution afitttefields rather
than a blinkered focus on a single feature. Identifying the key prosessconditions that occur
in CCBs and SJs can provide benefit not only to the scientific community buthalg inform

forecasters and provide warnings to the public and commercial sectors.

The Weather Research and Forecasting (WRF) model is used as the nidir fogvestigating
these phenomena. The use of the model allows for the key features withsitothe to be anal-
ysed in much higher detail than might be otherwise observed. Also, theftise model allows
sensitivity tests can be carried out, in order to identify and investigate th@hkegsses in the
cyclone evolution. Although a range of observations were made usingfth®1F.46, only some

are used in this thesis. This is due to the highly complex nature of the cyclortbehallenges
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of comparing in-situ, point data to model data. Other colleagues within the [EHRARtoject will
also focus on detailed model-observation comparisons. However,vatisas are highly useful
for the evaluation of the modelled storm. For these reasons a model evalisadione using the
dropsonde sections, together with the on-board Light Detecting AndiRaimgstrument (lidar)
from the FAAM-146. Chapter 4 examines the WRF model in the context oétbleservations and

others such as satellite imagery and radar data.

1.2 Aims and Objectives

As stated above, extratropical storms can have major social and econoratémbigh winds are
the major cause of these impacts, but the mechanisms that influence theserfiglare not yet
fully understood. This study will address this, with a view to improving fosticg and warnings

of these events through our increased knowledge and understanding.

With this in mind the overarching aims of this thesis are to:

¢ Understand the dynamical development of the high winds in Cyclone firedhelm.
¢ Determine the influences of diabatic processes on the high winds,epfically:

— The role of latent cooling on the high winds

— The role of latent heating in the storm development

These aims will be achieved through completion of the following objectives:

Produce an accurate high-resolution simulation of the storm.
The Weather Research and Forecasting (WRF) model will be used to sinhdatase study
allowing a four-dimensional picture of the storm to be analysed. Full dethtlseomodel

and setup are given in Chapter 3

Evaluate the model using observations from the DIAMET campaign ad other sources.
The accuracy of the modelled storm evolution will be examined through casoparith a
number of observations. The measurements obtained by the FAAM-14&thom-board

instruments and dropsonde sections provide a unique dataset with whichtlisd The
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comparison of the model to these and other observations, such as satelliégyirmad wind

scatterometer measurements, is discussed in Chapter 4.

Compare storm simulations to previous literature, particularly sting jets.
A full summary of the current scientific literature is given in Chapter 2. Tiewipus work
detailed there will supply the context for the dynamical analysis of the simutapi@sented.
The current scientific understanding and knowledge will be scrutiniskghtof the results
from the model simulations and observations. Chapter 5 will examine the tomraithin

this context, with Chapter 6 focusing on the sensitivity runs.

Document the dynamical evolution of high winds in the S& CCB region.
This work will focus on the region of high winds, to the south-west of theaye centre,
where both SJs and CCBs occur (see Sections 2.4.2 and 2.4.3). Thuidghevolution
of the air parcels in these areas will be examined using a number of techriguieding
trajectory analysis. This will develop an understanding of this particulse ead the dy-
namical processes that are important in the development and evolution keytlieatures.

This dynamical analysis for the control run is presented in Chapter 5.

Compare the dynamical evolution of control simulations to latent hating sensitivity runs.
Chapter 6 will contribute towards the second aim of this work: to investigatealleeof
diabatic processes on the development of high wind regions. Once tlaendyal analysis
of the control run is completed, a number of sensitivity runs, where diapatiesses are
removed, will be analysed within this context. Comparison of these sensitivityto the
control will then allow an understanding of the influence of diabatic psee®sn the high

winds in this study in a fully non-linear context.

Synthesise the evidence provided by the simulations presented in Gpters 4-6
The analysis of the literature, storm evolution, dynamical evolution and titstEnsitivities
will allow conclusions to be drawn on the relationship of the high winds to the d@aba

processes occurring within the cyclone. These conclusions will bepted in Chapter 7.

Assess the need for future work in this area following the results ath conclusions presented.
This thesis will improve our understanding of the dynamics and diabatic ggesdhat are
linked with the production of high winds in the CCB and SJ region of an ex{ratab
cyclone. Any outstanding or new questions resulting from this work will Esented in

Chapter 7.



Chapter 2

Background

Chapter 1 provided an overview of the aims and objectives for this thedishenmportance of
increasing knowledge and understanding within this field. In this Chaptdrf Btérature review

is presented to establish the relevant knowledge that will form the basbdaesults and con-
clusions hereafter. Initially the development and important processegrafrepical cyclones are
discussed. As is evident from the title of this thesis, CCBs and SJs aretpar interest. The

theory of these is discussed in Sections 2.4.2 and 2.4.3, respectively.

2.1 Extratropical Cyclone Development

Cyclones develop at widely fiiering rates. The strongest winds associated with extratropical cy-
clones often occur in what are know as explosively deepening cyzlmreneteorological bombs".
These storms undergo rapid deepening with a central pressure falrefthan 24 hPa in 24 hours

(Sanders and Gyakum, 1980).

There are two main theoretical models of cyclonic development; the Norwédimel and the
Shapiro-Keyser model. These both shodfatiences in their evolution and properties during de-
velopment. Figure 2.1 shows each of their respective developments, afgidhrther described

in the following two sub-sections.
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(a) Norwegian Model v (b) Shapiro-Keyser Model
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Ficure 2.1: Conceptual models of the evolution of extratropicalloges. (a) Norwegian model.

(b) Shapiro-Keyser frontal fracture model showing the fetages of development: (1) incipient

frontal cyclone (I1) frontal fracture (l1l) bent back warmoint (IV) warm seclusion. From Schultz
et al. (1998)
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2.1.1 Norwegian Model

The Norwegian model was developed in the earl{ 26ntury through the work of Bjerknes (1919)
and Bjerknes and Soldberg (1922).

The Norwegian model sees an initial cyclonic disturbance on the polaniroich causes a warm
front (WF) to the east of the cyclone centre to propagate pole-wards.c®ld front (CF) to the
west travels more rapidly than the preceding warm front. Once the cahd egins to catch up
with the warm front it undergoes a process of occlusion (BjerknesSaaberg, 1922). This four

stage evolution can be seen in Figure 2.1 (a):

Stage |- Incipient cyclone

Stage Il - Development of narrow CF and wide WF

Stage Il - CF catches WF reducing warm sector, occlusion begins

Stage VI- Occlusion stage as WF is wholly overrun

Schultz et al. (1998) show this evolution occurring when the backgrdiomdis difluent. The

Norwegian model persisted as the dominant concept of extratropickdngycdevelopment for



Chapter 2 Background 11

many years. However, it has become apparent that it could not desleélfull variety of cyclonic

development (Hobbs et al., 1990, 1996; Mass, 1991; Schultz et aB).199

2.1.2 Shapiro-Keyser Model

Approximately 70 years on from the presentation of the Norwegian modebi&hand Keyser
(1990) suggested what is now referred to as the Shapiro-Keyser rtieidate 2.1 (b)). Storms
following the Shapiro-Keyser model develogfdrently from the Norwegian model; here the cold
front weakens close to the warm front and splits from it, in a process/kras frontal fracture.
The CF then continues to propagate away from the cyclone centre nokcpkar to the WF. The
WF wraps around the cyclone centre creating a bent-back warm foolvefit-back front, BBF).
Often, due to the propagation direction of the system the BBF shows thaat&astics of a cold
front at the surface. This leads to a seclusion of warm air in the centleedbw. The stages of

frontal fracture and the air-flows are shown in the schematic Figure 2.1 (b

Similar to the Norwegian model, the Shapiro-Keyser model exhibits four stafgdavelopment

as shown in in Figure 2.1 (b):

Stage |- Incipient cyclone

Stage Il - Initial frontal fracture

Stage Il - T-bone stage, BBF develops

Stage VI- Warm seclusion forms in storm centre

Shapiro-Keyser cyclones, in contrast to Norwegian type, developrifiumnt background flows
(Schultz et al., 1998). To date all the identified cases of SJs in the literatfeland in Shapiro-
Keyser cyclones (Schultz and Sienkiewicz, 2013). As later describ8ddtion 2.4.3, the frontal

fracture of the Shapiro-Keyser may be essential for the developm&adsof

2.1.3 Explosive Development

Extratropical cyclones show a broad spectrum of development, in terbwglofleepening rate and

minimum mean sea-level pressure (SLP). Sanders and Gyakum (188@jbe a storm which
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Ficure 2.2: Climatology of the 24 hour deepening of one year of ésdpacal storms. Two
separate normal distributions are combined to form theddwoie, continuation of each separate
distribution indicated by dashed lines. From Roebber (1984

deepens by24 hPa in 24 hours as a "bomb" (exact pressure drop $n@4sin6(® where¢ is
latitude in degrees). These storms have the potential to create largerprgsslient and strong

winds.

Explosive deepening is often accompanied by a distinct cloud head s&(Bader, 1995; Bottger
etal., 1975). Adry intrusion (DI) of upper-tropospheric or lower &ispheric air will also descend
ahead of the hooked cloud head behind the CF (Browning et al., 19B&)DTis often associated
with high potential vorticity and can be conducive for cyclogenesis atldexels (see Section

2.2.3).

Uccellini (1990) show that explosive development of extratropicdlrnes is due to a combination
of both dynamical and diabatic processes and factors. The literaturesmphocesses is discussed

in the following sections.

Roebber (1984) show that the 24 hour deepening of extratropicahstoain be described through
the sum of two normal distributions (Figure 2.2). The majority of storms shdatively weak
deepening, however a sizeable minority undergo strong or very streegetiing, indicated by
the right-hand distribution in Figure 2.2. Allen et al. (2010) examine the #aqu of explosive
cyclonic deepening in both the NH and SH. They show that the frequditicgge intense cyclones
can be overestimated by some sampling techniques. By using a hybrid tezlomidtra-Interim
NH data, over the period 1989-2008, they identify seasonal aveahgez 20.7 and 7.5 in autumn,

winter and spring, respectively.
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2.2 Dynamical Aspects and Processes of Intense Cyclones

2.2.1 Background State

The state of the atmosphere in which a cyclone generates is imperativedtherviit does indeed

generate as well as its evolution after this point.

2.2.1.1 Baroclinicity

Extratropical cyclone development is dependant on a state of bacidjtmroclinicity (Charney,
1947; Eady, 1949). Fundamentally, the atmospheric baroclinicity is due tmthen solar heat-
ing of the earth, with large heating at the equator and less towards the pidies meridional
temperature gradient is the cause of the upper-level jets. If perturbaiennduced to the basic
state they can become amplified and steadily grow. These perturbationsogatogbecome the

cyclones and anticyclones which dominate mid-latitude weather.

2.2.1.2 Large Scale Flow

It has been acknowledged since the 1940s (Rossby and Willett, 1948héhkarger scale flow
can have a major influence on the formation of cyclones and, conveasgigyclones. A number
of studies since have shown thaffdrent large-scale flows favourftBrent cyclone development
patterns (Bader, 1995; Evans et al., 1994; Sawyer, 1950; Schudk, 998; Smigielski and
Mogil, 1995).

The jet stream plays an important role in the development of extratropicklrggs. As mentioned
in Section 2.2.1.1, a perturbation to the jet stream will grow and amplify due to iisenhinsta-
bility. For a cyclone to form, there must be divergence aloft to remove theaaisported upward
through convection aridr large scale ascent. A strong jet can enhance the upper-levelelivar
strengthening the surface cyclone. Jet streaks are regions ofiglryniomentum air which occur
within the larger jet stream. These jet streaks create so-called entrashegiaregions. The right
entrance, and left exit regions are particularly conducive for cyehegis due to the additional

divergence.
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Schultz et al. (1998) show that Norwegian-type cyclones are more likedgvelop in difiuent
background flows. They stretch more meridionally and exhibit stronger &Eompanied with
a weakening and shortening of the WF. Shapiro-Keyser cyclonesguesware more likely to

develop in confluent background flows. These exhibit zonal strejcinl stronger WFs.

The presence of barotropic shear can play an important role in the evohiftia cyclone. Cy-
clonic barotropic shear increases the strength of the WF and elongategctbee zonally while
anticyclonic shear strengthens the CF and elongates meridonally (Dawikesi&91; Thorncroft
et al., 1993). This indicates cyclonic barotropic shear being favoufabtghapiro-Keyser devel-
opment (Schultz et al., 1998). However, the cyclones which developt#tistudies of Davies
et al. (1991) and Thorncroft et al. (1993) do not show clear Ngrarme or Shapiro-Keyser devel-
opment, Schultz et al. (1998) suggest that this may be due to a lack of reladisiicstate in their

model configurations.

2.2.2 Balances and Idealised Flows

There are a number of balances and flows which can be used to desspibets of atmospheric
motion, depending on the circumstances. These are well covered instalyd@mical textbooks
such as Holton (1992) and Martin (2006) and are described in the sett@ow. The balanced
flows are idealised and assume steady state without accounting fdfebts ef vertical velocity

or friction (Holton, 1992).

2.2.2.1 Geostrophic Balance

The geostrophic wind is a diagnostic approximation based on the balanaemEs$sure-gradient
force (PGF) and the Coriolis force. Mathematically it is defined in Equation &.is a good
approximation for the wind in large scale synoptic flow in the mid-latitudes beingalty within
10-15% of the actual wind (Martin, 2006). The geostrophic wig)(by definition, is always
parallel to the isobars. The geostrophic balance is only truly valid where #re no change of

motion (i.e. no acceleration) or changes in direction (curvature) and tivadlfsictionless.

Lo

= 2.1
97 f an (.1)
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whereVj is the geostrophic windf is the Coriolis parameter, an#d /0 n is the geopotential

gradient perpendicular to the flow

Where there is strong curvature or acceleration there can be a ldfgesdce between the ac-
tual wind and the geostrophic approximation; thifetience is known as the ageostrophic wind

(Equation 2.2)

The ageostrophic component of the wing) will be large where the flow is strongly curved or
the acceleration is large. This will be true around systems such as exitatrogclones meaning

the geostrophic approximation is not valid in these regions.

2.2.2.2 Cyclostrophic Balance

The cyclostrophic wind\{) is an approximation where the scale is small enough for the Coriolis
force to be ignored and the flow is curved, such as for a tornado (Hdl®@®2). As shown in

Equation 2.3, the change of flow direction is accounted for using the rafimgvature (R).

op\?
V, = (— R%) 2.3)

As cyclostrophic flow only relates to the PGF and centrifugal flow it may hmocyc or anticy-
clonic. At the scale of extratropical cyclones the Coriolis force is largrugh to be considered,

making cyclostrophic balance unlikely.

2.2.2.3 Inertial Flow

Inertial flow (V;) is valid where, for a given pressure (geopotential) surface, whergeopotential
(pressure) is constant, there is no PGF to contribute to the motion. As a theultertial flow is

the balance between the Coriolis and the centrifugal force due to thetergva

Vi = [fIR (2.4)
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The implication is that there is no acceleration on the flow. Inertial motion is masifexs a

circular, anticyclonic flow.

2.2.2.4 Gradient Flow

The gradient flowYy,) is the combination of the PGF, Coriolis force and the centrifugal force. Th
flow is parallel to the geostrophic wind, but the addition of curvature maixea tloser estimate
of the real wind magnitude in most circumstances (Holton, 1992). As with thstiggohic wind,
the gradient wind assumes frictionless flow. The gradient wind can bewechfrom either the

geostrophic streamfunction or from the actual wind (Brill, 2013).

Following Holton (1992) the gradient wind equation is given as,

V—2+fV— 0P

R T (2.5)

whereV is the wind speed anR is the radius of curvature. This can then be solved using the

quadratic equation to give,

2 3
(1 o e

Vo =5 =77 %o
where, for a given level)® /0 n can be replaced byfVj,.

This formulation implies that there are multiple results for a given parcel (beasiophic or
actual). The possible solutions are shown in Table 3.1 in Holton (1992) hvidnireproduced here
in Table 2.1. As shown, a number of the mathematical solutions are impossibte ther non-
physical nature. The bold "Positive root" and "Negative root" in Tabler&fer to thet sign in
Equation 2.6. The sign of the term R is denoted as to its direction of flow, withifg) lp®sitive

for cyclonic flow and negative for anticyclonic flow.

Brill (2013) shows in his Table 4 the American Meteorological Society (AMiSixles since 2006
which contain "gradient wind" in their abstracts. These show Brill's "sgeamhtour" type to be
widely used for tropical cyclone analysis, however it is evident that tiaegignt wind has been

little explored in extratropical cyclones.
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Signdd/a n R>0 R<0
Positive root: Positive root:
. Unphysical Antibaric flow (anomalous low)
Positive . .
Negative root: Negative root:
Unphysical Unphysical
Positive root: Positive root:
. Cyclonic flow (regular low) Anticyclonic flow (anomalous flow)
Negative . } . i
Negative root: Negative root:
Unphysical Anticyclonic flow (regular high)

TaeLe 2.1: Solutions for the Gradient wind equation. From Holtt892)

2.2.3 Potential Vorticity

Potential Vorticity (PV) relates the static stability of an air parcel to its vorticitye bhsic equation

for PV is defined as:

1
PV =y Ve, 2.7)
P

wherep is the air densityy is the absolute vorticity an&6 is the gradient of potential tem-
perature. PV is conventionally measured in Potential Vorticity Units (PVU)reie PVU =
10%m?s1Kkg™. It has two key properties that have made it a highly useful quantity in atmo-

spheric research:

1. Conservation - In adiabatic, frictionless flow PV is, by definition, cores:following isen-
tropic flow. This allows it to be used for assessment of large scale flovirandability of

air masses.

2. Inversion - The properties of PV allow it to be inverted so the full atmespHlow can be

obtained.

A value of 2 PVU is often used in mid- and high-latitudes as a definition of thexmycal
tropopause. Due to the high static stability in the stratosphere, PV valuesatieegenerally sub-
stantially greater than the 0.5 PVU climatological average in the troposphameg@&and Wernli,
2011).

Since Hoskins et al. (1985), numerous studies have shown PV to play ant@émprole in cyclo-

genesis and cyclonic deepening (Campa and Wernli, 2011; Schemm anli, \2@13; Stoelinga,
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1996). Three regions of positive PV anomalies have been identified wbittibute to the de-
velopment of an extratropical cyclone: an upper-level stratosphérigsion, a low-level anomaly
produced through diabatic processes and a surface pasiiremaly which acts as a positive PV

anomaly (Davis and Emanuel, 1991; Kuo et al., 1991; Rossa et al., 2000).

The alignment of the PV anomalies associated with a cyclone is important fortémsification.
At the mature stage the three anomalies can become aligned to produce leddvatower.
These have been seen in a number of studies of intense cyclonest(8oaky 1996; Hoskins
and Berrisford, 1988; Uccellini et al., 1987; Wernli et al., 2002; Wietat al., 1988), however,
they can also occur in less intense cyclones (Rossa et al., 2000). @ftlites anomalies, the
upper- and low-level have been shown to be more important to the circulatinaritime cyclones
while the surface anomaly is more important for continental cyclones (DA982; Davis et al.,
1996). In their climatology of Northern Hemisphere cyclones, Campa andlW2011) show
that the upper- and lower-level anomalies determine the cyclone intensithartaver-level PV
is particularly important for producing the most intense cyclones. The lgel-Enomaly can be
responsible for 70% of the strength of a cyclone (Stoelinga, 1996). upber-level anomaly is
usually the precursor for cyclogenesis, with the low-level anomaly beemgigted as the cyclone
deepens (Hoskins and Berrisford, 1988; Rossa et al., 2000; UécéBia0). However, in their
study of Cyclone Lothar, Wernli et al. (2002) show a "bottom-up" dgwelent where an initial
low-level anomaly, caused by strong condensation, induces an lgygéanomaly as the cyclone
crosses the jet axis. Wang and Rogers (2001) show the lifetime of the @haleomalies dfers
depending on the location of the storm, they also show that storms in the eldstghnAtlantic

exhibit the low-level PV earlier than those in the western North Atlantic.

2.2.4 Atmospheric Instability

Atmospheric instability is key to the development of both large- and small-scaleroktgical

features.

2.2.4.1 Inertial Instability

Inertial instability (II) involves the movement of a fluid in the horizontal. It israguct of the

centrifugal force due to the rotation of the earth (Emanuel, 1994). In trthErn Hemisphere
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absolute vorticity £) is negative in regions of Il. In extratropical systems the flow is inertially

stable at synoptic scales (Holton, 1992).

2.2.4.2 Conditional Instability

Conditional Instability (CI) occurs where there is negative moist static stalifithhese situations
the air is stable if following the dry adiabat but unstable to the moist psuedmdjEolton,
1992). Therefore Cl is dependant on the saturation of the air, andemllire a forcing such as

convergence in order to reach the saturation required for Cl to besasdea

2.2.4.3 Conditional symmetric instability

Conditional symmetric instability (CSI) has been implicated as a possible dove3Js. The
general theory of CSl is explained here, while its possible contribution fecudres is examined

in detail in Section 2.4.3.

CSl is a moist instability that is released through slantwise motions. It developsevhe condi-
tions are stable both inertially and convectively but not in a slantwise sBesmétts and Hoskins,
1979; Emanuel, 19&8b). In order for Cl or CSl to be released, the air must be saturated.lt2chu

and Schumacher (1999) present a review of CSI, noting that it is ofterused or misinterpreted.

SCAPE (Slantwise Convective Available Potential Energy), which is a meadlCSlI, has been
found to develop more in explosively deepening storms than non-explsivms (Shutts, 199D
Dixon et al. (2002) show SCAPE to be prevalent in cyclone cloud heduk there are insignifi-
cant values of CAPE, indicating that the majority of circulation within this regidhbe slantwise.
However as shown by Browning et al. (2001), there may be some umadghection in certain ar-

eas of the cloud head.

2.2.5 Kinetic Energy in Cyclones

Kinetic energy can be used to investigate and identify numerous aspedtaaderic motion
and cyclones (DiMego and Bosart, 1982; Lackmann et al., 1999; Gilansl Katzfey, 1991,
Orlanski and Sheldon, 1993, 1995; Palmen, 1958).
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Papritz and Schemm (2013) show that kinetic energy (KE) is dispersadtfre warm sector of
their idealised cyclone, some of this is transferred to the region of the BBiErR et al. (2014)
examine Cyclones Klaus and Friedhelm from a kinetic energy perspéclivering Riviére et al.
(2014). They show that Eddy Kinetic Energy (EKE) distribution is key to the dgumlent and
location of the maximum winds around the cyclones. This distribution of the EKIBs®ly linked
to the location of each storm in relation to the upper-level jet. Early in the denedat both storms
are located on the warm side of the jet and the wind maximum is located in the waton ahead
of the CF. Later the cyclones cross the upper-level jet and the EKEignibdted to the northern,
then south-western sides of the cyclones through the cyclonic motion ezthéy the cyclonic
shear of the jet. At this time the wind maxima move to the south-western quadrdrg storm.
The wind maxima are sensitive to the addition of the mean flow and thereforettem side of

the cyclone is unfavourable (Riviére et al., 2014

2.3 Diabatic Processes

Diabatic processes play a major role in the development of extratropicaisttlowever due to
their varied, and often local nature, theffects and relationships with meteorological phenomena
are not entirely understood. Providing a better understanding of thesegses and the features

they influence is one of the key aims of the DIAMET project.

2.3.1 Latent Heat Release

The release of latent heat within the cyclone is a key driver of rapid ggciesis and explosive
development. A number of studies have described the importance of lataimde the rapid
development of extratropical cyclones (Grgnas, 1995; Kuo and,R688; Shutts, 1930 Wernli
et al., 2002). Latent heat release can assist deepening of the stoughhenhancement of the
low-level PV field and therefore circulation, as well as enhancing thece¢imotion increasing

the upper divergence and coupling.

Grgnas (1995) show the importance of latent heat generated PV anorialigsthe BBF in the
formation of the warm seclusion. Shutts (189@howed that in the 1987 Great Storm latent
heating was responsible for two thirds of central pressure drop, whitedtd Reed (1988) found

roughly half of the deepening in a Pacific cyclone was a product of thetla&ating. Mullen and



Chapter 2 Background 21

Baumhefner (1988) show a similar proportion of deepening from diabaticegses, however, in

their case this is equally split between the latent heating and surface fluxes.

As well as the PV generation discussed in section 2.2.3, Stoelinga (1988¢dhhat latent heat
release helped to sustain the coupling of upper- and lower-level anonrales case. He also
showed that, although being responsible for a significant portion of thpedeng, the cyclone
was able to form with latent heating removed from the simulation due to the pesém large
upper-level PV anomaly. As stated in Section 2.2.3, the development of swiimariwas largely
attributed to the sustained latent heating at lower-levels, which was then dhtertact with the

intense upper-level jet (Wernli et al., 2002).

The examples above indicate the varied and interconnected way latenigheaimfluence cy-

clone development and the features within them.

2.3.2 Surface Fluxes

Shutts (1998) show that there is negligibleffect of surface energy fluxes on the deepening of
the 1987 Great Storm in line with a number of previous studies irftergint cyclones (e.g. Kuo
and Reed (1988); Nuss and Anthes (1987)). Other studies havevanviound surface fluxes
to play a significant role in the deepening of intense cyclones (Anthes di983; Mullen and
Baumhefner, 1988; Uccellini et al., 1987). Kuo and Reed (1988)ludes that it is therefore
evident that although surface fluxes may play a role in the deepening in casas they are not

necessarily an intrinsic part of the process.

2.4 Cyclone Features

Over the years numerous features of Extratropical cyclones haveitestified, and their evo-
lutionary theory investigated and honed. Conveyor belts and SJs afeateyes which produce
the high winds in Extratropical cyclones. The literature on these featuse@mined within this

section.

Since the early work of Harrold (1973), Carlson (1980) and Yoursd.€1.987) the term "conveyor
belts" has been widely used to describe specific flows around extratayicones (e.g. Bader

(1995); Browning (1990, 1999)). These airstreams are normally sinpiifie® three categories,
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Ficure 2.3: Schematic structure of a mature (stage 1ll) Shapirgskecyclone. SCF - surface

cold front; SWF - surface warm front; BBF - bent-back front; EC€cold conveyor belt; SJ - sting

jet airstream; DI - dry intrusion; WCB - warm conveyor belt; WCBWCB anticyclonic branch;

WCB2 - WCB cyclonic branch; X represents the cyclone centehatsurface; white shading
indicates cloud top. From Martinez-Alvarado et al. (2014)

the warm conveyor belt (WCB), cold conveyor belt (CCB) and dry sita (DI), although in
reality this is likely to be an oversimplification of the flows (Bader, 1995; MaskSchultz, 1993;
Reed et al., 1994; Schultz, 2001). Sting jets (SJ) are a more recently iggmifenomena, being
first described by Browning (2004), and are a potential cause ofviigdis in strong extratropical
storms. The idea of discrete airstreams with distinct boundaries has bestioqgd in some
papers (Kuo et al., 1992; Mass and Schultz, 1993; Reed et al., 1984kver, despite these
criticisms the conveyor-belt terminology provides a useful model for ityason of the influences
on cyclonic development. Figure 2.3 shows a schematic of these featureéShapiro-Keyser
cyclone at stage Ill. The literature on cold- and warm-conveyor beltsaisiged in Sections 2.4.2

and 2.4.1, with SJs in section 2.4.3.

2.4.1 Warm Conveyor Belt

The WCB is a warm, moist jet which flows poleward ahead of the CF in the lowpo$phere
before rising over the WF (Bader, 1995; Browning, 1990; Carls®3801 Harrold, 1973; Young
etal., 1987). It can be associated with strong low-level winds along tren@#s the main producer
of precipitation within the cyclone (Browning, 1986; Wernli and Davies9Q?)9 Eckhardt et al.
(2004) show that-60% of extratropical cyclones exhibit a WCB. Upon rising the WCB can turn

cyclonically back towards the cyclone or anticyclonically (marked as WAQBRVECB1 in Figure
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2.3, respectively). During the early stages of the storm developmentticgaonic, WCB1 path,

turns downstream of the cyclone while there is an open upper-level (Bader, 1995; Browning
and Roberts, 1996). The WCB2 parcels tend to originate from the lowehes of the main WCB
(Bader, 1995; Young et al., 1987) and can contribute to the deep cloing @loud head (Reed
etal., 1994).

The latent heat released during the ascent of the WCB can have largetsropahe flow through
the modification of PV. Above the condensational heating within the WCB PVsisaged, while
high PV regions are created below (Wernli and Davies, 1997). Hawédwges and Wernli (2012)
show a strong region of latent cooling due to the evaporation and sublimdtioydocometeors
directly under the WCB. Wernli (1997) uses a Lagrangian frameworkosvghat the WCB itself
starts with relatively low PV before increasingtd PVU or more before decreasing again. The
latent heat release causes high PV to be generated in the CCB (see 2etfipas it flows under
the rising WCB, influencing the high winds and storm development (Scherdriamli, 2013).

In the WCB outflow low and negative PV values created above the latetihenaximum can
influence the large-scale environment and impact the downstream evdlBtamroy and Thorpe,

2000; Stoelinga, 1996).

2.4.2 Cold Conveyor Belt

The CCB is recognised as a distinct wind maxima which forms on the cold sides &uttface
WF around the cloud head (Carlson, 1980; Schultz, 2001). The ainaté&s from ahead of the
cyclone and is transported under the warm frontal region towards the (BEen arrow, Figure

2.3). It can be one of the key contributors to high winds within an extrataebgiorm.

Carlson (1980) described the CCB as a low level jet which flowed wedtigdowing the cyclonic
flow before flowing back anticyclonically and rising into the cloud head. E\®v, numerous
studies have shown a cyclonic continuation of the CCB beyond the pointiofelonic circulation
shown by Carlson (1980). Indeed, in his Table 1, Schultz (2001) sH@&studies which show
this cyclonic path whilst only three show evidence of anticyclonic circulatiodebatable CCB
airstreams (Kuo et al., 1992; Whitaker et al., 1988). Although some subsegtudies have
incorporated both cyclonic and anticyclonic paths of the CCB (Brownif§0}, Schultz (2001)
argues that the anticyclonic streams are just a "transition airstream" beth@®4CB and CCB

airstreams. This is emphasised by the lack of clear distinction between thavaiifidhis region
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(Browning and Roberts, 1994; Kuo et al., 1992). Schemm and Wei@liJRuse two criteria to
define their CCB trajectories: (a) that the trajectories stay close to theceutialow 800 hPa),

and (b) that there is an increase of 2 PVU or more along the trajectories.

Schultz (2001) hypothesises that the large-scale flow relating to opessvea closed lows at
different levels or times may be theldirence between the formation of anticyclonic flow or not,
with both the Whitaker et al. (1988) and Kuo et al. (1992) storms beingeded with open lows
and anticyclonic CCB paths.

The CCB can be associated with a strong low-level PV anomaly due to the letatig in the
cloud head (Rossa et al., 2000; Stoelinga, 1996). As mentioned abdwejifig Schultz (2001),
Schemm and Wernli (2013) show that, at least some of this PV can beqawdy the latent heat
release in the rising limb of the WCB as it passes over the WF and CCB. Thiel@vPV is
important in the deepening and strength of the storm as described in SexRadiand 2.3.1.

The CCB is one of the major regions of high low-level winds associated willatexpical cy-

clones. Which of the conveyor belts exhibits the strongest winds is varidble strength of the
conveyor belts is thought to largely depend on the large-scale flow (B4885; Evans et al.,
1994). SJs can also bring the most intense winds (Browning (20043eséen 2.4.3), but in other

storms the CCB can be stronger (Smart and Browning, 2014).

One of the defining features of a CCB is its vertical location, consistently wikigdower levels
of the troposphere during its formation and evolution. This is in contrastsowBith develop at

higher levels as described in Section 2.4.3.

Despite these criticisms the conveyor-belt terminology provides a usefudlnfardinvestigating

the influences on cyclonic development.

2.4.3 Sting Jets

Sting jets (SJs) are mesoscale regions of high winds, located in the redioa efid of the BBF
as marked by the blue arrow labelled SJ in Figure 2.3 (Browning, 2004k €taal., 2005). The
term originated from the description of "the dangerous sting in the tail" of 482 New Years

Day storm (Grgnas, 1995).
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2.4.3.1 Description of SJs

Analysis of the "Great Storm of 1987" (hereafter the Great Storm) lsyBing (2004) identified a
mesoscale region of high winds that was not associated with any of thegsgvdocumented jets,
and has become known as a SJ (Clark et al., 2005). In his analysis of¢hé &orm, Browning
(2004) noted a number of regions of high winds in the vicinity of the benk-bant. Two of these
areas were attributed to a number of factors, including convection alahbedrind the secondary
cold front, while another high wind region was caused by the CCB beneattidbd head. The
final area, the SJ, which caused maximum surface gusts of over 5Q atsurred in the dry slot
near the tip of the cloud head. Thus, a SJ was described as a descgndihgigh winds that
occurs in the dry slot ahead of the cold-conveyor belt, forming as dt refsslantwise mesoscale
circulations and evaporative cooling (Browning, 2004). These pseEswere identified somewhat
speculatively by Browning (2004). The more recent literature investigdtinse processes in SJ

formation is reviewed in the following sections.

Following Browning (2004), Clark et al. (2005) presented a modellingystdidhe SJ in the Great
Storm. The SJ schematic (Figure 2.4) shows the location of the SJ during $tagel 111 of the
Shapiro-Keyser model (see Figure 2.1 (b)). Since Browning (2G0dumber of studies (Baker,
2009; Baker et al., 2013; Gray et al., 2011) have used the followingierf@r defining a SJ:

Descent from~700 hPa out of the cloud head

Descends along a constaktsurface

Accelerates during descent whilst reducing relative humidity (RH)

Causes high wind speeds at the boundary layer top

Has distinct characteristics from the other recognised jets (i.e CCB, WCB)

Although the initial analysis of Browning (2004) looked at surface wirmdsye recent studies
have used high winds at the top of the boundary layer. Martinez-Alvagacl. (2010) noted
that certain boundary layer conditions may prevent the SJ descendiilg, parameterisation of
boundary layer turbulence can cause surface winds to be poorlgsemed in models (Schultz

and Sienkiewicz, 2013; Smart and Browning, 2014).
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Ficure 2.4: Plan (top) and cross sectional (bottom) schematic @vBlution and location taken
from Clark et al. (2005)




Chapter 2 Background 27

2.4.3.2 ldealised Sting Jets

There are, to date, only two papers that examine SJs in a idealised modedlingwork; these
are examined at length here as they are highly relevant to the curreetstaicding. Baker et al.
(2013) presented the first high-resolution idealised simulation of SJ stasimg the Met Giice

Unified Model, while Slater et al. (2014) used a dry idealised barocliniceveatup of the WRF
model to investigate the acceleration of low-level winds. As noted in Bakal. €2013), Cao
(2009) also described a SJ in idealised simulations but the resolution useat Btubly was too

coarse to sfiiciently resolve SJ features.

Baker et al. (2013) use the LC1 baroclinic wave simulations of Thorh@bal. (1993) with
moisture and a boundary layer scheme added to produce a more realistidisimudthough a SJ
is positively identified according to the criteria outlined in section 2.4.3.1, in thetsioislations

it is weaker than those observed in similar real cases.

In a dry simulation, Baker et al. (2013) find no evidence of a SJ in the windmaeat the top of the
boundary layer. As well as the aforementioned CSI, Baker et al. {24138 show the possibility
that CI and Il may contribute to SJ formation. They argue that moist instabiliteeessential
in forming a SJ and therefore these would not occur in the dry simulation. rtrasi, however,
Slater et al. (2014), show a number of trajectories which resemble a Siitaléheir simulation
being absent of moisture. This would suggest that neither of the prédyimentified factors of

CSI or evaporational cooling are essential in forming a SJ.

The idealised simulation comparison to cyclone Gudrun by Baker et al. (30b@/s that the static
stability appears to be important in allowing the SJ to descend to a point whear ihcrease
the surface gusts. The sensitivity experiments also carried out by Balatr (2013) show the
importance of the initial static stability and large-scale cyclone intensification raite istrength
of the SJ The strength of the SJ was not related to the strength of the CGByidegrthese as two

distinctly forced phenomena.

Earlier studies indicated that evaporation of hydrometeors as the air ldavetoud head may
force or intensify the descent of the SJ (Browning, 2004; Clark et @b52Martinez-Alvarado
et al., 2014, 2011). Simulations testing the sensitivity of the SJ to initial static stdbyliBaker

et al. (2013) appear to show sensitivity to evaporative cooling duringthdescent. However,

runs explicitly examining the sensitivity to evaporation show that in the simulateglithas no
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effect on either the descent rate or the strength of the SJ. As the dry simulafiGtater et al.

(2014) do not contain moisture they confirm that evaporation is not gaktncreating a SJ.

2.4.3.3 Sting Jet Climatologies

Although the majority of SJ literature to date has involved the analysis of cadiestawo cli-
matologies have been produced. Parton et al. (2010) produced thdifiratology of SJ storms
using observational data from the Mesosphere-Stratospherespbee (MST) radar based at
Aberystwyth, Wales. They identified 9 SJs from 117 cyclones over thesewf a 7 year period.
The identified SJs all occurred in cyclones during stages Il and IVe&hapiro-Keyser model
which had undergone rapid development. Slantwise motions are also eartkfit with the 150
slope used by Clark et al. (2005). Obviously due to the fixed location ofatar this dataset
was somewhat limited, relying on the storm passing within the radar range agthestages of

development.

Martinez-Alvarado et al. (2012) used re-analysis data to identify Sdmgs through a method of
diagnostics of CSl and evaporation. This study of 100 of the most inteogh Htlantic cyclones

from 1989 to 2009 identified that 25-33% were sting jet cyclones. Horvéwve resolution of the

data used means that the SJ itself cannot be directly observed only thessdpmrecursors of
CSI and evaporation. Although Martinez-Alvarado et al. (2012) validaé CSI and evapora-
tion method on a sample of cases, subsequent studies have cast dolbtimifuence of these
processes (Baker et al., 2013; Slater et al., 2014; Smart and Brow20iidg), and therefore the
validity of the method used by Martinez-Alvarado et al. (2012).

2.4.3.4 Influence of Conditional Symmetric Instability

Browning (2004) highlighted a number of bands in the cloud head, andréogpgation, which

were attributed to multiple stacked slantwise circulations, which had also besantrin other
cyclones and shown in previous studies (Browning et al., 1997, 2@®5)1Figure 2.5 shows the
conceptual model developed by Browning (2004) to show the influehstawotwise convection
in forming the SJ. This idea has been identified and analysed in a numbdrsagient studies
(Clark et al., 2005; Gray et al., 2011; Martinez-Alvarado et al., 20Martinez-Alvarado et al.

(2010) show dierences in the timing of CSl release along SJ trajectories between the MettUM an
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Ficure 2.5: Schematic from Browning (2004) showing how slantwisgions within the cloud
head may be responsible for the descending SJ.

COSMO models but note that 47% and 65% of the respective modelled trégsatescend from

areas of CSlI.

In their analysis of three SJ storms (and comparison with one non-SJ staay)eGal. (2011)
investigate the SJs in terms of convective available potential energy (CaRE3lantwise con-
vective available potential energy (SCAPE), and their downdraugimtegparts, downdraught
convective available potential energy (DCAPE) and downdraughtvelse convective available
potential energy (DSCAPE). In two of the analysed SJ storms (GudrdrAana) the presence
of SCAPE in the cloud head (which subsequently decays) indicates slamingslations. These
may be driven by low- or mid-level instability. In the third SJ storm analysed @Gheat Storm)
the presence of DSCAPE in the cloud head drives slantwise motion from watslgGray et al.,

2011). Itis also noted that the non-SJ storm analysed by Gray et aflY2@es exhibit a weakly
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descending jet despite a lack of CSI. This jet descended slower wittrcardespeed of 0.3 Pals
compared to 0.5, 0.8 and 1.5 PAfer those considered to be SJs (Gray et al., 2011).

In their analysis of Cyclone Friedhelm Martinez-Alvarado et al. (20bdintl that>50% of the
trajectories that classed as a SJ pass through a region of CSI as tirejolsescend while the rest
of the trajectories are stable. In the preceding hours a number of tragect@ve been associated

with Il as well as the large number with CSI and a smaller group from stable air.

Schultz and Sienkiewicz (2013) state that slantwise motions are not cayseslipbut vertical
motion is needed in order to release it. Therefore, although CSI may indicafeis present,
it is not the driving force of its appearance, and instead another msohanust be present to
initiate the vertical motions. This vertical forcing is attributed to frontogeyfetiotolytic flow
in the cloud-head region by Schultz and Sienkiewicz (2013). This is disduirther in Section
2.4.3.6.

As noted above, Baker et al. (2013) see less influence of CSl in thieictivaes, while Slater et al.
(2014) show a SJ where CSI cannot be released due to a lack of mamstiiessimulation. These
studies, along with that of Schultz and Sienkiewicz (2013) cast some daube importance of
CSl and its use as an identifier of SJ trajectories. Given its presence irointhst identified SJ
storms, it may be assumed that there is a correlation between CSI preseh8dsa However,
there is also a correlation between CSI and deep cyclones (Shutt$)1880he relationship

between CSI and SJs may be simply coincidental.

2.4.3.5 Role of Evaporational Cooling

Browning (2004) suggested that the evaporative cooling of hydromseteight be responsible for
the intensification of the SJ as it descends from the cloud head, via two rsetfibé first hy-
pothesis was through the enhancement of the slantwise circulations thndeigbifying the moist
symmetric instability. The second was via the reduction of the static stability withirryrsat al-
lowing increased turbulence to mix the high momentum air towards the surfaoeniBg (2004)
did however note that the evidence for this was, at that time, largely circati@taMartinez-
Alvarado et al. (2010) also suggested evaporation may be importanvinglthe descent and the
development of the highest winds. More recent studies have cast doubis assumption with
both idealised modelling and case studies suggesting that evaporatiolirad ctwes not &ect the

presence or strength of the SJ (Baker et al., 2013; Smart and Broyatifhg). Martinez-Alvarado
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et al. (2014) claim that latent cooling forces the initial descent of theih®&gver they do not
investigate the role of frontolytic secondary circulations as theorised hyl&cand Sienkiewicz
(2013). The idealised simulation of Slater et al. (2014) used a dry setlipxdribited SJ trajec-
tories where evaporation cannot be present. Schultz and Sienkiewit3)(2how that SJ descent
can be attributed to frontolytic circulations. This suggests that evaporatiut iseeded for driv-
ing the SJ descent. However, they do suggest that evaporation may fmakein reducing the
stability and assisting the mixing of high momentum air to the surface. These stodies sug-
gest that although evaporational cooling may play a role in assisting the \@descent of a SJ,

it does not appear to be a key driver of the phenomenon.

2.4.3.6 Frontolysis Induced Descent

In their case study, Schultz and Sienkiewicz (2013), show that the tran§iti;m frontogenesis
to frontolysis at the end of the BBF causes descent on the warm side fibtiievhich brings
high momentum air towards the surface in the form of a SJ. The transition agiatsd with
a spreading of the isentropes within the frontal fracture region. Théigedavertical motions
are shown in the schematic in Figure 2.6. Once the air is forced to descetim lisontolytic
circulations it undergoes evaporation, which supports the findingskd#mBa al. (2013) and Smart
and Browning (2014) that evaporation is not essential for the formatiamntensity of a SJ. Slater
et al. (2014) also identify frontolytic regions in areas of initial descent @irtidealised study,
supporting the usefulness of frontolysis as a forecasting tool for timsfeaof high-momentum
air towards the surface. As frontolytic regions do not occur in Norwegigclones, where there
is no spreading of the isentropes, this theory explains why SJs have eatydgen to occur in
Shapiro-Keyser type cyclones (Parton et al., 2010). Although statin@®lecannot be the initial
cause of the descent, Schultz and Sienkiewicz (2013) acknowledge gmhayce the descent of

the SJ and determine whether they are able to penetrate to the surface.

2.5 Summary of Literature

Extratropical cyclones are a highly important weather phenomenon, garticfor Western Eu-
rope. The strongest of these cyclones can cause considerable edlarhagnge of processes

influence the initial cyclogenesis, deepening, evolution and lifetime of thesas High winds
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Normal Frontal Circulation Secondary Frontal Circulation

Ficure 2.6: Schematic vertical cross-section of the idealiseticamotions associated with (a)

frontogenetic regions and (b) frontolytic regions. The mand cold air masses are represented

by the red and blue shading with the front indicated by theleuine. Idealised vertical motions
are shown by the black arrows.

can develop in a number of regions around cyclones, but the regione swthh and south-west
of the storms in which both SJs and CCBs occur is of particular importance. lifEnature is
yet to come to a clear consensus on the influences on the formation aridpseeat of SJs. A
number of theories including frontolysis, evaporation and CSI have ah ldentified. The role
of balances in the development of high winds such as SJs has not yeitdeedified. There are
also still ambiguities around the development of cyclones in relation to the Petusteuand the

influences this may have on the high winds.

The following chapters in this thesis will examine some of these gaps in cwraritific under-

standing.



Chapter 3

Modelling and Tools

This thesis is predominantly a modelling study, utilising the Weather Researcharadasting
(WRF) model. The model and the setup used in this thesis are describedionSet. Other data
used in the analysis of the storm and evaluation of the model is describedtior5e.2. Further

analysis methods used throughout the following Chapters are preser8edtian 3.3.

3.1 WRF Modelling

The WRF model is a community-based numerical weather prediction (NWP)Intedeloped for
both research and forecasting purposes (Skamarock et al., 2d@8nddel development is led by
the USA National Center for Atmospheric Research (NCAR). The standéRF setup includes
the option of two dynamical cores. In this study the Advanced Research #WRW) core is
used; the other core is the Nonhydrostatic Mesoscale Model (NMM). Melltither versions of
the WRF model exist including ones focused on climate (WRF-Clim), chemist®H\M@hem),

hurricanes (H-WRF) and even non-earth atmospheres (planetWRF).

The modelling in this study was completed using the WRF model version 3.3.1.collbwihg
sections will describe the WRF-ARW (hereafter WRF) model in more detaitlaagarameteri-

sations used for the simulations in this study. Section 3.1.5 summarises the ntagel se

33
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3.1.1 Model Dynamics

The WRF model solves the non-hydrostatic, fully compressible Euler equsaimsed on Ooyama
(1990). The full set of model equations can be found in Skamarock €G08). It integrates
six prognostic variables; the velocity componenisafdyv), vertical velocity (v), perturbation
potential temperature, perturbation geopotential and perturbation sysfassure of dry air. The

model top is set at a constant pressure, in this case 50 hPa.

The vertical coordinates are terrain-following, based on hydrostadéissoire. Following Laprise

(1992) the coordinates are set by equation 3.1

_ (ph—pnt)
n=—
M

(3.1)

whereu = (prhs— Pnt ), @nd,py, is the hydrostatic pressure compongmt,is the surface hydrostatic
pressure angh is the hydrostatic pressure component at the model top. The number of mode
levels and the pressure at the model top are set by the user. The eiipbokange of pressure
with height in the atmosphere causes the model levels to be closer togethem@natealtitude)

near the surface. This allows for higher vertical resolutions in the baynldyer. Figure 3.1
shows an idealised set of vertical levels and the relaxation of the teotinving disturbance as

a function of altitude (a result of the fixed model top pressure).

The temporal integration in the ARW is a time-split scheme (Skamarock et al.).ZD®8 means
that the meteorologically significant slow- and low-frequency modes usé&ddider Runge-
Kutta (RK3) scheme (Wicker and Skamarock, 2002). The higher-&mguand acoustic modes
are integrated over a smaller time step to increase numerical stability. The modehrough the
RK3 loop with the given number of smaller acoustic time step loops within this. Thefuhe
time-split integration increases théieiency of the model as a result of not needing to integrate
the computationally expensive, slow and low-frequency modes at theasexidime step of the

acoustic variables.

The model time step must be set in order to avoid any Courant-Friedrickig-{&FL) errors. A

rule of thumb for the time step (given in seconds) is suggested as six timegihaital resolution
in kilometres. For nested simulations (see Section 3.1.3) the time step for anjsreettas a ratio
of that in the outer domain. The coarse resolution used in this study is 27 ggesting a time

step of 162 s. In the chosen set-up however, instabilities would oftemagervehen this time step
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Ficure 3.1: Verticaln coordinates in the WRF ARW system. This idealised examplevstsix
levels from the surfac@ns to the model toppn.. The relaxation of the terrain-following distur-
bance with height is visible as the levels increase. Fromrmiskack et al. (2008)

was used; it is believed that these were due to the high vertical resolutibveatical velocities,
rather than in the horizontal resolution and motion. Reducing the time step tcefdoved these

numerical instabilities and allowed for smooth running of the model.

WRF runs on an Arakawa-C grid where the horizontal and vertical itglaomponentsy, v, w)
are located on the grid-box edges and other variables (indicaté)llbgated in the centre of the
grid point. This arrangement of variables is shown in Figures 3.2 (a)@rfadr(the horizontal and

vertical, respectively.

3.1.2 Initial and Boundary Conditions

The initial conditions and lateral boundary data for WRF real-data casemtrpolated from
analysis or forecast data from external models such as ECMWF or G#Sdata are processed
into a WRF-readable format in a stand-alone program, the WRF Preparcggstem (WPS), be-
fore being computed to the initial and lateral boundary conditions by the We&at""processor.
The WPS program defines the map-projection, grid and nest locationgyignabints. The input
analysis or forecast data are then horizontally interpolated onto the drakeThorizontally inter-
polated data are passed to the "real" preprocessor. Here it is vertidaiipotated from the native

vertical spacing onto the specified WRF vertical levels. WPS version 3.8seis for this study.
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Ficure 3.2: Schematic of the Arakawa-C grid used in the WRF-ARW modefizontal discreti-
sation is shown in (a) and vertical in (b). From SkamarocK.€2808)

The model simulations presented in Chapters 4, 5 and 6 were initiated fromVECHperational
analysis data with a resolution of 0X0.5° and 37 vertical levels. The analysis data is used to
create both the initial conditions, as well as the boundary conditions of tiee domain every six
hours. This analysis included assimilated data from the dropsondesaglgasng the DIAMET

research flights.

3.1.3 Resolution and Nesting

The WRF model can run at varying resolutions from large-scale gloinsltio ultra-high resolution
large eddy simulations (LES). Nesting can be used in order to step-dowstismnérom the input

data and resolve areas of interest at higher resolution (Skamarotk 20@8). Nested domains
reside within the coarser "parent” grid and can be placed anywheragaothe nest is wholly
within the boundaries of the parent domain. A parent domain can contaimberwof nests; these
nests can them themselves contain higher resolution nests. Howevet, Gandgve only one
parent domain. It is suggested that the "parent” to "child" resolution ratietiween 2:1 to 6:1
(a 3:1 ratio is widely used). One- and two-way nesting options are availalARW. One-way

nesting means information flows from the coarse grid to the fine grid only.ré\the-way nesting

is used, the inner-grid replaces the parent grid solution where the gntspmverlap. The nested
simulations used in this study use one-way nesting only. While nesting carebedaumcrease
horizontal resolution in areas of interest, the vertical resolution must feckaistant between the

parent and child domains.
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In order to examine the mesoscale details of the storms, the high-resolution simsilatoe
run using a horizontal resolution of 3 km in the inner domain. This was negtbdh two larger
domain of 9 km and 27 km horizontal resolution. The location of these dorigash®wn in Figure
3.3 (a). These simulations are used for the model evaluation in Chapter 4;namnital analysis
in Chapter 5 and some of the sensitivity tests in Chapter 6. The storm develbparesitivity
runs were completed on a lower resolution domain covering the majority of tinda Mdlantic,
shown in Figure 3.3 (b). These simulations were run on a single 27 km tesoblomain, and
will hereafter be referred to as the NA simulations. The analysis of these isupresented in

Chapter 6.

All the simulations are run with 100 vertical levels which equates to a spacimgughly 200

m at low levels. A number of papers (e.g. Clark et al. (2005); Martinkado et al. (2012)),
show the need for high vertical resolution in producing the features af gtrstorms, such as that
analysed here. Indeed, the study of Friedhelm by Martinez-Alvaradb €014) uses resolution

of 12x12 km in the horizontal and 70 vertical levels to successfully sprethe SJ features. To
resolve slantwise circulations Clark et al. (2005) use a resolution of 1ia kine horizontal and 90
vertical levels; this allows slopes of roughlysD as recommended by Persson and Warner (1993).
Slater et al. (2014) are able to resolve a SJ in an idealised model simulation ‘itfizantal
resolution of 20 km and only 40 vertical levels, with littlefdirence in the wind fields when tested
at higher resolutions. The NA simulations here are not designed to idergifpésoscale features
such as sting jets, as these may be on the edge of, or outsidéehtive resolution. The high
resolution domains should beffigient to capture these processes with the model resolution being

higher than any previous SJ study.

3.1.4 Parameterisations

The WRF-ARW model uses parameterisation schemes to solve a number-gfigydrocesses.
These fit into five categories: cumulus, microphysics, planetary bourdger (PBL), land-
surface model and radiation (short- and long-wave). There are aewwhipossible options for
each of these categories. The role of each scheme will be describedfiidieng sections with
a brief description of the chosen option. The parameterisations werertho$¥e consistent with
the simulations of colleagues on the DIAMET project. The model setup hasuseel previously

by Chris Dearden (personal communication) to successfully simulate lfeyst@ms over the UK.
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Ficure 3.3: Plots showing the domain size and location for: (a) tigl lesolution simulations
where domain 1 is the total map size and the two nests areaitedidoy the two marked boxes;
and, (b) the NA simulation domain where no nests are included

3.1.4.1 Cumulus Parameterisation

The cumulus parameterisation scheme represents the sub-grid convectibbhpth convective
and shallow clouds (Skamarock et al., 2008). The cumulus scheme esatuateonvection and
vertical fluxes in a vertical column where the scheme is triggered. Thersgshehere triggered,
will feedback the vertical heating and moisture profiles for the column asasgdthe convective
component of rainfall. Cumulus schemes are only needed at lower ressl{tib0 km) in order

to ensure latent heat is released realistically (Skamarock et al., 200Bighfr resolutions of less

than 5 km a cumulus parameterisation should not be used, as the schemasumikzeddies that
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are entirely sub-grid, which would therefore not be true at these résitu Between 5 and 10 km

the schemes may not be needed but can help trigger convection.

Due to the high resolution of the inner-most domain, convective parameienisa switched &
for this domain: it is however switched on in the two coarser parent domaims.Kain-Fritsch
convection parameterisation is used in these outer domains for all simulatedgsaribed in
Kain (2004) (following Kain (1993); Kain and Fritsch (1990)). Thisegte includes detrainment,
entrainment, and relatively simple microphysics to model the up- and dovisdrahe Kain-
Fritsch scheme was also used by Smart and Browning (2014) in their sfutlg 89 January

2012 SJ storm (See section 2.4.3).

The simulations for the NA domain in which LH has been switch&also require convection pa-
rameterisation to be removed, as this would provide its own LH feedbackeffidw of switching
off the convection scheme will also be evaluated to ensure the robustnessexfi@ignent (See

Section 6.3.1.1).

3.1.4.2 Microphysics

The microphysics scheme solves for the water, cloud and precipitationgsexthat are explicitly
resolved by the model. WRF contains a number of mircophysics schemes fkéttindj character-
istics and complexities, from simple single-moment warm-rain schemes to complexawnt

mixed phase schemes (Skamarock et al., 2008). Single-moment schengesrdplfor the mass
mixing-ratio based on a set distribution. Two-moment schemes will normally alse for the

number concentration of hydrometeors. Single- and mixed-phase scleeagailable; mixed-
phase allow the interaction of liquid and ice phase hydrometeors and agéatteerecommended

for grid sizes less than 10 km (Skamarock et al., 2008).

In this study a modified version of the Morrison et al. (2009) scheme is. uBeid modification
outputs diagnostics of the latent heating processes but does not altetaimliphysics. The
Morrison scheme is a two-moment scheme which includes ice and mixed-ploassges. The
scheme includes 6 hydrometeor species: water vapour, cloud wated, ickourain, snow and
hail/graupel. In addition to the solving of the mass mixing-ratio of all 6 water speitiesiumber
concentrations of cloud ice, rain, snow and grafhml are also calculated. The Morrison scheme
uses a gamma function to describe the hydrometeor distribution with the intarweptope func-

tion defined by the number concentration and mass mixing-ratio. The gamntefureduces to
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a Marshall-Palmer distribution for precipitating hydrometeors (Morrisorl.e2809). The addi-
tional diagnostics mentioned above are used to understand the microplysiees in Chapters

5and 6.

3.1.4.3 Boundary Layer Scheme

The planetary boundary layer (PBL) scheme calculates the sub-gti \sexdical fluxes caused
by eddies (Skamarock et al., 2008). Despite its name, the PBL schemegxdoidthe whole
atmospheric column. The PBL scheme, when activated, overrides theiexgttecal difusion. It

is assumed by the PBL scheme that the sub-grid and resolved eddiepanaae clearly in scale.
This may not be the case at very high resolutions (i.e. less than a fewdtumditres), but is valid

at the resolutions used in this study.

The Yonsei University (YSU) scheme, described by Hong and Limg208 used here. It was also
used in the idealised SJ study of Slater et al. (2014). The scheme negréésres from non-local
gradients through countergradient terms and explicitly treats the entraifayentt the PBL top.
The top is dependant on the buoyancy profile where entrainment is maxi@kam@rock et al.,
2008).

3.1.4.4 Land-Surface Model

The Land-surface model (LSM) acts for land and sea-ice points toflyixes of moisture and
heat (Skamarock et al., 2008). It uses information from other paraisetion schemes as well as
built-in information about the land state and surface properties. The infammfaom the parame-
terisation schemes used is as follows: precipitation - cumulus and microphyslésgive forcing

- radiation scheme; surface information - surface layer scheme. Thesfanre then provided for

the vertical transport, either explicitly or through the aforementioned PBEemme.

In this thesis the Noah LSM is used (Chen and Dudhia, 2001). It contdayrs for soil tempera-
ture and moisture at 10, 30, 60 and 100 cm below the surface. It alsal@sxtanopy moisture and
snow cover. From the vegetation categories, monthly vegetation fractidrsal texture, the root
zone, evapotranspiration, soil drainage, and rtfrpoocesses provide the fluxes of sensible and
latent heat to the PBL. Soil ice, fractional snow cover and surface eitysare also considered

(Skamarock et al., 2008).
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3.1.4.5 Surface Layer Scheme

This scheme allows the LSM and PBL schemes to interact with the surfacgthifoeicalculation
of the friction velocities and exchange d¢beients. Over water the surface fluxes are controlled by

the Surface Layer Scheme, as are the diagnostics of surface prefg8kamarock et al., 2008).

The MM5 Monin-Obukhov surface layer scheme has been used in thig gthi$ scheme must be
used when the YSU PBL scheme is used. The MM5 scheme is based on hla@gecoficients
for heating, moisture and momentum from Paulson (1970), Dyer and Hi&k&0§ and Webb
(1970). These are enhanced by a convective velocity addition folloBelgaars (1995) over
land but only a proportional contribution related to the thermal gradiented oser water. The
scheme does not include a thermal roughness length and a Charndickrislased to equate the

roughness length and friction velocity over water.

3.1.4.6 Radiation Schemes

Two radiation schemes are needed for the running of the WRF model. Ringtlgngwave scheme
is used, which accounts for the infrared and thermal radiation emitted adbegal by gases and
the surface (Skamarock et al., 2008). Secondly, the shortwave sdheludes the absorption,
reflection and scattering of radiation. The surface emissivity and albetiwndine the upward
longwave and shortwave radiation emitted from the ground surfacegatrgply. The radiation

schemes within the model are single-column for each grid box (Skamaratk 2008).

This study uses the Rapid Radiative Transfer Model (RRTM) as the lavgscheme (Mlawer
et al., 1997) and the Dudhia scheme for shortwave radiation (Dudhi®) 18RMT utilise pre-
set "look-up" tables for the longwave calculations based on the quantitiester vapour, ozone,
carbon dioxide and trace gases (depending on user choices). Tial®eheme uses a downward
integration for solar fluxes, clear-air scattering, water vapour atisor@nd cloud albedo and
absorption. It can also alter the solar fluxes based on the terrain sldghadowing (Skamarock

et al., 2008). Both the RRTM and Dudhia schemes were also used by Sm&t@vning (2014).
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TasLE 3.1: Parameterisations used in the control WRF simulatibioge that the Cumulus scheme
is switched @ at high resolutions<4 km).

Parameterisation Namelist No. Param. Name Citation
Cumulus 1 Kain-Fritsch Kain (2004)
Microphysics 10 Morrison Scheme Morrison et al. (2009)
PBL 1 YSU scheme Hong and Lim (2006)
Short-wave 1 Dudhia scheme Dudhia (1989)
Long-wave 1 RRTM scheme Mlawer et al. (1997)
MMS5 Similarity Dyer and Hicks (1970);
Surface Layer 1 ) Paulson (1970); Webb
Monin-Obukhov scheme
(1970)
LSM 2 Noah LSM Chen and Dudhia (2001)

3.1.5 Model Setup and Computing Summary

The modified Morrison microphysics scheme was provided by Chris Dagtdei. of Manch-
ester). Due to technical issues with the scheme, grgwgiekpecies were switchedfdor the
initial control simulations. These issues were subsequently resolvedvieowdue to the time
constraints it was not plausible to redo the initial simulations. Therefore, diimugaincluding

graupel or hail are presented as a sensitivity test in Chapter 6.

The WRF simulations were carried out using the UK’s national high-pesdioce computing
(HPC) service. Initially this was the HECTOR service (hftpww.hector.ac.u. Towards the
end of the PhD period this service was discontinued and the ARCHER HR{Cesevas estab-
lished (https/www.archer.ac.uff. Changes in the computing architecture can cause model output
to change. As some changes were seen between otherwise identical simsulatioon the two
machines, only simulations run on the same machine are directly compared ifiaérfg chap-

ters.

Table 3.1 summarises the parameterisations used in the model simulations hengichafges
to these in specific simulations, such as switchiffglee cumulus parameterisation, will be noted

where these results are presented.

The model simulations for the high-resolution setup were all initiated at 120D BTDecember
2011 with the first 6 hours of results discarded to allow for adequategpini-the WRF model.
The NA simulations are intended to examine the overall development of theneyelod were
therefore initiated at 1200 UTC"6December, before the storm had formed. Again, the initial 6

hours of results were discarded.
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3.2 Data

Chapter 4 will analyse the evolution of Cyclone Friedhelm and compare thE SifRulations to
model analyses and observations. One of the key tools for this evaluatieingsonde sections
from the FAAM-146 sortie. A brief description of the dropsonde dataésented in the following
section. In conjunction with this lidar data are used to indicate clouds. Infaman the lidar is

therefore presented in Section 3.2.2.

3.2.1 Dropsondes

The dropsondes used throughout the DIAMET project were VaisakPS8/RD94 (Vaughan et al.,
2014). During the Cyclone Friedhelm sortie the dropsondes were egldasn an altitude of ap-
proximately 6500-7000 m with a descent time of roughly 10 minutes to the surfidee aircraft

is limited to receiving only 2 sets of dropsonde data simultaneously. Given thddihescend
and travelling speed of the aircraft100 ms?) this means launching a dropsonde every 5 minutes
with an approximate horizontal resolution of 30 km. For a number of readossexact spac-
ing cannot always be achieved, causing the spread to be uneventlaoflight legs. The direct
meteorological measurements from the dropsondes measured at 2 Hmpedkire, pressure
and specific humidity along with time and flan locations. Recorded at 4 Hz is the GPS loca-
tion which allows horizontal wind speeds to be calculated. The dropsaati®ss from cyclone

Friedhelm are analysed in Chapter 4.

The data from the dropsondes is sent to the World Meteorological OggaongWMO) Global
Telecommunication System (GTS) in-flight allowing it to be assimilated into opeedtiondel
analysis. The sonde data from the DIAMET flight into Cyclone Friedhelra assimilated into
the ECMWEF data used as the initial and boundary conditions for the WRF nsodelations

presented in Chapters 4-6 (Tim Hewson, personal communication).

WRF assimilation of the dropsondes was not conducted for this thesis. Estailation projects
were undertaken by colleagues under the DIAMET project brief. Thesbndes also provide a

useful tool for evaluating the WRF model simulations as will be presenteddtioBet.2.6.
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3.2.2 Lidar

The FAAM-146 was also equipped with a downward-pointing Light Detecling Ranging in-
strument (lidar) for many of the flights, including Cyclone Friedhelm. The lidaa Leosphere
ALS450, which uses a wavelength of 355 nm, in the near-UV region ofgthetsum. It integrates
over a two second time interval giving an approximate horizontal resolufi@@® m, assuming
the aircraft "science speed" of 100 Tsin the vertical the resolution is45 m. Due to the strong
attenuation of the signal only a limited depth of cloud can be seen, dependthg optical thick-
ness of the cloud. There is~800 m "blind-spot" immediately below the aircraft before the laser
and optical reader overlap. This may mean that clouds appear too lowhighty attenuating
areas not at all. The lidar signals are plotted using a threshold for thd sigimaicate the cloud
tops, this threshold has been tuned for each DIAMET flight due to thengagmounts of noise

within the data (Phil Rosenberg, personal communication).

3.3 Analysis Methods

3.3.1 RIP Trajectories

Trajectories are used as an important method of tracking the developmemisoicale features.
The trajectories presented in Chapters 5 and 6 were calculated usingaadliierpolatgPlot"
(RIP) 4 program (Stoelinga, 2009). The trajectories are calculated fr@ model output with
an increased time step of 3 minutes (compared to 30 minute model output) to erdwauicacy
(Stoelinga, 2009). The trajectories are interpolated between model augipgta bilinear interpo-

lation in the horizontal, and linear interpolation in the vertical and time dimensions.

Diagnostics are output along the trajectories at the model output time step (8@g)inDue to

the limited functions within RIP, some diagnostics were calculated through ité¢igpofrom the
trajectory latlon location onto the closest WRF grid point using the NCAR Command Language
(NCL). This may cause some slight changes to the values compared to tlieRI& interpola-
tions but these are not significant when compared using variables dedildinth programs (not

shown).
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Storm Evolution and Model Evaluation

This chapter examines the evolution of Cyclone Friedhelm and the WRF modefiegsentation
of it. Section 4.1 gives an overview of the prevailing conditions at the time ddttiren. In section
4.2 the storm is analysed with a number of analysis and observationalghsauexamine the
track, deepening and structure as it propagated towards and oveKtheddhparisons and initial
analysis of the WRF simulation are presented here. A more detailed analyfsisWRF modelled

dynamics is presented in Chapter 5

4.1 Background Conditions

Cyclone Friedhelm developed during a period of frequent intense ggoksis in the North At-
lantic basin. There was a strong jet stream that assisted a number of iatehdamaging storms
to develop during November, December and January/201P (Vaughan et al., 2014). December
itself exhibited a North Atlantic Oscillation (NAO) index of 2.52, the highest foy ®ecember
since 1950 and the third highest for any month over the same period (&awglal., 2014). Figure
4.1, taken from Vaughan et al. (2014), shows the 300 hPa zonal wiitidg November, December,
January period. The enhanced jet speed compared to the long telmgyaver the period is clear.
The decreases in the zonal flow which coincide with the cyclones aresegoence of the intense

cyclones disrupting the upper-level flows.

The strong upper-level jet shown in Figure 4.1 was partly responsibléhéolarge number of

intense extratropical cyclones experienced in north-western Euregretioe 20112012 winter,

45
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Ficure 4.1: Time series of the 300 hPa zonal wind through Novembegeihber and Jan-

uary 20112012 for the North Atlantic (between 40-80 and 10-60W). Blue line indicates the

201%2012 values with the ERA-INTERIM (1979-2010) mean and séathdleviation are indi-

cated by the black solid and dashed lines respectively. rbegextratropical cyclones over the

UK during the period are marked by the letters, with cyclomedhelm highlighted by the red
circle. From Vaughan et al. (2014)

including cyclone Friedhelm. Figure 4.2 shows the state of the mid-level jetgltive formation
and tracking of Friedhelm towards the UK. A particularly strong, zonalgetbe seen right across
the Atlantic Ocean with wind speeds neaf@0reaching 110 kts (56.5 m¥). By 0000 UTC on
the 8th (Figure 4.2 (b)) the strength of the jet has weakened slightly altheinghspeeds in the

central and western North Atlantic are still reaching 85 kts (43'ns

4.2 Observed and Modelled Storm Evolution

4.2.1 Sea Level Pressure Evolution

Cyclone Friedhelm itself developed from a secondary wave on a traililigfiammnt in the Western
Atlantic on the 7th December 2011. This can be seen as a marked low (L) wittdahPa central
pressure at 5W in Figure 4.3. The formation of the cyclone was in relatively close proximity to

the strong upper-level jet (Riviére et al., 2@} 4

Figures 4.4 (a)-(d) show the succession of MO synoptic analysestfrei#® December at 0000,
0600, 1200 and 1800 UTC, respectively. The WRF simulated SLP fortine simes is shown in
Figure 4.5 for comparison. The approximate locations and minimum SLPs in thardi@ses, as
well as the modelled values from the WRF simulation are summarised in Table 4.thevttlacks

of the storm compared in Figure 4.6.
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Ficure 4.2: NWSNCEP 500 hPa analysis charts for 0000 7th (top) and 8th (imdti@ecember
2011. Thickness shown in solid black lines and wind barbs.

The MO analysis plots (Figure 4.4) show the general north-eastwardptih storm as it passes
the UK. At 0000 UTC, 24 hours after the storm can be seen forming in €L, it has deepened
to 977 hPa and an occlusion has formed (Figure 4.4 (a)). By 0600 Uigurg=4.4 (b)) the
occlusion has achieved a characteristic hook shape around much ofuipedssure centre, the
pressure has dropped to 964 hPa. At this time the surface warm freetscthe length of the
western mainland UK, while the cold front is approaching landfall to the wilseland. The low
centre of Friedhelm is situated just to the north-west of Scotland at 120D (Bigure 4.4 (c))
with a central pressure of 957 hPa having deepened by 44 hPa in 24. hble surface warm
front has passed into the North Sea and the cold front stretches rastheesouth-west across
northern England and Wales. A trough line is also marked behind the mainroald The centre

of the cyclone then tracks across northern Scotland during the afreroothe 8" December
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Ficure 4.3: MO synoptic analysis chart at 0000'0December 2011© Crown Publishing

(Figures 4.4 (c) -(d)) before moving north-eastwards towards Nyprigg 9" December the storm
has begun to fill (not shown). This track means that the south-westantaaf the storm, where
high winds associated with possible CCBs and SJs would be present paeseentral Scotland
having undergone it's most rapid deepening. As can be seen from therséstine gradient in the
surface pressure is particularly intense in this region. The minimum peessached, according
to the MO analysis, was 956 hPa at 18080 Becember, although by this time the cyclone track
has swung towards the north-east away from the UK. This is howemigrlchPa deeper than the

minimum central pressure at 1200 UTC when the cyclone is located just tottieai Scotland.

Figure 4.5 shows the WRF modelled SLP from domain 1 at the same times shownMQCthe
synoptic charts in Figure 4.4. Domain 1 is used here as its larger areaagedier synoptic picture
than the smaller, higher-resolution domains 2 or 3. The WRF SLP (Figurda}4-5d)) clearly
shows the rapidly deepening low moving towards and over Scotland much &k&i@ charts
(Figure 4.4). At 0000 UTC Figure 4.5 (a) shows the low pressure céntoeated in the north-
western Atlantic at around 2@V. The overall pressure pattern shows a very strong resemblance
to the MO synoptic analysis at this time (Figure 4.4 (a)). However, as summanidable 4.1,

the central pressure is not as deep in the WRF simulation showing only @8&dmipared to 977
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Ficure 4.4: MO synoptic analysis charts at (a) 0000, (b) 0600, (€)012nd (d) 1800 on the'8
December 2011© Crown Publishing

hPa. This theme continues throughout the simulation with the WRF model simulating minimu
central pressures of 973, 965 and 962 hPa at 0600, 1200 andJIBDrespectively (Figures 4.5
(b), (c) & (d)). Comparatively, the MO analysis shows central presgalues of 964, 957 and 956
hPa at these times. Figure 4.5 (c) shows the storm approaches the nBabtiaind and appears
to slow somewhat between 0600 and 1200 UTC. This is confirmed in the traiciFgure 4.6)
and the locations in Table 4.1. The centre of the low which is slightly stretchedtudinglly at
0600 UTC is compacted as it makes land fall at 1200 UTC. This accentuatstrdimg pressure
gradient on the south-western edge of the low. The position contrastsv@ineith the MO
analysis which positions the low centre slightly to the north of Scotland. Thishing of the
isobars, as the friction causes the storm to slow, increases the prgsadient to the south and
south-west of the low and mitigates th@eet of the marginally higher central pressure compared to

the MO analyses. This region is the key region for high winds where bathi@ICCBs can occur.
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Ficure 4.5: WRF modelled sea level pressure from Domain 1 at (a) Q@)@600, (c) 1200 and
(d) 1800 UTC &' December 2011.

Therefore it is important that, although the storm is not quite as deep as ¢natiopal analysis
suggests, the pressure gradient and curvature on the isobarslarepreduced. The track plot
shows the WRF simulation placing the minimum SLP to the south of the MO analysearontild
0000 UTC 9" December. The biggest disparity between the tracks occurs aroufdUR0 g"
December. At this time the MO analysis has the storm centre just to the nortlefr@sotland,

the WRF model, however, shows it about 100 km to the south-west. Thes®los mean that the
south-west quadrant of the storm will cross land in both the MO analydighenWRF simulation,
and both storms will experience the frictiondllexts of the land surface. This southward shift may
be partially responsible for the fiierent shapes in the SLP pattern as mentioned previously. As
can be seen in Table 4.1, Friedhelm developed relatively slowly for makedt" December but
underwent rapid deepening overnight into tieBecember. The data shows the cyclone deepened

by 44 hPa in the 24 hours to both 0600 and 1200 UTC 8th December almdsdedbe deepening
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TasLe 4.1: Cyclone Friedhelm minimum SLP and approximate locataken from MO analysis
charts, and minimum SLP and location from D01 of the WRF sithta

MO Analysis WRF D01
Date Time Min. Pressure Approx. Location Min. Pressure Approx. Location
0000 1014 50W 51°N - -
07 Dec 0600 1008 A2V 52°N - -
1200 1001 35V 54°N - -
1800 992 26W 55°N - -
0000 977 20W 57°N 985 19.6W 56.6°'N
08 Dec 0600 964 15W 58N 973 12.6W 57.6N
1200 957 8W 58N 965 8.TW 57.8N
1800 956 OW 60°N 962 0.2W 58.C°’N

(22.7 hPa in 24 hours for a cyclone at°bj needed to be considered a meteorological bomb
(Sanders and Gyakum, 1980). This is not exactly comparable with the WiRHasion as the
storm is not present in the domain until 0000 UTC on tHe Bowever, the 0000 UTC to 1200
UTC deepening is equal to that shown by the MO analysis for the same rz@ihPa. The
lowest WRF SLP at 1800 UTC on th& December is 995 hPa, however this is on the very edge
of the domain within a contour which rungtdahe edge of the domain (not shown). This would
suggest that the WRF model does not capture the deepening rate whetarthdirst moves into
the domain. Given the upper-level PV feature trails the storm at this time, aneftine will still
reside outside of the domain, this lack of resolved upper-level forcingbmagsponsible for the

slower deepening.

Other features close to the vicinity of Cyclone Friedhelm such as the small Idheteast of
Iceland are captured. Again, at 1800 UTC the storm continues to rdgitidysfurther south in
the WRF model (Figure 4.5 (d)) compared to the MO analysis (Figure 4.4Ttp.longitudinal
stretch in the pressure field can again be seen in the WRF model, wherdd©thaalysis is
stretched more latitudinally. Thesefldirences are relatively small with the overall shape and

strength of the pressure field comparing well with the analysis.

4.2.2 Frontal Structure

The evolution of the equivalent potential temperatée field and wind speeds are shown in Fig-
ure 4.7. Again, these are shown on domain 1 to give a synoptic picture diottme development.

The wind fields are discussed in Section 4.2.3 along with the high-resolutinaid® wind.
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Ficure 4.6: Tracks of MO analysis and WRF minimum SLP locations. Redses indicate WRF
minimum SLP locations every six hours from 0000 UTCBec. to 1200 UTC Y. Green crosses
indicate approximate MO analysis minimum SLP location.

Thede evolution shows that the development of the storm follows the Shapirogkéfescycle, as
shown in Figure 2.1 (b). At 0000 UTC (Figure 4.7 (a)) the storm resemndtesnsition between
stage | and Il of the Shapiro-Keyser evolution with the initial frontal waseatbping and evidence
of frontal fracture beginning to take place. From 0600 UTC to 1200 URigures 4.7 (b) & (c)
respectively) the development from stage Il to stage Ill can be seeffiraittal fracture occurring,
followed by the characteristic t-bone frontal structure of stage Il §fedrown at 1200 UTC. The
development slows and by 1800 UTC (Figure 4.7 (d)) the full warm sexiusf stage IV has not
been reached. Development of the storm through the Shapiro-Keysied imas been shown to be
essential for the formation of SJs (see Section 2.4.3). Parton et al.)(80@@ed that around a
third of SJs in their observation-based climatology occurred during pliaséh the remainder
in phase V. This shows slightly filerent development to the MO hindcast of Cyclone Friedhelm
presented by Martinez-Alvarado et al. (2014). In their simulation the ngdi@as developed signs
of a warm seclusion by 1200 UTC despite the cyclone still deepening rajoitily1 800 UTC (see
their Figure 2).
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Ficure 4.7: Domain 1 plots of wind speed (m3 - filled colours, andde (K) - white contours
every 2 K, on the 850 hPa pressure level at (a) 0000, (b) 0691,200 and (d) 1800 UTC'8
December 2011.

4.2.3 Winds
4.2.3.1 ASCAT Comparison

Figure 4.8 (a) shows wind measurements from the EUMETSAT METOP sateN&CAT instru-
ment. The vectors shown have a 25 km resolution, taken from an ogeapa$134 UTC on the

8" December. The ASCAT winds are calculated as 10 m winds in a neutrally $tglelebased
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Ficure 4.8: Comparison of ASCAT derived winds and WRF modelled wind3 ASCAT satel-

lite scatterometer measured wind speeds from the 1134 UTDe&&ember 2011 overpass (plot

from: http: //manatistarnesdisnoaagov/datasetgAS CAT Datgohp). (b) WRF modelled 10
m winds at 1130 UTC.

on the ocean surface radar backscatter. The instrument is descyilfégabSaldad et al. (2002).

For comparison WRF 10 m wind speeds plotted at 1130 UTC are shown ireHgei(b).

The WRF simulated winds show very good resemblance to those observed3@AT. The
general shape of the high wind region surrounding the relatively skgilom in the low pressure
centre is notably similar in the model to the observations, although the slack egiEnds slightly
further south close to the Western Isles in the model. This southward shgbiseted in the SLP
comparison above. The main region of highesb@ kt) winds is observed to extend from the
western coast of Scotland westwards. This spatial region and magnitugd! isaptured by the
model excluding, perhaps, a small region near the southern tip of the Bebeides. The other
notable discrepancy is the lower wind speed values in the slack region, Wthpkbducing values
as low as 5 kts compared to the 15-20 kts shown in the ASCAT plot. Despitedifesrences,
the overall consistency in both the spatial pattern and magnitude of the winds shat WRF is
succeeding in simulating the storm. The location of the highest winds, to theaudidouth-west
of the cyclone centre is consistent with the region where SJs and CCBs dideese low-level
winds are likely likely to be associated with the CCB as it undercuts due to its alegtitent as

described in Section 2.4.2.
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4.2.3.2 WRF Winds

The high winds in Cyclone Friedhelm are the main focus of this study. Thitosewill give an
overview of the development in time of the winds during the passage of tha stith a detailed

analysis of the high wind regions and their dynamics in Chapter 5.

The shading in Figure 4.7 shows the development of the 850 hPa windsspegmimain 1, as the
storm deepens on its track towards Scotland. A large region of moderate @@ ms?) has
already developed at 0000 UTC (Figure 4.7 (a)). As the cyclone dedp®600 UTC, some more
defined regions of higher winds-80 ms1) begin to appear (Figure 4.7 (b)). These are located
along the warm front, from55°N, 5°W to 50°N, 12°W, and to the south and south-west of the low
pressure centres5°N, 10-15W. This region intensifies significantly and at 1200 UTC, Figure 4.7
(c) shows values of over 40 mslocated to the west of Scotland. The development in this region
where, typically, SJs and CCBs occur, is discussed in greater detail,hgding the domain 3
figures during this period as the resolution in domain 1 misses key featutes80@ UTC the
strong wind region to the south of the low has expanded, stretching fratemeScotland into the
North Sea (Figure 4.7 (d)). Given the previously documented issuesieixg WRF modelled
winds over land (Smart and Browning, 2014) and the development to teeoiv&cotland shown
above, the majority of this study will focus on the development of the high wagn before the

storm reaches the Scottish coast.

The coarse resolution of Figure 4.7 means that some mesoscale feathresshls may not be
resolved, therefore it is important to examine the storm at higher resolkigores 4.9, 4.10 and
4.11 show the development of the high wind regions on 780, 850 and %2eWts, respectively,
from the high resolution (3 km horizontal) domain 3. The plots show the winely&@ hours from
0600 UTC to 1200 UTC on8December as Cyclone Friedhelm bears down on the west coast of

Scotland.

The winds on the 780 hPa level show a number of interesting features aothe approaches
Western Scotland (Figure 4.9). The yell@mrange contouring shows a broad region of relatively
high winds ¢20 ms?) at 0600 UTC (Figure 4.9 (a)). The warm front lies towards the eastern
boundary of this region, therefore the winds induced by the warm-frontdion are likely to
dominate to the east of this region (orange colours). Evidence of the W ¢he cold front
can be seen stretching north-east to south-west fréiN 35°W, with wind speeds up to 38 ms

The higher winds in and around this warm sector coincide with the stromgssyre gradient here,
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unlike the regions further to the north of the low pressure centre. The gpedds are relatively
low to the immediate north of the low pressure centre even where the pregsulient force
is relatively high. The cyclonic circulations around the storm mean the wirds &re flowing
against the mean flow of the storm and from a low-momentum region. Alrélaehe is a region
of higher winds appearing just to the south of the low pressure centreevtie pressure gradient

is highest.

At 0800 UTC (Figure 4.9 (b)) the region of high winds on the south-wigk ef the low (the
typical SJCCB region) has developed further with values now reachia@ ms=*. This region
corresponds with the tightest packing of the isobars showing that the PlikElysto be highly
important in the acceleration of the winds, as well as the strong curvatueéthe storm centre.
The cold front is evident towards the bottom of the plot stretching towardadinth-east. Patchy
high winds between the ZJCB region and cold front appear likely to be the result of convection

occurring in this region similar to that seen by Browning (2004).

Between 0800 UTC and 1000 UTC (Figures 4.9 (b) and (c)) there is little mereof the exact
center of the low (marked "L" in the plots). However, the pressure and figfds have developed
significantly around it. At 1000 UTC, the isobars to the west and south dbtheshow a very
strong pressure gradient. A ribbon of very high wind§Q ms?) extends west to east to the south
of the low before orientating south-east. This ribbon is roughly 500 km igtleand~50 km in
width. The ribbon sits within a larger region of high winds to the immediate southedsltitk low
centre region. Again the cold froghYCB winds can be seen further to the south of this. The high
winds here, in particularly the ribbon, are not as obviously correlated thidhregions of tightest

pressure gradient suggesting that other processes are tdlangteere.

At 1200 UTC Figure 4.9 (d) shows the strong wind field has progress#teiScottish coast with
the isobars distorting somewhat around the land. A small thin band of inteinsis Vg located
close to the coast. Behind this, a band of strong winds (red shading)dextenth-west starting
near to the high pressure gradient on the west of the low. Following tharisdie intense region
at this time looks likely to be a continuation of the intense ribbon seen at 1000 Ti&Cscale of
these intense features means that they are only resolved at higher esalations and cannot be

seen in the domain 1 plot (Figure 4.7 (c)).

The wind fields at 850 hPa and 925 hPa (Figures 4.10 and 4.11, regbgchoth show very

similar structures to those at 780 hPa, albeit generally with lower magnituee® dioe increased
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Ficure 4.9: Domain 3 plots of 780 hPa level wind speed {fnshading) and SLP (black contours,
every 4 hPa). Plots are shown from 0600, 0800, 1000 and 12@ (#)-(d) respectively.
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friction at these levels. This is not entirely true just north of the cyclonéredrowever where the
low-level nature of the CCB can be seen with increased winds at the 8aridP925 hPa levels

compared to the 780 hPa levels.

The very strong "ribbon" of winds at 1000 UTC is not evident in eithethef lower-level plots,
although there is a small region of purple shading in the 850 hPa plots at thisloseto the
strongest part of the ribbon in the 780 hPa plot. The same is true at 120Q0with just a small
area of purple shading in the 850 hPa plot. There is also a correspoadiagn the 925 hPa
plot, although this is very small. This shows that this "ribbon" is a mid-level jatlwmay be

descending to 780 hPa but unable to descend much below the 780 hPa level.

Figure 4.12 shows the time series of the maximum winds over the course of'tBe@&mber.
Generally the 780 hPa winds (red line) are higher than the 850 or 925dn&agé and yellow
lines, respectively), largely due to the lower friction at higher levels. Miagimum winds show
a rapid rise through the morning of th& &s the cyclone tracks towards Scotland and deepens.
A caveat on the values prior to 0600 UTC is that the whole of the cyclonenbiaget entered
the domain. Comparison to domain 1 winds however, shows similar low-thirtiesnahthirties
values at 0000 and 0600 UTC (Figure 4.7 (a) and (b)), respectiwetire time series. Between
0600 and 1000 UTC there is a rapid rise in the maximum wind speedd®is?®. Two peaks
are seen in the 780 hPa wind maxima at 1000 UTC and 1200 UTC. At the loveds iae 1000
UTC peak is less pronounced and the second peak occurs at 1130 ewttatimum wind speed
decreasing slightly by 1200 UTC. From 1200 UTC onwards the windsugdgddecline on all
three levels, albeit still with maximum winds of 40-45 Thdy 0000 UTC, despite the continued

deepening of the storm (see Table 4.1).

The general pattern of increasing and decreasing maximum wind speedssistent between
the three levels. This suggests that large scale forces, such as @tR@§ due to the cyclone
deepening, are the main drivers of the wind acceleration rather than oadsgsocesses which

may be vertically limited in extent.

As mentioned previously Chapter 5 provides an in-depth dynamical analiygie strong winds

and other dynamical features within the storm.
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Ficure 4.10: As Figure 4.9 but for the 850 hPa level.
4.2.4 Satellite

Infra-red (IR) satellite images are shown in Figure 4.13 (a), (¢) andt(6800, 1000 and 1200
UTC, respectively. These show the progression of the cloud heagpagates across Scotland.
The WREF plots (Figure 4.13 (b), (d) & (f)) show the simulated outgoing lcagaradiation (OLR)
which, although not an exact representation in terms of projection andrsiale, are comparable

to the IR satellite images.
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Ficure 4.11: As Figure 4.9 but for the 925 hPa level. The white regimmlicate where the 925
hPa isobar has intercepted the ground in mountainous region
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Ficure 4.12: Time series of the maximum mean winds in domain 3 on th®&cember. 780,
850 and 925 hPa pressure levels are indicated by the redgeeard yellow markers and lines,
respectively.

At 1000 and 1200 UTC some banding can be seen at the tip of the cloudFigacks 4.13 (c) &
(e)), as suggested in Browning (2004) and subsequent SJ studkek éCal., 2005; Gray et al.,
2011). This can be a sign of CSl release through slantwise convectiich way be important in
the formation of SJs. The WRF clouds show some banding, mostly in the 12CGQoldT (Figure
(4.13 (), however, this is not as clear as in the satellite images. The lggindime satellite images
is less obvious than in some of the previously studied SJ storms (e.g. Bro(20i94), Smart and

Browning (2014)).

The WRF OLR plots show some discrepancies to the satellite images. Firstly, tie letad
appears somewhat further south in the WRF simulation. The broken clotlttarorthern edge

of the dry slot extends south from around’Bl0in the satellite images. In the WRF plots however,
this is present at around 98 at 0800 UTC, although the position in the WRF model does improve
at 1000 and 1200 UTC. This southern shift has already been notedbioth the SLP and wind
field comparisons. The shape of the cloud head is also not entirely conidisteveen the satellite
and WRF OLR images. In the WRF simulation it appears to be stretched longitydihis is
consistent with the stretching of the isobars for the WRF simulation (e.g. HgbyeThe location

of the cold front is slightly more northward in the WRF simulation than in reality makiegdry

slot smaller, it also exhibits a very sharp rear edge compared to the satellite.imag

In both the WRF and satellite images convective clouds are visible within thdadrsired on the

inside edge of the main cloud head. These were also seen in the Greab&tysis by Browning
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Ficure 4.13: IR MSG satellite images at (a) 0800, (c) 1000 and (ep12DC and WRF outgoing
longwave radiation (OLR) images at the same times. (Sateéftiages courtersy and copyright
EUMETSAT/UKMO)
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(2004), where downdraughts associated with them were attributed to lbauke of some of the
high gusts which occurred within the dry slot. The WRF simulation is also shomimg broken

cloud around the inside edge of the dry slot as can be seen in the satellitessimage

Although there are someftierences between the satellite images and WRF OLR plots the overall
shape and many of the processes in the dry slot region appear to berbeiegted well by the
model. As mentioned the cloud head region is of great importance in the devatbmpf the

winds. The comparisons shown suggest that WRF is doing a good jobreftang this.

425 Radar

Equation 4.1 shows the Marshall-Palmer relationship from which the modeliefaltaate is

derived using the WRF simulated dBz values.

Rr = 0.036. 100625 dBz 4.1)

whereRr is the rainfall rate andBZ is the modelled radar reflectivity.

The equation, 4.1, gives an instantaneous rain rate, which can be @ahrtpghe MO radar im-
ages. Due to the sampling methods and data issues of rainfall radar sazhmath angle and
attenuation, there will be fferences between the model and radar, even given a near-périect s
ulation. For this comparison the rain rate is calculated from the dBz diagtfimsadanodel level 5

in order to try and achieve a good comparison to the radar. It is notabledira of the radar sta-
tions were showing scanningfficulties as Friedhelm passed over Scotland particularly between
0530 UTC and 0730 UTC (not shown), after which one of the radar smt®removed from the
composite plots. For this reason the plots at 0500, 0800, 1000 and 120@t¢Tused in Figure
4.14, although some attenuation can still be seen in these images. This pasietiais most of

the rainfall within range of the radar stations.

The frontal structure can be clearly seen in the radar images (Figur#e$ad,1c), (e) and (g)) and
the WRF simulated rainfall (Figures 4.14 (b), (d), (f) and (h)), albeit wiime diferences which
will be discussed here. The structure of the warm, cold and occludatsfstown in Figure 4.4
can be clearly seen in radar images. Overall the WRF model is picking upetieraj structure

well, similarly to the satellite comparison above (Figure 4.13). There doesappbe a general
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Ficure 4.14: UKMO 1 km composite radar images at (a) 0500, (c) 08801000 and (g) 1200
UTC on the 08 December 2011. Plots (b), (d), (f) and (h) show the corredpantimes from
the WRF model with rain rate calculated from the simulatecntifity (dBz) using Equation 4.1
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overestimation of rainfall by the WRF model, however, with larger areassigorates>2 mm
hr-1 (yellow shading) or above. This is accentuated by increased rainfadirttssthe southern
ends of both the warm and cold fronts. The timing of the storm passage ifl\skipwer in the
model with the warm and occluded fronts appearing somewhat behinddaeinaages, this is not

so true for the cold front, however.

At 0500 UTC the warm front is positioned over central and western Swubténd north-west
England with intense rain in these regions showing evidence of orographincement (Figure
4.14 (a)). South of this the frontal precipitation is much weaker and inicrgigbroken as the front
extends down towards the south-east of England. The cold front atrtiésstretches south-west
from the triple-point situated close to the Western Isles of Scotland. Therooithl precipitation
covers a broad region over the north-west of Ireland. Again thepeans to be some orographic
enhancement occurring as the front hits land. There are local steonfali regions embedded
within the front with rates o8 mm hr'. The occlusion can be seen extending north-west from
the Scottish coast. It ceases just short of the radar range as theioeddesomes less defined.
In the WRF simulation at this time (Figure 4.14 (b)) the distinction between the wadwald
frontal rainfall in the WRF model is less clear with precipitation occurringrawach of the Irish
Sea. This is a product of both the warm front lagging behind that in ther i@ald the cold front

being somewhat ahead of the observed cold front.

Three hours later at 0800 UTC (Figure 4.14 (c)) the pattern of rainéaldhanged dramatically.
The cold front has largely disconnected from the warm front showiegrintal fracture of the
Shapiro-Keyser development of the storm, at this time there appear to belthtiact precipitation
bands associated with the cold front, all stretching over Ireland. A seband of precipitation,
associated with the warm front, has also formed in the North Sea with whaaep be the main
warm front covering much of northern England, southern and ceS8tatland and the Western
Isles. However some doubt is cast on the exact details of the forwacdidizen the radar artefacts
at the edge of the radar range and the removal of the Hill of Dudwick i¢atzated~30 Km north
of Aberdeen) from the composite. Orography can still be seen playingnéisant role in the
intensity of the precipitation over the Scottish Highlands and Cumbrian FellseT$a large area
of rain associated with the occlusion to the north and north-west of Scotlandrge coherent
region to the north of Scotland is associated with the main cloud head shownuire Ed 3 (a).
Just to the south east of this there is an area of scattered precipitationcarh&éso be seen in

the patchier cloud in Figure 4.13 (a). The model has captured, to some,dReiforward band
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of precipitation ¢f the north-east coast although it is thinner and closer to the coast thaartde b
in the radar (As noted above there are some doubts about the radanvafr¢his band as well).
The intense, orographically enhanced precipitation over the Pennidewesiern Scotland has
also been reproduced by the model. On some of the other features theappédals to struggle,
however. It has failed to capture the multiple bands of the cold front exhgbdmy a single
intense band with a broken weak band ahead of it. Again the heavy pré&oipitgsociated with
the warm and cold fronts extends much further south in the model than isrstfenradar image.
The occluded front also shows some considerakfemrinces at this time. The main body of it
is shifted to the south-west compared to that in the radar. It appears thiverall in the model,
largely consisting of a coherent band which is thinner than the total ocolusithe radar. Some
of the rainfall intensities in precipitation are similar around the Outer Hebridethiese are part
of the main band in the model rather than the more scattered regions in the Tagatip of the

occlusion still resides out of radar coverage so the overall picture dgriptete.

At 1000 UTC the radar shows some regions of precipitation over nortBeghand and Scotland
have dissipated, although areas of heavy rainfall persist (Figure(é)L4 The warm front has
moved further & the east coast, though some rain continues within the warm sector over the
Pennines and Welsh mountains. North of Scotland there is still a large refjmea@pitation
associated with the occluded front. The strong broken showers penstbe inside of the front
with a more distinct band to the north and east of them. Compared to previoughienesclusion
has weakened, particularly towards its western extent, although thereadge still fails to cover
its full length. By this time the cold front had formed into a more coherent singée tretching
from central Scotland across to the south-west of Ireland. Compelsative rainfall is resolved
more accurately in the model at this time than in the preceding plots. The singld line cold
front is captured very well in terms of location, albeit with a high bias in termsiteinsity. The
location of the warm front in the model is slightly more eastward then in the rag@aning the
storm is somewhat stretched longitudinally. Again the warm front and dodshow a far more

coherent structure in the model, particularly in the North Sea and to the wehef Scotland.

The rapid passage of the system means that by 1200 UTC (Figure 4)1fhdgyarm front has
largely cleared out of radar range to the east of the UK, so this featumeot be compared to
the WRF plot. The occlusion north of Scotland has dissipated further withafégyv bands of
precipitation still located here. However, at its tip a number of bands of wvdense rainfall

have formed due to the orographiffects of the Scottish coastline. The cold front has moved
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south becoming an intense band across northern England with wealkdpitatéon extending
across to the south-west tip of Ireland. A band of rain ahead of the ooid, fstretching from
the Pembrokeshire peninsular to the Humber estuary, contains a nhumtegiafis of intense
precipitation. Although a small isolated warm front within the warm sector isvehan the MO
analysis chart (Figure 4.4 (c)), at this time it's location does not correspell with the location
of the rainfall in the radar image. The cold front in the WRF model is agairtéoicaell compared
to the radar. An area of increased intensity across the north of Englatsbisaptured but like
previous times the intensity is overestimated and the trailing end is overly-defihedcclusion
shows the same patterns as the cold front, with a far more defined and ibterdsto the north of
Scotland. The occlusion is further westwards than that in the radar asneehing that although
some orographic precipitation is present over western Scotland, its extdmirganisation is less

than that in the radar plot.

4.2.6 Dropsonde Sections

During the course of the research flight into Cyclone Friedhelm a total afr@psondes were re-
leased, providing a highly useful and rare dataset with which to evaluatadldel. As mentioned
in Chapter 3, the dropsondes from the Cyclone Friedhelm were assimilaoatiénECMWF anal-
ysis data which is used for the initial and boundary conditions for the moabsl presented here.
In certain situations this may limit the validity of using the dropsondes as an meadab¢ion tool
as. However, in this case the domains are large enough, and the lead-tgrentmngh that any

issue of &ective "double-counting” of the dropsonde data should be mitigated.

As mentioned in Section 3.2.1, the dropsondes were released from an adtitwarel 7000 m and
take approximately 10 minutes to descend to the surface. Due to the fallsspeedircraft re-
ceiving limitation the horizontal resolution on the dropsondes is on the ofd&® km, although
this is somewhat variable. Given the strong winds, the dropsondesiexpeisome drift as they
descend as shown in Figure 4.15. The dropsonde sections from thisafleghlso used for com-
parison with MO UM simulations by Martinez-Alvarado et al. (2014), theiulssare compared
to those from the WRF simulation later in this section. The dropsonde data il#omcand plots
presented here were produced by Phil Rosenberg (Uni. of Lesg@raof the DIAMET project.

The dropsondes were released on three legs of the research flighonttine west of mainland

UK in the late morning and early afternoon and one to the east of Scotlandrater evening.
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Ficure 4.15: Map of the dropsonde drift throughout their descehie @iropsondes drift west-to-

east during descent following the general wind.

TasLe 4.2: Dropsonde release times and locations.

Leg Sonde Time Lon Lat

1 1130 -4.47 53.83

2 1146 -5.42 54.77

3 1158 -6.15 55.49

4 1203 -6.19 55.90

1 5 1209 -6.32 56.37
6 1212 -6.35 56.53

7 1217 -6.43 57.02

8 1223 -6.51 57.50

9 1228 -6.51 57.85

10 1234 -6.09 58.37

11 1243 -6.95 58.19

12 1249 -7.58 57.88

13 1255 -8.20 57.56

2 14 1301 -8.81 57.25
15 1306 -9.23 57.02

16 1312 -9.84 56.69

17 1318 -10.38 56.39
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Given that the third leg contained only four dropsondes and occurregl the cyclone had crossed
Scotland, the focus here is on the earlier of these legs. The time and apatexocation of each
dropsonde release is shown in Table 4.2. Figure 4.16 shows the ddeplaations (crosses)
overlaid on the WRF wind field during each dropsonde leg. The first llsgkbcrosses, labelled
1-10) stretched from the central Irish Sea to the northern tip of the Outbrittes near to the
low centre, with 10 dropsondes released. According to the WRF simulatiosdbtion passed
right across the region of highest winds to the south of the low. The selegn consisting of
7 dropsondes (white crosses, labelled 11-17), stretched from thee agfnthe low south-west,

crossing the CCB region of high winds.

There are a number of caveats to be considered when comparing ddessar dropsonde sections
to model data, as is done here. As can be seen in Table 4.2 the temporabtiatidistribution
of the dropsondes is not equal. When comparing a section to the model, theiffererse
between the dropsondes must be considered. The relative sparsity dfdjpisondes can mean
interpolation is not always correct and some features may be missed tullgciccounted for.
Indeed dropsonde leg 1 (Figure 4.16 (a)) shows dropsondes 4 aerth$ released either side
of the region of the modelled strongest winds, meaning their values may leeastichated in the
dropsonde interpolation. The complex 4-D development of the drops@rdkthe model may also
cause dterences to be seen. It has already been noted that sdifme=dces are present between
the shape and track of the cyclone in the WRF simulation and in observatiamsiyses (Figure
4.6). Despite these inconsistencies dropsonde sections are an extregfalyjtanl for evaluating
the performance of the model and the structure of the storm producesdrthgiven some sensible
checks. The WRF sections for comparison are created at numerous tiordgiro check for any
differences in storm velocity. Analysis of whole sections means simple misplacamgstorm
track errors can be identified by eye and sections moved if needed. o€he €an then be on
the presence and structure of features within the storm that show the rm@agturing the same

processes as reality.

Also used during these sections was the on-board, downward pointing Wiah allows the
cloud top height to be determined as described in Section 3.2.2. The samplimghie lidar can
appear noisy but gives a good estimate of cloud top height which camiygazed to the modelled
clouds. It must also be noted that the lidar signal is a point measurememtdirectly below
the aircraft, therefore, it may not exactly match with the clouds which thestrogies may pass

through, due to their drift during descent.
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The initial analysis of leg 1 conducted here used a similar section as MaAlwamdo et al.
(2014), of a straight line from dropsondes 1-10 as shown by theedaslack line in Figure 4.16.
However, this section would miss some of the highest wind regions in the WREInvauich the
dogleg in the dropsonde section appears to pass through. Also, this §sespaver much more
land than the real dropsonde paths, raising the possibility that orogeaghland-sea interactions
may alter the atmospheric profile, particularly at lower altitudes. Thereferadistion is moved
0.6° west, shown by the solid black line in Figure 4.16, in order to fit more closelytivéimajority

of the dropsondes in the high wind region and with less influence from land.

4.2.6.1 Dropsonde Leg1

The dropsonde section shows a low-level maximum wind spee8@&B N and 1 km ¢925 hPa)
altitude (Figure 4.17 (a)). There is also a large region of high winds ahdwe, associated with
the DI. The low-level peak is part of a larger region of high wingé@ ms1) which extends down
from the large mid-level peak of the DI. The dropsonde-WRF compa$arind speed shows
very good similarities. The large region of high winds betweetiNo&nd 57N is clearly visible

in the WRF model (Figure 4.17 (b)). However, there are some inconsistetice largest magni-
tudes are slightly higher in altitude, at around 2 km, than those in the drogsoite large region
of high wind magnitudes between%énd 57N is also lower in wind speed than the observations.
The rapid decrease in wind speeds to the north 6N5g captured in the WRF simulation. How-
ever, beyond 58\, the WRF winds are weaker than those in the dropsonde section. Inafjene
the WRF wind features are located more southwards than those in the doepsection. This is
consistent with the slight southward shift in the WRF modelled cyclone showigime 4.6. At
the southern extent of the section, another region of winds stretchingZrkm altitude up and
northwards towards the intrusion which is associated with the cold frontinAbés is captured
well in the WRF model, with a step in altitude visible at 3 km close to the edge of th®sec

albeit with lower wind speeds than in the dropsonde section.

The strong low-level wind region in the dropsonde sections and the WRiose may be in-
dicative of a CCB air-stream wrapping around the BBF. The winds abiuseare likely to have

different origins and may constitute SJ features that are descending tathvagigface.

The intermittent black lines in the dropsonde figures show the cloud top asnietel from the

aircraft on-board lidar. For comparison the white lines in the WRF plots shoud mixing ratio
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Ficure 4.16: 780 hPa wind speed (shading and SLP (black lines) 42@) UTC and (b) 1300

UTC. Black (1-10) and white (11-17) crosses show dropsoetiase locations for legs 1 and

2 respectively. Solid black (white) lines show the WRF settmcations for leg 1 (2). Dashed
black line shows the location of the model section used bytiMez-Alvarado et al. (2014)
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Ficure 4.17: Top: Dropsonde section interpolated from dropsoneig 1 (Sondes 1-10, Figure

4.16 (a)) showing windspeed (shading) and lidar cloud tbfeck peaks). Bottom: WRF simu-

lated wind speed (shading) section for Leg 1 (black solid kigure 4.16 (a)) at 1200 UTC with
cloud mixing ratio (white lines at 1x10 & 2x10~7 gkg™) to indicate cloud extent.
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(cloud ice+ cloud water) of 1x10’-2x10°’. To the southern end of the dropsonde section there
is little cloud, with occasional signals near 1 km. Only one region of higherdct@n be seen
near 54.8N, which extends te-3 km in altitude. The WRF clouds on this southern part of the
leg show reasonable agreement with the lidar clouds. There is little cloud sb&8iN, beyond
this however there is constant cloud unthb5.6'N, most of which is not seen in the lidar. From
55.5'N there are numerous high peaks (2-5 km) in the cloud in both the WRF madiétlandata,
although the modelled cloud does not reach quite the same altitudes. In bétegeaks, regions

of lower cloud tops and no cloud are indicated by the lidar. Although WRE do¢ capture the
clear regions it does showftgring cloud top heights. From 5N to the northward extent of the
section the lidar shows a couple of large peaks with some lower cloud. Adsis telatively well

captured in the model albeit with some overestimation of the low cloud.

The obvious feature of the, section (Figure 4.18 (a)) is the region of low temperature290

K) between 5% and 56.2N, the most prominent region of which stretches from 1.5 km to 4 km
altitude. Temperatures of296 K also extend to the surface betweefiNb&nd 57N to the edge of
the BBF at 57N. The highest winds shown in Figure 4.18 (a), reside in this area ofljangeitral
stability. Cooler temperatures also stretch south towards the cold frontéetiven and 2 km. In
the WRF section (Figure 4.18 (b)) the cold region betwe€iN5&nd 56N is captured, between
2000 m and 4000 m, but not below this. The WRF section shows warm laldemperatures
between 56N and 57.8N, reaching over 300 K around 9. This is not seen in the dropsonde
section although some warmer low-level temperatures are visible to the mortbstrregion of the
section. At 56.5N in the WRF section a vertical region of warmer air (296-300 K) is apgaren
effectively marking the boundary between the high winds and the slack cyctatee shown in
Figure 4.17 (b). In the dropsonde section a warmer region is apparene 8.5 km at 569N,
with a similar temperature region at 57Nlin the lowest 2.5 km. These regions again largely
bound the northern edge of the highest winds, demarcating the transiiorttie frontal region

to the slack cyclone centre.

The wind fields in Figure 4.17 ar@d in Figure 4.18 can be compared to the UM simulation shown
in Figure 4 (b) in Martinez-Alvarado et al. (2014), reproduced in Fegdr19 (a). The vertical
region of high winds around 56°H is overestimated in the UM compared to the dropsonde section
(see their Figure 4 (a)). This is the opposite of the slight underestimatior efitids shown here

in the WRF model. The UM simulation also overestimates the extent of the high win@sifs 1)

stretching to the south from56°N. The region 0f~30 ms* winds extending to 3 km altitude at
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Ficure 4.19: Figures 4 (b) and (d) (noted here as (a) and (b), respbgtfrom Martinez-

Alvarado et al. (2014). UM Model sections for dropsonde légs) and 2 (b). Color shades

represent horizontal wind speed (ths thin lines show equivalent potential temperature, with

a separation of 1 K; and solid (dashed) bold contours show @) relative humidity with
respect to ice.

55°N is also not well captured. However, the ground-ward extent of this Daptured better in
the UM than in the WRF simulation.

It is notable that the clouds are located much further north in the UM simulatiiim Javge high
clouds occurring north of the frontal zone. The overestimation of thedsl@sialso shown in the
WRF simulation, however, the clouds to the south ofNb@re better represented in the WRF

simulation than the UM

4.2.6.2 Dropsonde Leg 2

The second dropsonde leg extends from the cyclone centre southewasds the Atlantic Ocean
(Figure 4.16 (b)). This leg passes through the CCB region, although thielnpoedicts the
strongest winds have passed eastwards by this time. The dropsonide sbows a low-level
peak in wind speeds at57.25N on the edge of the frontal region (Figure 4.20 (a)). To the east of
the low-level peak the winds drop rapidly towards the centre of the low. édewthe dropsonde
spacing here means that the exact structure appears to be unresestdiards, at around 2 km

altitude the higher winds<35 ms™!) are present until the edge of the section. This whole region
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of higher winds extends to around 4 km in height. A second, lesser, \pigedspeak is present at

3 km altitude, 57N just above the lower-level highs winds below 2 km.

The WRF plot shows some good agreement with the pattern of wind spdthadsigin the magni-
tudes are, generally, somewhat underestimated (Figure 4.20 (b)). Gdteloof the frontal divide
between the higher winds south of the BBF and the slack cyclone centom lisgvell captured
with the WRF model showing this at57.6’N compared to 573N in the dropsondes. Although
the large region 030 ms* winds is fairly well captured the magnitudes of the highest winds are
lower in the WRF section. The cyclone centre also exhibits slower windsisglean shown in the

dropsonde section.

Figure 4.21 shows the same section as Figure 4.20 (b) but 30 minutes eatB30UTC. This
section shows a better resemblance to the dropsonde section. At thistgadiénie magnitude of

the peak wind is close to that in the dropsonde section, although the peakgimatigitoo high

in altitude. The areas of winds above 407thdo not extend as far south as the dropsonde section.
These magnitudes are present~66.7N in the dropsonde section whereas the WRF section
shows wind speeds 5-10 mslower than these. Although the magnitudes are somewhat lower
in the WRF section, the shape of th@5 ms? region compares well to that in the dropsondes,
and the region of lower winds above 4 km to the south of the section is alsoredp Although

the low-level winds in the cyclone centre are again too low they are closepse tshown in the

dropsondes than the 1300 UTC plot (Figure 4.20 (b)).

The lidar data from Figure 4.20 (a) suggests that the aircraft is in cloudhiech of this leg,
particularly between 5N and 57.8N. This is corroborated by the extent of the cloud in the WRF
model section which extends beyond 6 km, indicative of the the frontal mokmure 4.21).
Towards the centre of the low the lidar shows some broken cloud along witk sad- to high-
level peaks. The WRF model seems to over-predict the cloud extensimaitarly to the leg 1

sections.

Compared to the UM section of Martinez-Alvarado et al. (2014) the WR&oseseems to com-
pare well. The UM also seems to have a somewhat thinner more vertically &ddngend speed
maximum similar to the WRF section. Unlike the WRF simulation however, the highedswaire
located to the south (west) of those shown in the dropsonde section. ftaidog on the UM

plot makes any more detail in the highest wind regidfidilt to distinguish. Again in the UM the
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clouds are over-predicted in the slack cyclone centre region and 4pneléicts the cloud height

around the high-wind region.

Figure 4.22 shows the dropsonde and WRF leg 2 sectioms. of he dropsonde section shows
distinct regions o#.. To the southern end of the plot a region of lowkrvalues 290 K) is
evident from~1 km to 5 km altitude, extending from56.6°'N to the edge of the section. The
values gradually increase at all levels northwards until around°Bl6vghere warmer air can be
seen at both higher-levels and close to the surface. By NAlues of 294 K extend from 6 km
down to~3 km, this region extends from here to the northern end of the plot. Fronil§’add
northwards there is a layer of 292 4§ between~1-3.5 km. Below this another region of 294 K
stretches northwards from57°N, within this a region 0f>298 K is centred around 578 close

to the surface.

The WREF section (Figure 4.22 (b)) shows a similar cold region between % kmdat the southern
extent of the section. Between 2 and 4 km this extends aroufiduther north than the region
shown in the sections. Beyond this thefield looks largely similar to the dropsonde section until
around 57.IN. From here northwards the WRF section is consistently around 4 K wahaer
the dropsonde section. The structure ofdhés still similar despite this warm bias. This includes
the band of cooler air extending from 57MNito 68.2N, albeit centred~500m lower than shown
by the dropsondes. Additional structure shown in the WRF simulation herebmagalistic but
missed by the relatively sparse resolution of the dropsondes. This lmsdmbt appear to be
as well represented in the corresponding UM section shown by Marfiezado et al. (2014),
where it appears as a smaller isolated region close to the cyclone centegiiof of warmeide

temperatures at the surface are also seen arounéiNb7.5

Unlike the wind speed sections, the WREsection at 1230 UTC (not shown) does not show
a significant improvement in it's comparison to the dropsondes. This stsggesdight disparity
between the evolution of the thermal structure and wind speeds when cmnjeathat in the

dropsonde sections. However, in general the key features of tha atercaptured by the model

4.3 Summary

This study is, principally, a modelling study; therefore a full quantitativesoleion-model val-

idation is beyond the scope of this thesis. However, to have confidence mdbel results, it is
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Ficure 4.20: As Figure 4.17 but for dropsonde Leg 2 at 1300 UTC.
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Ficure 4.21: As Figure 4.20 but at 1230 UTC.

important to compare them to observations. A range of routinely collecteshadisons, such as
radar and satellite images, are used, along with the unique observatiortsezbis part of the DI-
AMET campaign. Overall, the model does a good job of recreating the stodrit'a features. As
shown by Smart and Browning (2014) the WRF model has the ability to necstiag jet storms
with good accuracy depending on the initial conditions. The WRF simulation amafairly

well with the section from the previous UM-based study on this storm by Mazrtilvarado et al.

(2014).

The storm track and position are generally well replicated, although at times ithe south-
ward shift and longitudinal stretching of the storm these should not hayenajor €fect on the
processes for further analysis. Indeed this southward shift in mttpkarly obvious in the drop-
sonde sections which give some of the best information on the internalis&waf the structure
of the storm. Small dferences in the shape of the cloud head compared to satellite images, and

frontal rain compared to radar observations are noted. In generagvan, these inconsistencies

are relatively small.
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The dropsonde sections provide a useful tool to evaluate the featiuttes ©y/clone, however, as
mentioned in the text there are caveats to be considered when compariaglisesvations to the
model sections. These show generally good agreement with the model in betinthspeed and

e fields. Some discrepancies exist particularly in in the leg 2 comparisonseTdre generally
related to an over-prediction of thlg and some under-prediction of the wind speeds. The lidar
comparisons to the modelled clouds are also good, albeit with some variatiaulzaty towards

the cyclone centre. Overall however, the general spatial pattern vétrebles is shown to be well

captured by the model.

As with all studies of this kind the model will not be an exact recreation dityehut there is high

confidence that the important processes and structures are redneeted






Chapter 5

Modelled Storm Dynamics and

Processes

This chapter analyses the dynamics and microphysics of the Cyclone é&rnedbntrol simula-
tions and defines the key features within them. This then provides a frakevitbr which to

analyse the sensitivity tests presented in Chapter 6.

5.1 Identification of Regions of Interest

As shown in the Chapter 4 (Section 4.2.3) much of the development of the wida&eurs be-
tween 0700 UTC and 1200 UTC on the morning of tif& Becember. The regions of highest
winds between 1000 and 1200 UTC are particularly intense, warrantewfgpattention. Investi-
gating the strong winds during this period sees the added benefit of limiteddtiter between the
storm and the land surface. Radial cross-sections extending ougthtioe BBF are used in order
to identify specific areas of high winds for further analysis and to progidéearer 3-D picture
of the storm. The radials from 1000, 1100 and 1200 UTC can be usedritifjdéne levels and
distribution of regions of interest. The earlier radials can give insight talévelopment of these
regions. Figure 5.1 shows the locations of cross-sections taken at 100®and 1200 UTC. The
cross-section locations, marked A-A to H-H’ on each plot, are spetifisalected at each time

in order to examine both the strong wind regions as well as the upstream flow.

83
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Ficure 5.1: Wind speed (shaded) at 780 hPa and SLP (black contdueg) 000 UTC, (b) 1100
UTC and (c) 1200 UTC '8 December. White lines labelled A-A to H-H’ indicate locati® of
cross-sections. All cross-sections consist of 80 horidagrid points (240 km) in length.

Figure 5.2 shows the cross-sections A-A, B-B’ and C-C’ at 1000 UTr@m the locations in
Figure 5.1 (a). These sections can be seen crossing some of the straue regions to the
south and south-east of the storm. Section B-B’ crosses through thersgiath of wind speeds
>50 ms!. This region can be clearly seen in the cross section plot (Figure 5.2{lajound
56°N extending from 800 hPa to 730 hPa. This maximum is within a broader redimtense
winds 40 ms?) extending to the south-west and upwards. These strongest windsameed
underneath by a level of cloud that stretches across a large portioa ofdks section. Some high
winds do extend into and below the cloud, but these generally have speless40 ms?®. There

is also a region of ascent directly below the highest wind region which mayhligiting the high
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momentum from transferring towards the ground. The section C-C’ (EifL (a)), is located up-
stream of the highest wind region and shows quitBedént characteristics. Here the highest winds
are lighter, generally between 35 and 40 fsThe high winds here are located next to the frontal
cloud which stretches from the near surface around°l@.6p to 550 hPa at TW. The winds are
largely located to the cold (western) side of the frontal cloud shown by théwhite) and cloud
(cloud water+ cloud ice, grey) contours. At low-levels (950-850 hPa) high wind negji@bove
40 ms?) extend eastwards within the cloud, whilst at approximately 700 hPa, theswexténd
further westwards. The upper level winds are limited in vertical extent byctbud anvil which
can be seen in the grey cloud lines. Unsurprisingly the frontal cloud is ddedrby ascending
motion; to the west and largely concurrent with the highest winds, is a rexjidascent. Figure
5.2 (c) shows cross section A-A, downstream of C-C’ and B-B’. Thirds are marginally less
intense here with the cross section passing just to the east of the "riblbitighest winds shown in
Figure 5.1 (a). However the region of strong mid- and lower-level windsatensive, stretching
from the southern limit of the section to 56.5l, and still relatively strong%38 ms?). The
strongest region is located at 558, between 800 and 725 hPa, with speed of 46'mghis
region is also associated with a region of descent and a break in the &elalv this the higher
maghnitude winds extend down towards the surface and produce theedtaugface level winds

in these cross-sections.

At 1100 UTC, Figure 5.1 (b) shows that the "ribbon" of high winds show&(90 UTC is no
longer present. Cross-section B-B’ passes through a small regior ohdist intense winds, A-

A passes through the eastern edge of a region of slightly less intense, wihde C-C’ passes
through the broad, less intense region upstream. Cross-section GgtéFb.3 (a)) shows the
broad region of high winds>30 ms™) extending westwards from $W. Within this, there is

an area of stronger winds showing values above 35'm$he most intense regions are located
between 9.9V and 10.83W, extending from 850 hPa in altitude up to 600 hPa. The highest
low-level winds at 9.7W and 10.4W are both associated with descending air in gaps between
the clouds. Figure 5.3 (b) shows more intense winds than the upstreanms€:(@. The main
wind feature is a region of 46 m& speeds at 56°M, between 850 and 750 hPa. This feature
sits on the edge of a gap within the cloud and is, like many of the other high wiyidne co-
located with a region of descent. There are numerous regions of amwgntescent around this
region. Further downstream, section A-A' (Figure 5.3 (c)) shows alamiegion of 46 ms' winds.

The two maximum regions within this area are located on two levels: a lower regjiéh0 hPa

and a higher region at 625 hPa. The region of 46 mginds is again limited by cloud below,
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Ficure 5.2: Cross-sections (a) C-C’, (b) B-B’ and (c) A-A at 1000 O&s marked on Figure

5.1 (a). Wind speed (shaded, Ths 6. (every 2 K, solid blue lines), w (every 0.1 ms negative

dashed and zero suppressed, black lines), RH (90-100% B%&rgolid white lines) and cloud

(0.005 g kg?, solid grey lines). Note that (a) is plotted against londéuwhile (b) and (c) are

plotted against latitude to account for the relative omadion of each cross-section as shown in
Figure 5.1
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although values of 36 m$ extend down close to the surface, underneath the cloud layer. The
highest surface winds, at 56N and 56.4N, are again located beneath breaks in the cloud and

descending motion, which allows the higher wind speeds aloft to be bréagatds the ground.

By 1200 UTC the maximum wind speed region in Figure 5.1 (c) is bisected byrdiss-section
A-A just to the west of Scotland. Figure 5.4 shows this section as well agghgeam sections
B-B’ and D-D'. In section D-D’ (Figure 5.4 (a)) the highest winds resid the frontal region at
9.5°W. There are peaks at 750-625 hPa above the cloud layer, and &F2bbelow the cloud.
The majority of this region is undergoing descent. To the west of the c@ssen two regions of
strong convection can be seen associated with higher cloud but muchiameéespeeds. Section
B-B’ (Figure 5.4 (b)) shows a much broader region of winds above 38 msd maximum of 46
ms! at 56.7N and 56.8N. The regions of intense winds-%0 ms™?) are located at 56°8\ in
section A-A' (Figure 5.4 (c)). Occurring in a region of descent withwamtive cloud to the south

and north, the altitude is again bound by cloud underneath.

Figures 5.2, 5.3 and 5.4 show a number of interesting features for funvestigation. Regions
of high winds are shown in numerous areas #&edéent times. Low-level winds are the key area
of investigation for this study; a trajectory analysis is presented in SectiomSahich the levels
780, 850 and 925 hPa are chosen for trajectory initiation. These lewelghare a number of the
low-level features occur in the cross-sections. Some patterns areyakemlent from the cross-
sections shown in Figures 5.2-5.4. On a number of the cross-sectiongytiestwinds (often
>46 ms?) are located in dry regions, above, below or in-between the cloud. Iy wases the
ground-ward extent of the highest winds is limited by cloud below. Desogndotion is also a
common theme in the highest wind regions. Gaps in the low-level cloud areftdsatioe location
for the highest surface winds, allowing higher momentum air to be mixed dewdsy The 780
hPa level is particularly chosen as this is the region of the very highesbwirttie cross-sections.
The lower levels obviously have greater implications for the surface conditig well as falling

within the expected vertical extend for any CCB present.

5.2 Wind Speed Trajectories, Diagnostics and Analysis

Trajectory analysis allows the evolution of the air parcels and the praeestimg upon them
to be investigated. Following the identification of levels from the cross-sectio®section 5.1,

trajectories were initiated from the maximum wind speed location on each of theF& 850 hPa
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TasLe 5.1: Maximum wind speed values and locations for trajecioitiation times and levels.

Level (hPa) Time (UTC) Wind Speed (ms!) Lat Lon

1000 51.49 56.33 -8.68
780 1100 49.62 56.33 -8.78
1200 52.25 56.19 -6.06
1000 49.29 56.23 -8.44
850 1100 49.90 56.33 -8.44
1200 50.42 56.38 -6.69
1000 46.13 56.48 -10.01
925 1100 47.03 56.36 -8.44
1200 47.67 56.37 -6.56

and 925 hPa levels at 1000, 1100 and 1200 UTC, as summarised in Tad®bclarity they will

be named as tXXXX-YYY, where XXXX indicates the initiation time in UTC and YYY icates
the initiation level in hPa. 64 trajectories are started from a 12x12 km hdekbox around the
point of interest. Diagnostics are calculated along these trajectoriestatragactory output time.

A further description of the RIP trajectory program is presented in Ch&pte

Figure 5.5 shows the evolution of the trajectory sets around the cyclonewasdves from 0300 to
1500 UTC. Storm-relative trajectory plots are presented later in this secTioa.storm velocity
for these plots is calculated from theffdirence in minimum SLP location at the start and end
time of the trajectories (0000 UTC and 1000 UTC for the back trajectorias, 18060 UTC and
1600 UTC for the forward trajectories for a 1000 UTC trajectory initiatiodhwever due to the
evolution of the cyclone and the non-linear movement these values causterimerelative paths
to appear slightly incorrectly. In particular the extension of the slack, lavggure centre to the
north gives the impression of the trajectories crossing this region, insfetadtioe north of it.
Therefore, the storm velocities are modified slightly to achieve storm-relpéittes which better
match the evolution shown in Figure 5.5. This highlights some of the potential pdfaklssuming
a steady-state or neglecting the overall evolution of the cyclone in anaBr&gious studies have
used analysis of a single output time assuming that the structure will remaitantinalthough

this may sometimes be the case, it cannot be assumed without further investigatio
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Ficure 5.5: 850 hPa wind speed (shaded), SLP (black contours) ajettory location shown
every 3 hours from 0300 UTC to 1500 UTC ((a)-(e) respectivélyhite, gray and black markers
indicate trajectory initialisation times of 1000, 1100 at@2D0 UTC, respectively, while maker

shapes indicate initialisation level: circles - 780 hPiangles - 850 hPa, diamonds - 925 hPa.
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150 200

Ficure 5.6: Storm relative trajectory paths for (a) t1000-780, @50 and (c) -925 trajectories.
Trajectory swarms are plotted over the horizontal wind slpae the level of trajectory initiation
at 1000 UTC (filled contours, m&) and SLP (black contours, every 4 hPa)

5.2.1 1000 UTC Trajectories

The storm relative paths of the t1000-780, -850 and -925 trajectoreshamvn in Figure 5.6 (a),
(b) and (c) respectively. The paths of the trajectories are largely simiitir,the parcels starting
to the northern side of the low, before circulating around to the south b§ WAT. The forward
trajectories then show the air spiralling into the centre of the system. Both tl@ead7® -850
trajectory swarms are initiated in the high wind "ribbon" to the south of the lovilevthe -925

trajectory initiation is further westward.

Figures 5.7, 5.8 and 5.9 show diagnostic time series for the t1000-780ar8b®25 trajectories,

respectively. The coloured lines indicate times of interest for each trayestd. The colors are:
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Ficure 5.7: Diagnostics from the 64, t1000-780 trajectories: (@sBure (hPa), (b) horizontal
wind speed (red) and geostrophic wind speed (blacky {mg) RH with respect to ice (%), (d)
Geopotential height (m), (&), (f) vertical wind speed (cnv$). Coloured vertical lines represent
times of interest for each trajectory: green - start of a&elon, light blue - start of ascent, navy
- start of descent, orange -y\faximum, red - wind speed maximum, grey, dashed - trajectory
initiation time.
green - start of acceleration, light blue - start of ascent, navy - stdescent, orange - maximum

Vg, red - wind speed maximum, grey (dashed) - trajectory initiation time.

The evolution of pressure and height are shown in Figures 5.7, 5.8.8nda and (d). There
are some consistencies in behaviour between all the t1000 trajectories shithese figures. The
trajectories all undergo some descent in the 1-2 hours before the initiatior{dasbed greyed
lines), having undergone some degree of ascent before that (lightibk). A period of strong
ascent is also seen after the initiation time (dashed/ggd\lines) in all the t1000- trajectories.
Despite these similarities there are notabl@edences. The t1000-780 trajectories (Figure 5.7 (a)
and (d)) are generally concentrated around 700 hPa for the firstdiwes of the trajectory analysis.
By 0530 they have descended slightly-{850 hPa (2200 m). At this time they undergo a two hour
period of ascent (light blue line) back up to 690 hPa (2900 m), befgielyadescending (navy
line) to 780 hPa (1800 m) at the initiation time, 1000 UTC (daghed-grey line). This descent is
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Ficure 5.8: Diagnostics from the 64, t1000-850 trajectories: (@sBure (hPa), (b) horizontal

wind speed (red) and geostrophic wind speed (black) ¥ngc) RH with respect to ice (%), (d)

Geopotential height (m), (&), (f) vertical wind speed (cn8). Coloured vertical lines represent

times of interest for each trajectory: green - start of a&elon, light blue - start of ascent, navy

- start of descent, orange -y\faximum, red - wind speed maximum, grey, dashed - trajectory

initiation time.

shorter and from a lower level than previous SJs have been recdrdedver the rate of descent,
at 1.25 Pa s, is within the range given by Gray et al. (2011). Unlike the t1000-780dtajies,
the t1000-850 and t1000-925 ones initially start from low levels (Figureasdss.9, (a) and (d),
respectively). The t1000-850 plots show two initial air streams at 0000; @h€ centered around
880 hPa and a smaller cluster at 960 hPa. By 0500 UTC these two streagnsomaerged at 940
hPa (light blue line) and begin a 3.5 hour ascent. A 1.5 hour period okdeécavy line) to 860
hPa, followed by a small ascent (light blue line) takes the trajectories to thaiomtoint at 850
hPa. Following this there is rapid ascent as seen in the 780 and 925 trigjecfbhe t1000-925
trajectories show a more similar evolution to the -850 trajectories than the -78€) aibeit at
lower levels. The majority of the trajectories start below 900 hPa (1000 m) dbmverge before
ascending at a similar level to the 850 hPa parcels, around 950 hPapbatle8 hours later at

0800 UTC (light blue line). They then undergo a much more limited ascent thB8@navy line)

1500
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Ficure 5.9: Diagnostics from the 64, t1000-925 trajectories: (@sBure (hPa), (b) horizontal

wind speed (red) and geostrophic wind speed (blacky {mg) RH with respect to ice (%), (d)

Geopotential height (m), (&), (f) vertical wind speed (cnv$). Coloured vertical lines represent

times of interest for each trajectory: green - start of a&elon, light blue - start of ascent, navy

- start of descent, orange -y\faximum, red - wind speed maximum, grey, dashed - trajectory
initiation time.

before descending to 925 hPa at 1000 UTC.

The evolution of wind speed is of key interest for this study. This is showFigares 5.7, 5.8
and 5.9 (b) in red, along with the geostrophic wind speed in black. The 1I80QGrajectories
initially accelerate at 0400 UTC, indicated by the green line. This follows iag@f deceleration
to near zero wind speed from 0000 UTC. The trajectories begin to aatelar around 2.5x18
ms~2 until 0900 UTC (orange line), then increase less quickly for a further,ito the maximum
at 1000 UTC (red line) before decreasing steadily over the rest of thestimes. The slowing of
the acceleration is at 0900 UTC coincident with the maximum in geostrophic \pigeds(orange
line). The maximum in the wind speeds occurs at the end of the rapid desswew in Figures 5.7
(a) and (d). The t1000-850 trajectories show a slightifedent evolution. Based on the gradient
of the lines, there is an initial slow acceleration of 3.55x1Ms? from 0330 UTC (first green

line) to 0600 UTC (second green line). This is followed by a quicker acagte more akin to
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the t1000-780 acceleration of 2.8x£0ms2 until an initial peak at 0830 UTC (red line). The
geostrophic wind for t1000-850 undergoes a similar two-stage acceleratlzeit starting earlier
than the wind speed. The geostrophic wind speed shows a humber af Ipetsleen 0700 UTC
and 1000 UTC. The first of these, indicated by the orange line, is theskamgaching up to 110
ms1; this does not include all the parcels however, with the rest going on ¢ eealightly lesser
peak at 0800 UTC. The geostrophic wind speed then rapidly decrems&sms?! at 0830 UTC
before rapidly rising again at 1000 UTC (ygdey line) with a third peak reaching100 ms?.
This pattern can be seen in a delayed reaction in the wind speed. An initlkabp&830 UTC
(red line) corresponds to the initial geostrophic peak at 0800 UTC, sdrtedrajectory wind
speeds then rise further at 0930 UTC following the second geostrophit speed peak. The
third wind speed peak is concurrent with the third geostrophic wind speall at 1000 UTC.
The t1000-925 winds (Figure 5.9 (b)) show a similar two-stage acceleratitme -850 winds,
however the initial acceleration is delayed until 0500 UTC (green line). btief acceleration
plateaus at 0630 UTC before mean acceleration of 1.7 2 from 0700 UTC (second green
line) until the maximum at 1000 UTC (red line). The t1000-925 trajectoriesrcethe highest
geostrophic wind of the three t1000 trajectory sets with a maximum 13% a1s1000 UTC due
to the stronger gradient in pressure at lower levels. However clogeedtion of the plot suggests
that only a subsection of the trajectories reach this peak, with a large nurabieig peaked at
0930 UTC (orange line) before decreasing by 1000 UTC. A numbemgdtories then increase
in geostrophic wind speed again+d20 ms? at 1100 UTC after which nearly all the trajectories
see a rapid decline to below 20 My 1400 UTC. The influence of the 1100 UTC (second orange
line) geostrophic wind peak can be seen in the slowing of the deceleratiamie sf the wind

speed trajectories between 1100 and 1300 UTC.

The delay between the maxima in geostrophic wind speed and actual wirdlispEso present
in the t1000-850 and -925 trajectories (Figures 5.8 and 5.9 (b)), albeiffareht extents. This
has implications for identifying the regions of highest winds from synoptialysis charts as
the highest winds may occur downstream of the highest pressure wggraditee horizontal winds
all show a similar evolution to the geostrophic wind at each level but are signify smaller
in magnitude. Given the tight curvature anfileets of friction at these lower levels this strong
ageostrophic component is to be expected. The role of PGF and cervatlibe investigated in

more detail in Section 5.3.

Figures 5.7 (d), 5.8 (d), and 5.9 (d) show the RH with respect to ice)(Rbing the trajectories.
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From 0000 UTC to 0700 UTC the t1000-780 Rithdulates between 90 and 110% as the parcels
descend and ascend (Figure 5.7((). Between 0700 UTC and 0930 UTC the parcels dry rapidly
from 110% to 40% as they descend. The values then rise slightly to 45% kyntaeof the
maximum winds at 1000 UTC (régray line). After this the parcels swiftly moisten again with
many reaching saturation by 1130 UTC. This, in conjunction with the incdealsitude discussed
earlier indicate mixing into a region of convection. Some of the t1000-850 toajes also show

a reduction in RiHas they descend from 0730 UTC to 0900 UTC. However, the reductiootis n
as uniform as shown in the -780 parcels. Others descend marginally déatgring a minimum

at 1000 UTC, before, like the t1000-780 parcels, rising again to satoragol100 UTC. By
contrast the t1000-925 parcels show a wider range during the earlg bbthe analysis, being
spread between 80-100%. By 0600 UTC the majority have converge@@¥ RH with the rest
becoming saturated by 0730 UTC. They also show some drying during tHedaeseent but all
parcels remain above 80% Rbikefore rising back to 100% and above by 1200 UTC.

Wet-bulb potential temperaturé,f) has been used in a number of previous SJ studies to show the
SJ as a distinct jet, void of any mixing as it descends from the cloud heade(B2009; Clark

et al., 2005; Gray et al., 2011; Martinez-Alvarado et al., 2011). Figufge) shows that, during

the period of descent prior to the maximum winds in the t1000-780 windgjtls¢ays constant

at 4.6 C, indicating isentropic flow with no mixing. Prior to this tldg had stayed fairly constant
around 4C from 0000 UTC to 0700 UTC. An increase of 0Gis shown between 0700 and 0800
UTC immediately prior to the descent period. After the wind maximum (red lihedises to
around 6C. This again supports this flow moving into an area of convection and mixingaivith

from below.
The t1000-780 trajectories show some of the previously discussedd€stgers2.4.3) charactistics
ofa SJ:

e Descent from mid-levels

e Near constan,, throughout descent

e Reduction in RK

Although the descent is not as long or as deep as some of the SJs in tioaiptderature (Clark

et al., 2005; Gray et al., 2011), it fits within the rate of descents used n& . (2011). One of
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Ficure 5.10: Time series of t1000-780 trajectory MPV.

the number of mechanisms is the role of CSl. MPV has been used in pretudisssto identify re-
gions of CSl release with negative MPV indicating CSl release. Figureshd@s the trajectories
having negative MPV prior to and during the descent shown in Figure@»and (d). CSI may
only be released when the air is saturated (Schultz and Schumachey, VB8finez-Alvarado
et al. (2014) use a threshold 890% RH for this threshold. Figure 5.7 (c) shows that the parcels
are above this RHhreshold for the period prior to the descent meaning that CSI may beeédleas
Although it has been postulated that CSI release causes the descelst (E1&k et al., 2005;
Gray et al., 2011; Martinez-Alvarado et al., 2011), Schultz and Siem&ief®013) argue that CSI
release is only a product of the descending motions and not the forclkultSand Sienkiewicz
(2013) instead identify secondary circulations due to frontolysis as timeeacaf the descent. This
idea will be examined further in Section 5.5. The role of evaporation anihsation has also been
identified as a possible mechanism for driving the descent (Brownir@;Z0lark et al., 2005),
however, recent studies have cast doubt on the importance of thierBakl., 2013; Smart and

Browning, 2014). This will also be examined in more detail in Section 5.4.

The descent of the parcels in the t1000-780 and -850 swarms cekste®eabruptly at 0930
UTC and 0900 UTC respectively. Having been initially proposed as aytfeoSJ formation by
Browning (2004), Schultz and Sienkiewicz (2013) show that low statidlgyaimay be a key to
the descent of a SJ to the surface and suggest higher static stability nrdythhetdescent. Figure
5.11 shows the static stability at 0900 and 0930 UTC along with the t1000-B8®%58 trajectory

locations at these times. The trajectories are clearly located immediately next ¢twema region
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Ficure 5.11: Static stabilitygso — 8900) at 0600 and 0700 UTC. Locations of the t1000-780 and
t1000-850 trajectories are marked by the grey circles daddtes, respectively.

of high static stability at the two times. This supports the idea that low-level stalititstanay

be important in the descent of SJs to the surface.

The properties of the t1000-925 trajectories do not show the charact$ticSJ. However, they
match the definition of a CCB air-stream. They remain within the lower reachtbs atmosphere
as they circulate around the cyclone with high;Ridlues. The more westward location of the
t1000-925 hPa trajectories at 1000 UTC (Figure 5.6 (c)) compared to #6280 suggests the
t1000-780 SJ trajectories are descending ahead of the t1000-925 g€&dries.

5.2.2 1100 UTC Trajectories

The storm-relative trajectories for the t1100- trajectories are shown iné&igui2. In order to
account for the increased northward extent of the slack low pressumtee, 1.5 m3! was added
to the northward storm velocity. Compared to the the t1000- swarms they stidneif to the east
of the cyclone, although their cyclonic evolution around the storm is similag. iiaximum wind
speed locations for the t1100-780 and -850 trajectories are furthartheesthe respective t1000

counterparts.

The t1100-780 trajectory evolution exhibits importarfteliences to the t1000 trajectories from the

same level. The most noticeable of these is tifiedinces in pressyteight along the trajectories.
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Ficure 5.12: Storm relative trajectory paths for (a) t1100-780,-850 and (c) -925 trajectories.
Trajectory swarms are plotted over the horizontal wind sp@ethe level on trajectory initiation
at 1000 UTC (filled contours, m&) and SLP (black contours, every 4 hPa)

Unlike the t1000-780 parcels, these begin lower with pressure value® @8 hPa height at
0000 UTC. At 0500 UTC (light blue line) they begin to ascend. Some ofgtarmdergo a small
amount of descent~20 hPa, 400 m) for an hour before the initiation time at 1100 UTC (grey
dashed line). This is in stark contrast to the higher altitude followed by desé¢he t1000-780
trajectories. The t1100-850 trajectories show a similar altitudinal evolutioejtddleing slightly
lower and ascending later and more rapidly than the t1000-850 trajectdriess.ascent of the
t1100-850 trajectories continues after 1100 (grey dashed line) with sesching above 600 hPa
(~4 km) by 1600 UTC, whereas the -780 parcels remain around 780-82@dnFhe remainder

of the analysis. The t1100-925 trajectories again show slighffgrdint behaviour: they undulate
around 900 hPa~(700 m) from 0000 UTC until congregating at 925 hPa 1100 UTC. After this
they undergo a rapid period of ascent until 1530 UTC before desuogstightly. Both the -850



Chapter 5Modelled Storm Dynamics and Processes

101

(@)

Pressure (hPa)
P S A

600

700 +

1000~

0000

Geopotential Height (m)
5000 il by

0300 0600 0900 1200 1500

4000

(b)

ap JMASROBO (S

120 a
100 A
80 a
60 |

40

20

0
0000

(e)

0300

0600

Wet-bulb Pot. Temp. (C)
P |

0900

1200

Loy b 1

1500

(©)

120

Relative Humidity w.r.t Ice (%)
o b b by

100

60

40 e
0000 0300 0600 0900 1200

(f)

1500

Vertical Wind Speed (cm/s)

8.0

7.0

120 -

80

1 | i 6.0
3000 | + 1

1 | r 1 40 AT
] 5.0

2000

40

1000 - ] 40
3.0 1 | F

80

0 e 2.0 e e S YSSI S L | S

0000 0300 0600 0900 1200 1500 0000 0300 0600 0900 1200 1500 0000 0300 0600 0900 1200

Ficure 5.13: Diagnostics from the 64, t1100-780 trajectories:Re@ssure (hpa), (b) horizontal

wind speed (red) and geostrophic wind speed (blacky {m&) RH with respect to ice (%), (d)

Geopotential height (m), (&), (f) vertical wind speed (cn7$). Coloured vertical lines represent

times of interest for each trajectory: Green - start of a&elon, light blue - start of ascent, navy

- start of descent, orange -y\faximum, red - wind speed maximum, grey, dashed - trajectory
initiation time.

and -925 trajectory sets show ascent after the 1100 UTC initiation time, adére -780 parcels

1500

stay at a relatively constant altitude. Théfeient paths of the trajectory swarms show the reason

for this with the -850 and -925 trajectories being initiated closer to the cyclengeand moving
into this area of large-scale ascent quicker than the -780 trajectories€¢FadL2). The altitudes of
the 1100 UTC initiated trajectories are indicative of CCB air-streams, remaioings they move
around the cyclone centre. The t1100-780 trajectories rise slightly htgharmight be expected

but are clearly distinct from the mid-level air-streams of the SJ shown iIrO:7B0.

The wind speeds of the t1100-780, 850, and 925 (Figures 5.13 (4)(#).-and 5.15 (b)) begin to
accelerate between 0500-0530 UTC (green lines). The -925 trajecsbriev a slight slowing in
acceleration at 0700 UTC before continuing again at 0730 UTC, mankéuebsecond green line
(Figure 5.15 (b). The peak in wind speed (red line) in the t1100-780 trajestoccurs at 1200
UTC. Prior to this there are two separate peaks in the geostrophic wind spdd430 and 1100
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Ficure 5.14: Diagnostics from the 64, t1100-850 trajectories:Ressure (hpa), (b) horizontal

wind speed (red) and geostrophic wind speed (black)¥ngc) RH with respect to ice (%), (d)

Geopotential height (m), (&), (f) vertical wind speed (cn8). Coloured vertical lines represent

times of interest for each trajectory: Green - start of a@elon, light blue - start of ascent, navy

- start of descent, orange -y\faximum, red - wind speed maximum, grey, dashed - trajectory

initiation time.

UTC (orange lines). The geostrophic wind on the trajectories spreadificimtly at 1230 UTC
with a number of trajectories reaching the overall maximum along all the trajest@round 125
ms1, while others drop to as low as 15 ns By 1300 UTC they have merged towards 607 tns
and continue to gradually reduce over the rest of the analysis time. Toe kdent the t1100-
850 and -925 trajectories also show a increased spread and someecablsidow values in the
geostrophic wind at 1230 UTC. In both the t1100-850 and -925 trajesttiréepeak in geostrophic

wind speed in coincidental with the peak in winds speed at 1100 UTC.

RH; in the t1100-780 trajectories is constant around 90-100% from 0100 WHEIC1000 UTC. It
then undergoes a decrease over an hour. Some of the trajectories tiséenmnagain while others
continue to descend to as low 65% by 1200 UTC when the maximum winds speei$.0The
t1100-850 and -925 both show a spread-65-100% in RKlvalues over the first few hours of the

analysis. They then become largely saturated w30 UTC with many trajectories showing
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Ficure 5.15: Diagnostics from the 64, t1100-925 trajectories:Ressure (hpa), (b) horizontal
wind speed (red) and geostrophic wind speed (blacky {m&) RH with respect to ice (%), (d)
Geopotential height (m), (&), (f) vertical wind speed (cn7$). Coloured vertical lines represent
times of interest for each trajectory: Green - start of a&elon, light blue - start of ascent, navy
- start of descent, orange -y\faximum, red - wind speed maximum, grey, dashed - trajectory
initiation time.
some drying before reaching their respective wind maximums, albeit notoa®ynced as the
t1100-780 air parcels. This drying of the air prior to the wind speed maximugurisistent with
the t1000- trajectories and suggests this process may contribute to erghémcimaximum wind

speed.

Rising 6, in some of the t1100-780 trajectories between 0000 UTC and 1600 UTC iedica
mixing is taking place. The flow then becomes isentropic until 1030 UTC wheftfadis slightly
before rising again around 1130 UTC. By contrast the t1100-850 sHairly continuous increase
in 6,y over the majority of the trajectory analysis, with a flattenifigedter 1200 UTC (Figure 5.14
(e)). The t1100-925 trajectories show an initial increagg,ibefore plateauing around 4G from
0600 UTC until rising rapidly up to°lC between 0900 UTC and 1200 UTC (Figure 5.15 (e)). This

is indicative of the mixing via convection with the ascent as seen in Figureg&®). 85d (d).
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Ficure 5.16: Storm relative trajectory paths for (a) t1200-780,-850 and (c) -925 trajectories.
Trajectory swarms are plotted over the horizontal wind sp@ethe level on trajectory initiation
at 1000 UTC (filled contours, m&) and SLP (black contours, every 4 hPa)

5.2.3 1200 UTC Trajectories

The t1200-780 trajectory diagnostics shown in Figure 5.17 show a vesggsiikeness to the
t1100-780 diagnostics described previously (Figure 5.13), agaimkdseg a CCB feature for
most of their path. In the pressure and altitude plots (Figures 5.17 (ajignthe split in trajectory
heights between 0200 UTC and 0630 UTC shows the result of the two sligiiidyant streams
shown in Figure 5.16. At 0530 UTC (first light blue line) the lower of these $ets begin to ascend
from around 980 hPa (400 m), at 0700 UTC (second light blue line) thegeneith the rest of the
trajectories around 860 hPa (1000 m) and all ascend towards the initiaterofet80 hPa {1800

m). As in the t1100-780 trajectories, some overshoot this level and distightly in the hour
prior to the trajectory initiation at 1200 UTC (régtey dashed line). Figures 5.18 (a) and (d) show
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Ficure 5.17: Diagnostics from the 64, t1200-780 trajectories:Ressure (hpa), (b) horizontal

wind speed (red) and geostrophic wind speed (blacky {m&) RH with respect to ice (%), (d)

Geopotential height (m), (&), (f) vertical wind speed (cn7$). Coloured vertical lines represent

times of interest for each trajectory: Green - start of a&elon, light blue - start of ascent, navy

- start of descent, orange -y\faximum, red - wind speed maximum, grey, dashed - trajectory

initiation time.

two different air streams make up the trajectories for this region. The larger siwawnfined to
low levels, generally above 900 hPal000 m) until 0539 UTC (light blue line) at which point
they begin to ascend. A smaller group flows~at80 hPa (1600 m) for the initial ten hours of
the analysis. At 1000 UTC (navy line) the trajectories start to descentl$e? hours. Some of
the trajectories then rise slightly to the initialisation level at 1200 UTC/g®ey dashed line). A
two hour period of rapid ascent then ensues before slowing befdighafall, then continuing to
rise until the end of the analysis period. The t1200-925 trajectories ardling@ead between
1000 hPa and 820 hPa at 0000 UTC; between this time and the trajectory iniaati@00 UTC,
they steadily congregate towards the 925 hPa level. As with the t1200-§86ttrées there is
rapid ascent after 1200 UTC (replay-dashed line). Figure 5.5 (d) shows that these trajectories
are located almost on top of each other at 1200 UTC. Also, at this time thettrégscare located

immediately to the west of the Scottish coast. Thus, orographic ascent eveodistline would
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Ficure 5.18: Diagnostics from the 64, t1200-850 trajectories:Ressure (hpa), (b) horizontal

wind speed (red) and geostrophic wind speed (black)¥ngc) RH with respect to ice (%), (d)

Geopotential height (m), (&), (f) vertical wind speed (cn8). Coloured vertical lines represent

times of interest for each trajectory: Green - start of a@elon, light blue - start of ascent, navy

- start of descent, orange -y\faximum, red - wind speed maximum, grey, dashed - trajectory
initiation time.

explain the rapid ascent beyond 1200 UTC.

All of the wind speed plots of the t1200- trajectories show similar evolution (Eg5.17, 5.18
and 5.19 (b)), suggesting that the CCB is now the dominant driver of theWiigds. Acceleration

of the air parcels starts between 0600 and 0700 UTC (green lines). lKAip@and speed is seen
at 1200 UTC (rethrey dashed line) in all of the plots, although the t1200-925 trajectoriea see
second peak at 1330 which is not present in the -780 and -850 plogsgddstrophic wind speed
shows peaks in the t1200-780 at 1100 UTC, slightly earlier than the 1180itifial peaks in both
the -850 and -925 trajectories (orange lines). Secondary peaks irdstrgphic winds speed at
1230 UTC in the -780 and -925, and at 1300 UTC in the -850 trajectoréeslso present (second
orange lines). In the -850 plots there is a very large spread in the valukes @oint, whereas

the other t1200- plots show more consistent peaks. These secondés/gre at the time of the
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Ficure 5.19: Diagnostics from the 64, t1200-925 trajectories:Ressure (hpa), (b) horizontal
wind speed (red) and geostrophic wind speed (blacky {m&) RH with respect to ice (%), (d)
Geopotential height (m), (&), (f) vertical wind speed (cn8). Coloured vertical lines represent
times of interest for each trajectory: Green - start of a&elon, light blue - start of ascent, navy
- start of descent, orange -y\faximum, red - wind speed maximum, grey, dashed - trajectory
initiation time.
interaction with the Scottish coast and therefore presumably due to peedsainges as the air

mass rises over the coastline.

Again there is a consistent story emerging with regards to the Riall three of the t1200-
trajectory swarms there is a distinct minimum in the jRit the time of maximum winds. The
t1200-780 parcels show the most drying, falling from supersaturatiorotmd 65%. The t1200-
925 trajectories show a decrease from around 100% to 75%, while the-8&tDparcels show a
split with some falling to 70% but the majority only falling to 90%. This is a consistaitiepn
in many of the trajectory plots shown. In order to look into the possifilece of this drying on
the trajectories Section 5.4 will analyse the latent heating diagnostics from ttiel foothis run.

Chapter 6 will investigate the importance of this through sensitivity simulations.

Thed,, evolution of the t1200-780 trajectories shows a small but steady meanseareer the first
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8 hours of the analysis from4.5°C to ~5°C. Between 0800 UTC and 1000 UTC thgremains
largely constant before decreasing by around©.dy 1200 UTC. The t1200-850 trajectories also
increase i, until 0600 UTC then remain constant until 1100 UTC. Following this peréd,
then rises rapidly to 6% by 1300 UTC as the air rapidly ascends. The -925 parcels show a more
continuous rise i, along the majority of the analysis time suggesting that mixing is present at

lower levels.

5.3 Dynamical Flows and Force Balance

5.3.1 Geostrophic Wind and Pressure Gradient Force

As seen in the trajectory diagnostics (Figures 5.7-5.19) the wind speedsumh lower than the
geostrophic wind. Equations 5.1 and 5.2 show the formulation of geostraphiccomponents

on a given pressure level.

__g9z
Ug==F5y (5.1)
B gaz

where,g is the gravitational acceleratiot,is the Coriolis, andz is the geopotential height. The
lower actual winds compared to the geostrophic winds is to be expected: gedhtrophic wind
does not take into account thifects of curvature or friction on the air. The geostrophic wind does
however show that the pressure gradient force (PGF) is likely to be taomtan the acceleration

of the high winds.

Figure 5.20 highlights the calculated geostrophic winds and therdinces between the geostrophic
balanced wind and the actual horizontal wind. As also seen in the trajestalysis, the geostrophic
wind reaches speeds in excess of 100{Bigures 5.7-5.19). The fierence plots (Figures 5.20
(b), (d) and (f)) show the actual wind speed being more the 3¢ siswer than the geostrophic
wind across much of the plot area, and over 100°nsower in the strongest regions. This gives

an indication of the role of the PGF in the development of the high winds. Hemieig also noted
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Ficure 5.20: Geostrophic wind speed on (a) 780 hPa, (c) 850 and §)Pa levels and fference
to actual wind speed/y, — V on corresponding levels (b, d, f, respectively). Black $irae
SLP and whitez on the levels of the winds. White, gray and black markers tgidrajectory
from initialisation times of 1000, 1100 and 1200 UTC, regpety, while maker shapes indicate
initialisation level: circles - 780 hPa, triangles - 850 h&iamonds - 925 hPa.
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earlier that there is a lag between the geostrophic maximum and the highesspgads along

many of the trajectories.

The PGF (Equation 5.3) can be computed from the WRF model output ontHeigtts using

centre finite diference calculations to get the gradient oMPJ in the x- and y-direction.

PGF=-lvp (5.3)
o)

The contribution of the PGF to the along-flow momentum can then be calculated us

V-VP
VI

(5.4)

where,V is the horizontal wind. This allows us to see the pure contribution of theymegsadient
to the wind speed and identify if there are regions where other processsibute to the wind

speeds.

Figure 5.21 shows the along-flow PGF acceleration for the t1000 trajextand Figure 5.22
shows the same diagnostic for the t1100 parcels. The role of the PGF indbleration can be
seen in all the plots with the green lines occurring as the PGF begins to iacrigathe t1000-
780 trajectories the maximum wind speed occurs as the along-flow PGF mowepdsitive to
negative (Figure 5.21 (a) - rigtay-dashed line)). In the t1000-850 and t1100-850 the peak winds
occur slightly before the PGF becomes negative showing other forceadmbecoming dominant.
Figures 5.21 (c) and 5.22 (c) show the -925 trajectories highest alowgPFG prior to hitting the
coastline, reaching up to 0.008 Ms This increased PGF is counter-weighted by the increased
friction at this level helping to retard the flow. This is highlighted by the maximundvgipeeds

on this level (red lines) occurring when the PGF is still positive showing atfagr forces must

be outweighing the PGF. The peaks in geostrophic wind speed (orangg direeoften located
marginally later than the peak in along-flow PGF: this would suggest that atlhitwegpressure
gradient is higher, a portion of it is acting against the flow. The t1000 t@jes all show some
degree of descent during the analysis (see Section 5.2.1). Figurela®% that the start of the

descent (navy lines) in these cases is co-located with a peak in the adanBd@F.
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5.3.2 Gradient Wind
5.3.2.1 Gradient Wind Methodology

As shown in the trajectory analysis above, the storm winds are not in gebgtrbalance. This is
hardly surprising given the curvature of the flow as it travels aroundstben. The geostrophic

wind, is the balance of the Coriolis with the PGF, defined as:

-109®
Vg=—— 55
97 f on (6.5)
where f is the Coriolis parameter, andd /6 n is the geopotential gradient following the flow.
However, in a storm such as Cyclone Friedhelm, the centrifugal forcelail a significant role in
the force balance due to the tight curvature of the isobars. freetef curvature can be analysed

by rearranging the horizontal momentum equation with the radius of cus/éR)r

2
V—+fV: o®

R ~In (5.6)

whereR is the radius of curvature (Holton, 1992). Using the quadratic equatioalte $or the

gradient winds () yields:

2 2
fR_(E Ra(p), (5.7)

Vo = —— _ R
o="2*72 " "an

where, for a given leved® /o n can be replaced byfVg.

Mathematically there are a number of solutions to Equation 5.7 depending ongthefshe
components of the equation. However, some of these would give n@ieghgnswers and are
therefore impossible. The possible solutions are shown in Table 3.1 in HAI8®2), which is
reproduced here in Table 5.2. The terms(Rand R0 indicate cyclonic and anticyclonic flow
respectively, while the "Positive root" and "Negative root" in Table 5f2rr¢o the + sign in

Equation 5.7.

The complication with this approach for a storm such a Cyclone Friedhelm, isatbelation of
the radius of curvature (R). In an idealised situation such as a symmetapatdl cyclone, the

concentric circles of increasing pressure would show a perfect ligesith increasing radius in
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TasLE 5.2: Possible solutions to thg, equation 5.7.

Signad/o n R>0 R<0
Positive root: Positive root:
" Non-physical Antibaric flow (anomalous low)
Positive . .
Negative root: Negative root:
Non-physical Non-physical
Positive root: Positive root:
. Cyclonic flow (regular low) Anticyclonic flow (anomalous flow)
Negative . . ; .
Negative root: Negative root:
Non-physical Anticyclonic flow (regular high)

any direction from the centre of curvature. As can be seen in Figure B.6démalised situation
is clearly not the case here. The unsymmetrical distribution of the pré¢geomotential height
would give a difering curvature centre point (CCP), depending on the region of interzse a
new method is utilised to estimate R for a given area of the storm - in this casgytbe of highest
winds to the south and south-west of the cyclone centre. Here the gradiiehis to be calculated
on pressure levels so the geopotential heights(used for the calculations, if the gradient wind

was required on a height level pressure (P) could be substituted an for

The novel method used to calculate the radius of curvature and gradiahtsaas follows:

- Define the area of interest
This is the region where the gradient wind will be calculated, marked as kewlil dark

grey box) in Figure 5.24 (a).

- Set region for estimated CCP
This region is defined based on a guess by eye of the likely CCP, this bohenlayge if

this is uncertain. Box A is shown in Figure 5.24 (a) as the dashed darlogrey

- Calculate R againstz
For each prospective CCP gridpoint in box A the distance to each gridpolrox B is

calculated (R) and saved, along with thiar each of the gridpoints in box B.

- Plot R againstz and calculate correlation
Scatter plots of the saved R andata from each potential CCP are produced &nchtcu-

lated for the R againgtdata
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- Select CCP
The CCP can then be chosen form the gridpoint in box A which shows thesiig corre-

lation between R and

- Calculate Vg
The selected CCP can then be used to calculate the radius of curvataeelfigpoint in box

B and input into the }; equation 5.7.

Boxes A and B are not necessarily limited in size although computation codtégéuer if large
boxes are used. If these boxes start to edge out of the cyclonic gabipbor pressure region the
resultant CCP may be less accurate. Due to the non-circular nature afebsupe oz surfaces
the sizes and locations of the boxes will alter the values obtained. Genesaltgmtrating on a
smaller area where there will be less change in tfefiBld, and therefore a better fitting CCP,

should yield a more accurateg,V

The example from 1000 UTC (Figure 5.24) shows thea of using diferent boxes. The larger
boxes marked as A and B in Figure 5.24 (a) are compared to the A" andX@'sbalso in Figure

5.24 (a), which focus on a smaller region to the south of the cyclone centre.

The smaller boxes, A and B’ (Fig. 5.24 (c)), produce a betteri@lationship with an? value of
0.99 compared to 0.95 where the larger boxes (A and B) are used (F#y(I5)2 This means the
smaller boxes should give a more accuratg ¥alue. Figure 5.25 showsgywithin the smaller,
B’ box, using the centre point from the larger boxes and smaller boxgar@ds 5.25 (a) and (b)),
respectively). Figure 5.25 (c) shows thefdience between the twogV fields, which is high in
some regions. This highlights the main caveat of this deduction of a centregidime curva-
ture where the circulation is not symmetrical. Despite this, the method should gaasonable

estimate of .

The location of box A is important in allowing a reasonable centre point foctheature for a
given box B. The location for box A can be easily selected by eye as é@s thone in Figure
5.24. However, a poorly placed "A" box willfizzct the radius of curvature and likely produce
an erroneous gradient wind distribution. Although choosing a reasemadation for box A is
important, extending the size of the box should havefiieceon the outcome of the centre point.
Therefore if the centre point location is dubious a larger box A can battasepver all possibilities,

although this would be computationally more expensive.
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Ficure 5.24: Gradient wind calculation boxes and CCPs: (a) plattext wind speed on 780 hPa

(shaded) with SLP and 780 hPa lezahown by the black and white contours, respectively. Solid

grey lines indicate the boxes for which Gradient wind willdaculated, while dashed grey lines

show the regions selected as possible centre points. Gegaes mark the calculated centre points

for the respective boxes as denoted by the colours. Panas¢h(c) show the best correlating R
vs. z scatter plots for the A and A boxes in (a) respectively.
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Ficure 5.25: Vy, at 780 hPa calculated from the CCP of (a) box¢#B fdark gray boxes in Figure
5.24 (a)), (b) boxes AB’ (light gray boxes in Figure 5.24 (a)). Plot (c) is thefdrence (a)-(b)

5.3.2.2 Gradient Wind Results

Using the method described in Section 5.3.2.1, the gradient wind can be tadtcfda Cyclone
Friedhelm. Here, in order to provide a broad picture of the flow, largeeb@xe used. As shown
previously this reduces the accuracy of the radius of curvature whiitHivectly affect the gradi-
ent wind results. However, the results should still give a reasonablexipyation of the gradient
flow. Table 5.3 shows the centre of curvature locations malues for the gradient wind plots at
1000, 1100 and 1200 UTC on pressure levels of 780, 850 and 925 hPa
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Ficure 5.26: Gradient wind at 1000 UTC on (a) 780 hPa, (c) 850 hPa anéa5 hPa. Panels

(b), (d) and (f) show the dierence (V-\4;) on the respective levels. SLP and geopotential height

are shown by the black and white contours respectively. tLgghy, grey and black markers

indicate trajectory from initialisation times of 1000, 1l@nd 1200 UTC, respectively, while

marker shapes indicate initialisation level: circles - T8, triangles - 850 hPa, diamonds - 925
hPa. Whitgblack cross indicates the computed centre of curvature.
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Ficure 5.27: Gradient wind at 1100 UTC on (a) 780 hPa, (c) 850 hPa @né5 hPa. Panels

(b), (d) and (f) show the dierence (V-\4) on the respective levels. SLP and geopotential height

are shown by the black and white contours respectively. tLigghy, grey and black markers

indicate trajectory from initialisation times of 1000, 1l@nd 1200 UTC, respectively, while

marker shapes indicate initialisation level: circles - T8, triangles - 850 hPa, diamonds - 925
hPa. Whitgblack cross indicates the computed centre of curvature.
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Ficure 5.28: Gradient wind at 1200 UTC on (a) 780 hPa, (c) 850 hPa anéa5 hPa. Panels

(b), (d) and (f) show the dierence (V-\4;) on the respective levels. SLP and geopotential height

are shown by the black and white contours respectively. tLgghy, grey and black markers

indicate trajectory from initialisation times of 1000, 1l@nd 1200 UTC, respectively, while

marker shapes indicate initialisation level: circles - T8, triangles - 850 hPa, diamonds - 925
hPa. The white or black cross indicates the computed cehtngreature.
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TasLE 5.3: Gradient Wind Calculation Values. Lat and Lon indicdue location of the CCP and
r> shows the correlation of the R agaizgbr this CCP

Level (hPa) Time (UTC) Lat Lon  r?

1000 58.21 -9.01 0.946
780 1100 58.31 -7.99 0.941
1200 58.45 -6.92 0.912
1000 58.16 -8.90 0.946
850 1100 58.28 -7.94 0.940
1200 5443 -6.87 0.911
1000 58.11 -8.85 0.947
925 1100 58.20 -7.88 0.942
1200 58.37 -6.81 0.916

The dtect of curvature in the idealised flow can be seen in the gradient wind |Bligtsrés 5.26-
5.28). Compared to the geostrophic wind (Figure 5.20) the gradient floigriffisantly closer to
the real wind values. Figures 5.26 (a), (c) and (e) show the gradiewt on 780, 850 and 925
hPA respectively at 1000 UTC. Regions of strong gradient wistD(ms 1) exist to the south and
south-west of the cyclone centre. A second intense region to the neghefithe centre is also
present. The t1000- trajectory swarms are initiated at this time. The t100&s®B&B50 sets can
be seen towards the south-east of the low (light-grey circles and triarrgkgsectively). These
reside in a region of moderately strong gradient wind with values3§ ms®. The t1000-925
trajectories are more westward (light-grey diamonds) and are situated witleigian of strong
gradient flow £40 ms?). The V-V difference plots (Figures 5.26 (b), (d) and (f)) indicate that
these regions show filerent levels of balance. The -780 trajectories are situated on a ribbon of
super-gradient flow with V-\; values up to 20 ms (Figure 5.26 (b)). At the 850 hPa level the
parcels are still in a super-gradient region but the magnitude is lessesuatca8 ms?! (Figure
5.26 (d)). By contrast the -925 trajectories sit in a region of largely lealdrilow (Figure 5.26
(). Much of the flow to the south and west of the cyclone centre is sgratient although the
magnitude is generally less than 10ThsThe t1000-780 trajectories however reside in a relatively

small region of far higher super-gradient flow.

Figures 5.27 (a), (c) and (e) show that by 1100 UTC the main region bf(+40 ms?1) gradient
wind has propagated around to the south of the cyclone centre. Thedsegwegion to the north-
west has also moved southwards and strengthened slightly. The trajedtatisged at this time
are indicated by the gray markers. All of these are located in a regied®ims* gradient wind

to the south of the cyclone. The VgVdifference plots for each level shows that again the upper
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two levels (Figures 5.27 (b) and (d)) are more super-gradient than2hdnPa level trajectories
(Figure 5.27 (f)). The magnitude of the \y\Vdifference is not as high at any of the levels as that
seen for the t1000-780 trajectories in Figure 5.26 (b).

At 1200 UTC the southern region of high gradient wind has moved to thesvast of Scotland
and is becoming influenced by the orography here (Figure 5.28). Atarsecond region to the
west has intensified, reaching 50 Ths The t1200 trajectories (black markers) are again located
within the broad region of super-gradient flow to the south and west afytblene (Figures 5.28
(b), (d) and (f)). Over the land some regions are showing sub-graldadance due to thefects

of the orography. As with the previous times shown the upper levels shaeateg magnitude of

super-gradient flow compared to the lower levels.

The diference plots show that the gradient wind is lower than the actual wind to thk eb
the cyclone. There is some error associated with the unsymmetrical flow amthdice of CCP
location as shown in Figures 5.24 and 5.25. Indeed, Figure 5.25 shoiwsraased accuracy of
CCP producing a lower gradient wind speed suggesting that the flow mewebemore unbalanced
than indicated in the plots. Although many of the trajectories exhibit superegriaiiiow at their
peak, the t1000-780 trajectories are shown to be more unbalanced. Thixerdae to the descent

of higher momentum air from above to the 780 hPa level.

5.3.3 Bernoulli Function

The Bernoulli theorem states that for steady, non-frictional flow, uadéabatic conditions the
Bernoulli number (B) will remain constant. Schér (1993), following Gill 829, define the

Bernoulli equation as:

1
B= ZUZ +¢pT +02 (5.8)

where B is a constant] is the 3-D velocity vectorg, is the specific heat capacity at constant pres-
sure andyzis the geopotentialdf). The termcyT + gzis also known as the Montgomery Potential
(M). The equation shows that an ideal gas undergoing isothermic dasoaéer adiabatic condi-
tions would show an increase in wind speed in order to retain the balantteesé assumptions
were true, the Bernoulli equation could describe the acceleration of thar8dls as they descend

from the cloud head.
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The Bernoulli function and its constituent parts has been calculated alertd@h0-780 trajec-
tories which exhibit SJ characteristics, as shown in Figure 5.29. Thgsettniaes show strong
acceleration as they descend between 0800 UTC and 1000 UTC (Fig)reafhe Bernoulli
principle holds then the function would remain constant with the descentdiagathe increase
in wind speed. Figure 5.29 (a), however, shows the Bernoulli functiotisonstant along the
flow indicating that the assumptions of steady-state are not valid in this cdmevariations in
the Bernoulli function are largely due to tb@T function (Figure 5.29 (d)), which shows a higher
increase than the lesseninggofunction during the descent period. T%El2 function is of a much
smaller magnitude than the other terms of the equation (Figure 5.29 (e)), adtsibutes little

to the overall Bernoulli function.

That the storm is still deepening over the course of the trajectories, atlihibvegdeepening has
slowed somewhat by the time of the trajectory descent, provides an explafatithe failure of
the Bernoulli function in this case. Equation 5.8 also assumes adiabatic mogopretsence of
moisture here may also be a factor in the balance not holding trueffdat ef moisture processes
and latent heating are investigated in Section 5.4. In other cases wheratergtegree of balance
may be achieved the Bernoulli function may in part explain the acceleratiogident with the

descent of the SJ parcels and therefore may be of interest for fututies.

5.4 Latent Heating and Cooling Processes

As described in Chapter 3 the Morrisson microphysics scheme used gt latent heating
diagnostics. These variables account for all of the latent heating ggesdrom the microphysics
scheme. A number of papers have identified the possible role of evaygotatling as a mecha-
nism for the high winds in sting jets (e.g. Browning (2004); Clark et al. 8pGalthough some
recent studies have cast doubt on this hypothesis (Baker et al., 81218, et al., 2014; Smart and
Browning, 2014). The diagnostics used here allow the investigation ofypisthesis for the high

winds within Cyclone Friedhelm.

As shown above the t1000-780 trajectories show some of the characteoktSJ. The trajecto-
ries show rapid descent along with significant drying (Figure 5.7 (3)aidd (c)). As previously
mentioned, cooling through evaporation and sublimation has previouslydrepased as a driver
for SJ descent. Figure 5.30 (a) shows the latent heating rate from thepimysios scheme di-

agnostics. The descent after 0800 UTC (navy line) shows evidensenaé cooling in Figure
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Ficure 5.29: Bernoulli Function and equation terms along the t1080 trajectories. (a)
Bernoulli number (B); (b) Montgomery Potential M; (®)(zg); (d) c,T; (e) %UZ. Y-axis spacing
on (a)-(d) is equal for comparison, spacing on (e) is redioyea factor of 10.
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Ficure 5.30: Time series of latent heating rate/li§ for trajectory swarms (a) t1000-780 (b)
t1000-850 and (c) t1000-925. Coloured lines are as Figuieb3 and 5.9, respectively.

5.30 (a), however the magnitude of this is small with values reaching -0.5 K fihe periods
of strong ascent at 0800 UTC (light blue line) and after 1100 UTC/¢reg-dashed line) can
clearly be seen in the plots with strong latent heating from condensatiorrimgeul he t1000-850
trajectories also undergo a period of strong descent (Figure 5.8gusnwnly some of the trajec-
tories show any latent cooling at this point (Figure 5.30 (b)). This lacktehtecooling in both the
t1000-780 and -850 during the periods of descent may account forghestatic stability shown in
Figure 5.11 that inhibits further descent. At 0500 UTC there is greatdingpionmediately before
the trajectories ascend and undergo a strong degree of latent heatingtttotondensation. The
relatively low level of the trajectories at this time means evapor&idsiimation of hydrometeors
as they fall through the layer is the cause for the cooling here. The 1Q28Qrajectories show
the highest levels of latent cooling during the analysis, particularly at @700, 0930 UTC and
around 1200 UTC (Figure 5.30 (c)). This is mainly due to the sublimation af $alting through

the trajectories at low level at the earlier times and evaporation of dropléts &ter times.

The t1100- and t1200-850 and -925 trajectory ensembles (Figuresitd3E. 22 (b) and (c)) show
general cooling for much of the analysis as they travel underneath ¢legjtating frontal region.
The swarms of these which undergo ascent tend to see some latent heatingohdensation.
The t1200-850 parcels (Figure 5.32 (b)) also see latent heating asdkegrdl from 1000 UTC -
(blue line) to 1200 UTC (red line).

Unlike the other trajectory streams the t1200-850 trajectories see a latdimghe®ect as they

descend immediately prior to the maximum wind speed.

T o T R
1200 1500 0000 0300 0600 0900 1200 1500



Chapter 5Modelled Storm Dynamics and Processes 125

(a) t1100-780 (b) t1100-850 (c) t1100-925
10 — —— L e B § 10 e E—— S e
8 F 8 E 8 |
~ 8 o= 61 o= 61 !
2 < 2
o ! r o ‘7 r o ‘7
E 2 k F § 2 [ ‘ § 2
T 8 PoT i L
0 3 + 0
2 ? F 2 g‘ 2
UREMRE T T T HH‘\" [ T T P T “‘(“_’.
0000 0300 0600 0900 1200 1500 0000 0300 0600 0900 1200 1500 0000 0300 0600 0900 1200 1500
Time (UTC) Time (UTC) Time (UTC)
Ficure 5.31: Time series of latent heating rate/liK for trajectory swarms (a) t1100-780 (b)
t1100-850 and (c) t1100-925. Coloured lines are as Figud® 5.14 and 5.15, respectively.
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Ficure 5.32: Time series of latent heating rate/li for trajectory swarms (a) t1200-780 (b)
t1200-850 and (c) t1200-925. Coloured lines are as Figufeg 5.18 and 5.19, respectively.

5.5 Frontogenesis

As discussed in Section 2.4.3, Schultz and Sienkiewicz (2013) identified¢bedary circulations
associated with a frontolytic region at the end of the bent back front, todpdhsible cause of
the descent of the sting jet. Here Cyclone Friedhelm is examined within thisctomiavestigate

the possibility that descent of the strong 780 hPa winds shown in Figures8.6.7 is due to the

presence of frontolysis.

As described in Schultz and Sienkiewicz (2013), following Petterssedb{lfdfontogenesisK)

can be described as:

d
F = LIVuel (5.9)
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where,
d 0 0 0
a: = m + ua—x +V6_y (510)
.0 .0
Vh=i—+j— :
H Iaxﬂay (5.11)

Therefore the frontogenesis is the Lagrangian rate of change of theitudg of the gradient of
6. This form of the frontogenesis considers only the horizoétgfadient. Equation 5.9 can be
written as (Keyser et al., 1988; Schultz and Doswell, 1999):

1 (60 d(ao\ 06d[a0
_ PELEZVEZE 12
|VH9|[6 xdt(a x) i aydt(6 y)} 542

where,
and,

Equations 5.13 and 5.14, therefore assume adiabatic motion. Following SahdlZhang (2007)

eqguation 5.9 can be expanded to:

1 (06 ouol ovob 00 ouadl 9dvob
5.15
[ ( ) ( dydx 6y5y)} (5.15)

T Whollax\ " axax axay)  ay

Following Equation 5.15, positive frontogenesis is therefore definecgisns where thé is
instantaneously sharpening while negative frontogenesis (frontoipsi€ated regions were the
isotherms of are spreading. Due to the high resolution within the inner domain there aee larg
areas of small-scale noise in the frontogenesis field. Therefore thdramesis plots, to follow,
are smoothed to remove this noise and make the key features clearer. Toihisignés done by
passing the data through a 9-point smoothing function in NCL. This is donien28 in order to

reduce the noise, while retaining the large-scale features.

The t1000-780 and -850 trajectories show the most clear descent phiathest winds (Figures
5.7 and 5.8). As described earlier, the t1000-780 trajectories deslghillysbetween 0700 UTC
and 0800 UTC before descending rapidly thereafter whereas the-880@ajectories undergo
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rapid descent immediately at 0730 UTC. Figures 5.33 (a) and (b) show ¢h#ddps of these
trajectories in relation to the frontogenesis at 0700 UTC when the transibondscent to descent
takes place. At 700 hPa the frontogenesis shows a strong band egtasdass the northern edge
of the cyclone centre and around the north-western side. To the insitiésdhere is a band of
frontolysis, which is particularly strong in two regions to the north and westecyclone center.
The lower-level frontogenesis fieldftérs to this. The frontogenetic band is broken by regions
of frontolyis rather than the latter residing as a band to the inside. Both sétsj@ttories are
located in the proximity of the frontal region at their respective levels with t88Q1780 parcels
on to the cold side of the frontogenetic region at around 700 hPa (FigsBe(&)) and the t1000-
850 parcels further south-east in the frontolytic region at around &s0(Rigure 5.33 (b)). The
t1000-780 trajectories lag slightly behind the t1000-850 trajectories at botls,twtdch could
explain why they descend slightly later. The locations of the trajectory erlesroan be seen in
the two cross-sections (Figures 5.33 (c) and (d)). The t1000-7&3 aection (Figure 5.33 (c))
shows the strong frontogenetic region with the trajectories located on itsiweagde, to the east is
a strong frontolytic region. Unlike the SJ shown in Schultz and Sienkiewick3Rthe t1000-780
trajectories are towards the cold side of the frontal region. The t1000r&fectories reside more
within the frontal region. The frontogenesis extends from the surfaedtwe 550 hPa, a large
strong region is prominent at the surface froni\3to 12.3W. The frontolytic region is limited in
its lower vertical extent by this strong low-level frontogenetic region meagitionly extends from
~820 hPa upwards. There are strong vertical motions associated wittotttalfregion, these are
centred around the transition between frontogenesis and frontolysest1000-850 cross-section
(Figure 5.33 (d)) shows that marginally downstream of Figure 5.33 (dy¢imolysis has become
dominant. The t1000-850 trajectories are located near the lower readiesstfongest frontolytic
region at~860 hPa. At this point they are still associated with a region of relativelyngtascent
which extends westwards and up to the edge of the frontolytic region. &Hieal motions in
both the 0700 UTC cross-sections are more complex than those showriltzZoid Sienkiewicz

(2013) with multiple regions of ascent and descent on both sides of the roatalfregion.

By 0800 UTC the trajectories have propagated with the flow and now resille smuth-west of the
cyclone centre (Figures 5.34 (a) and (b)). Generally, the frontaigioa the western side of the
cyclone has weakened with frontolytic regions becoming more prominewtlai00 hPa (Figure
5.34 (a)) and 850 hPa (Figure 5.34 (b)). The t1000-780 trajectoriemesiitle around 700 hPa; they
have moved closer to the frontolytic region and reside on the inside of thioffenesis (Figure

5.34 (a)). The t1000-850 trajectories are at an altitude of around 82@ttRis time, marginally
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Ficure 5.33: Frontogenesis at 0700 UTC. (a) and (b) show frontogjerfghading) on the 700 and
850 hPa levels, respectively, with SLP (black contoursgcRIcircles denote the locations of the
t1000-780 trajectories with the black line indicating tbedtion of the cross section shown in (c).
Grey triangles and line indicates the t1000-850 trajeckncgtion and the cross section in (d). (c)
and (d) show frontogenesis (shading) on the cross-sedtiditated by the black and gray lines in
(a) and (d), respectively. Red contours indicate horidomiiad speed (every 4 m8), black lines
show vertical wind speed (every 0.1 msnegative dashed, zero suppressed) and grey contours
indicate the cloud mixing ratio (0.005 and 0.001 gKg Green cross indicates mean trajectory
pressure, with pluses showing maximum and minimum trajgqicessure.
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Ficure 5.34: As Figure 5.33 but for 0800 UTC.
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higher than the frontolysis field shown in Figure 5.34 (b). They are in @nedominated by
frontolysis at this level. The cross-section for the t1000-780 trajectshews these located at the
bottom tip of a relatively weak region of elevated frontogenesis (Figu# ®)3. They are located
in regions of ascending air at this point. In contrast to Figure 5.33 (c)rdredlysis is stronger
here and the frontogenesis is weakening. Although a region of fronésigexists at lower levels
and is associated with some ascent and convection, large regions ehtlhage formed on the
cold side of the front and on the western edge of the strong frontolytiomedrurther along the
cyclonic flow, the t1000-850 cross-section (Figure 5.34 (d)) showsoag band of frontolysis
dominates and frontogenesis around the frontal region limited to aboveF&0The t1000-850
trajectories are located on the western edge of the frontolysi®820 hPa. These are close to
the highest winds 0£38 ms located just to the west and south of the trajectories. The vertical
motion shows large-scale descent located within the frontolysis region ahd twmld side. There
is also some descent close to the east of the frontolysis region interruptedinall region of

convection at 12.2N.

The situation presented here is somewhat unlike that shown by SchultzemideS/icz (2013),

where the secondary circulations show ascent on the cold side of thlfregion (see Figure
2.6). The frontolytic reversal of the vertical motions as shown by Kegselr Pecnick (1985)
which occur in the case of Schultz and Sienkiewicz (2013), with large asakent on the cold side
and descent on the warm side, are not seen here. Instead the pictarepbcated by numerous
regions of low-level ascent as well as large-scale descent on theidaeven in the frontolytic
regions. Figure 5.33 shows the t1000-780 trajectories being slightly apstoé the -850 ones,
meaning that they reach the frontolytic region and descend slightly later.shhbiss that move-
ment from frontogenetic to frontolytic regions could be the cause for tiseaie of the SJ like
trajectories here although the mechanisms are unclear. However the&@%0G@ajectory cross-
sections show that there is some adjustment time needed for the large scala d@sccur within

the frontolytic region.

5.6 Potential Vorticity

The storm shows a strong, distinct band of high diabatic PV associated withetit-back front.
This is shown in Figure 5.35, along with contours of the high wind speeddtandtrajectory

locations. The strong PV ribbon extends around the north and westesaithe cyclone at 0600
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UTC (Figure 5.35 (a)) with the trajectories located away from this regiothéurto the north. A
large "blob" of PV is located to the south-west of the cyclone centre whielsssciated with a
small region of higher winds. The PV ribbon stretches around the cydenee and towards the
centre at its south-western-most region. At 0800 UTC the trajectoriespgrapagated towards the
cyclone centre and are located just to the cold side of the PV band. Thee tagjon of stronger
winds has developed to the south and south-west of the cyclone centr20® UTC (Figure
5.35 (¢)) the PV band has begun to circle around the southern side ofdlome. At this time the
t1000- trajectories are at their respective initialisation locations (light grakens). The regions
of highest winds reside to the outside of the regions of highest PV. Thiiksto the idealised
simulation results in Figure 7 of Schemm and Wernli (2013), reproducesind-igure 5.36. By
1200 UTC (Figure 5.35 (d)), the southern region of PV has weakeritbdtie highest values of
PV largely restricted to the north-west side of the cyclone centre. A weaakgon extends to
the south of the cyclone exhibiting values of 2-3 PVU. It is near this areahichwthe t1100-
and t1200- trajectories reside. Again these high wind locations and theieddlajectories are
located to the outside of the high PV regions. The northern and easteomsenf the high-PV
ribbon have also weakened, this suggests an increase in the fromotakré&and a movement of
the CF and WCB southwards lessening the low-level PV generation caysibé WCB ascent
(Schemm and Wernli, 2013).

Figure 5.37 shows the evolution of the strong PV band. As shown in the pbtsatid is clearly
exhibited throughout the lower levels of the atmosphere, although it lesglefitied at the lower
levels where diabatic heating gradients are lesser. The band propatgaddy eastwards with
the storm motion, however, the shape of the band changes dramatically at tDhuesthe first

four hours shown (0600 UTC - blue to 1000 UTC - yellow) the band grang extends around
the west and south-west of the cyclone 700 hPa (Figure 5.37 (a))evoyat 1100 UTC (orange
contour) the main region of PV retreats back towards the north-west stleavcut-dt region

moving further to the south and east. Following this the high PV band begingdgndearound

the west and south-west of the cyclone. At 850 hPa (Figure 5.37 epuhdt and retreat of the
south-western end of the band occurs at 0700-0800 UTC (Dark amtdgilgen contours). From

1000 UTC (yellow contours) onwards the band regrows towards thia-seest and south again.

The cut df region at 850 hPa continues for some time propagating with the flow to the sbuth o

the cyclone.
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Ficure 5.35: 850 hPa PV (shaded), wind speed (green contours, &vasy* from 35 ms?) SLP
(black contours, every 4 hPa) and trajectory location shewary 2 hours from 0600 UTC to
1200 UTC ((a)-(e) respectively). White, gray and black meslkrdicate trajectory initialisation
times of 1000, 1100 and 1200 UTC, respectively, while makapss indicate initialisation level:
circles - 780 hPa, triangles - 850 hPa, diamonds - 925 hPa.PVhand wind speed have been
passed through a smoother 5 and 2 times respectively toeddacsmall scale noise.

5.6.1 Relationship of Potential Vorticity to Absolute Vorticity

As stated in Section 2.2.3, PV is a measure of the vorticity and static stability. fohefeV

is related to the momentum of the air through the vorticity equation. Figure 5.3@sshow the
absolute vorticity £) relates spatially to the PV and the high winds. The regions of higtrrelate

strongly with the regions of high PV. The highest winds therefore, refsidde outside of the
strongn and PV ribbon. The strongest regions of higlare consistently located to the northern
region of the band, particularly to the north-western and north-eadtigsa of the cyclone centre.
These are the same regions that are also associated with some of the Righedties. These

"corners" of the cyclone show strong poleward motion enhancing tié x cyclonic contribution
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Ficure 5.36: Figure 7 from Schemm and Wernli (2013): Low-level ieally averaged (1000-

850hPa) PV and wind for (a) the moist idealized simulatioth @) a dry simulation. Also shown

are the 290-, 295-, and 300-K isentropes at 850 hPa and tlamrefistrong low-level wind 30,
35, and 40 mig; green contours)

to the vorticity. The highest winds however are located further downstiafahese high vorticity

regions.

There are two regions of highesto specifically note. One high region propagates around the
system over the times shown in Figure 5.38. At 0600 UTC this can be seen atosely located
regions zonally stretched at57.75N, centred around POV (Figure 5.38 (a)). Two hours later,
Figure 5.38 (b) shows that these are still centred aroufw/ldithough the storm has moved east-
wards. The western region of thygregion has begun to rotate cyclonically, and is now orientated
south-south-west to north-north-east. By 1000 UTC (Figure 5.38Kig)Yegion is located on the
north-west corner of the cyclone centre as the cyclone centre hasdrmutker eastwards. The
western part of the region has rotated further with a near exactly notttir®rientation. At 1200
UTC (Figure 5.38 (d)) this region has propagated slightly westward9twV and has weakened.
The western region has continued to rotate rapidly and is orientated neghtavsouth-east. It
has weakened somewhat with values of around 140stb. The eastern region (now located

marginally more westwards) has shrunk but is still strong with values ov@d s,

The second notable region is to the north-west of the cyclone centreDatWEC (Figure 5.38
(a)). This regions propagates west with the cyclone and moves south wiflowh) being located
to the west of the cyclone centre in Figure 5.38 (b). It has weakenedwdmaméy this time with
values~160 10°s™1. At 1000 UTC it moves further to the south-west of the cyclone centre and

had spread out and weakenedtb00 10°s™. This region then breaksffofrom the main band
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Ficure 5.37: Evolution of PV hourly from 0600 UTC to 1400 UTC on (a)078Pa, (b) 800 hPa

and (c) 900 hPa. Coloured contours shows3\PVU where colour denotes time as follows: Blue

= 0600 UTC, Cyan= 0700 UTC, Dark grees 0800 UTC, Greenrn- 0900 UTC, Yellow= 1000
UTC, Orange= 1100 UTC, Red= 1200 UTC, Pink= 1300 UTC, Magenta: 1400 UTC.

of highn and is located close to the Scottish coast along with the t1100- and t1200 triajgetior
1200 UTC (Figure 5.38 (d)).

Around the south-west corner the reduction in#tdecreases the curvature of the flow allowing an
increase in the wind speed and a subsequent wind maximum. In this casectlnis warginally
downstream of the largest PGF region due to the convergence of therssoéing coincidental

with the highest curvature.
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Ficure 5.38: 850 hPa (shaded), wind speed (green contours, every S'rfrsm 35 ms?), PV

(blue contours, every 2 PVU from 2 PVU) and SLP (black cordpevery 4 hPa) and trajectory

location shown every 2 hours from 0600 UTC to 1200 UTC ((9)+&sbpectively). light-grey,

dark-gray and black markers indicate trajectory initiafisn times of 1000, 1100 and 1200 UTC,

respectively, while maker shapes indicate initialisatievel: circles - 780 hPa, triangles - 850

hPa, diamonds - 925 hPa. Theand wind speed have been passed through a smoother 5 and 2
times respectively to reduce the small-scale noise.

5.7 Summary

This chapter defines the evolution of the wind field in cyclone Friedhelm amihtportant pro-

cesses in developing the high winds. This then provides a frameworkdamthlysis of sensitivity

runs which are presented in Chapter 6.

The trajectory analyses focus on trajectories initiated from the proximity ofrtaeimum wind

speed location on the 780, 850 and 925 hPa levels at 1000, 1100 ahtd)T20on the 8 Decem-

ber as Friedhelm approached the UK. As shown above the t1000-78€tdregs show a number

of the characteristic of SJs, such as: descent from mid-levels, c@us®y and decreasin®H.
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Other trajectory swarms show clear evidence of CCB characteristice thwsir lower in the

atmosphere and reach similar, if slightly lower maximum wind speeds that thej&ldrees.

A number of key themes emerge from the trajectory analysis. Descenttprinaximum wind
values is seen in a number of trajectory swarms. The descent of the tregedtooften limited
by low-level cloud and mixing of the air parcels into regions of convectioights$tatic stability
under the trajectories is shown to inhibit the descent and supports thieysevork of Schultz
and Sienkiewicz (2013). This indicates that this could be another possitpdesorecasting tool

for the prediction of surface-reaching SJs.

In nearly all the 780 and 850 hPa initiated trajectories there is drying of treelisaprior to the
maximum winds. If considering the t1000-780 SJ trajectories in isolation thiddnappear to
support the suggestion of Browning (2004) that latent cooling througharation may help drive
the descent of the SJ and intensify the low-level winds. However, a nuofilbiee trajectory sets
which do not descend also show similar levels of drying. The drying ofittigaacels is indicative
of them exiting the cloud head and moving into the frontal fracture regiomesrsin previous

studies (Browning, 2004; Clark et al., 2005; Martinez-Alvarado et ai12.

Another consistent feature is the delay between the maximum geostrophicanmththe maxi-
mum actual wind. The along-flow PGF plots show that the winds continue texate until the
along-flow PGF begins to decline. In some cases such as the t1000-é8fotias the wind only
decelerate once the PGF begins to act against the flow. In others thetewiddsrease prior to

this.

A new method for the calculation of gradient wind is also presented in Sectiol.B.3This
relatively simple computation allows the calculation of the gradient wind fori@mnegf interest in
a non-symmetric system. The results here show that the wind is not in gradieghbalance with

super-gradient values to the south of the cyclone centre and suleigfradiues to the north.

The latent heating diagnostics along the trajectories show no particular théghie the evolu-
tion if the high winds. It is evident latent cooling is a regular occurrenceweldevel trajecto-
ries as hydrometeors fall through the atmosphere undergoing evapoaaticsublimation as they
descend. However they still provide a useful tool for analysing theqsses whichfiect the

trajectory swarms individually.
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Section 5.5 clearly shows that the movement from the large scale frontigeggons to those of
frontolysis coincides with the start of descent. This appears to supmothéory of Schultz and
Sienkiewicz (2013), that SJ descent is caused by frontolytic flow. Mexythe trajectories shown
here are located further to the cold side of the frontal region than thosehint3 and Sienkiewicz
(2013). The vertical motion in this region does not resemble the secowdanjations shown
by Schultz and Sienkiewicz (2013). The region of transition from froaetesis to frontolysis
is complex in terms of the distribution of these factors and the associated air m&&gions
of low level frontogenesis are seen remaining below regions of stramgdiysis, inhibiting the
descent. Therefore, using frontogenesis from a single plane mayeraot bntirely robust way for
forecasting SJs and descending motion as was hoped by Schultz anéBienk2013). However,
there may still be merit in this as a framework for forecasting, but furthatyses of diferent

storms must be carried out in order to ascertain this.

A strong PV band is exhibited at low- and mid-levels around the BBF. Thismeg co-located
with high values of vorticity. The highest winds are located to the outside ofeébisn where the
PV band ends on the south-west side of the cyclone. The relationship digbatic low-level PV

to the cyclone deepening will be examined in Chapter 6.






Chapter 6

Sensitivities to Latent Heating and

Microphysics

In this chapter the WRF sensitivity runs are analysed within the physicalefrark set out in

Chapter 5. The aim is to answer three main questions:

e Does the lack of graupel or haitfact the modelled storm development?
e What gfect does latent cooling have on the high winds of the control simulation?

e How big is the influence of latent heating on the storm development?

6.1 Inclusion of Graupel or Hail in the Microphysics Scheme

The microphysics scheme can include one large ice category which cavitblkesl to graupel or
hail, or indeed € entirely, as in the control simulations. As mentioned in Chapter 3 the control
simulations presented in Chapters 4 and 5 were completed without the incldigithes graupel
or hail in the microphysics scheme. In this section, high-resolution simulatiengrasented to
briefly examine theféect of including these large ice particles in the simulation. These simulations
were run on the ARCHER HPC system and are therefore compared tdralmulation which
was also run on this system, rather than the HECToR-run simulations preége@bapters 4 and
5. To avoid confusion with the simulations shown in Chapter 5, these runsevittferred to as
ARCH-CTRL, ARCH-GRAUP and ARCH-HAIL.

139
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6.1.1 Hfect on Wind Speeds

The influence of graupel on the wind speed is presented in Figure 6denleral, there is little
difference between the ARCH-CTRL and the ARCH-GRAUP simulations. ThehP@0level
plots (Figure 6.1 (a-c)) show a slight southward shift in the regions didsgwinds stretching
east from 10W. Most of the diferences shown in the ARCH-CTRL plots (Figures 6.1 (b, e, h))
are small scale, and magnitudefdiences are typically between 5-10thsThe largest change
is to the north and north-west of the cyclone centre in the proximity of the @88i$obar, where

a pronounced dierence is apparent at lower levels withfdiences of-15 mst. This region is
small and is largely confined to the lower levels with much lowdliegénces{ +5 ms?) at 780
hPa. The larger changes at lower levels are likely due to fiieets of graupel descending from

the frontal region, causing changes to the thermodynamic and latent helagiragteristics.

The influence of hail on the wind speeds compared to the control simulatibawssn Figure 6.2.
Here, the general pattern offfiirences is largely similar to those shown for graupel in Figure 6.1,
although the magnitude of thefflirences are smaller. The highfdrence region to the north and
north-west is smaller in the hail comparison than the graupel, with the areghartwinds in the
ARCH-HAIL simulation located further to the south. The smallefatence in the ARCH-HAIL
simulation may be a result of less hail being produced than graupel, duestsahger updraughts

needed.

The wind speeds in the C¢8J region to the south-west of the cyclone centre shows little influence
from the inclusion of graupel or hail. On all three levels shown in Figurésa@d 6.2 there are
only minor wind speed dlierences in this region and these are within the variability of the system

to the computing changes.

Figure 6.3 (a) shows the 1000 UTC UKMO composite radar image also shoWwhapter 4,
panels (b)-(c) show the model derived rainrate for the same time for theHARTRL, -GRAUP
and -HAIL simulations, respectively. In all the simulations the precipitation engier and more
concentrated in distinct frontal bands in the model compared to the radaeiriiag location of
the cold front in the ARCH-CTRL simulation (Figure 6.3 (b)) compares well tortidar image
(Figure 6.3 (a)) extending from the south-west tip of Ireland to the tripietgn north-eastern
Scotland. This shows better agreement than the location of the CF in theeemgphail plots
(Figures 6.3 (c) and (d), respectively) where the triple-point is locaigtier south. As with the
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Ficure 6.1: ARCH-CTRL and ARCH-GRAUP wind speed and SLP plots at0100C. Plots

(a), (d)and (g) show ARCH-CTRL on 780, 850 and 925 hPa reséctwhile (c), (f) and (i)

show corresponding levels for the ARCH-GRAUP simulationintspeed dierence and SLP
comparison is shown in the middle column (b), () and (h).
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Ficure 6.2: ARCH-CTRL and ARCH-HAIL wind speed and SLP plots at 1Q00C. Plots (a),

(d)and (g) show ARCH-CTRL on 780, 850 and 925 hPa respegtvalle (c), (f) and (i) show

corresponding levels for the ARCH-HAIL simulation. Windesal diference and SLP compari-
son is shown in the middle column (b), (e) and (h).
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Ficure 6.3: Comparison of radar at 1000 UTC to model derived rainra®lot (a) shows the
UKMO 1 km composite radar image( Crown Publishing), (b), (c) and (d) show the ARCH-
CTRL, graupel and ARCH-HAIL simulations, respectively.

comparison in Chapter 4 the warm front and BBF is clearer and more distiicé imodel than

the radar image.

The southern movement of the cold front may be due to increased coolitgy tive frontal zone
due to sublimation and melting of the hydrometeors. This would be particulanhopraced in the

triple-point region due to the increased ascent here.

Previous work has shown that ice microphysics can be important in infhgeice mesoscale
dynamics of systems (Clough et al., 2000; Forbes and Clark, 2003ePanki Thorpe, 1995)
The plots show that in this case the, however, the inclusion of graupelilantthe microphysics
scheme does not have a largieet on the storm dynamics compared to the natural variability of
the system. The lack of flerence in the SLP pattern, storm intensity and winds all indicate that

ice microphysics relating to hail or graupel do not play a major role in the &eolof the storm.
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These finding suggest that the large-scale dynamics are the keysdrfitbe features exhibited by

cyclone Friedhelm.

6.2 Hfect of Latent Cooling on Winds

In this sensitivity test the latent cooling is removed from the simulation, hereagterred to
as the no-lc simulation. As mentioned in Chapter 3, this is achieved by removirgpttieg
parameters from the temperature tendency which feeds back from thervitiRéphysics scheme
to the gridpoint. The role of latent cooling through evaporation of hydroaretduring the descent
of a sting jet has been hypothesised since Browning (2004). Howeseitd other earlier studies
identifying it as a feature of a sting jet (e.g. Clark et al. (2005)), reaemk has suggested it is not
necessary for the descent of the sting jet (Baker et al., 2013; SnthBrawning, 2014), although
it may assist in mixing the SJ to lower levels through lowering the static stability (&cand
Sienkiewicz, 2013).

Table 6.1 shows the maximum wind speeds and locations on the 780, 850 adP8devels
from 1000-1200 UTC in the no-Ic simulation. When compared to Table 5.1,atierp of wind
speeds is largely comparable between the control and no-Ic simulationseveiosome notable
differences arise; the no-Ic simulation exhibits a higher peak wind speed@{JIUD on the 780
hPa level, which is also located slightly eastwards relative to the control. Attadr times and
levels the wind speeds are lower in the no-Ic simulation than the control simul&tsoshown in
Chapter 5 the t1000-780 trajectories initiated from the maximum winds speedsoevbjtime
showed the properties of being a sting jet. Given thgedinces in the wind speeds shown here it

raises the question of théfect of the latent cooling on these winds.

6.2.1 Trajectories

The no-Ic trajectory diagnostics from both the no-lc maximum wind speed (MW¢&tion (Figure
6.4) and the control run MWS location (Figure 6.5) show consideralfiierdnces to those in the
control t1000-780 trajectories. Both the no-Ic trajectory sets exhibit adorange of pressures
and geopotential heights at the start of the diagnostics. At 0000 UTCptleMWS trajectories
are spread between 980 hPa and 700 hPa (0-2900 m) with clusters 8496énd 710 hPa (200,
1400 and 2600 m) (Figure 6.4 (a) and (d)). Initially the 960 hPa nad 84&Qafectories show
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TasLe 6.1: Maximum wind speed values and locations for trajectoitiation times and levels.

Level (hPa) Time (UTC) Wind Speed (ms?) Lat Lon
1000 53.76 56.35 -8.88

780 1100 49.95 56.42 -7.23
1200 51.75 56.32 -5.86
1000 46.33 56.40 -9.17

850 1100 47.94 56.21 -7.41
1200 50.20 56.48 -6.64
1000 44.98 56.52 -9.72

925 1100 45.24 56.41 -8.35
1200 46.83 56.46 -6.50
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Ficure 6.4: Trajectories initiated from the maximum wind speedatimn at 1000 UTC on 780

hPa in the no-lc simulation. Coloured vertical lines repragimes of interest for each trajectory:
green - start of acceleration, light blue - start of asceaijyn- start of descent, orangeVy
maximum, red - wind speed maximum, grey, dashed - trajedtitigtion time.
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Ficure 6.5: Trajectories initiated in the no-Ic simulation fronettnaximum wind location on 780

hPa from the high-resolution control simulation presente@hapter 5. Coloured vertical lines

represent times of interest for each trajectory: greenrt sfaacceleration, light blue - start of

ascent, navy - start of descent, orangg maximum, red - wind speed maximum, grey, dashed -
trajectory initiation time.

similarities to the CCB airstreams shown, for example, in the t1000-850 trajqutugyin Chapter
5. The no-Ic trajectories from the control MWS location show fiedlént evolution with two
distinct clusters at 960-820 hPa (150-1600 m) and 820-700 hPa-@&u®m) (Figure 6.5). The
lower of these two clusters contains around three times the number of tragsasithe higher one
and, again, is more consistent with the vertical location of a CCB until the egzdnt at 0530
UTC (light blue line). Generally the trajectories stay witkiBO hPa of their initial pressure level
until 0500 UTC. However, in the no-Ic MWS trajectories, some can be ssssnding over this
initial period indicating flow through areas of frontal convection. At 020DC (light blue line)
the trajectories in both sets begin to ascend rapidly, although some hawdydbegun to slowly
ascend prior to this. The lower-level trajectories converge on 700 high (2600 m) by 0800
UTC, when both the initiation swarms start to descend again (dark blue lihe)trajectories then
descend as a coherent stream T80 hPa by 0930 UTC. The descent in both of these trajectory sets

is similar to that in the control t1000-780 trajectories from Chapter 5, thogtaies, however,
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are located around 700 hPa throughout the period prior to descent.

The other diagnostics of the no-Ic trajectories show similarities to the conted.oifhe wind
speed shows acceleration from 0300 UTC (green line), peaking & WIC at the time of the
trajectory initiation (redgrey line) (Figures 6.4 and 6.5 (b)). This, along with the geostrophic wind
speed peaks (orange lines) occurriagy hour prior to the maximum wind speed, are also both

characteristics of the t1000-780 SJ trajectories.

The trajectories show that the SJ properties identified in the control simulatiGhapter 5 are
present despite the removal of latent cooling. However, the evolutionediréifectories prior to
the SJ descent does vary from that of the control in that the majority ddoem lower levels
prior to descending. These results support the recent studies of 8idde (2013) and Smart and
Browning (2014) that questioned the role of latent cooling, or lack tHieirethe development of a
SJ, There is still a question over the role of latent cooling in the mixing of treetgh momentum
air to the surface. This hypothesis cannot be examined here due to the limgeehd of the SJ in

this case.

6.3 Large-scale sensitivity to Latent Heating

This section will examine the large-scale sensitivities of Cyclone Friedhelrtetatlaeating. Here,
alarger domain is used compared to that used in Chapters 4 and 5, whésk tw’majority of the
North Atlantic and allows the whole development of the storm to be modelled. &hisres run-

ning at a lower resolution of 27 km, although 100 vertical levels are still. uSkdse domains and
simulations will be referred to as "NA domain" runs. At this resolution, the dusparameteri-
sation (Cu) would normally be switched on in order to capture the sub-gridentive processes.
However, this parameterisation contributes to the heating profile where it getgd. Thus, in
order to remove theffects of latent heating the cumulus parameterisation must be swit¢hed o
as well. A simulation with latent heating on but Cfi & also run and compared to the CTRL in
order to separate thefects of this. Table 6.2 summarises the simulation used to analyse the latent

heating €ects.
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TasLE 6.2: Latent heating sensitivity runs

Run Cu LH

CTRL Y Y
NO-CU N Y
NO-LH N N

6.3.1 Control Development and Evaluation

The NA simulations were not used for the model evaluation presented int&€@hiptherefore a
brief comparison of the NA domain control simulation with the observationspted in Chapter

4 is shown here.

Figure 6.6 shows the evolution of Cyclone Friedhelm as it approachesrasses the UK in the
WRF NA domain control simulation. At 1200 UTC on the 7th December, the stamijist
begun to develop at around 3% 64°N in the central Atlantic (Figure 6.6 (a)). At 0000 UTC 8th
December the storm has developed to a central pressure of 986 hiBee(Bi§ (b)). Driven by
the strong jet stream shown in Chapter 4, it has tracked to arouitw,2thd moved northwards to
61°N. By this time the winds associated with the cyclone develop and the cold foppetss as a
strong band at around 35 ms Twelve hours later the storm is located to the north-western coast
of Scotland (Figure 6.6 (c)). Now, the strongest windd4@ ms?) are located to the south and
south-west of the cyclone centre. The 35 fwinds associated with the warm and cold fronts are
also present to the east and south of the low. The storm tracks aciaan8cand into the North
Sea by 0000 9th December (Figure 6.6 (d)). The SLP evolution com@aasribly to that shown

in the UKMO synoptic charts presented in Chapter 4; there is slight souhwas to the storm
location which was also present, albeit to a lesser extent, in the high-resalukis. It is notable
that the winds show continued development and some higher speeds lagsarsimulations than

shown in the high-resolution runs presented in Chapters 4 and 5.

The 850 hPa winds an@. shown in Figure 6.7 show a similar evolution to that of the smaller
domain shown in Figure 4.7). Comparing the NA domain 850 wind speed at @ZQ0(Figure
6.7 (c)) to the corresponding domain 3 wind speed in the high-resolutiofFigare 4.7) shows
good agreement between the two, albeit with some sligfgr@inces. Generally the highest winds
are produced to the south-west of the cyclone centre in the/STEgion (Figure 6.7 (c)). The

low pressure centre in the NA domain run is located marginally eastwadB0(km) compared
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Ficure 6.6: Evolution of Cyclone Friedhelm Wind speed (shading) &P (black contours)
every 12 hours from 1200 UTC 07 December 2011 to 0000 09 Deeegtii 1.
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Ficure 6.7: NA domain Wind speed (m¥ (shading), and, (K) (white contours), on 850 hPa
level at (a) 0000, (b) 0600, (c) 1200 and (d) 1800 UTCIBcember 2011.

to the high-resolution run. The areas of maximum wind speed are also loglaghdy further
south. As would be expected, some of the small scale intense wind featarastaeen in the
lower-resolution simulation, as they are sub-grid scale and are theeffeatively smoothed out

by the model.

Figures 6.6 and 6.7 show that the NA domain is successfully simulating the steemeompared
to the higher resolution WRF simulation and the observations. Given the langipgime with
the model initiation occurring prior to the storm formation, this shows the modélésta produce

the cyclogenesis accurately. The resolution used here means some ofaliscale features in
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the high-resolution runs will not be reproduced. However, the aim ofsiision is to investigate
the large-scalefeects of latent heat on the overall wind field and storm evolution and so, @tis n

essential to reproduce these small-scale features.

6.3.1.1 Cumulus Parameterisation Sensitivity

At 27 km horizontal resolution, the Cu parameterisation would normally bagedyin order to
account for the sub-grid scale updrafts and downdrafts, and treiceded heating and moisture
fluxes. As mentioned above, in order to examine the tdfake of latent heating the Cu param-
eterisation must be switchedfas well as the microphysics latent heating processes. A brief
analysis of the NO-CU simulation compared to the CTRL is presented here,ustittef analysis

and comparison to the NO-LH simulations presented in Section 6.3.2.

Figure 6.8 shows the wind fields andfdrence of the CTRL and NO-CU simulations as they
pass Scotland. The SLP field in Figures 6.8 (a) and (b) show the NO-CUasiamubeing only

1 hPa deeper than the CTRL run. Overall, the SLP at the centre of theneystmws very good
agreement and is withis2 hPa as the storm moves across the UK. Further analysis of the tracks
and deepening is presented with the latent heating sensitivity analysis inr6@&id. The pres-
sure distribution shows somefiéirences, however. As shown in thefdience plot (Figure 6.8
(c)), the low pressure centre is located slightly westwards in the NO-CU diimnlaAway from
the cyclone, the pressure fields are largely similar, indicating the influehogneection around
the frontal cyclone on the pressure pattern. Figure 6.9 shows filegadice plot zoomed onto the
centre of the storm; this shows there is also a westward stretching of theupdield. The 968
hPa isobar for the NO-CU simulation extends out beyond the 976 hPa isbtter CTRL run on
the western side of the cyclone. There is also some shift and extensionriorthen the NO-CU
simulation as well. This causes a movement of the high wind speeds on thefulestogclone
centre to be located more westwards, creating the dipole in tferelice plots (Figure 6.8 (c)).
The NO-CU simulation also shows stronger winds stretching into the cyclorteeceomparison
of Figures 6.8 (a) and (b) shows that this is largely due to the larger sizenagnitude of the
slack wind region in the low centre<{0 ms?) in the CTRL simulation. The higher winds to the
south of the cyclone centre have extend further eastwards in the NOr@ilasion. Analysis of
the SLP field here shows that this region is less curved than the cordiagargion in the CTRL
run; this lack of curvature may act to slow the deceleration of the winds gsties beyond the

region of maximum PGF. Despite thes&éiences, the wind fields are largely consistent.
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Ficure 6.8: 780 hPa horizontal wind speed (rHisat 1200 UTC for (a) CTRL and (b) NO-CU
simulations. (c) shows the fiierence (CTRL-NO-CU) with SLP lines for the ctrl (solid, bac
and NO-CU (dashed, grey) runs.
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Ficure 6.9: As Figure 6.8 (c) but zoomed in on the centre of the storm.

The location of the SLP and western cyclonic winds in the NO-CU run suggsiewing of the
cyclone track may be the cause of at least part of tfierdinces. Given the relatively long lead
time and the distance from any boundary forcing, this is more likely than it migliba smaller,
shorter run (Froude, 2009). In order to quantify if this is indeed the cBigure 6.10 shows the
same diference plot at Figure 6.9 but with the NO-CU simulation plotted one hour lated @@0
UTC for the CTRL and 1300 UTC for the NO-CU). Thefl@girences to the west of the cyclone
are lessened by the timéfset although the higher winds to the north-west and south in the NO-
CU run are still evident to a lesser magnitude. Thiedences to the north-east of the cyclone
have increased, however. The location of the minimum SLP of the NO-ClUksraonw located

to the north-east of the CTRL. There is littleffdirence between the values of the minimum SLP
(the NO-CU being 1 hPa deeper) but the pressure distributions fiegedit. Much like at 1200
UTC, the 968 hPa region is larger in the NO-CU run but this time extends futthine north
and west of the 1200 UTC CTRL. These results suggest that althoughish®sme influence of
different temporal evolution, there are also some dynami¢drdinces caused by the lack of Cu

parameterisation.

Overall the figures show that switchingf the cumulus scheme does have some snii@tts on the
development of the cyclone and its associated winds and pressure Tiblelsarge-scale forcing

and processes areffigient enough to achieve a realistic simulation of the cyclone despite the lack
of parameterised convection. The simulations are similar enough that a N@+Lill be valid

to investigate theféects of LH, without the removal of the cumulus scheme playing a major role
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Ficure 6.10: As Figure 6.9 but showing theffdirence of the CTRL at 1200 UTC and NO-CU at
1300 UTC.

in any diferences. As the NO-CU simulation is robust, this can also be used as a wngar

the NO-LH simulation in addition to the CTRL simulation.

6.3.2 Latent Heating Sensitivity
6.3.2.1 Track and Deepening

Figure 6.11 (a) shows the track of Cyclone Friedhelm in the control andéwsitivity simulations.
All three show a remarkably similar track from the mid-Atlantic towards the Uke TTRL and
NO-CU tracks show strong agreement fre/80°W until ~15°W where they diverge slightly with
the NO-CU taking a more northward path. The NO-LH run contrasts slightly thglother two;
it stays consistently to the south until it reaches the coast of Scotland. Tagolo also lags
behind that in the other two simulations from the start. This suggests that thefléatlent heat
release slows the initial formation and progress of the cyclone. The evolatithe minimum
SLP and maximum 780, 850, and 925 hPa wind speeds are shown in Feglite®), (c) and (d),
respectively. At the initiation of the track, the minimum SLP is around 5 hPa liwboth the
CTRL and NO-CU runs than in the NO-LH run. The CTRL and NO-CU puess then decrease
almost identically to around 970 hPa by 0600 UTC on tfie Bhe deepening then slows somewhat
with the NO-CU reaching a minimum SLP €860 hPa at 1800 UTC and the CTRL reachirH9
hPa at 1800 UTC. Conversely, the deepening of the NO-LH run is muglesI&LP decreases
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Ficure 6.11: (a) Tracks of minimum SLP for the CTRL (red), NO-CU (aga) and NO-LH
(blue) simulations. Tracks start at 1200 UT& December with crosses marked every 3 hours
until 0000 UTC 0¢' December. Evolution of cyclone minimum SLP (solid linespwh in (b),

(c) and (d) with maximum cyclone wind speeds on 780, 850 artdr#2a, respectively (dashed
lines). Colours are as in (a). Maximum cyclone wind speedilnuwdated form a 40x40 grid point
box centered on the minimum SLP.

steadily to~985 hPa by 1500 UTC on th&'8then by another 5 hPa by the end of the track at 0000

UTC on the 9. This clearly shows a significanffect of latent heating on the overall deepening

of the storm, with little &ect from the lack of convection scheme.

The maximum cyclone wind speeds are shown in Figures 6.11 (b), (c)dndliese were ob-

tained from a 40x40 gridpoint box centred on the minimum SLP, therefoeemiiiximum may

be associated with parts of the CF or the BBF. Largiedences are shown in the cyclone winds

speed evolution. Generally, the CTRL and NO-CU winds are significantlyemithan those in

the NO-LH simulation. At 780 hPa the NO-LH maximum winds initially rise from 22 hi®

~30 ms?, reaching a maximum of 31 msaround 0300 UTC 8 December. They then decrease

to ~28 ms! for the rest of the track. By contrast, the CTRL and NO-CU maximum winds ar
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already at 31 m& at 1200 UTC on the®. They then diverge with the NO-CU accelerating faster,
reaching 43 ms! by 0300 UTC on the 8. In contrast, the CTRL maximum only reaches these
speeds around 6 hours later at 0900 UTC. At 1200 UTC the NO-CU maximinichs increase
again to~47 ms, while the CTRL winds show a delay of around 3 hours before they todaise

45 ms,

At the 850 hPa level the NO-LH maximum cyclone winds stay relatively cohstaund 26-27
ms, with a slight rise after 1200 UTC on thé'8o 29 ms?. Again, both the CTRL and NO-CU
winds show significantly higher magnitudes. The earlier peaks in the NO-@Ddsware again
evident both in the 850 and 925 hPa plots, reaching 45 1200 UTC and 43 mi$ at 0900
UTC, respectively. Meanwhile, the CTRL winds peak at 44 s 1800 UTC on 850 hPa and 42
ms at 2100 UTC at 925 hPa. The 925 hPa winds show the biggest increasg/devel of the
NO-LH maximums over the period of the track, rising from an initial 2T te a maximum~29

ms 1 at 2100 UTC on the'8.

All three levels show the NO-CU maximum wind speed reaching higher magsitinda the
CTRL. This is evident from the start of the time series at upper levels bytater at lower levels.

Less mixing of slow momentum air from lower levelfextively causing friction at higher levels.

Given the diferences and evolution of SLP between the CNRD-CU and NO-LH this is not
surprising. It has been shown in Chapter 5 that the PGF plays a domataiin the development
of the high winds around the cyclone. With less deepening the NO-LH stoa® ot develop the
same pressure gradient as the CTRQ-CU storms significantly retarding the development of the

high winds.

The slight slowing of the NO-LH cyclone track in the early stages of the stasm result of
lessened convection and upper-level divergence may hinder thecitberavith the upper-levels.
If the upper- and lower-level anomalies are in a less favourable caafign, this in turn will

lessen the deepening of the cyclone (Froude, 2009; Hoskins et &b) 198

6.3.2.2 Wind Speed Oferences

Figure 6.12 shows the evolution of the 780 hPa wind speed and SLP an€yiiedhelm passes
Scotland in the three simulations. The two left hand columns of the CTRL an€CNGhow

strong similarities, as shown previously. Both exhibit strong wind€(ms™*) along the cold front
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initially and a developing strong wind region to the south and south-west of thdoaddition,
strong winds to the east along the warm front can also be seen. Traloggron of high winds to
the south and south-west of the cyclone is marginally broader in the NOi@ladion than the

CTRL and develops quicker as seen in Figure 6.11.

In contrast to both the CTRL and NO-CU plots, the NO-LH simulation showsdfgignt differ-
ences. As shown in the track plot (Figure 6.11 (a)), the storm propaglieer than the other
simulations and is located further south. The lesser deepening compares @3 RL/NO-CU

runs is clearly visible in the isobars and produces a much weaker peegsutient. This is evident

to the northern side of the low where, at 1200 UTC, the NO-LH simulation sheogradient of
~10 hPa from the storm centre to Iceland. In contrast, the NO-CU simulatesspre dference

is more than twice as large. This leads to the weak winds north of the stornowficis ms?!
compared to regions of 20-30 ms To the south of the cyclone the pressure gradient is greater
but still considerably less than the CTRIO-CU runs. This leads to the development of a region
of stronger winds to the south and south-west of the storm which onlfyr@asaximum of~25
ms1. The maximum winds are more often seen in the cold frontal region rathethbea®CBSJ
region, in the NO-LH simulation. The southward displacement of the NO-LHrstoeans that
low-level winds to the south of the storm may be influenced by the increaistidri of Ireland.

At the 780 hPa level thistect should be lessened; indeed there is little change in wind magnitude

in the CTRL simulation as it passes over Scotland at this level.

6.3.2.3 Influence of PV

The role of PV in atmospheric sciences has been widely studied as summar&ection 2.2.3.
Given its important role in large-scale cyclogenesis and on smaller scalesiligssed here in the

context of its influence on the cyclone generation and evolution and ornighevinds.

Figures 6.13-6.15 show the evolution of the upper level PV anomalies in tReNO-CU and
NO-LH simulations, respectively. The plots shéwontoured on the 2 PVU iso-surface, indicating
the height of the dynamical tropopause. The CTRL and NO-CU simulations gary similar
tropopause evolution (Figures 6.13 and 6.14), while the NO-LH shows sliffieeences, albeit
subtle. At 1800 UTC on the7the initial upper-level disturbance can be seen as a depression
in the tropopause height (decreas&djron the left of the plot over the central Atlantic (Figure

6.13 (a)). At this time there is little efierence between any of the simulations with the exception
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Ficure 6.12: Evolution of the 780 hPa wind speed in the CTRL (a, d),NP-CU (b, e, h, k)
and NO-LH (c, f, i, I) simulations. Rows show plots at the saimes of 0600, 0900, 1200 and
1500 UTC, top-bottom.
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the amplitude of the wave in the tropopause ridge being slightly greater in thé& @ieRNO-CU
(Figures 6.13 (a) and 6.14 (a)) compared to the NO-LH (Figure 6.154a§)000 UTC on the 08
the trough has moved eastwards and the decreaskdws the descent of the feature behind the
surface cyclone (Figure 6.13 (b)). A slight ridge of lovdgprientated east-to-west immediately to
the south of the main trough, delimits the intrusion behind the cold front from tle upaer-level
trough. The cold-frontal intrusion appears deeper by this time in the NGibtdilation (Figure
6.15 (b)) than in the other two runs. By 0600 UTC on th& @8e storm continues to deepen as
shown previously; in the upper levels the trough can be seen extending tmtith and turning
cyclonically. The NO-LH plot at this time shows a larger region of the cad(er300 K, green and
blues). The CTRL and NO-LH simulations show a higher tropopause plarticat the northern
end of the upper-level ridge wittivalues above 304 K. At 0600 UTC on the'ghe tropopause
trough has deepened further in all three simulations (Figures 6.13-9)1%@vever, the NO-LH
run shows the tropopause to be more depressed at the centre of theecyidtb a wider trough
and a deeper intrusion along the cold front. This would suggest that tkefa®rtical motion
sustained by the latent heating is allowing the upper-level PV anomaly tordefaeher. This

may then be compensating to a small degree for the lack of LH.

Figures 6.13-6.15 show a clear upper-level PV anoftralygh associated with the cyclone. The
presence of this feature prior to, and during the most rapid deepeniting gtorm suggests that
this is the initiator of the cyclogenesis, while also playing a role in the deepehiogkins et al.
(1985) show that cyclones generally form to the east of the upperdewenaly as is the case here.
However, the anomaly is also present in the NO-LH simulation where the dieggs significantly
lower than the CTRINO-CU simulations. This would then indicate that a combination of the
upper-levels and low-level anomalies are essential for the deeperéngrs¢he CTRINO-CU

runs.

A side-on view of thed contoured, 2 PVU iso-surfaces is shown in Figure 6.16 at 0600 UTC
(top row) and 1200 UTC 08 Dec. (bottom row), for the three simulations. These highlight
the extent of the depression of tropopause behind the cyclone. Thepaoge fold is deeper in
the NO-LH simulation (Figure 6.16 (c) and (f)) than in the other two simulationshasvn by

the larger prominence of greéatue colors. The deeper tropopause fold is likely a result of the
lessened convection as a result of the lack of latent heatifexteely reducing the buoyancy of

the troposphere.
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Ficure 6.13: 6 contoured onto the 2 PVU surface indicating the dynamicdpajuse in the CTRL simulation.
7" every 6 hours.

Panels (a)-(d) are plottenhft800 UTC on the
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Ficure 6.14: As 6.13 but for the NO-CU simulation.
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Ficure 6.15: As 6.13 but for the NO-LH simulation.
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Ficure 6.16: Side-on view of thé shaded 2 PVU surface. Top row shows CTRL (a), NO-CU (b) andL¥Je) at 0600 UTC on 8. Bottow row (d, e, and f)
shows the same runs at 1200 UTC. Surface is shaded fror 2 284 K to indicate the cyclone position.
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(@) (b)

Ficure 6.17: PV around the cyclone centre at 1200 UTC. PV (PVU) aaneith according to label
bar, with values<1 PVU opaque. Surface is shaded from 2m 284 K to indicate the cyclone
position.

Figures 6.16 (a), (b), (d) and (e) also highlight the development of ddal high PV region
to the north of the cyclone centre in the CTRL and NO-CU simulations. By csintine lack
of latent heating in the NO-LH simulation mean no low-level PV anomaly forms (Efg6.16
(c) and (f)). The extent of the diabatically produced PV around théoogccentre can be seen
in Figure 6.17. As shown in Figure 6.16, there is an intense band arountttieedge of the
storm produced by latent heating in the cloud head. The contouring ind=&u7 (a) shows that
relatively high PV stretches from low levels and joins the upper-level ahorogeating a well
aligned PV tower. These have been identified in a number of intense stothtaarkey in the
development of the storm (Bosart et al., 1996; Hoskins and Berrist@@B; Uccellini et al., 1987;
Wernli et al., 2002; Whitaker et al., 1988). By contrast, Figure 6.17Hb\s the lack of PV tower
in the NO-LH simulation. The highest low-level values of 2-5 PVU in Figur&/ &) correspond
to the strong CCB extending around the BBF in this region where PV is gexddraough diabatic

heating in the cloud head above.

Wernli et al. (2002) show that for the storm Lothar, the low-level PV wes main driver of

the initial cyclogenesis. The evolution of the PV shown in Figure 6.18 and dip@pause plots
(Figures 6.13-6.15) show that in this case the low-level PV anomaly fortestak cyclone has
begun to develop. The upper-level anomaly is, therefore, key to the iojtdbgenesis in this
case, however the lower level anomaly is important in the increased degse®n in the contrast
of the CTRI/NO-CU to the NO-LH simulations.
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The plots in Figure 6.19 show the PV on 850 hPa and its spatial relationship togihevinds
as the storm crosses the UK. The magnitudes of PV are smaller in the NA am#tkhe high-
resolution simulations due to the lack of small scale diabatic heating that casdieec at this
resolution. Again, Figure 6.19 highlights the lack of diabatically generateddwal PV and the
lower wind speeds in the NO-LH simulation (Figs. (c, f, i, )). Converselg,@dTRL (Figs. (a, d,
g, j)) and NO-CU (Figs. (b, e, h, k)) show the strong PV extendingrasidbe BBF with the high
winds to the south of the low pressure centre. In relation to the PV, the wirdsaated similarly
to that shown by Schemm and Wernli (2013) reproduced in Figure 5a36ely, to the outside and

slightly downstream of the maximum PV region.

As well as through latent heating, PV can also be generated throughriricticontal regions (e.g.
Schemm and Wernli (2013); Stoelinga (1996)). Schemm and WernIBjZdibw that friction has a
larger dfect in the CCB than WCB region, it is still less then the LH-induced PV incte@igeres
6.18 and 6.19 support that in this case, as no low-level PV is present M@heH simulation

despite friction still being present.

As shown by Hoskins et al. (1985), condensation in rising air can helpuple with the upper
levels and increase the development of both the upper- and low-levehayanomalies. They also
show that the positive feedback between upper and lower anomaliesasaathwhere the low-
level anomaly is ahead of the upper-level one. In this case the NO-Lldrneydevelops slower
and later, partially due to the lack of condensational heating. This may then liengaipling

with the upper levels, whilst also limiting the connection with the high jet stream wiadsing

the initial propagation to be slowed. A later coupling to the jet stream may thezspemsible for

the more southern track of the NO-LH storm.

6.3.2.4 Circulation and Kinetic Energy

The differences in PV, wind speed and their respective locations raise questionsthe rela-
tionships therein. In order to examine the relative large- and small-scdieigyoitwo terms are

defined. The first, Circulation Kinetic Energy (CKE) is defined as:

CKE = %(%fg dA)z, [mPs2] (6.1)
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Ficure 6.18: Evolution of PV in the CTRL; (a) and (b), NO-CU; (c) artj and NO-LH; (e) and
(f) on 780 hPa (left column) and 850 hPa (right column). Thei®$hown for a 40x40 gridpoint
box around the minimum SLP at each time to remove the noisesianad scale PV features not
associated with the BBF. Contours are marked 1.5 to 3.5 P\ddyel PVU from 000 UTC 8
Dec. to 0000 UTC 9 Dec every 3 hours as marked in the legend.
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Ficure 6.19: As Figure 6.12 but with shading showing PV and greenatos indicating wind
speed at 35, 40 and 45 ms



Chapter 6 Sensitivities to Latent Heating and Microphysics 168

wherelL is the length bounding the area of interddst the relative vorticity and\ is the area. CKE
is therefore defined as the energy per unit mass, with units’efdnand is the kinetic energy of
the large scale circulatiory; is related to the large-scale circulation through Kelvin’s Circulation
Theorem (Holton, 1992; Martin, 2006). It is also related to the high wirmda emall-scale but
independent to the large-scale circulation. The CKE equation allows theation over the large

scale area of the storm to be analysed and compared to the energy on soa#er

The second term is the Wind Kinetic Energy (WKE):

WKE = % f %u2 dA, [mPs 2] (6.2)

whereA is area andJ is the horizontal wind speed. The WKE defines the kinetic energy per unit
mass of the small-scale circulations of the winds within the area. This allows wsrtpare the

large- and small-scale circulations within the cyclone.

The time evolution of CKE and WKE are compared in Figure 6.20. There is a digtinction
between the energy within the CTRL and NO-CU simulations compared to the€rhulation.
On all three levels the CTRL and NO-LH show a steady increase in the CHEV&E over time.
By contrast, the NO-LH simulations shows an increase in the CKE from 00GD uhtil 0900
UTC at which point it plateaus and begins to decline slightly. The NO-LH Wi&dver, shows
a different evolution. At 780 hPa (Figure 6.20 (a)) it starts at 168 fand gradually declines
until 2000 UTC where the decline ceases and the values remain relativedyacd around 130
m2s~2. At the lower levels of 850 hPa (Figure 6.20 (b)) and 925 hPa (Figui@ @)} the WKE
starts with values around 135812 and remain relatively constant throughout the period shown.
This shows that although the total circulation around the cyclone (CKEases, the small-scale
energy of the winds decreases or remains largely constant in the NOatuHiasion. The contrast
of the increasing CKE and WKE over time in both the CTRL and NO-CU simulatibow&'s the

energy added to both the large-scale circulation and local energy bglt#ese of latent heat.

As noted previously; can be related to the high winds on a local scale as well as the large-scale
circulation. This would suggest a correlation between the CKE and WKErés¢.21 (a), (b) and
(c) show CKE plotted against WKE for the 780, 850 and 925 hPa levalgectively. Generally,
CKE values rise with WKE values in the CTRL and NO-CU. This is best oleskat the 780 and
850 hPa levels (Figures 6.21 (a) and (b)). At the 780 and 850 hPa teeeO-CU simulation
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Ficure 6.20: Time series of CKE (solid lines) and WKE (dashed lines{a 780, (b) 850 and
(c) 925 hPa levels. Coloured linesarkers indicate CTRL (Red), NO-CU (orange) and NO-LH
(Blue) simulations.

shows good correlation between the CKE and WKE withalues of above 0.9. However, there

is some spread of the data compared to the regression lines showing tixataf:é relationship

between the large- and small-scale circulations does not exist. Cortivigoitae pattern fron the

time series in Figure 6.20, the NO-LH simulation shows WKE falling with increasing @the

780
925

hPa level (Figure 6.21 (a)) while it remains fairly constant at the ldeyals. The low-level

hPa plot (Figure 6.21 (c)) shows much lower correlation in all threelations due to the

influence of friction and land induced perturbations to the flow. Howegsreeral trend of rising

CKE with WKE is shown by both the CTRL and NO-CU simulation.

Figure 6.20 suggests a relationship between the deepening of the stotheamaulation energy,

particularly in the CTRL and NO-CU cases. The relationship between CKES&R is shown in
Figures 6.22 (a), (c) and (e) on the 780, 850 and 925 hPa levelsteghe while WKE is plotted
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Ficure 6.21: Scatter plots with lines of best fit of CKE against WKE.rkéa and line colours
correspond to CTRL - red, NO-CU - orange and NO-LH - Blue. (a),and (c) show CKE from
the 780, 850 and 925 hPa levels, respectively.

against SLP in (b), (d) and (f) for the corresponding levels. The sttifr the correlation and
best fit lines are shown in Table 6.3 for the CKE plots and Table 6.4 for th&\Wf€s. A clear

relationship can be seen at the 780 hPa and 850 hPa levels between tren@Kinimum SLP.
The 925 hPa level, however does not show the same level of regrésslenCTRL and NO-CU
simulations. The lower regression in these two simulations is mainly caused bger lsigread
in CKE at lower minimum pressures, when the storm is at its deepest. Thisiiéerdects the
surface at this time in the CTRL and NO-CU runs meaning that the high valwestafity will be

missing. This is further highlighted by the close relation of the NO-EMalue at this level where
there are fewer missing values. All three simulations show a similar relationsitiebn CKE
and SLP at 780 and 850 hPa in particular. This can be seen by the riglatas fit by a single

line-of-best-fit created for all the data points. There is a systematic ¢iremigg of the gradient
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TasLE 6.3: Line of best fit equations anélvalues for the CKE and minimum SLP data plotted in
Figures 6.22 (a, c, e). "All run" values equate to the greg kalculated from the data from all
three of the simulations.

CKE

Level Run re Level Reg. Equation  AllRunr?  All run Equation
CTRL 0.792 -1.313+1356.99

780 NO-CU 0.889 -2.054x+2079.71 0.932 -0.098+105.77
NO-LH 0.824 -1.328+1352.68
CTRL 0.895 -1.616x+1656.18

850 NO-CU 0.915 -2.38x+2396.68 0.957 -0.104x+112.38
NO-LH 0.928 -1.675+1697.21
CTRL 0.511 -1.12x+1163.19

925 NO-CU 0.697 -1.7x+1724.36 0.876 -0.081x+88.71
NO-LH 0.914 -0.103%+1485.31

of the best fit lines in the NO-CU and NO-LH runs compared to the CTRL. Jinggests that the
vertical motions produced by the convection scheme act to limit the large-Goaldation for a

given central pressure.

The comparison of WKE to the minimum SLP for the CTRL and NO-CU simulations/stzo
similar agreement to that of the CKE - that the WKE increases with decreakingBlike the
CKE-SLP relationship however, the NO-LH does not show a similar WKE-&lationship to the
CTRL and NO-CU. At the lower two levels (Figures 6.22 (d) and (f)) the BMK largely constant
for any given SLP. At 780 hPa the WKE increases with increasing prestiowing lower small-
scale circulation energy as the cyclone deepens. The release of lagmwithin the cyclone is
therefore, essential for increasing the energy of the small-scale diongas the cyclone deepens.
Figures 6.22 (b), (d) and (f), along with the best-fit line data shown ineTald, indicate that the
influence of SLP on WKE is greater at lower altitudes with higher line gradieB50 and 925

hPa compared to the corresponding 780 hPa gradient for each simulation.

6.3.2.5 Varying the Latent Heating Switch Gf Time

The comparisons so far in this section have been on simulations with latentgheiditier on or &
from the model initiation at 1200 UTC on the®®®ec. meaning that latent heat is missing from
before the initiation of the storm. In this section simulations are performed using/RF restart

function. The model is run using the NO-CU setup, creating restart duinggalar intervals.
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Ficure 6.22: Scatter plots with lines of best fit of CKE against thaimum cyclone pressure for
the CTRL (red), NO-CU (orange) and NO-LH (Blue). (a), (b) dofishow CKE from the 780,
850 and 925 hPa levels, respectively. Grey lines indicaditie of best fit across the data from

all 3 simulations.
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TasLE 6.4: Line of best fit equations anélvalues for the WKE and minimum SLP data plotted in
Figures 6.22 (b, d, f).
WKE
Level Run re Level Reg. Equation
CTRL 0.790 -4.555¢+4707.13

780 NO-CU 0.849 -3.05%+3246.78
NO-LH 0.914 2.76%+-2512.13

CTRL 0.846 -5.97%+6074.87
850 NO-CU 0.930 -5.045¢+5165.64
NO-LH 0.573 0.455¢+-317.662
CTRL 0.912 -5.436¢+5520.84
925 NO-CU 0.963 -4.865¢+4962.85

NO-LH 0.393 0.35&+-227.446

Latent heating is then switchedf@nd the simulation restarted at the chosen times of 0600 UTC

(hereafter LHo-0600 run) and 0000 UTC (LH0-0000), both on the 8

The track of the NO-CU simulation and the two LHo simulations are shown in Fig22 (a).
The first latent heating switchfiooccurs at 0000 UTC, at this time the storm is centred18°W.

There is some delay before the LHo-0000 line (dark green) splits fromi@CU track. At 0600
UTC the LH0-00 minimum SLP has slowed and is lagging behind the NO-CU matkeird°W

and ~13°W respectively. However, by the next marker, 0900 UTC it is in an almasttidal
position to the NO-CU.

Both the LHo tracks are to the south of the NO-CU from 1500 UTC onwaltigs mimics the
more southerly track in the early evolution of the NO-LH simulation shown in eigutl (a),
although by the end of the track the CTRL moves south of the NO-LH. Thevanod latent
heating does, therefore, appear to have soffexiof forcing the cyclone on a more southerly
path. This &ect only seems to be apparent for a limited time as shown by the switch in the

NO-LH and CTRL in the latter stages.

The evolution of the minimum SLP and maximum wind speed for the 780, 850 amdRa

levels are shown in Figures 6.23 (b), (c) and (d), respectively. Theamam SLP quickly deviates
from the NO-CU simulation as soon as the latent heating is switclfiedvih the deepening
significantly slowed. Some deepening still occurs without the latent heatiagodilne influence
of the upper-level trough. The continued deepening is limited, with the minimub ISigely

plateauing after 1200 UTC in the LHo simulations, while the NO-CU continuesdpeate From
the tropopause plots, shown in Section 6.3.2.3, it can be seen that at this tiopptrdevel PV
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Ficure 6.23: As Figure 6.11 but for the NO-CU (orange) and LHo-0&€gr) and LHo-00 (dark
green) simulations.

anomaly begins to overtake the surface cyclone meaning it becomes lessiverfor deepening
(Hoskins et al., 1985). The continued deepening of the NO-CU SLP tggyests that the latent

heating is responsible for this once the upper-level anomaly has owbesurface storm.

The maximum wind speed evolution varies depending on the level (dashedHigeres 6.23 (b)-
(d)). On 780 hPa the maximum wind speed continues to increase for ther§ dfter the latent
heat is switched 6, albeit at a slower rate than the NO-CU run. The LH0-0000 reachesla pe
wind speed of 42 m3 at 0300 UTC and the LHo-06 peaks at 43 tat 0900 UTC. After these
peaks the wind speeds decrease. The LH0-0000 rapidly decreas88 tns* by 0900 UTC,
then, excluding a slight rise at 1500 UTC, decreasing more gentig8ms* by 2100 UTC. The
LHo-0600 decreases by 3 msover the first 3 hours after its peak before then decreasing by a
further 5 ms? over the following 9 hours. The 850 hPa LH0-0000 wind maxima showfareint
evolution after the latent heating switcif.oThey undergo an initial deceleration before increasing

again after 3 hours. The maximum in both the LHo wind speeds is at 0900 U3&ras* for the
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LH0-0000 and 42 mi8 for the LHo-0600. They decelerate affdrent rates with both maxima at
2100 UTC being around 34 ms At 925 hPa the LHo-0000 maximum wind continues to increase
until 0900 UTC; the LHo-0600 maximum wind also continues to accelerate @@ TC when
both begin to decrease from maximums-&6 ms~! and 43 ms?, respectively (Figure 6.23 (d)).
The LHo-0000 decelerates relatively gently to just below 33'ras 1800 UTC before accelerating
by ~1 mst at 2100 UTC. The LH0-0600 decreases more rapidly ending at 21@rodrginally
lower than the LHo-0000 speed.

The difering rates of deceleration in the maximum wind speeds suggest a relaxation sys-
tem moving back towards some sort of balance as the SLP deepeningsubdeanwhile, the
continued deepening of the NO-CU storm maintains the imbalance causing ti tawicontinue

accelerating.

The diferences in the magnitudes and spatial distribution of the wind speeds in th6&d@oand
LHo0-0000 simulations compared to the NO-CU simulation are shown in Figurésa®.@ 6.24,
respectively. The wind speedfiirences in the LHo-0600 simulation are highest to the north and
east of the storm along the warm front and BBFI®&iences in the regions of highest winds, to
the south of the cyclone centre, are lower than those associated with theamarBBFs. The
differences are greatest at the 780 hPa level (Figure 6.25 (b)), artatighower in the 850 and
925, hPa levels (Figures 6.25 (e) and (h)). One exception to this poinégganrto the west of the
cyclone centre at10°W 58°N where diferences are highest at the 850 hPa level.

As would be expected the switchingf @f latent heating earlier has a largefest on the wind
field. In the LHo-0000 comparison with he NO-CU simulation (Figure 6.24) thenitzdes of the
differences are much larger than for the LHo-06Qedénces shown in Figure 6.25. fldrences
of >10 ms! are shown on all sides of the cyclone at the 780 and 850 hPa levels 5i§4
(b) and (e)). At 925 hPa (Figure 6.24 (h)) the magnitudes of tiferéinces are generally lower

barring the region to the west of the cyclone centre which was also ideritifleiqure 6.25.

The two LHo- wind speed tlierence figures indicate common areas where latent heating is par-
ticularly important in developing the winds. These areas are to the nortloktee cyclone and
along the warm front at all levels, and to the west of the cyclone centiteee®50 and 925 hPa
levels. The region to the north-east of the cyclone centre is the regiotes$action of the cold
front and BBF where the WCB lifts over the warm front. The influence ef¢bndensation and

PV generation here has a strong impact on the downstream flows (Schedeanli, 2013).
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Ficure 6.24: NO-CU and LH0-0600 simulation wind speeds and SLPspbt1200 UTC. Plots

(a), (d)and (g) show NO-CU on 780, 850 and 925 hPa respegtivkile (c), (f) and (i) show

corresponding levels for the LHo-0600 simulation. Windegpéiterence and SLP comparison
is shown in the middle column (b), (e) and (h).
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Ficure 6.25: NO-CU and LH0-0000 simulation wind speeds and SLPs@6t1200 UTC. Plots

(a), (d)and (g) show NO-CU on 780, 850 and 925 hPa respegtwkile (c), (f) and (i) show

corresponding levels for the LHo-0000 simulation. Windespéiterence and SLP comparison
is shown in the middle column (b), (e) and (h).

The region to the west of the cyclone centre in the 850 and 925 hPa wfiledediices is close to
the location of the end of the PV ribbon (Figure 6.18 (d)). This suggestdhibdatent heating
influence on the strength of the low-level PV ribbon is of importance for tveldpment of high

wind speeds in this region.

Figure 6.26 shows theffect of latent heat removal on PV in both the LHo-0000 and LHo-0600
compared to the NO-CU simulation. The role of latent heating in developing théelml PV
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anomaly is evident from the largeftirences in the PV field when it has been removed. The re-
moval of latent heating at 0000 UTC (Figures 6.26 (a) and (c)) causes ldiferences compared

to the NO-CU PV, with larger regions of2.5 PVU ditference than the LHo0600 run (Figures 6.26
(b) and (d)).

To the west of the cyclone centre, there is a strong regionftdréince in the PV fields. At 850 hPa
in both the LHo-0000 and LH0-0600 (Figures 6.26 (c) and (d) resgagjithis region is located

at ~9°W 58N, just to the east of the noted wind speeffatences in Figures 6.24 and 6.25. At
the 780 hPa level there is a corresponding region of strofigrdince located slightly to the south
and east (Figures 6.26 (a) and (b)). This region, however, is sotaded with a large wind speed

difference.

6.4 Summary

As the simulation presented in Chapter 5 and the no-lc simulation in this chaperuvewithout
the inclusion of graupel or hail a sensitivity test has been run to invesiights has any &ect on
the modelled storm. In terms of both winds and precipitation there is little notéiglet érom the

inclusion of either graupel or halil.

Following the disagreement as to the influence of latent cooling on the develdamf SJs within
the past literature (see Section 2.4.3), a simulation is presented where @ényds removed.
This shows that latent cooling has littléfect on the overall wind speed distribution but does

change the evolution of trajectories.

Latent heating is shown to have a largéeet on the development of the storm. Removal of the
latent heating causes a much shallower low to develop with correspondiskemweinds. The
track of the cyclone is largely ufi@cted by the lack of latent heating. The lesser deepening of
the storm is largely due to the low-level diabatic PV anomaly not forming. Thelow with the
upper levels may also play a role through the slower initial speed of the @yelithout latent

heating.

When the latent heating is switcheft tater during the simulations the storm rapidly slows the
deepening rate as the lack of latent heating reduces the production téveilRV along the BBF.

The wind speeds also drop as the deepening rate slows.
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Ficure 6.26: PV diferences between the NO-CU simulation and the LHo-0000 (a)padd the

LHo0-0600 (b and d) on 780 hPa (top row) and 850 (bottom) hRal kv1200 UTC 8 Dec. Wind

speeds contoured every 5 Thdrom 30 ms* for NO-CU (green) and the respective LHo (blue).
SLP contoured in black for the NO-CU and dashed grey for the Elfhulations.

Novel diagnostics for investigating the energy of the circulation and wirddp are presented.
The CKE provides a measure of the energy of the large-scale circulationéthe cyclone. WKE
shows the influence of the small-scale circulations as a result of wind sBeede correlation is
shown between these two variables in the simulations with latent heating. Bddblearshow
good correlation with the minimum cyclone SLP with the values of the CKE and WEKf#&sing

as the storm deepens.






Chapter 7

Conclusions and Further Work

This chapter brings together the conclusions and findings of Chaptrdt4lso presents ideas

for future work that have arisen through the results presented hdrgags in the literature.

As stated in Chapter 1, the overarching aims of this thesis are to:

e Understand the dynamical development of the high winds in Cyclone fiedhelm.
e Determine the influences of diabatic processes on the high winds,esgfically:

— The role of latent cooling on the high winds

— The role of latent heating in the storm development

7.1 Conclusions

7.1.1 Evaluation of WRF Modelling

In a modelling study such as this, it is important to have confidence that the nsodele to
replicate the processes and features of the cyclone. Chapter 4 mavidsvaluation of the high-
resolution WRF simulation, used for the dynamical analysis in Chapter 5. TRE Wodel is
shown to replicate the development of Cyclone Friedhelm well in comparisopeiational anal-
ysis and observations. The unigue dataset provided by the dropspnoides an additional
platform from which to compare the model performance. Again the modaptaces many of the
key features.

181
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Comparison to MO analysis shows generally good agreement in both therdegpf the cyclone
and the track. The track of the WRF cyclone shows a slight southerly bitistiie storm has
passed over Scotland. The southerly shift in the track is also noticeable A&8AT-WRF wind
comparison. Barring this, however, the winds compare very well with barsfiatial location
and magnitudes of the low-level winds well represented in the WRF simulatios WIRF cloud
and precipitation fields are compared to satellite imagery and radar dategtiesty. These show
a degree of zonal stretching in the WRF simulation and some overestimation mriegtipitation
along the BBF. The overall shape of the storm is well resolved and the tifarmggly consistent
with those shown in the observations. This provides strong confidence sutisequent analysis

of the dynamics of the cyclone.

7.1.2 Dynamics of Cyclone Friedhelm

7.1.2.1 Identification of a Sting Jet

Trajectories are initiated on three levels to investigate the evolution of high vpieddsregions
throughout the evolution of the storm. One ensemble of trajectories, namea-7BD, shows
evidence of being a SJ. These parcels show strong descent to th@a&vbl, whilst exhibiting
near-constard,,, acceleration and a reduction in RFAlthough the trajectories originate from fur-
ther towards the cold side of the BBF than some of those in previously studieadss they appear
relatively consistent with the track of the SJ identified in the UM analysis dbagcFriedhelm by
Martinez-Alvarado et al. (2014).

7.1.2.2 Influences on Sting Jet Trajectories

Having identified specific SJ trajectories these are analysed within the taitéxe theories

presented in Section 2.4.3. Each of these theories and the main findingsseatpd below.

CSl release prior to Sting Jet descent

The SJ trajectories shown in Chapter 5 are shown to exhibit some negd@Veplibr to descent.
This supports the case made by a number of previous studies that CSttisrarfahe development

of SJs. However, there is debate about its importance and influencas liden shown in the
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idealised studies of Baker et al. (2013) and Slater et al. (2014) thas@8t needed to form SJs.
However the number of studies which have found evidence for CSI dmafettories suggests
there is at the very least a correlation between the presence of thesenpdrea. The evidence
here adds another example of SJ trajectories exhibiting some CSI reléas® pand during the

SJ descent.

Frontolysis during Sting Jet Descent

Following the suggestion by Schultz and Sienkiewicz (2013), the influehfrerdolysis on the
descent of the SJ feature is examined. A frontolytic region is preseng ainith of the BBF in this
case, in support of Schultz and Sienkiewicz (2013) the identified SJtweaEsbegin to descend
as they pass from the frontogenetic to the frontolytic region. Howevdikeuim the Schultz and
Sienkiewicz (2013) case, the frontolytic region does not exhibit thegpard reversal in vertical
motions. The SJ descends on the cold side of the frontal region, ratmethéhavarm in the case
of Schultz and Sienkiewicz (2013) where the textbook frontolytic circulatsimow descent. This
is likely due to the complexities of the moist processes and the continued grbttih douds in

the frontolytic region through latent heat release.

Latent Cooling effect on sting jet trajectories

The role of evaporation influencing the SJ has been suggested in a nahgagrers (Browning,
2004; Clark et al., 2005; Martinez-Alvarado et al., 2011, 2010), afthathers have shown little
or no influence (Baker et al., 2013; Slater et al., 2014; Smart and BngwR014). Latent cooling
has little gfect on the strength of the winds but does influence the evolutions of thej8dtd-
ries. Indication from the pattern of winds onfldirent levels suggest that the drivers are similar,
i.e. large-scale motion. This is supported by the no-LC simulation showing simiitar speed

properties albeit with a éfierent parcel evolution.

SJs appear to be varied in their initial forcing, evolution, descent andgtlre Schultz et al.
(1998) argue that rather than attempting to find a single conceptual madilef@volution of
cyclones it may be better to focus attention on the evolution and structuréfémedit settings.
Similarly, it could be argued for describing SJs as a broad model for eeftathding from the
cloud head. Focus on the influences and prevalencefi@reint forcing and outcomes may be a

more fruitful focus for future researchferts rather than attempting to strictly define them based
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on the presence of some specific criteria. The forecasting of SJs ig ohkertance for the safety
of the general public. The work carried out here shows that the useutifple diagnostics is
key to understanding and predicting the life-cycle of a SJ. The foregastidescent potentially
requires the identification of frontolytic and CSI regions while the overatdat and probability
of strong surface SJ winds can be informed by the application of low-kability diagnostics.
Trajectories may also play a key role in forecasting SJs accurately buteaomputationally
intensive to simulate. Knowledge and availability of this range of techniquigiagnostics may

be key for forecasters attempting to identify and accurately predict the irop&d features.

7.1.2.3 CCB Trajectories

As well as the SJ airstreams identified from the t1000-780 trajectories a mwhltiee other
trajectory sets showed strong characteristics of CCB flow. These werd®th at the lover levels
from the t1000- trajectory initiations and at all levels at the later times of 1180280 UTC. The
CCB trajectories showed high winds of similar but slightly lower magnitudes to dheafectories
and were driven by the strong PGF around the cyclone center. Similarlgt8itrajectories the
maximum wind speeds shown by the CCB occurred around one hour latethanaximum of
the PGHgeostrophic wind. Due to the limited vertical descent of the SJ trajectories icebés the
CCB is the key source of the low-level and surface winds. As with prevébudies this highlights
the need for greater understanding of the influences on both the SIGBid€velopment and the

relative magnitudes of both these phenomena to realise the risk of thessiexlgclones.

7.1.2.4 Unbalanced Nature of the High Winds

As would be expected in a highly curved, deepening storm such as eyet@dhelm, the geostrophic
balance is not maintained. The peak winds are strongly sub-geostraplbigjng ageostrophic
components of 60 m$ or more. Consistently, the trajectories show that the highest wind speed
values occur after the peak geostrophic wind speeds. This lag varibfiyshgt is generally on

the order of one hour. The calculation of along-flow PGF on the trajestshiews that at higher
levels the peak wind occurs when the along-flow component of PGF is wose falls below
Zero, i.e. it begins to act against the flow. At lower levels the wind speedmaaxccur closer to

the maximum along-flow component of PGF maximum as higher friction at thesks letards

the flow more rapidly.
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The gradient wind, which accounts for the curvature of the flow, stebeatter resemblance to the
actual wind. The gradient wind is calculated in a novel way which allowsdiatively easy cal-
culation of the centre and radius of curvature. Although showing a mutérkestimate to the real
wind than the geostrophic balance, the gradient wind still shoffisrdnces to the actual wind. To
the southern side of the cyclone centre the actual wind is systematicallygauient, while to
the north it is sub-gradient. Itis also noted that focusing on a smaller regiahtherefore achiev-
ing a more accurate radius of curvature, decreases the magnitudel@rgnaind, indicating that

the actual wind is more super-gradient to the south of the cyclone thanvisisho

The locations of the trajectories in relation to the gradient wind shows thatlttmj8ctories are
more super-gradient on a given level than the CCB ones. This is indicaititigher momentum

air descending to levels where it is more unbalanced.

The Bernoulli equation is tested on the SJ trajectories in order to investigatinevithis theory
fits the acceleration during the descent of the SJ. The trajectory anabygsis shat the Bernoulli
number is not conserved during the descent, due to the influences dfibtatim and the continued
deepening of the storm. It would be of interest to test this theory on otlsescahere the storm

may be in a more steady-state.

The investigation of the balances here suggest that attempting to despiitig exolving cyclones
such as Friedhelm in terms of an idealised balance may result in large eooysared to the
observed flows. However, these should not be discounted entiredgscahere the cyclone is
more balanced, perhaps due to a more steady state situation, may allowassedukions to be

drawn from these theories.

7.1.3 Role of Latent Heating

As shown in Section 2.3.1, a number of past studies have examined the latiervtheating in the
development of extratropical cyclones. These sensitivity tests preseate allow theseftects to

be analysed for this storm in the context of the other analyses.

Effect on Deepening

The NA domain run, with a horizontal resolution of 27 km, was able to captwestolution

of the cyclone. This was also true when the cumulus parameterisation wabevid€ These
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simulations were then used to examine the influence of latent heating on thes¢algecyclone

development.

The dfect of latent heating on the development and track of the cyclone is exaimii@thpter

6. As shown in a number of previous studies latent heating is responsitdesignificant portion

of the deepening of the storm. The presence of latent heating enharadseihening of cyclone
Friedhelm by~20 hPa in the WRF simulation. The lack of deepening following the removal
of latent heating is attributed to the lack of a low-level diabatically-generatedr®maly and

subsequent PV tower.

The reduced deepening of the system has a dramatic impact on the windsa Wiibh lower
PGF the wind speeds around the cyclone are significantly lower. Tieistés largest in the south-
west, SJCCB region, where the PGF has a larger influence on the wind speedsmé&hans that
the highest winds within the storm system are located along the WCB and oaldfdr a longer

period of time before higher winds generate in the south-west sector.

Wind speed Changes with Varying the Latent Heating Switch Gf

Varying the time that latent heating is switchefl shows interesting results in the development
of PV and high winds. The latent heating is switchéfil® and 18 hours after the initiation at
0000 and 0600 UTC on thé"8December. This switches the latent heatirffjas the storm is
still deepening but prior to the highest wind speeds occurring. Thisesasimall deviations in
the track from the full latent heating simulation but these are relatively min@itcBing of the
latent heating at these times has a significant impact on the deepening otctbeegyslowing
the deepening rapidly. It is notable however that the upper-level fprmimtinues to deepen the

systems to some degree.

The removal of latent heating and reduction in deepening also causesxheumacyclone wind
speeds to initially slow their acceleration before decelerating, despite tha stmtinuing to
deepen, albeit at a lesser rate. This shows that the rate of deepenysgaphaajor role in the

magnitude of maximum wind speeds.
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7.1.3.1 Kinetic Energy

Diagnostics examining the kinetic energy of the large- and small-scale cirmdatie presented,
the CKE and WKE, respectively. When each of these is plotted against theunincyclone

pressure a strong negative correlation is shown indicating that the ticcukst both local- and
large-scales increases with decreasing SLP. When the CKE and WKéougared there is a
relatively good correlation. The NO-CU simulation shows better correlatetwéen the two
variables than the CTRL simulation. This suggests that the vertical motion aadia®d heating
cause disturbances to the relationship between the large-scale circuladidhad on the local-

scale.

7.1.4 Summary of Key Conclusions

A number of key conclusions are outlined above, and are summarised here

¢ WRF simulations of cyclone Friedhelm and trajectory analysis show evidgrac&J

— SJ descends upon passing to frontolytic zone at the end of the BBF
— SJ shows evidence of CSI during period before the descent
— SJdescent occurs in the region of frontolytic flow

— Latent cooling does notfiect the wind fields but alters the prior evolution of the SJ

trajectories

e Winds within the cyclone do not conform to idealised balances such asrgglos and
gradient.
— Geostrophic wind speeds peak around one hour prior to the maximum adtksl

— Super-gradient flow is shown to the south side of the cyclone centregraalient to

the north
e Latent heating plays a major role in the development of the cyclone.

— Diabatically produced low-level PV anomaly is key to the explosive developioke

the storm

— The high winds are linked to the deepening rate of the cyclone through thkel@h

PV generation
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This thesis covers a number of aspects relating the dynamics of the higk-inittce CCB and SJ
region of an extratropical cyclone, as well as their sensitivity to diabaticgeses. Investigation
of SJ trajectories in the context of the previous literature supports certaoriéls, namely the
presence of CSI and frontolysis prior to descent, and provides grieaight into the variation

of this phenomena. Novel approaches to calculating both the gradientamthdliagnostics of
circulation can be used in future studies to test their robustness and @fatide insights into the

dynamics of extratropical cyclones.

7.2 Future Work

A robust theory for the initial forcer of SJ descent is still unclear. Abuz and Sienkiewicz
(2013) state CSl is not a cause of descent, and while the secondaatias in the frontolytic
region are shown to drive the descent in their case it is not as clearlioneyEriedhelm. Further
analysis of other cases should help clarify this situation, and could provtawhile in allowing
an easy identification of potential SJ cases. The use of ensembles to idbatfyobability of
SJ descent and magnitude may also be a useful branch of futurectesddodern ensemble
model systems such as the MeffiGe Ensemble Prediction System (MOGREPS) are capable of
resolving SJs and may provide a valuable tool for forecasters if SJittmrsland diagnostics
can be identified. Assessing the mechanisms which may cause SJs to destemdurface,
where they can cause significant damage, is a key area for assessingacts. Identifying the
likelihood of SJ descent to the surface may be of significant use and infpaen the evidence
presented here and elsewhere low-level stability appears to be highlgritifllin this process,
quantifying this and potentially providing kinematic forecasting tools, suchvesdé cloud in the

dry slot, may lead to much improved forecasting and warnings of damaging SJs

The identification of which of the cyclonic jets will be strongest is not alwegar. Further work
is needed in determining the key processes in the formation of each of thevhighets, con-
tributing a useful addition to scientific knowledge and forecasting ability. fidssible interaction
of different jets such as the CCB and SJ is also an area which has not beecutheffeesearch.
Studies, including this one, investigating SJs have tended to focus puréhe @J anghr CCB
jets, but some have commented on the possibility of SJs descending into thesCiG& BBF
develops further around the cyclone. Any interaction of the two jets magaserlow-level winds

and my be of interest to operational forecasting services.
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The relatively easy method for calculating the gradient wind presented ithésss provides the
basis for further analysis of individual cyclones. Specifically it cambed to investigate whether
the pattern of sub-gradient wind and super-gradient wind to the nodtsauth of the cyclone

centre, respectively, as shown in cyclone Friedhelm, is consistent in@tblenes.

The Bernoulli equation was applied to the SJ trajectories in cyclone Friedbéhwestigate if this
theory can account for the acceleration of the SJ winds as they des&#hdugh this does not
hold true in this case, due to both the unsteady nature of the deepeningeyrid the possible
role of friction, it may play a role in other storms. Whether the Bernoulli furrciorelevant to

SJs at all, should be the subject of future work.

Further examination of CKE and WKE in other storms would be a potentially irtbegeand po-
tential fruitful avenue. This method could, feasibly, be applied to lowsoltgion analysis prod-
ucts such a ECMWEF analysis to explore the possibility of any link between GKEraportant

phenomena or intensity of cyclones.

The rate of deepening is shown to be important in the development of theshigimel; identifying
if there is a fixed relationship between these two factors could provide dyhigleful tool for
forecasting damaging scenarios. The approach used here coulddpelex to case studies of

other storms to better assess this relationship.

7.3 Concluding Remarks

Extratropical storms are a regular phenomenon, but can be highly dagnagihdangerous. The
effects of future climate on the frequency and intensity of such storms is stilftaiceThis thesis
provides insights to the dynamical processes and diabatic influences digth&ind regions
of the SJ and CCB, both of which can be major damaging features in exicatr@yclones.
Improved knowledge and forecasting of these features can ultimately heigigate the economic

and social costs when such events occur.
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