
  
 

 

  

A Genomic Screen for the 

Identification of Novel 

Components of the S-phase 

Checkpoint 

Emma Bowen 

PhD Thesis 

Department of Biomedical Science 

 

 

Supervisor Prof. Carl Smythe 

September 2014 



 
 

i 
 

Abstract 

Checkpoints function to help cells to cope with DNA damage by activating a range of 

mechanisms preventing cell death and genome instability. The S-phase checkpoint, 

activated by replication stress or DNA damage, inhibits origin firing, stabilises the 

replisome, prevents mitosis and degrades histone mRNA. Identification of the 

components involved in the S-phase checkpoint has the potential to identify novel 

tumour suppressor genes, as well as potential novel targets for the development of new 

therapeutics. Such therapeutics might be expected to act as sensitisers by preventing 

cancer cells mounting a successful response to DNA damage and replication stress, and 

thus lead to their destruction. 

In this work I sought to identify novel components of the S-phase checkpoint using RNAi 

screening. In order to perform a genome-wide screen, a robust, reproducible assay was 

required in which knockdown of known components of the checkpoint gave a positive 

result. Initial work in Drosophila S2R+ cells showed that responses to the S-phase 

checkpoint were conserved in these cells but were not robust or long lasting meaning 

that they couldn’t be used in an RNAi screen. Work in human HCT116 cells did show a 

reliable response and a genome-wide RNAi screen was performed assessing the 

effectiveness of the S-M checkpoint in this cell line.  

After secondary screening of 100 hits from the original screen, four hits were taken 

forward for further analysis: C12orf66, CCDC149, SCD and S1PR2. Knockdown of these 

genes was confirmed and their effect on mitotic components assessed. Knockdown of 

CCDC149 or SCD decreased cyclin B1 and CDK1 levels after checkpoint activation even 

though they overcame the S-M checkpoint. Knockdown of C12orf66 resulted in 

prematurely mitotic cells with decreased levels of CDK1. S1PR2 knockdown had no 

effect on CDK1 or Cyclin B1 but did give rise to some prematurely mitotic cells. 

In conclusion I have identified four novel components of the S-phase checkpoint which 

could potentially be therapeutic targets for cancer.  
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1. Introduction 

As cells progress through the cell cycle, the quality and integrity of the genome needs 

to be maintained. Fundamental to an organism’s survival is the ability of cells to 

accurately pass on the information content contained in their DNA to daughter cells. 

If DNA is highly mutated or lost between generations, the daughter cells’ survival may 

be compromised as essential genes may lose function or gain unwanted functions. As 

DNA can be damaged in multiple ways, cells operate a DNA damage response (DDR) 

pathway to limit the loss of genome information and protect an organism’s survival. 

1.1 Cell cycle 

The cell cycle is made up of four distinct phases: Gap phase 1 (G1), DNA synthesis 

phase (S), Gap phase 2 (G2) and mitosis (M). Progression through these phases is 

highly regulated by cyclins and cyclin-dependent kinases (CDKs). Cyclin levels 

oscillate throughout the cell cycle and therefore only allow activation of their cognate 

kinases in precise phases (Alberts et al., 2008). The commitment to duplicate the 

genome and subsequently to segregate each copy are critical events in the life cycle 

of a cell, and it is not surprising therefore that complex regulatory mechanisms 

control these major events. 

Mitotic entry is particularly important to regulate due to its irreversible nature and 

requirement for complex reorganisation of the cell architecture. It is controlled 

predominantly by CDK1 (also called CDC2) and cyclin B1 (Lee and Nurse, 1987). In 

mammalian cells, CDK1 is constitutively expressed but cyclin B1 levels rise during S-

phase and peak at late G2 (Pines and Hunter, 1989). In order that mitosis is initiated 

quickly and at the correct time, the CDK1/cyclin B1 complex is kept inactive until the 

end of G2. This is achieved by two main mechanisms. Firstly, cyclin B1 is excluded 

from the nucleus as a consequence of efficient export by exportin 1 (Hagting et al., 

1998; Pines and Hunter, 1991; Toyoshima et al., 1998). When mitosis is initiated, 

cyclin B1 is phosphorylated blocking the exportin 1 binding site and CDK1/cyclin B1 

accumulates in the nucleus (Li et al., 1995; Yang et al., 2001). Inhibition is also 

achieved by phosphorylation of CDK1 at threonine (T) 14 (by PKMYT1) and tyrosine 

(Y) 15 (by WEE1 and PKMYT1) (Gould and Nurse, 1989; Liu et al., 1997; McGowan 

and Russell, 1993; Norbury et al., 1991). This blocks the ATP-binding site and inhibits 

CDK1’s activity. When mitosis is initiated these inhibitory phosphorylations are 
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removed by the CDC25 phosphatases and CDK1 is activated (Gautier et al., 1991; 

Kumagai and Dunphy, 1991; Strausfeld et al., 1991). Multiple feedback mechanisms 

(including the inhibition of WEE1 and the activation of CDC25 by CDK1; reviewed in 

Lindqvist et al., 2009) operate in the system ensuring a rapid activation of CDK1. 

1.2 DNA damage 

The DNA in cells is under constant attack from a range of sources. Normal metabolism 

produces reactive oxygen species (ROS) which can react with DNA and produce a 

variety of different lesions. One of the most common is the production of 8-

oxoguanine by the reaction of ROS with guanine. This modified base is able to pair 

with adenine meaning that after replication what was originally a guanine base is 

substituted with a thymidine (Jena, 2012). This endogenous DNA damage alone has 

been predicted to occur 100-500 times per day in a human cell (Maynard et al., 2009).  

Exogenous agents also damage DNA. Ultra-violet (UV) radiation causes the formation 

of cyclobutane pyrimidine dimers and 6-4 photoproducts which distort the shape of 

the DNA helix. This restricts the binding of regulatory proteins to the affected DNA 

with an impact on transcription and replication (Sinha and Häder, 2002). Ionising 

radiation (IR) also causes a range of lesions including base damage, single strand 

breaks (SSBs) and double strand breaks (DSBs)(Lomax et al., 2013). Many chemicals 

also damage DNA. For example, the mechanisms of action of the anti-cancer drugs 

cisplatin and bleomycin are dependent on their DNA damaging capability, with the 

former causing intra- and inter-strand crosslinking, while the latter induces SSBs 

(Poirier, 2004). The principal mutagenic substance in cigarette smoke, 

benzo[a]pyrene, is converted into a highly reactive epoxide derivative that creates 

bulky mutagenic adducts by covalently reacting with the N2 position on guanine 

(Cheng et al., 1989). 

1.3 Replication stress 

DNA damage is particularly problematic when cells are undergoing DNA replication 

as many lesions can cause replication stress as well as replication stress resulting in 

more DNA damage. Replication stress is defined as ‘the slowing or stalling of 

replication fork progression and/or DNA synthesis’ (Zeman and Cimprich, 2014). As 

well as DNA lesions, replication stress can also be caused by  a limited supply of 

replication factors, repetitive DNA sequences, fragile sites, secondary structure in 
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DNA, ribonucleotide incorporation and transcription complexes (Zeman and 

Cimprich, 2014). Experimentally, replication stress can be induced by limiting the 

nucleotide pool (for example by addition of hydroxyurea (HU) which inhibits 

ribonucleotide reductase), inhibiting topoisomerases (by addition of camptothecin or 

etoposide) or directly inhibiting DNA polymerase (by addition of aphidicolin 

(Aph))(Allen et al., 2011). 

Once replication forks have stalled/slowed due to problems with replication, there is 

often an uncoupling of the replicative helicase from the DNA polymerase. This results 

in the continuation of the helicase and a large stretch of single stranded DNA (ssDNA) 

is formed (Pacek and Walter, 2004; Walter and Newport, 2000). If unrepaired or not 

stabilised stalled forks can also collapse and form DSB causing further damage to DNA 

(Michel et al., 1997). 

1.4 DNA damage response 

In order for cells to survive DNA damage and replication stress, they have evolved a 

complex network of response pathways. Collectively called the DNA damage response 

(DDR), these sense lesions and activate a network of transducers and effectors. A wide 

range of effects can occur in the cell dependent on type of DNA damage, type of cell 

and the stage of the cell cycle. These include delay of cell cycle progression, activation 

of DNA repair processes and/or initiation of apoptosis. These networks act in co-

ordination to limit the amount of damage passed on to future generations of cells. 

(Zhou and Elledge, 2000). 

One of the earliest identified responses to DNA damage was the stalling of the cell 

cycle. This gave rise to the term ‘checkpoint’, defined as a mechanism which delayed 

cell cycle progression to allow time for DNA repair (Hartwell and Weinert, 1989). 

Many checkpoint components were originally identified in yeast (Al-Khodairy and 

Carr, 1992; Enoch et al., 1992; Weinert and Hartwell, 1988) but identification of 

homologs in mammalian systems have shown that they are well conserved 

mechanisms. Multiple checkpoint pathways have now been discovered which operate 

to delay cell cycle progression, but the upstream components also play a role in 

activating other DNA damage responses. 
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1.4.1 Cancer and the DDR 

An understanding of checkpoints and the DDR is important, not least because of their 

two-fold role in cancer. Firstly, the DDR protects cells from mutations which can lead 

to genome instability and cancer development. Cancer results from an accumulation 

of mutations that activate proliferation and inhibit cell death (Hanahan and Weinberg, 

2000). These mutations can arise when damaged DNA is not repaired effectively. If 

the majority of damaged DNA is repaired correctly, the chances of developing 

mutations in oncogenes and tumour-suppressor genes is reduced. It follows that 

defects in DDR genes will increase the mutational load and may pre-dispose to cancer. 

Consistent with this notion, a number of inherited syndromes involving defective DDR 

components give rise to inherited cancer predisposition syndromes. Examples 

include ataxia telangiectasia, Li-Fraumeni syndrome and Fanconi’s Anaemia (Kastan 

and Bartek, 2004). 

Secondly, the DDR provides cancer cells with a degree of protection from the radio- 

and chemo-therapies used to treat a spectrum of cancers and therefore can be used 

to sensitise them. DNA damaging agents are used against a wide range of cancers and 

remain the most effective type of treatment. Limitations include severe side-effects 

arising from a lack of selectivity for cancer cells and thus unavoidable damage and cell 

death in normal tissue. In addition, the micro-evolutionary nature of cancer inevitably 

results in tumour cells that have acquired specific resistance to the therapy. 

Increasing the effectiveness of these DNA damaging agents could help alleviate these 

problems. (Zhou and Bartek, 2004). 

After DNA damage, cells are very dependent on the DDR to survive. In many cancer 

cells, the G1/S checkpoint is abrogated by mutations in the retinoblastoma protein 

(RB1) and p53 (Massagué, 2004) which has the effect of increasing the dependency 

of such cells on the S and G2/M checkpoints for survival. A strategy involving the 

inhibition of these checkpoints together with DNA damaging agents might be 

expected to have a higher therapeutic index; such an approach might lead to selective 

cancer cell elimination as normal cells would be protected by their intact G1/S 

checkpoint. Therefore the identification and analysis of mechanism components of 

the S-phase checkpoints can contribute to novel approaches for target identification 

and in the longer term, novel cancer treatments (Chen et al., 2012). 
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1.4.2 Key DDR components 

The initial DDR is largely mediated by the phosphoinositide 3-kinase related kinases 

(PIKKs) ataxia-telangiectasia mutated (ATM) and ataxia-telangiectasia and Rad3-

related (ATR). These large serine/threonine kinases are activated by DNA damage or 

replication stress and initiate a wide range of cellular responses. These responses are 

primarily via ATR’s activation of checkpoint kinase 1 (CHK1) and ATM’s activation of 

checkpoint kinase 2 (CHK2).  

1.4.2.1 ATR and CHK1 

ATR is an essential protein in cells (Brown and Baltimore, 2000; de Klein et al., 2000) 

and is activated by a wide range of chromatin-associated perturbations, including 

replication stress, DNA adducts and cross-links. This is most likely due to the fact that 

all of these generate ssDNA, which is the DNA structure proposed to activate ATR. 

Though there are still many unanswered questions about ATR activation, the current 

model in mammalian cells is shown in Figure 1-1 and described below. (Cimprich and 

Cortez, 2008). 

Once generated, ssDNA is rapidly coated in replication protein A (RPA) to protect it 

from nucleases and hairpin formation. This heterotrimeric protein complex also 

functions to recruit ATR to sites of ssDNA (Fanning et al., 2006). This recruitment 

occurs via the ATR interacting protein (ATRIP) which binds ATR (Cortez et al., 2001) 

and the basic cleft domain of RPA1 (Ball et al., 2007; Zou and Elledge, 2003). ATRIP is 

a key component of ATR activation and loss of ATRIP gives a similar phenotype to loss 

of ATR (Cortez et al., 2001). 

Independent of ATR and ATRIP localisation, but necessary for ATR’s activation, is the 

recruitment of the RAD9-RAD1-HUS1 (9-1-1) complex to ssDNA. This ring structure 

is loaded on to the junctions of ssDNA with double-stranded DNA (possibly formed by 

DNA polymerase α primers (Yan and Michael, 2009a)) by the clamp loader complex 

RAD17-RFC (Bermudez et al., 2003; Ellison and Stillman, 2003). This recruitment is 

also dependent on RPA (Zou et al., 2003), and in Xenopus laevis has been shown to 

require DNA Polymerase α and topoisomerase 2-binding protein 1 (TOPBP1) (Yan 

and Michael, 2009b). 

TOPBP1, which interacts with RAD9 (Delacroix et al., 2007; Lee et al., 2007), ATR and 

ATRIP (Mordes et al., 2008), is necessary for ATR activation (Delacroix et al.,  
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Figure 1-1. ATR Activation 

Model of current understanding of ATR and CHK1 activation in mammalian cells. 
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2007; Kumagai et al., 2006). The details of how and when it is recruited to sites of 

damage are still under investigation (Parrilla-Castellar and Karnitz, 2003; Wang et al., 

2011; Yan and Michael, 2009b) as is the mechanism of ATR activation (Liu et al., 

2011). One theory is that binding of TOPBP1 to ATR’s PIKK regulatory domain causes 

a conformational change in ATR resulting in an increased affinity for substrates (Nam 

and Cortez, 2011).  

Once activated, ATR can phosphorylate hundreds of targets (Matsuoka et al., 2007; 

Mu et al., 2007; Stokes et al., 2007) but one of the key substrates is CHK1. ATR 

phosphorylates CHK1 on serine (S) residues 317 and 345 (Liu et al., 2000; Zhao and 

Piwnica-Worms, 2001) resulting in its increased activity as a serine/threonine kinase 

(Feijoo et al., 2001; Walker et al., 2009). This phosphorylation is dependent on the 

presence of the mediator protein Claspin, which brings ATR and CHK1 together (Chini 

and Chen, 2003; Kumagai and Dunphy, 2000; Lin et al., 2004). Claspin is located at 

replication forks (Lee et al., 2003a) and binds phosphorylated RAD17 (Wang et al., 

2006a). It itself is phosphorylated upon DNA damage or replication stress (by casein 

kinase 1 (Meng et al., 2011)) which permits its interaction with CHK1 (Chini and Chen, 

2003; Kumagai and Dunphy, 2000). A second mediator, BRCA1, may also be involved 

in CHK1 phosphorylation (Lin et al., 2004; Sato et al., 2012; Yarden et al., 2012) and 

additional new components involved in ATR activation and signalling are still being 

discovered (Nam and Cortez, 2011). 

1.4.2.2 ATM and CHK2 

In contrast to ATR activation, ATM is activated predominantly by DSBs (Nakagawa et 

al., 1999). These can arise from DNA damaging agents (Veatch and Okada, 1969), 

collapsed replication forks (Michel et al., 1997) or uncapped telomeres (Lange, 2009). 

One of the first complexes recruited to the DSB is the MRE11-RAD50-NBS1 (MRN) 

complex (Carney et al., 1998; Dolganov et al., 1996; Mirzoeva and Petrini, 2001). This 

forms a physical bridge across the break and is involved in DSB repair (Stracker and 

Petrini, 2011). Through an interaction between NBS1 and ATM, the MRN complex is 

also involved in the recruitment of ATM to DSB sites (Falck et al., 2005; You et al., 

2005). Crucial for its activation is the autophosphorylation of ATM on S1981 after 

DNA damage (Bakkenist and Kastan, 2003). Combined with other modifications 

(Bensimon et al., 2010; Kozlov et al., 2006; Sun et al., 2007), this results in the 

dissociation of ATM homodimers to monomers increasing the activity of the kinase 

(Bakkenist and Kastan, 2003). Full and prolonged activation is dependent on multiple 
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mediators including the MRN complex (Lee and Paull, 2004; Uziel et al., 2003), MDC1 

(Stewart et al., 2003), 53BP1, and BRCA1 (Lee et al., 2010). Once activated, ATM 

phosphorylates a wide range of substrates including histone H2A.X, CHK2, and p53 

(Banin et al., 1998; Burma et al., 2001; Canman et al., 1998; Friesner et al., 2005; 

Matsuoka et al., 2000). 

1.4.2.3 Cross talk between ATR-CHK1 and ATM-CHK2 

pathways 

Though historically the ATR-CHK1 and ATM-CHK2 pathways have been seen as 

separate pathways responding to different forms of damage, there is recently more 

evidence of their overlapping functions. ATM is known to be activated by DBS and 

ATR by ssDNA, but these lesions are often both present after DNA damage. When a 

DSB occurs, ATM activates the resection of one strand to produce ssDNA-RPA which 

can activate ATR (Jazayeri et al., 2006). Conversely when replication forks encounter 

single-strand nicks, DSB can form leading to ATM activation (Smith et al., 2010; Stiff 

et al., 2006). 

Their downstream signalling can also be more intertwined. Evidence has been seen 

that CHK2 can be phosphorylated independently of ATM, probably by ATR (Pabla et 

al., 2008; Wang et al., 2006b) as well as by DNA-activated protein kinase (DNA-PK) 

(Müller et al., 2007). ATM may also phosphorylate CHK1 as CHK1 phosphorylation 

after IR is defective in ATM-null cells (Gatei et al., 2003). This defect may though be 

caused by the lack of resection in ATM-null cells, preventing ATR activation and its 

phosphorylation of CHK1.  

1.4.3 G1/S Checkpoint 

When DNA damage is detected during G1, the G1/S checkpoint is activated and 

prevents cells entering S-phase to allow time for DNA repair. This checkpoint 

operates via two pathways: one gives a rapid but short lived delay to replication, 

whereas the other results in a more long-lasting delay but takes longer to operate (see 

Figure 1-2; Lukas et al., 2004)  

The fast mechanism responds to the DNA damage by activation of ATR or ATM. 

Subsequent activation of CHK1 or CHK2 leads to phosphorylation of the phosphatase 

CDC25A. This modification (in particular the phosphorylation of S76 by CHK1) 

promotes CDC25A’s ubiquitination by SCF-βTRCP and results in the rapid  
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Figure 1-2. G1/S Checkpoint. 

After DNA damage in G1, fast and slow checkpoint pathways operate to inhibit entry 
into, and progression through, this S-phase. P = phosphorylation Ubq= 
ubiquitination. 
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proteasome-mediated degradation of CDC25A (Busino et al., 2003; Jin et al., 2008). 

CDC25A is then unable to remove the inhibitory phosphate from CDK2 preventing 

CDK2/cyclin E activation. CDK2/cyclin E normally promotes the loading onto  DNA of 

the polymerase recruiting factor, CDC45, (Costanzo et al., 2000). Therefore the 

activation of this pathway prevents the initiation of DNA replication. 

The slow mechanism is also activated by ATR/ATM and CHK1/CHK2 but is 

additionally dependent on the transcription factor p53. In unstressed cells p53 has a 

low binding affinity for DNA and has a short half-life (principally due to regulation by 

MDM2; reviewed in Moll and Petrenko, 2003). Phosphorylation of p53 by ATR, ATM, 

CHK1 and CHK2 at multiple sites causes an increase in its stabilisation, nuclear 

accumulation and activity as a transcription factor (Appella and Anderson, 2001). 

This enables the transcription of multiple targets including p21 (also known as Cip1 

or WAF1). p21 can associate with PCNA and prevent its binding to DNA polymerase, 

inhibiting replication (Abbas and Dutta, 2009). p21 is also an inhibitor of CDK2/cyclin 

E (Poon et al., 1996). Depending on the precise timing of p21 expression, this 

inhibition can prevent entry into S-phase as well as S-phase progression. In 

unstressed cells, CDK2/cyclin E -mediated phosphorylation of RB1 releases the 

transcription factor E2F and allows the transcription of S-phase genes (Blagosklonny 

and Pardee, 2002). This transcription is blocked by elevated levels of p21. DNA 

damage also results in a rapid increase in p21 by activating the degradation of cyclin 

D1. As p21 is found associated with cyclin D1 and CDK4/6 this degradation enables 

the release of p21, increasing its availability for CDK2/cyclin E inhibition (Agami and 

Bernards, 2000). 

1.4.4 G2/M Checkpoint 

The G2/M checkpoint functions to prevent cells from entering mitosis when DNA 

damage is present. By preventing activation of CDK1/cyclin B1, the cell is stalled in 

G2 to allow time for DNA repair or, if severe damage is present, programmed cell 

death. The basic checkpoint is conserved in most eukaryotes and the first components 

were discovered in budding yeast (Weinert and Hartwell, 1988). The key features of 

the mammalian G2/M checkpoint are described below and shown in Figure 1-3. 

Activation of CHK1 and CHK2 by ATR or ATM (depending on the nature of the initial 

lesion) results in the phosphorylation and inhibition of CDC25C (Matsuoka et al., 

1998; Peng et al., 1997; Sanchez et al., 1997). This is one of the phosphatases  
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Figure 1-3. G2/M Checkpoint. 

DNA damage during G2 causes inhibition of mitosis by fast (CDC25C-dependent) and 
slow (p53-dependent) mechanisms. 
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required to remove the inhibitory phosphate from Y15 and T14 on CDK1, (see section 

1.1). Phosphorylation of CDC25C on S216 by CHK1 or CHK2 creates a binding site for 

14-3-3 proteins (Peng et al., 1997). This binding sequesters CDC25C in the cytoplasm 

resulting in it being unable to dephosphorylate and activate nuclear 

CDK1/cyclinB1(Graves et al., 2001). 

 The pathway is further reinforced by CHK1’s inhibitory phosphorylation of polo-like 

kinase 1 (PLK1) (Tsvetkov and Stern, 2005) (which normally activates CDC25C 

(Roshak et al., 2000) and CHK1’s activation of WEE1 (Lee et al., 2001) (which 

normally inhibits CDK1 (McGowan and Russell, 1995; Parker and Piwnica-Worms, 

1992)). CDC25A and CDC25B also play a role in dephosphorylating CDK1 and are 

targets of the checkpoint. CDC25A can be phosphorylated by CHK1 and subsequently 

degraded (as in the G1/S checkpoint) and CDC25B is phosphorylated by p38 and 

bound to 14-3-3 proteins after UV treatment (Donzelli and Draetta, 2003). 

As with the G1/S checkpoint, there is also a slower, longer-lasting mechanism which 

is dependent on p53. Multiple p53 transcription targets (p21, GADD45, 14-3-3σ) 

inhibit CDK1/cyclin B1 preventing mitosis initiation. (Taylor and Stark, 2001) 

1.4.5 S-phase Checkpoint 

S-phase is one of the most crucial stages for the genomic integrity of the cell. As well 

as cells being subject to DNA damage, as in other stages of the cell cycle, they are also 

susceptible to replication stress. In order to cope with this, the S-phase checkpoint 

activates a wide range of different cellular processes to protect the cell. These include 

inhibition of late origin firing, replication fork stabilisation, inhibition of mitosis and 

histone mRNA decay (reviewed in Bartek et al., 2004). Historically these have often 

been described as separate checkpoints (intra-S-phase, replication and S-M), though 

as they have many overlapping mechanisms I will refer to them as one checkpoint 

network (see Figure 1-4). 

1.4.5.1 Inhibition of late origin firing 

DNA replication in eukaryotes is undertaken by thousands of replication forks across 

the genome that emanate from replication origins. All origins do not fire at the same 

time as there is a temporal sequence of origin firing throughout S-phase which is 

linked to transcription (reviewed in Gilbert, 2002). All origins are licensed during G1 

when the origin recognition complex (ORC), CDC6 and CDT1 recruit the helicase 
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Figure 1-4. S-phase Checkpoint. 

Replication stress and DNA damage can activate at least 4 responses in S-phase cells: 
inhibition of origin firing, stabilisation of the replisome, inhibition of mitosis (S-M 
checkpoint) and histone mRNA decay. P = phosphorylation. Ubq = ubiquitination 
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MCM2-7 to replication origins. As cells progress into S-phase, replication is initiated 

by the activation of S-phase specific kinases, CDK2/cyclin A and CDC7/DBF4 (DBF4 

dependent kinase). Phosphorylation of various targets causes the recruitment of a 

number of proteins including CDC45, TOPBP1, Treslin and GINS to allow for helicase 

activation. PCNA, RPA and DNA polymerases are then able to bind to start replication. 

(Bell and Dutta, 2002). 

When cells encounter DNA damage or replication stress during S-phase, the rate of 

DNA synthesis is reduced. This has been shown to be mainly due to a checkpoint 

response inhibiting origin firing at unfired, late origins (Merrick et al., 2004; Painter 

and Young, 1980; Santocanale and Diffley, 1998). The mechanisms involved in 

regulating origin firing are not completely understood but there are at least four 

different pathways that may play a role in mammals. 

CDC25A is degraded after activation of the G1/S checkpoint but also after activation 

of the S-phase checkpoint (Mailand et al., 2000; Molinari et al., 2000).  The mechanism  

is similar to the G1/S checkpoint with phosphorylation of CDC25A by CHK1 (Zhao et 

al., 2002) and possibly CHK2 (Falck et al., 2001; Jin et al., 2008), at multiple sites. 

These phosphorylation events prime it for phosphorylation in the DSG degron 

sequence by NEK11 (Melixetian et al., 2009). This phosphorylation acts as a site for 

the recruitment of the SCF-βTRCP ubiquitin ligase which targets CDC25A for 

proteasomal degradation (Busino et al., 2003; Jin et al., 2003). Without high levels of 

CDC25A, the inhibitory phosphates on CDK2 are not removed and CDK2/cyclin A 

cannot activate CDC45 loading and replication initiation (Falck et al., 2001). In some 

prolonged S-phase checkpoint responses, a p53-dependent mechanism may also 

decrease CDC25A by preventing its transcription (Demidova et al., 2009). 

As well as activating the above pathway, ATM and ATR have also been shown to 

phosphorylate structural maintenance of chromosome 1 (SMC1) after DNA damage 

(Kim et al., 2002; Tomimatsu et al., 2009; Yazdi et al., 2002). Mutations at S957 and 

S966 preventing phosphorylation, results in cells which continue to synthesise DNA 

after radiation implying that phosphorylation of SMC1 is important for the inhibition 

of late origin firing. The mechanism downstream of SMC1 that impacts on replication 

is unknown. 

In budding yeast (which does not use the CDC25A-CDK2 inhibition pathway), Rad53 

(CHK2 homolog) phosphorylates Dbf4 and Sld3 after a range of DNA 

damage/replication stress treatments (Lopez-Mosqueda et al., 2010; Zegerman and 
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Diffley, 2010). This interferes with Sld3’s interaction with Dpb11 (TOPBP1 homolog) 

and Cdc45, and mutations in the phosphorylation sites prevented the inhibition of 

origin firing after checkpoint activation. Treslin (TICRR) has been identified as the 

vertebrate homolog of Sld3 (Kumagai et al., 2010; Sanchez-Pulido et al., 2010; Sansam 

et al., 2010) and although it has not been shown to be phosphorylated by CHK1, its 

interaction with TOPBP1 is decreased after HU treatment in a CHK1-dependent 

manner (Boos et al., 2011). Whether Treslin plays a functional role in inhibiting late 

origin firing in mammalian cells is still to be determined. 

In yeast, there is also evidence of the S-phase checkpoint targeting the Cdc7/Dbf4 

kinase activity to inhibit replication (Jares et al., 2000). There is some evidence for a 

similar response in Xenopus extracts and after low doses of UV in human cells but 

evidence in other human cell lines indicates otherwise (Costanzo et al., 2003; 

Heffernan et al., 2007; Lee et al., 2012a; Yamada et al., 2013). 

1.4.5.2 Stabilisation of replisome 

The stabilisation of components of replication (the replisome) at the replication fork, 

after DNA damage or replication stress, is vital for the resumption of replication after 

the hindrance is removed. This has been shown to be part of the checkpoint response 

as loss of CHK1 or ATM and ATR causes the dissociation of the replisome and a failure 

to restart replication at stalled forks (Feijoo et al., 2001; Trenz et al., 2006; Zachos et 

al., 2003). Indeed it is likely that the inability of checkpoint mutant cells to stabilise 

the replisome, plays a major role in their loss of viability (Tercero et al., 2003). 

The molecular mechanisms which are targeted by the checkpoint kinases to stabilise 

the replisome are far from understood, particularly in mammalian cells.  Lee et al. 

showed that knockdown of DBF4 or CDC7 caused an increase in phosphorylated 

H2AX after short HU treatments, an indication of DSBs originating from collapsed 

replication forks, (Lee et al., 2012a). ATR and ATM are also known to phosphorylate 

many components of the replisome (ORC, RFC, MCM2-7) which may be a cause or 

consequence of replisome stability (Cortez et al., 2004; Ishimi et al., 2003; Matsuoka 

et al., 2007; Shi et al., 2007; Yoo et al., 2004). 

In budding yeast, experiments have shown that other replication components (Sgs1, 

Mrc1, RPA and DNA pol α) may be involved, although an exact mechanism of action is 

yet to be revealed (Cobb et al., 2005, 2003; Katou et al., 2003; Lucca et al., 2004). Other 

experiments utilising yeast as a model organism have indicated that there may be a 
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role for chromatin  structure in replisome stability, as loss of Ino80 (a chromatin 

remodelling complex) causes the dissociation of DNA pol α from stalled replication 

forks and impairs the resumption of replication after HU (Papamichos-Chronakis and 

Peterson, 2008; Shimada et al., 2008). A key role for exonuclease 1 (Exo1) was found 

in a budding yeast screen (Segurado and Diffley, 2008). Loss of Exo1 increased the 

viability of Δrad53 mutants after HU, UV, MMS or IR. These double mutants were still 

unable to resume replication after HU treatment but could after MMS treatment, 

implying a complex checkpoint response depending on the nature of the DNA damage 

lesion. 

1.4.5.3 S-M Checkpoint 

The S-M checkpoint blocks entry into mitosis if replication is not complete. The initial 

evidence for the existence of this  checkpoint emerged from classic experiments 

undertaken by Rao and Johnson in 1970, who noted, using HeLa cells, that fusion of a 

G2 cell with an S-phase cell resulted in delayed mitosis until both nuclei were 

replicated (Rao and Johnson, 1970). Genetic work in budding yeast also showed that 

mutants unable to complete DNA synthesis were prevented from entering cell 

division (Hartwell, 1971). Genetic screens in fission yeast (Al-Khodairy and Carr, 

1992; Enoch et al., 1992) and work with chemical inhibitors (in particular caffeine) in 

a number of model systems (Schlegel and Pardee, 1986; Smythe and Newport, 1992) 

established conditions where mitosis occurred even though replication was inhibited 

or incomplete. These and other studies have led to the identification of components 

of the S-M checkpoint which has a similar mechanism to the G2/M checkpoint and the 

two can often be hard to distinguish experimentally. 

In fission yeast, Xenopus and some mammalian cells, the activation of CHK1 by ATR 

(activation of Cds1 by Rad3 in fission yeast) after replication inhibition is crucial for 

the S-M checkpoint (Al-Khodairy and Carr, 1992; Enoch et al., 1992; Guo et al., 2000; 

Kumagai et al., 1998; Murakami and Okayama, 1995; Nghiem et al., 2001; Zachos et 

al., 2005). ATR’s role is also demonstrated in the fact that it is a target (along with 

ATM; Blasina et al., 1999) of caffeine, which uncouples the dependence of mitosis on 

the completion of S-phase (Hall-Jackson et al., 1999; Sarkaria et al., 1999). As in the 

G2/M checkpoint, activated CHK1 phosphorylates CDC25C at S216, promoting the 

binding of 14-3-3 proteins and CDC25C’s nuclear exclusion (Peng et al., 1997; Zeng et 

al., 1998). CHK1 may also phosphorylate CDC25A leading to its degradation as in the 

G1/S checkpoint (Molinari et al., 2000). The multiple routes that suppress CDC25 
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phosphatase activity prevents the removal of inhibitory phosphorylations on CDK1, 

and thus entry into mitosis is prevented. 

There is evidence that the picture is more complex in some mammalian cells (see 

Figure 1-5). An ATR-independent mechanism has been observed in some rodent and 

human cell lines (Brown and Baltimore, 2003; Florensa et al., 2003; Steinmann et al., 

1991). In the human cervical cancer cell line, HeLa, the S-M checkpoint is not sensitive 

to caffeine unlike in colorectal cancer cells lines (e.g. HCT116) and Baby Hamster 

Kidney cells (Florensa et al., 2003; Schlegel and Pardee, 1986). Further investigation 

into the S-M checkpoint mechanism in HeLa cells showed that addition of a CHK1 

selective inhibitor (UCN-01) did abrogate the checkpoint, implying the checkpoint is 

still dependent on CHK1, but suggests that the cells have an ATR-independent 

mechanism for activating CHK1 (Rodríguez-Bravo et al., 2006). 

The S-M checkpoint in non-transformed rodent cell lines is insensitive to ATR and 

CHK1 inhibition indicating that these cells have a further mechanism to prevent 

mitosis (Llopis et al., 2012; Rodríguez-Bravo et al., 2007). In those cells, the 

checkpoint can be inhibited by the combination of CHK1 and p38 or JNK inhibitors. 

These data indicate that the mitogen-activated protein kinase (MAPK) pathway 

operates as another component of the checkpoint mechanism. The MAPK pathway is 

activated following environmental stress, inflammation and DNA damage (Zarubin 

and Han, 2005). MK-2 (downstream of p38) has been previously shown to 

phosphorylate CDC25B and C and this pathway may contribute to the S-M checkpoint 

via this mechanism (Lemaire et al., 2006; Manke et al., 2005).  

The differences in the detailed mechanisms by which different cell types operate the 

S-M checkpoint may be due to differences in cyclin B1 accumulation throughout S-

phase. Caffeine-insensitive cell lines do not accumulate cyclin B1 during S-phase 

arrest unlike caffeine-sensitive cells (Florensa et al., 2003; Steinmann et al., 1991). 

Abrogating the checkpoint in HeLa cells with UCN-01 also allows cyclin B1 

accumulation (Rodríguez-Bravo et al., 2006). Cyclin B1 over-expression in HT1080 

cells (caffeine-insensitive human cells) leads to a caffeine sensitive S-M checkpoint 

(Tam et al., 1995). Therefore there may be a further mechanism in some cells 

preventing CDK1/cyclin B1 activation by inhibiting cyclin B1 via an ATR/ATM 

independent mechanism. However, in non-transformed cells that enter mitosis after 

HU, CHK1 inhibition and p38 inhibition, cyclin B1 levels remain low (Rodríguez-Bravo 

et al., 2007). 
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Figure 1-5. S-M checkpoint in different cell types. 

The S-M checkpoint has been shown to have different mechanisms in different cell 
types. The orange box represents the core pathway which yeast, Xenopus, and 
colorectal cancer cell lines (e.g. HCT116 cells) are solely dependent on. HeLa cells 
have an additional activation of CHK1 and non-transformed cell lines have an 
additional MAPK pathway. The end point of the MAPK pathway is unknown though 
may affect CDC25C. In some cell lines activation of the checkpoint also affects cyclin 
B1 levels through an unknown mechanism. 
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 It is also interesting to note that many of the caffeine-insensitive cell lines are derived 

from rodent species, in which the CHK1 phosphorylation site on CDC25C is not 

conserved (Donzelli and Draetta, 2003). Therefore these alternative pathways may 

be specific to rodents and not non-transformed lines 

1.4.5.4 Histone mRNA decay 

Histone mRNA decay does not directly affect cell cycle progression, and therefore is 

traditionally not seen as part of the S-phase checkpoint. It is, however, a replication-

stress response dependent on some DDR kinases and is therefore here included in the 

S-phase checkpoint network. 

Histones are alkaline proteins required to form nucleosomes, needed to package DNA 

into chromatin. There are multiple clustered histone genes in eukaryotes and their 

transcription is co-ordinated (Hentschel and Birnstiel, 1981). Some histone genes are 

expressed throughout the cell cycle at a low level but the majority are only expressed 

during late G1 and S phase (Wu and Bonner, 1981), when triggered by CDK2/cyclin 

activity (Ma et al., 2000; Zhao et al., 2000). Replication-dependent histone gene 

expression is tightly coupled to DNA synthesis, and when uncoupled transcription can 

be affected (Eriksson et al., 2005), DNA can be damaged (Meeks-Wagner and 

Hartwell, 1986; Ye et al., 2003) and cells can arrest in mitosis (Nelson et al., 2002).  

In yeast, when DNA replication stops (either due to the end of S-phase or induced by 

inhibitors), free histones accumulate as they are no longer deposited onto DNA by 

relevant chaperones (Bonner et al., 1988). To protect the cell from the consequences 

of an overabundance of unbound histone, Rad53 (homolog of CHK2) regulates the 

degradation of free histones when replication is inhibited (Gunjan and Verreault, 

2003).  

In contrast, in higher organisms histones are primarily regulated at the mRNA level. 

Replication-dependent histones are the only metazoan mRNAs that do not contain a 

poly(A) tail. Instead they have a conserved stem-loop in the 3’ untranslated region 

(UTR) (Birnstiel et al., 1985). This 6 base pair (bp) stem – 4bp loop is bound by the 

stem-loop binding protein (SLBP) and this interaction is vital for all histone mRNA 

metabolism (Williams et al., 1994). 

After the addition of replication inhibitors, there is a dramatic decrease in steady-

state histone mRNA levels as a consequence of an increase in mRNA degradation 
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coupled with down-regulation of transcription (Baumbach et al., 1984; Borun et al., 

1975; DeLisle et al., 1983; Graves and Marzluff, 1984; Heintz et al., 1983; Sittman et 

al., 1983a). The mechanism of histone mRNA degradation is partially understood with 

the current model shown in Figure 1-6 and described below. 

mRNA degradation requires ongoing translation (Graves et al., 1987), in particular 

the terminating ribosome needs to be within 300nt of the stem-loop for degradation 

to occur (Kaygun and Marzluff, 2005a). This has led to the model that histone mRNA 

decay occurs whilst in complex with ribosomes by a similar mechanism to nonsense 

mediated decay (NMD). NMD degrades mRNAs with premature stop codons via 

recognition of the exon junction complex downstream of a stop codon. It is thought 

that histone mRNA degradation is initiated by the recruitment of UPF1 (an NMD 

factor) to the histone mRNA via an interaction with SLBP (Kaygun and Marzluff, 

2005b). UPF1 then recruits terminal uridyl transferases (TUTases) which 

oligouridylate the 3’ end of the histone mRNA (Mullen and Marzluff, 2008; Su et al., 

2013). This creates a binding site for LSM 1-7 complex which is also present in normal 

mRNA degradation and is able to recruit decapping enzymes, e.g. DCP2, to inhibit 

further translation. Degradation of the mRNA then occurs 5’ to 3’ by XRN1 and 

simultaneously 3’ to 5’ by the exosome (Mullen and Marzluff, 2008). 

The upstream mechanisms that signals from replication inhibition (in the nucleus) to 

the histone mRNA (at translation complexes in the cytoplasm) are less well 

understood. Work by Marzluff’s group (Kaygun and Marzluff, 2005b) showed that 

replication stress-induced histone mRNA decay was reduced by the addition of 

caffeine or over-expression of kinase-dead (kd) ATR, suggesting a role for ATR in the 

regulation of replication stress-induced histone mRNA decay. Work by Muller et al. 

contradicted this showing no effect on histone mRNA either in siRNA-mediated ATR-

deficient cells, or in cells overexpressing kdATR, or ATM null cells (Müller et al., 2007). 

They also showed no necessary role for CHK1 or CHK2 though they did confirm the 

partial inhibitory effect of caffeine. mRNA decay could be further inhibited by adding 

the DNA-PK inhibitor LY294002.  

DNA-PK is another PIKK involved in the DNA damage response, in particular in non-

homologous end-joining after DSBs. This implies that there are at least two separate 

DDR pathways involved in histone mRNA decay, one involving ATM/ATR (caffeine 

sensitive) and one requiring DNA-PK (LY294002 sensitive). 
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Figure 1-6. Model of histone mRNA degradation. 

Model, based on Mullen and Marzluff, 2008, of translation-dependent degradation. 
After replication stress UPF1 binds SLBP and recruits TUTases which oligouridylate 
the 3’ mRNA end. The LSM1-7 complex binds this tail and recruits decapping 
enzymes. The mRNA is then degraded from the 5’ and 3’ ends. 
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1.4.6 Checkpoints in Drosophila 

Although checkpoints have primarily been investigated in yeast, Xenopus and 

mammalian systems, some work has also been done in the fruit fly Drosophila 

melanogaster. This model organism has been used due to its genetic tractability and 

ease of study in whole organisms. Many of the previously described components of 

checkpoints are conserved in Drosophila but there are some distinct differences.  

During development, Drosophila go through many different stages and their 

constituent cells can have non-typical cell cycles. After fertilisation, there are 13 rapid 

syncytial cycles that occur without any gap phases. Then cells develop individual 

membranes and a G2 phase is introduced (cellular blastoderm embryos). After the 

16th nuclear division, many cells enter G1 and arrest except the central nervous 

system (CNS) and imaginal disc cells. These continue to divide with a normal G1-S-

G2-M cell cycle. (Song, 2005). 

Checkpoints operate differently throughout these stages. In syncytial embryos when 

cells are treated with Aph or IR they delay mitosis at metaphase preventing 

chromosome segregation (Fogarty et al., 1997; Sibon et al., 1997). This delay is 

dependent on the CHK1 homologue Grapes (Grp), but only occurs transiently as 

treated cells do eventually undergo mitosis. Cells in the cellular blastoderm respond 

to radiation by  delaying entry into mitosis and stalling in G2, like mammalian cells 

(Su et al., 2000). This delay appears to occur via the inhibition of Cdk1, as a mutant 

than cannot be phosphorylated at Thr14 or Tyr15 fails to show a delay comparable to 

that of the wild-type. Like syncytial embryos though, cells do not remain arrested 

indefinitely, but ultimately undergo mitosis despite the unrepaired DNA damage, with 

consequent abnormalities (Su and Jaklevic, 2001). 

During late embryogenesis, the imaginal discs and CNS continue to divide and show a 

robust response to Aph, HU, UV and IR in preventing entry into mitosis. This response 

is dependent on Mei-41 (ATR), Grp, Mus304 (ATRIP), 14-3-3ε and Claspin (Brodsky 

et al., 2000; Krause et al., 2001; Lee et al., 2012b). 

A similar response is also seen in tissue culture cells derived from late embryos (S2R+ 

and S2 cells). De Vries and colleagues showed that Grp and Mei-41, but not Dmnk 

(CHK2), were required to delay entry into mitosis after HU or IR treatment (de Vries 

et al., 2005). They showed a Mei-41-Grp-String (CDC25)-Cdk1 mechanism responding 

to HU as in the S-M checkpoint in mammalian and yeast cells. The IR-induced G2/M 
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checkpoint however was also dependent on Mei-41 and Grp, in contrast to the 

situation in mammalian cells where ATM and CHK2 play the main role in maintaining 

this checkpoint. A genome-wide RNAi screen investigating this ATR-dependent G2/M 

checkpoint in S2R+ cells also identified the involvement of Mus101 (TOPBP1) and 

Mus312 (BTBD12) (Kondo and Perrimon, 2011). 

1.5 RNA interference 

RNA interference (RNAi) is a post-transcriptional gene regulation mechanism that 

was originally discovered in plants (Napoli et al., 1990) and Caenorhabditis elegans 

(C. elegans) (Fire et al., 1998). It is based upon the principle of small silencing RNAs 

binding to specific mRNAs and reducing the production of the subsequent protein. 

There are two main small silencing RNAs, microRNAs (miRNAs) and small interfering 

RNAs (siRNAs) which work through similar but slightly different pathways (see 

Figure 1-7). 

1.5.1 miRNA 

The miRNA pathway is an endogenous system involved in regulating many (possibly 

up to 50%) genes in plants and animals (Krol et al., 2010). Endogenous miRNAs are 

produced either from transcribed genes (Lee et al., 1993) or the excised introns of 

other genes (mirtrons) (Rodriguez et al., 2004). Processing of these RNA products by 

the RNase III enzyme Drosha, produces a ~70 nucleotide long hairpin pre-miRNA 

(Lee et al., 2002, 2003b). This pre-miRNA is exported from the nucleus by exportin-5,  

utilising the Ras-related nuclear protein (RAN) gradient (Lund et al., 2004; Yi et al., 

2003), and cleaved further by another RNase III enzyme, Dicer (Grishok et al., 2001; 

Hutvágner et al., 2001). This produces a ~20bp miRNA duplex. One of the strands 

(often that with a less stable 5’ end) is then incorporated into the miRNA-induced 

silencing complex (miRISC) (Mourelatos et al., 2002). This complex contains 

argonaute proteins (AGOs) as well as other adaptors, and the incorporated miRNA 

guides the complex to the target mRNA. Binding to the target mRNA is often at the 

3’UTR where complementarity is particularly high in bases 2-8 (seed region) (Lewis 

et al., 2003).  

Once bound to the mRNA, a variety of different outcomes are possible dependent on 

the thermodynamics, sequence specificity and organism. Translation can be directly 

inhibited, the mRNA can be de-adenylated, promoting decay or the mRNA can be  
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Figure 1-7. RNAi pathways 

miRNA and siRNA pathways are similar but have slight differences. See text for 
details. 
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directly cleaved and degraded. These all result in a decrease in the production of the 

target protein (Reviewed in Carthew and Sontheimer, 2009).  

1.5.2 siRNA 

Gene silencing through siRNAs occurs via a similar mechanism to miRNAs, but details 

of the process involved differ in their origin. Natural siRNAs are produced from longer 

double-stranded RNA (dsRNA) molecules which can originate from viruses, repeat-

associated transcripts or gene/pseudogene duplexes (Carthew and Sontheimer, 

2009). As in the production of miRNA, the dsRNA is processed by Dicer into a ~21 

base pair siRNA with two nucleotide 3’ overhang. In some organisms (e.g. Drosophila) 

distinct  Dicer genes are responsible for siRNA and miRNA production (Lee et al., 

2004) while in others , including most mammals, a single Dicer gene is sufficient for 

both functions.  

As with the miRNA pathway, siRNAs are incorporated into a complex with AGO 

proteins to produce the siRNA-induced silencing complex (siRISC). AGO2 cleaves the 

passenger strand and the functional siRISC binds to the target mRNA (Rand et al., 

2005). If the RNAs bind with near perfect complementarity, AGO2 cleaves the target 

mRNA (often between the nucleotides that are base-paired to nucleotides 10 and 11 

in the siRNA) and degradation by exonucleases occurs (Orban and Izaurralde, 2005). 

When binding is partial, or the AGO proteins in the siRISC are endonuclease-inactive, 

other forms of silencing can occur. This includes repression of translation and 

heterochromatin formation (Carthew and Sontheimer, 2009). 

1.5.3 Using RNAi Experimentally 

RNAi can be used experimentally to knockdown the expression of a target gene of 

interest. The miRNA pathway can be used by the addition of small hairpin RNAs 

(shRNAs), which mimic pre-miRNAs, or by introducing a gene which encodes a 

miRNA (artificial miRNAs) (Davidson and McCray, 2011). 

The siRNA pathway can also, and is more commonly, used experimentally. In 

Drosophila cells, dsRNAs are naturally taken up into cells when they are starved of 

serum, and these are processed into siRNAs via the cell’s natural machinery (Clemens 

et al., 2000). In mammalian cells, dsRNA induces an interferon response (Reynolds et 

al., 2006) so siRNA duplexes are directly transfected into the cells where they are 

incorporated into siRISC complexes (Elbashir et al., 2001).  
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The siRNA duplexes used in this study are produced by Dharmacon and are one of 

two types; siGENOME or ON-TARGETplus (OTP). The OTP siRNAs differ from the 

siGENOME in that they have extra modifications on the passenger strand to prevent 

incorporation into RISC and on the guide strand seed region to destabilise off-target 

binding. This results in a decrease in off-target effects. Pooled samples of four 

different siRNAs all targeting the same gene are also used to decrease off-target 

effects. (Thermo Fisher Scientific, 2009) 

1.5.4 Genome-wide RNAi screening 

Due to the specific silencing caused by dsRNA or siRNA in cells, RNAi can be used to 

discover new genes involved in mechanisms by genome-wide screening. Each gene 

can be individually knocked down and, by using high-throughput equipment, their 

effect on the cellular process of interest can be studied. RNAi screens were first 

performed on C. elegans (Gönczy et al., 2000) due to its small genome and the relative 

ease with which dsRNA could be introduced into this organism. A library of dsRNAs 

to target most of the Drosophila genome was then developed and used to investigate 

a wide range of  cellular processes (Boutros et al., 2004; Foley and O’Farrell, 2004; 

Müller et al., 2005). More recently siRNA libraries to target the human genome have 

been developed and used in human cell lines (Whitehurst et al., 2007). 

There have been many screens looking for genes involved in cell cycle progression 

and viability (Boutros et al., 2004; Mukherji et al., 2006; Schlabach et al., 2008) but 

very few looking for components of specific checkpoints. Kondo and Perrimon 

reported in 2011 a genome-wide screen in Drosophila looking to identify components 

of the G2/M checkpoint(Kondo and Perrimon, 2011). After the addition of 

doxorubicin to induce the checkpoint, they calculated the mitotic index (MI) by 

quantifying the number of phosphorylated histone H3 (phospho-H3) positive cells (a 

mitotic marker). The screen identified known and novel components of the 

checkpoint but had to be performed in a sensitised background (all cells were also 

knocked down with Nbs dsRNA to increase their sensitivity). Another DDR screen was 

that performed in HeLa cells (Paulsen et al., 2009). Here genes were identified which, 

when knocked down, caused an increase in H2AX phosphorylation (an early marker 

of DSBs). This was all performed though in the absence of any artificially applied DNA 

damaging agents or replication stress and therefore only identified genes that protect 

cells from endogenous DNA damage. 
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1.6 Aim 

The aim of this work is to use a genome-wide RNAi screen to identify novel 

components of the S-phase checkpoint. Increasing knowledge of the components and 

mechanisms of the S-phase checkpoint can help to identify new cancer therapeutic 

targets. 
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2. Materials and Methods 

2.1 Materials 

2.1.1 Solutions 

PBS = 137mM NaCl, 2.7mM Na2HPO4, 10mM KCl, 2mM KH2PO4, pH 7.4 

PBT = PBS + 0.05% Tween20 

TE = 10mM Tris pH8, 1mM EDTA 

TAE = 40mM Tris, 20mM Acetic acid, 1mM EDTA, pH 8  

TBS-T = 20mM Tris.HCL pH 7.4, 137mM NaCl, 0.1% Tween 

BL buffer = 50mM HEPES, 0.5mM EDTA, 0.36mM Phenyl acetic acid, 0.07mM Oxalic 

acid, pH 7.8 

IFA = 150mM Tris-HCl pH7.6, 500mM NaCl, 0.5% NaN3, 10% FBS 

Lysis buffer = 25mM Tris-Cl pH7.5, 5mM EDTA, 1% Triton-X-100 and 250mM NaCl 

prepared in advance and stored at room temperature. When required 1mM PMSF and 

1x Protease inhibitor cocktail (Roche) was added immediately before use.  

SOC media = 2% w/v Tryptone, 0.5% w/v Yeast extract, 8.56mM NaCl, 2.5mM KCl, 

10mM MgCl2, 20mM Glucose, pH 7 

2.1.2 Primers 

Primers were designed in-house using PrimerBLAST (NCBI) and made by Invitrogen. 

Table 2-1. Primers 

Assay Primer Name 5’-3’ Sequence 

PCR Cact-Fwd-XhoI-PEST (#1) GATCGACTCGAGGCCGCGGAGCGGAGACCGTAACG 

PCR Cact-Rvs-NheI-UTR-PEST (#2) 
GATCGAGCTAGCGCTTTATCTGCAAGTTAATGCCG

TGTCAGGCAACTGTCATGGGATTGCC 

PCR Cact-Rvs-PmeI-PEST (#3) 
GATCGAGTTTAAACTCAGGCAACTGTCATGGGATT

GCC 

PCR TU TAATACGACTCACTATAGGGTGGCGCCCCTAGATG 

PCR TS1 TAATACGACTCACTATAGGGCGACGCCCGCTGATA 
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Assay Primer Name 5’-3’ Sequence 

PCR TS3 TAATACGACTCACTATAGGGCGCATGTAGCCTGCC 

PCR TS4 TAATACGACTCACTATAGGGTAGCCTCCCTAGCGC 

Sequencing Fwd Renilla 1 GTTTATTGAATCGGACCCAGG 

Sequencing Fwd Renilla 2 CAACATTATCATGGCCTCGTG 

Sequencing Rvs Renilla  UTR AAGGAGCTGACTGGGTTGAAG 

Sequencing Rvs Renilla  CON GCATTCTAGTTGTGGTTTGTCC 

QPCR Drosophila Histone 3 fwd CGACTCGTGCAAAGGCGCCA 

QPCR Drosophila Histone 3 rvs ACGCAAGGCCACGGTTCCAG 

QPCR Drosophila Histone 2B fwd CTAGTGGAAAGGCAGCCAAG 

QPCR Drosophila Histone 2B rvs GGATGGACCTGCTTGAGAAC 

QPCR Drosophila Actin fwd GGCGCAGAGCAAGCGTGGTA 

QPCR Drosophila Actin rvs GGGTGCCACACGCAGCTCAT 

QPCR Human Histone 3 fwd GGTAAAGCGCCACGCAAGCA 

QPCR Human Histone 3 rvs GGCGGTAACGGTGAGGCTTT 

QPCR Human RPL32 fwd TCTCTTCCTCGGCGCTGCCT 

QPCR Human RPL32 rvs TCGGTCTGACTGGTGCCGGA 

QPCR Drosophila SLBP fwd TCCGTGGAGAACACACCGCA 

QPCR Drosophila SLBP rvs ACTGGAGGCCTCGTCACTGT 

QPCR Renilla fwd TTATTGAATCGGACCCAGGA 

QPCR Renilla rvs ACTCGCTCAACGAACGATTT 

QPCR Human GAPDH GTCTCCTCTGACTTCAACAGCG 

QPCR Human GAPDH ACCACCCTGTTGCTGTAGCCAA 

QPCR C12orf66 fwd GCTCGGATGGAGATAGCAGAC 

QPCR C12orf66 rvs GGACTGAGGATTGGGTGGTG 

QPCR CCDC149 fwd AAGTCCAGGGCGACAACAAG 

QPCR CCDC149 rvs CTTCGTCTCCGAGCCTTTGT 

QPCR SCD fwd GGAGCCACCGCTCTTACAAA 

QPCR SCD rvs GCCAACCCACGTGAGAGAAG 

QPCR S1PR2 fwd CCATCGTGCTAGGCGTCTTT 

QPCR S1PR2 rvs GGAATTCAGGGTGGAGACGG 
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2.1.3 siRNA 

All siRNA came from Dharmacon as one of two types, ON-TARGETplus (OTP) or 

siGENOME. 

Table 2-2. siRNA 

siRNA Type Sequence/Catalogue number 

NT (also called NT 6) OTP D-001810-01 

CHK1 OTP AAGAAGCAGUCGCAGUGAAGAUU 

NT 1 siGENOME D-001210-01 

NT 2 siGENOME D-001210-02 

NT 3 siGENOME D-001210-03 

NT 4 siGENOME D-001210-04 

NT 5 siGENOME D-001210-05 

NT 7 OTP D-001810-02 

NT 8 OTP D-001810-03 

NT 9 OTP D-001810-04 

NT 10 (pool) OTP D-001810-10 

NT 11 (RISC free) siGENOME D-001220-01 

UBB1 OTP N/A 

PLK1 OTP N/A 

ECT2 OTP N/A 

XIAP OTP N/A 

C12orf66 #1 siGENOME CCACUUCUAUGAUGACAA 

C12orf66 #2 siGENOME GGACCAGUAUCCAGCUGUA 

C12orf66 #3 siGENOME CAUCUGAUCUGAACAGCUU 

C12orf66 #4 siGENOME AGGCGGUGCUGGAGACGUU 

CCDC149 #1 siGENOME GCACAACUAUUGAGAGAUU 

CCDC149 #2 siGENOME GGAAACAAUCCACGAGAAA 

CCDC149 #3 siGENOME GAUUAAAGCAACUCCAUGA 

CCDC149 #4 siGENOME ACAAAGGCUCGGAGACGAA 

SCD #1 siGENOME GAUAUGCUGUGGUGCUUAA 

SCD #2 siGENOME AGAAUGAUGUCUAUGAAUG 

SCD #3 siGENOME CGACAUUCGCCCUGAUAUA 

SCD #4 siGENOME GGAGUACGCUAGACUUGUC 

S1PR2 #1 OTP UUGCCAAGGUCAAGCUGUA 

S1PR2 #2 OTP CCAACAAGGUCCAGGAACA 

S1PR2 #3 OTP GACAAGAGCUGCCGCAUGC 

S1PR2 #4 OTP GUGACCAUCUUCUCCAUCA 
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2.1.4 High-throughput equipment 

For all experiments using 384-well plates, high-throughput equipment in the 

Sheffield RNAi screening facility was used. Sterile liquid (e.g. cells, media) was added 

to wells using a Multidrop Combi (ThermoScientific) and unsterile liquids (e.g. 

antibodies, PBT) using a Multidrop384 (ThermoScientific). While cells were growing 

on the plates they were sealed with CO2 permeable seals using a PlateLoc (Velocity11) 

plate sealer. The plastic lid was then placed on top and cells were incubated in the 

appropriate conditions. Plates were also sealed before imaging. 

Liquid was aspirated from wells using an ELx405 Select CW (Biotek). Aspiration steps 

when using S2R+ cells left 25μl in the wells as to not disrupt the cells (except before 

antibody incubations where 10μl was left). Aspiration steps with human cells only left 

10μl as the cells were more adherent. This volume left behind was taken into account 

when calculating concentrations of solutions and the concentrations described below 

are the final concentrations.  

2.1.5 Graphs and analysis 

All Graphs were made using the GraphPad Prism software. Calculations were done 

using Microsoft Excel. 

2.2 General Protocols 

2.2.1 DNA Work 

2.2.1.1 Processing of Whatman disc 

Clone LD10168 containing the Drosophila cactus gene came from the Drosophila 

Genomics Resource Center. DNA was eluted by washing the disc with TE to remove 

chemicals and then soaking the disc in 50μl TE to elute the DNA. 10µl of this was used 

for transformation. 

2.2.1.2 Transformation 

Competent DH5α cells (New England Biolabs) were thawed on ice.  1μg DNA (or 5μl 

of ligation mix) was added to 20μl of cells and left on ice for 30mins. Cells and DNA 

were heat shocked at 42oC for 30secs in a water bath and then returned to the ice for 

5mins. 200μl room temperature SOC media was added and samples were incubated 
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at 37oC while shaking, for 1hr. 150μl-200μl of the cell culture was then spread on an 

agar plate which contained 100μg/ml ampicillin and incubated overnight at 37oC. 

2.2.1.3 PCR 

PCR amplification of DNA was performed using Phusion polymerase kit (Thermo) as 

per manufacturer’s instructions. Conditions were as Table 2-3 with 1ng of template 

DNA.  

Table 2-3. PCR Conditions 

Product Fwd Primer Rvs Primer Annealing Temp. No. Cycles 

UTR-PEST PCR #1 PCR #2 59oC 35 

CON-PEST PCR #1 PCR #3 60oC 35 

2.2.1.4 DNA extraction and purification 

Plasmid DNA was extracted from bacterial cultures using Qiagen’s Miniprep or 

Maxiprep as per manufacturer’s instructions. DNA was purified after PCR, or enzyme 

treatment using PCR purification kit (Qiagen) as per manufacturer’s instructions. 

2.2.1.5 Agarose Gel 

Agarose gels were made between 1 and 2%. The required mass of agarose was 

dissolved in TAE while being heated. Once cooled, but not set, 0.1μl/ml ethidium 

bromide was added and the gel poured into a Biorad frame. Samples were combined 

with 5x DNA loading buffer (Bioline) and then loaded and run at 100V until the 

appropriate bands were in the centre of the gel. Hyperladder I (Bioline) was used to 

assess the size of bands. 

2.2.1.6 Restriction digest 

Up to 1μg DNA was digested with 10-20U restriction enzyme(s) (New England 

Biolabs) in the appropriate buffer at 37oC for 1hr or overnight. If the sample was being 

used for ligation, the double-digested vectors were treated with 1µl Alkaline 

Phosphatase to prevent self-ligation. 
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2.2.1.7 Ligation 

Ligation was performed using 10% of purified digested vector DNA (~100ng, 

0.025pmol) and 50% of purified insert DNA (~250ng, 2.1pmol). Combined with 1µl 

T4 DNA ligase (400U) and appropriate buffer, ligation occurred overnight at room 

temperature. 10% of the ligation was then transformed into competent cells.  

2.2.1.8 DNA sequencing 

10µl of 100ng/µl plasmid DNA and 10µl 1μM primers were sent to the University of 

Sheffield Medical School Core Genomic Facility for sequencing. There they were 

sequenced using an Applied Biosystems 3730 DNA Analyser as per manufacturer’s 

instructions. Results were analysed using ApE - A Plasmid Editor v1.17.  

2.2.2 RNA Work 

2.2.2.1 RNA extraction 

RNA was extracted from cells using one of two methods, Trizol extraction or RNeasy 

kit extraction. 

Trizol extraction: After removing the media and washing the cells with PBS, 1ml of 

TRI reagent (Sigma) was added to each sample and left for 5mins. Samples were then 

scraped and transferred to an eppendorf where 200μl chloroform was added. After a 

brief vortex, samples were left for 5mins at room temperature to allow the layers to 

separate. The upper layer was then extracted and to it 500μl isopropanol added to 

precipitate the RNA. After 10mins, the sample was centrifuged at 12000rpm for 

10mins and the supernatant removed. After washing the pellet with 70% EtOH, the 

RNA pellet was resuspended in 20μl H2O. 

Kit extraction: RNA was extracted on a column based system using the RNeasy kit 

(Qiagen) as per manufacturer’s instructions. (Only used for Figure 3-4). 

2.2.2.2 DNaseI treatment 

When histone mRNA was being analysed, RNA samples were DNase treated as normal 

mRNA specific conditions couldn’t be used. When RNA was extracted using Trizol, 4μg 

of RNA was treated with 1unit of DNaseI for 1hr at 37oC. The reaction was quenched 
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with 5mM EDTA at 75oC for 10mins.  If the RNeasy kit was used, then DNase treatment 

was performed on the column as per manufacturer’s instructions. 

2.2.2.3 Reverse transcription 

Two methods of reverse transcription were used depending on the target needing to 

be quantified. If it was histone mRNA, which doesn’t have a poly(A) tail, 1μg RNA was 

reverse transcribed using the Omniscript kit (Qiagen) as per manufacturer’s 

instructions, with 3µl random nonamers (Sigma). If the target wasn’t histone mRNA 

then the High Capacity RNA-to-cDNA kit (Applied Biosystems) was used as per 

manufacturer’s instructions.  

2.2.2.4 QPCR 

Quantitative PCR (QPC) was carried out using 5μl SYBR Green JumpStart Taq 

ReadyMix (Sigma), 0.1μl 100μM primers, and roughly 200ng DNA in a well of a 96-

well plate (Biorad). Each sample was performed in triplicate due to occasional errors 

in the machine.  Plates were sealed using StarSeal polyolefin film (STARLAB) and then 

the following reaction carried out on a Bio-Rad C1000 Touch thermal cycler with a 

CFX96 real-time PCR detection system.  

95oC 3min 

95oC 30sec 

62oC  30sec      x 40 

Read 

Melt curve analysis was performed after amplification by increasing the temperature 

by 0.5oC at a time from 65-95oC and reading the fluroescence. 

2.2.2.5 Analysis of QPCR 

The results of the QPCR (the Cq values) for each sample was converted into a relative 

concentration using a standard curve. The standard was made up by combining all 

samples together and performing 10x serial dilutions. The mean of the triplicate 

values for each sample was then normalised to the mean of the control target (GAPDH, 

Actin or RPL32) and, if necessary, this was then normalised to one sample (e.g. 0hrs 

or NT siRNA). 
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2.2.2.6 Synthesis of dsRNA 

DNA for the equivalent dsRNA was received from the Sheffield RNAi screening facility. 

This was a PCR product amplified from cDNA using specific primers in Table 2-4 

below. The primers were fused to generic t7 primers to aid future steps. To amplify 

the DNA, 1µl was mixed with 50μl Taq mix, 2µl of fwd and rvs generic T7 primers (see 

Table 2-1) and 45ul of H2O and run in the following program: 

 2mins 94oC 

 30sec 94oC 

 1min 57oC x 35 

 1min 72oC 

 2mins 72oC 

3µl amplified DNA was then in vitro transcribed into dsRNA using MEGAscript™ T7 

High Yield Transcription Kit (Ambion) as per manufacturer’s instructions, except that 

the transcription time was 20hrs and samples were then incubated with DNaseI for 

30mins. RNA was precipitated by adding 2.1μl Ammonium acetate and 52.5μl EtOH 

and samples were frozen from 1hr at -80oC after shaking. Centrifugation at 4000rpm 

for 50mins then recovered RNA pellets. Pellets were resuspended in 100ul H2O to give 

~1350ng/µl. 

Table 2-4. dsRNA synthesis. 

Target gene Forward primer 

sequence 

Forward 

primer tag 

Reverse primer 

sequence 

Reverse 

primer tag 

Amplicon 

size (bp) 

SLBP AATTACTGTCCTT

GGCCGTG 

TU CCCATTCGAGGA

ACTCAAAA 

TS1 357 

firefly 

luciferase 

(ff) 

GGAAGACGCCAAA

AAC 

TU CTCTGGCACAAA

ATCG 

TS3 550 

Grp ACGTTCCTATGAC

CTGGTGG 

TU GAATCGGGTCAT

TCTCCTCA 

TS4 364 

2.2.3 Cell Culture 

2.2.3.1 Growth conditions 

S2R+ cells were cultured in Schneider’s Drosophila media (Gibco) supplemented with 

10% heat-inactivated foetal bovine serum (Sigma Aldrich or Gibco) and 1% 
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penicillin/streptomycin (Gibco). They were incubated at 25oC and split 1:3-1:5 every 

three days. 

HCT116 cells and HeLa cells were cultured in DMEM (Sigma) supplemented with 10% 

heat-inactivated foetal bovine serum and occasionally 1% penicillin/streptomycin. 

They were incubated at 37oC with 5% CO2 and split 1:10-1:20 approximately every 

four days. 

2.2.3.2 Addition of chemicals 

Different chemicals were used as inhibitors or activators during experiments. Many 

of these were bought as powders and dissolved in water or DMSO as outlined below. 

Table 2-5. Chemicals added to cells. 

Chemical Source Solvent Stock conc. Conc. used 

Hydroxyurea  Sigma H2O 1M 2mM or 10mM 

Cycloheximide Sigma H2O 10mg/ml 100μg/ml 

Aphidicolin Fisher DMSO 30mM 15μM or 60μM 

Caffeine Sigma H2O 50mM 5mM 

Doxorubicin Sigma H2O 1mM 0.5μM 

Nocodazole Sigma DMSO 0.5mg/ml 50 or 100ng/ml 

 

When chemicals were added to cells, the chemical was diluted into warmed media at 

the appropriate concentration and then the existing media was removed from the 

cells and the chemical solution added gently. When media containing a different 

chemical was being removed, cells were gently washed in PBS twice, before the new 

media with chemical was added. Media with the solvent (H2O or DMSO) was used as 

a negative control. 

2.2.3.3 Transfection of S2R+ cells with dsRNA 

Knockdown of target genes in S2R+ cells was carried out by resuspending 2-2.5 x105 

cells in 100μl-500μl serum free media and adding 3.75μg dsRNA for the target gene. 

The cell-dsRNA mixture was then place in the well of a 24-well plate. After 1hr at 25oC 

an equal volume of 20% FBS media was added to give a final 10% FBS media. Samples 

were left for 2-5 days for knockdown to occur. 
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2.2.3.4 Transfection of S2R+ cells with plasmid DNA 

Cells were seeded at 3x106 cells in a 6-well plate the afternoon before transfection. 

2μg of plasmid DNA (e.g. 2μg Ren-PEST-UTR or 1μg Ren-PEST-UTR and 1ug pUC19) 

was transfected using Efffectene (Qiagen) as per manufacturer’s instructions. For 

dual luciferase assays, 1μg of Renilla plasmid, 0.01μg firefly plasmid and 0.99μg 

pUC19 plasmid were transfected. pUC19 is an empty control plasmid to increase DNA 

content to 2μg. 

2.2.3.5 Transfection of HCT116 cells with siRNA   

 6-well plate format: Cells were seeded in antibiotic-free media in a 6-well plate at 

2.5x105 cells per well 24hrs before transfection. Transfection was performed using 

Dharmafect1 as per manufacturer’s instructions. Briefly, siRNA was diluted to 300nM 

in DMEM and separately Dharmafect1 diluted to 24μl/ml in DMEM. The two solutions 

were mixed and left for 30mins before antibiotic-free media was added and the 

combination applied to cells. 

384-well plate format: 5μl 150nM siRNA was added to each well of a sterile 384-

well ViewPlate (Perkin Elmer). 1.2% Dharmafect 1 (ThermoScientific) was diluted in 

DMEM and 5mins after mixing, 5μl of this solution was added to each well. siRNA and 

transfection reagents were left for 30mins at room temperature to allow complexes 

to form.  While this was incubating, cells were trypsinised off tissue culture flasks and 

resuspended in antibiotic-free media at the density required. 15μl of cells was then 

added to each well and the plate sealed. Plates were left at room temperature for 

30mins after transfection and then incubated at 37oC for the required time. 

2.2.4 Protein extraction and Analysis 

2.2.4.1 S2R+ cell lysis 

Cells in 6-well dishes were washed twice in PBS and then 100ul lysis buffer added for 

10mins on ice. Samples were then centrifuged at 14000rpm for 10mins at 4°C and the 

supernatant kept. 

2.2.4.2 HCT116 cell lysis 

Cells were washed twice with ice cold PBS and then 100ul lysis buffer added (for 6-

well plate wells; scaled appropriately for other size wells). Samples were scraped 



 
 

38 
 

from the wells and the lysate transferred to an eppendorf. After three freeze thaw 

cycles (dry ice to 37oC), samples were centrifuged at 13000rpm for 1min at 4oC and 

the supernatant kept. 

2.2.4.3 SDS-PAGE 

Resolving gels were typically 12% acrylamide, 375mM Tris (pH8.8), 0.1% SDS, 0.1% 

ammonium persulphate and 0.04% TEMED. Stacking gels were 5% acrylamide, 

125mM Tris (pH6.8), 0.1% SDS, 0.1% ammonium persulphase, 0.1% TEMED. Gels 

were cast using Biorad Mini-PROTEAN casting system. 

Before loading, the protein concentration of samples was measured using a Bradford 

assay and then an equal mass of protein was prepared for loading. Preparation 

included adding an equal volume (to the volume of sample) of 2x sample buffer 

(100mM Tris pH6.8, 4% SDS, 20% glycerol, 200mM DTT and 0.02% bromophenol 

blue), heating samples at 95oC for 10mins and then centrifuging briefly.  

Gels were typically run at 150V in a gel running buffer (25mM Tris pH 8.3, 192mM 

glycine, 0.1% (w/v) SDS) for 1-2hrs depending on the size of proteins being studied. 

Molecular weight ladders (ColorPlus Prestained Protein Ladder Broad Range, New 

England Biolabs) were run alongside lysates to assess the size of bands produced. 

2.2.4.4 Western Blotting 

In order to detect specific proteins on a membrane, proteins were transferred from 

the gel onto a nitrocellulose membrane at 100V for 1hr in 25mM Tris, 192mM glycine 

and 20% methanol.  

Once transferred, membranes were blocked for an hour in 5% milk in TBS-T. 

Membranes were then incubated with primary antibodies (see Table 2-6) in 5% milk-

TBS-T overnight at 4oC. After washing 3x for 10mins in TBS-T, membranes were 

incubated for 1hr at room temperature in the relevant secondary HRP-conjugated 

antibody at 1:10,000 in 5% milk TBS-T. After this, membranes were again washed 3x 

for 10mins in TBS-T and then Amersham ECL, Amersham ECL Prime or Amersham 

ECL Select Western Blotting Detection Reagent (GE Healthcare) was added as per 

manufacturer’s instructions. Bands were imaged by either exposing the membranes 

to photographic film (Fujifilm RX NIF), which was developed using an Optimax 2010 

X-ray film processor or by detecting the chemiluminescence with a UVIPROchemi 
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camera (Uvitec). (In most instances film was used except where camera use is stated). 

The intensity of bands was then quantified using UVISoft UVIBand software; if film 

was used for developing, they were first scanned into digital format. 

Table 2-6. Antibodies used in Western blotting. 

Antibody Source Dilution 

Anti-Renilla Medical & Biological Laboratories 1:1000 

Anti-α-Tubulin Sigma Aldrich 1:2000 

Anti-CHK1 In house 1:500 

Anti-Nucleolin Santa Cruz Biotech 1:5000 

Anti-CCDC149 Sigma Aldrich 1:5000 

Anti-SCD Abcam 1:5000 

Anti-CDK1 Cell Signaling 1:1000 

Anti-Phospho-CDK1 (Tyr15) Cell Signaling 1:500 

Anti-Cyclin B1 Cell Signaling 1:500 

2.2.4.5 Luciferase assay 

Luciferase assays were performed on cells that roughly 8hrs after transfection were 

seeded into a 96-well plate at 8x104 cells/ml. 3days later the assay was performed. 

Two difference luciferase assay methods were used. Either the dual-luciferase kit 

(promega) used as per manufacturer’s instruction or an in-house kit with the 

following protocol. Media was removed from the cells and 20μl BL-lysis buffer added 

(0.35% triton in BL buffer). 30μl firefly luciferase substrate (42mM DTT, 3.3mM ATP, 

0.1mM AMP, 0.46mM D-luciferin in BL buffer) was then added and light levels read 

on a Varioskan plate reader for 250ms. Immediately afterwards (without removing 

the firefly substrate), 30μl of Renilla substrate (42mM DTT, 3.3mM ATP, 0.1mM AMP, 

0.003mM Coelenterazine in BL buffer) was added and light measured with a 480nm 

filter for 250ms. Luciferase values from the Promega kits was read using the same 

protocol. 

Renilla luciferase values were normalised to firefly values to account for cell number 

variation. This resulted in an RL:FL ratio. 
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2.2.5 Imaging cells 

2.2.5.1 Imaging cells on microscope slide 

Images were captured on a DeltaVision microscope (Applied Precision) using a 40x 

objective and deconvolved by in built software. Analysis of replication patterns was 

performed by eye using ImageJ software. All images within an experiment were 

acquired at the same exposure and analysed at the same brightness/contrast. 

2.2.5.2 Imaging cells on 384-well plate 

Images of cells were captured using an ImageXpress Micro microscope (Molecular 

Devices). For the replication assay, 9 images were taken per well, 500μm apart, with 

a 20x objective. The DAPI channel was exposed for 16ms and the green and red 

channels for 2000ms. For the S-M checkpoint assay a 20x objective was used for S2R+ 

cells and a 10x objective for human cells. Four sites, 500μm apart per well were 

imaged. The DAPI channel was exposed for 200ms and the green channel for 1500ms. 

For screening multiple plates, an Automate.it Scara robot (PAA) was used to put the 

plates in and out of the microscope to decrease the time needed for acquiring. 

2.2.5.3 Analysis of images on 384-well plate 

Images from the ImageXpress Micro microscope were analysed on the MetaXpress 

software (Molecular devices). The multi-wavelength cell scoring application was used 

to quantify the images. For the replication assay, DAPI (blue) staining was used to 

identify the nuclei of cells and then the average intensity of the green (CldU) and red 

(IdU) stain in the nuclei was determined.  For the S-M checkpoint assay, DAPI staining 

was again used to identify the nuclei of each cell. The green (phospho-H3) stain was 

then thresholded and if a cell had above a certain number of pixels that crossed the 

threshold, the cell was counted as mitotic. The number of mitotic cells was divided by 

the total number of cells (from the DAPI stain) and a MI was calculated. 

2.2.6 Analysis of high-throughput data 

2.2.6.1 Normalisation of screen data 

In order to analyse the data from the screens data was normalised using the cellHTS2 

program (Boutros et al., 2006). Data was log2 transformed and then divided by the 
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median of the sample data (no controls) of that plate. Results were converted into z-

scores by subtracting the median of all plates of that replicate and dividing by the 

median absolute deviation (also of all plates of that replicate).  

2.2.6.2 Analysis of protein interactions 

To analyse known interactions between hit genes, the STRING (Search Tool for the 

Retrieval of Interacting Genes/proteins) was used (www.string-db.org). 

2.3 Experiment protocols 

2.3.1 Histone mRNA decay assay 

In order to evaluate histone mRNA levels after replication stress, S2R+ cells were 

seeded at 1.1x106 cells per well of a 6-well plate 24hrs before 10mM HU was added. 

HU was added to samples in reverse so that even with incubation times varying from 

30mins to 15hrs, all samples were harvested at the same time. When the assay was 

performed in HeLa cells, they were seeded at 2x105 and treated with 5mM HU. When 

cells were harvested, the RNA was extracted and the concentration measured on a 

Nanodrop ND-1000 spectrophotometer. DNaseI treatment then occurred to remove 

genomic DNA and then the RNA was converted into DNA by reverse transcription. A 

subset of each sample was then taken for the standard curve and the other samples 

diluted 1 in 10. QPCR of the cDNA was then performed using control gene targets as 

well as histone mRNA targets. Values were analysed and histone levels calculated as 

a fold change compared to the untreated (0hr) sample. 

2.3.2 Creation of Ren-PEST-UTR and Ren-PEST-CON 

In order to clone the PEST sequence of the Drosophila cactus protein into the Renilla-

histone constructs, the cactus cDNA was eluted from a Whatman disc and 

transformed into bacteria. It was extracted by mini-prep and the PEST region was 

amplified up using PCR. Two products were made using different primers: one to 

insert into Ren-UTR (with histone 3’ UTR) and one into Ren-CON (no histone 3’UTR). 

Once amplified (and checked on an agarose gel), the DNA was purified and digested 

with XhoI and NheI (Ren-UTR) or Xho1 and PmeI (Ren-CON). The vectors were also 

digested. After a further purification, inserts and vectors were ligated and 

transformed into bacteria again. DNA was then extracted by miniprep and sent for 
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sequencing. Two forward primers and one reverse primer for each construct were 

used to confirm the correct sequencing. 

2.3.3 Measuring the half-life of Renilla 

In order to measure the half-life of the Renilla protein with and without the PEST 

sequence, S2R+ cells were seeded at 3x106 cells per well and 16hrs later transfected 

with 2μg Ren-PEST-UTR (2 wells) or 2μg Ren-UTR (2 wells). Three days after 

transfection H2O or 100μg/ml cycloheximide (CHX) was added and immediately the 

cells resuspended and 300μl removed. The remaining cells were incubated until later 

time points, when again the cells were resuspended and a further 300μl removed. 

Once the cells were removed, they were centrifuged for 3mins at 9000rpm and then 

lysed with 100μl lysis buffer after washing with PBS. The protein concentration was 

then calculated and 10μg loaded onto an SDS gel. After western blotting, bands were 

visualised using a camera and quantified. Exponential analysis of the values was done 

using GraphPad prism software by fitting the equation: 

y = (y0 – P)*e(-Kx) + P 

Where y0 = the y value at time 0 (100%); P = the plateau level which is the amount of 

signal at time infinity; K = the rate constant; x and y values correspond to graph axis. 

To measure the half-life of the protein via its luciferase activity, a similar assay was 

performed, but a plasmid encoding firefly was also transfected. Cells were then 

seeded into a 96-well plate and 1μl CHX stock added to each well in reverse time 

points so that they were all harvested at the same time. A luciferase assay was then 

performed and Renilla results normalised to the firefly values. Exponential analysis 

was done using GraphPad prism software fitting the equation above. 

2.3.4 Dual-pulse replication assay  

2.3.4.1 Microscope slide format 

Sterile 13mm coverslips were placed in wells of a 24-well plate and 4-8x105 cells were 

seeded 16hrs before pulsing. Cells were pulsed with 30μM 5-chloro-2’-deoxyuridine 

(CldU, Sigma) for 30mins. This was washed off with PBS and cells treated with 15μM 

Aph or DMSO (control) for different periods of time. After washing again, cells were 

pulsed for a second time with 30μM 5-iodo-2’-deoxyuridine (IdU, Sigma) for 30 or 
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60mins. This was washed off, cells fixed in 70% ice cold ethanol for 15mins and this 

washed out with PBS.  

To permeabilise the membranes to the antibodies, samples were treated with 1.7N 

hydrochloric acid for 30min. After washing to return the pH back to 7, samples were 

blocked in 0.2% gelatin in PBT for 1hr. The same blocking buffer was used to dilute 

the primary antibodies, rat anti-BrdU (Abcam) 1:250 and mouse anti-BrdU (Becton 

Dickenson) 1:15. The antibodies both recognise 5-bromo-2’-deoxyuridine (BrdU) but 

one cross reacts with CldU (rat anti-BrdU) and the other IdU (mouse anti-BrdU) (Aten 

et al., 1992). Coverslips were incubated upturned on primary antibody solution for 

1hr in a wet chamber. To reduce cross reactivity between antibodies, samples were 

washed with a high salt buffer (500mM NaCl, 36mM Tris-HCl, pH 8) for 10mins and 

then washed twice in PBT. Conjugated secondary antibodies (donkey anti-rat FITC 

and goat anti-mouse TRITC (Jackson laboratories)) were used at a 1 in 100 dilution 

and incubated with samples for 1hr in the dark. After washing with PBT, nuclei were 

stained with 2μg/ml DAPI and washed again before mounting the ProLong Gold onto 

microscope slides. 

2.3.4.2 384-well plate format 

As above but with some variation. Cells were seeded into a subset of wells of a 384-

well plate at 5x104 cells in 50μl per well. 24hrs later media was removed and 30μM 

CldU added for 15mins. After washing with PBS, cells were treated +/- 15μM Aph and 

+/- 5mM caffeine for 6hrs. Once this was washed out cells, were incubated for 60mins 

in normal media to allow replication to recover. Cells were then pulsed with 30μM 

IdU for 30mins, washed and fixed in 70% ethanol.  

Staining of the cells was as the slide format with a working volume of 60μl per well. 

20μl primary antibody mix (rat anti-BrdU 1:500, mouse anti-BrdU 1:25) was used and 

30μl secondary antibody mix (anti-mouse AlexaFluor 647 1:500 and anti-rat 

AlexaFluor 488 1:500 (Invitrogen)) and incubated for an hour each. After DAPI 

staining for 5mins cells were washed and left in 50μl PBT for imaging. 
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2.3.5 S-M Checkpoint assay 

2.3.5.1 In S2R+ cells 

Cells were seeded into a 384-well plate at 2x104 cells per well in 50μl volume two 

days before treatment. Media was then removed and 30μl inhibitors were added in 

reverse time order (30hrs first, 4hrs last) so that all were completed at the same time. 

Aph was used at 15μM and 60μM, HU at 10mM, doxorubicin at 0.5μM and caffeine at 

5mM. After treatment the media was aspirated and 4% PFA added for 10mins to fix 

the cells. After washing with PBT, cells were blocked in 0.2% gelatine (in PBT) for 

30mins and then incubated overnight in primary antibody mix (PhosphoDetectTM 

Anti-Histone H3 (Calbiochem) used at 1 in 2000 in 0.2% gelatin/PBT). Cells were 

washed with PBT and then incubated for an hour with anti-rabbit AlexaFluor 488 

(Invitrogen) used at 1 in 1000. After washing, cells were incubated with 2μg/ml DAPI, 

washed again and imaged. 

2.3.5.2 In Human cells  

The S-M checkpoint in human cells was performed multiple times with slight 

variations. Table 2-7 shows the details for each individual experiment. In brief, human 

cells were either seeded directly onto a 384-well plate or added during the siRNA 

transfection protocol. After allowing cells to settle or be knocked down, 25μl 4mM HU 

(or 30μM Aph or 1μM doxorubicin) was added on top of the existing media to activate 

the checkpoint and give a final concentration of 2mM (15μM Aph and 0.5μM 

doxorubicin). After a period of time, media and inhibitors were aspirated off and 50μl 

cold, 4% PFA was added for 10mins. Wells were then washed twice by removing 

media and adding 50μl PBT for 3mins. After removing the second wash, 50μl 0.2% 

gelatin was added for 30mins to block protein binding sites.  After removing this, 20μl 

primary antibody mix was added (Anti-Histone H3 (phospho-S10) – Mitosis Marker 

(Abcam) diluted in 0.2% gelatin/PBT) and incubated with cells overnight (~16hrs). 

In the morning, cells were washed twice with PBT and incubated for an hour with 

20μl anti-rabbit AlexaFluor 488 (Invitrogen) also diluted in 0.2% gelatin/PBT. After 

washing cells twice more following this incubation, 30μl 2μg/ml DAPI (in 0.2% 

gelatin/PBT) was added for 2mins. After a final two washes, the last 50μl PBT was left 

on the plates and they were sealed for imaging.  
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Table 2-7. S-M Checkpoint conditions in HCT116 cells. 

Experiment Cells/well Seeding - 

HU (hrs) 

HU - fix 

(hrs) 

Primary 

antibody 

conc. 

Secondary 

antibody 

conc. 

2 cell lines 

(Figure 5-1) 
1x104 6 or 24 24 or 6 1:2000 1:1000 

HU timing 

optimisation 

(Figure 5-2B) 

5x103 6-51 2-48 1:2000 1:1000 

Antibody 

optimisation 

(Figure 5-2C) 

2.5x103 30 24 
1:500-

1:4000 

1:250-

1:2000 

Knockdown 

timing 

optimisation 

(Figure 5-2E) 

1.8-5x103 7-55 24 1:500 1:500 

Seeding density 

optimisation 

(Figure 5-2F) 

0.75-

2.5x103 
48 24 1:500 1:1000 

Control plate 

(Figure 5-3) 
2.5x103 30 24 1:2000 1:1000 

Kinome-

Phosphatome 

(Figure 5-4) 

1.75x103 48 24 1:500 1:1000 

Genome-wide 

screen 

(Figure 6-1) 

1.75x103 

(batch 3 

2x103) 

48 24 1:500 1:1000 

 

2.3.6 Flow cytometry to identify premature mitosis 

Cells were seeded at 1.5x106 cells in a 100mm dish and after 24hrs transfected with 

siRNA as described in section 2.2.3.5 – 6 well plate format. 28hrs later cells were 

trypsinised, antibiotic-free media added and split in half into two 100mm dishes. 

After being allowed to settle for 20hrs, the media was removed and 2mM HU (in 

media with antibiotics) was added to half of the dishes (one per knockdown) and the 

others had normal media (with antibiotics) added 5hrs later, media was removed and 

to the HU-treated samples, media with 2mM HU and 100ng/ml nocodazole was 

added. To the untreated samples, media with 0.02% DMSO was added. One dish was 

also just treated with 100ng/ml nocodazole for 19hrs as a positive control for 

identifying mitotic cells. 
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After all the above treatments, cells were ethanol fixed as follows. Cells were washed 

with PBS and then trypsinised to detach from the culture dish. 9ml IFA was added (to 

1ml trypsinised cells) and cells centrifuged at 1000rpm for 5mins. The cell pellet was 

resuspended in 500μl supernatant and 4.5ml ice cold 70% ethanol added dropwise 

whilst shaking the cells gently over a vortexer. The cells were left on ice for 30mins 

and then centrifuged, resuspended and ethanol added as before. After a final 30mins 

on ice, samples were stored at -20oC for up to four days. 

To stain the fixed cells, samples were centrifuged at 1000rpm for 5mins at 4oC, 

supernatant removed and 10ml ice cold PBS added. Samples were centrifuged as 

before and 2ml ice cold permeabilisation buffer (0.5% BSA, 0.25% Triton X-100 in 

PBS) added to the pellet. After resuspension and incubation on ice for 15mins, 

samples were centrifuged again and supernatant removed. They were then incubated 

with 100μl of primary antibody mix (1 in 200 dilution of anti-phospho histone H3 

(Abcam) in permeabilisation buffer) at room temperature for 30mins followed by a 

further 30mins on ice. Samples were then washed twice with 0.25% Triton X-100 in 

PBS by adding 1ml, centrifuging at 2200rpm for 5mins at 4oC and removing the 

supernatant. After this, cells were incubated for 30mins in the dark with the 

secondary antibody, anti-rabbit AlexaFluor 488 (Invitrogen), at a dilution of 1:100 in 

1% BSA in PBS. The secondary antibody was washed out by adding 1ml PBS and 

centrifuging for 2200rpm for 5mins at 4oC and removing the supernatant. Finally, 

205μl of 25μg/ml RNaseI and 20μg/ml propidium iodide in PBS was added to the 

samples and incubated on ice for at least 30mins to stain the DNA. 

To examine the cells, a BD Biosciences LSR II flow cytometer was used and then the 

data were analysed using the FloJo program. 
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3. Histone mRNA decay in Drosophila cells 

3.1 Introduction 

Histone mRNA levels dramatically fall after replication stress (Borun et al., 1975; 

Heintz et al., 1983). While there is significant understanding of the mechanism by 

which histone mRNA is degraded at the end of S-phase, relatively little is known about 

the components that work to trigger this decay after replication stalling. To try to 

develop an RNAi screen to investigate this mechanism a robust assay, amenable to 

high-throughput analysis is required. I set out to develop this using a luciferase 

reporter in Drosophila S2R+ cells.  

Histone mRNA decay upon treatment with the ribonucleotide reductase inhibitor, HU, 

has been shown previously in mammalian cells (Sittman et al., 1983b) and yeast 

(Herrero and Moreno, 2011) but not in Drosophila. Therefore the starting place for 

the investigation was to determine whether Drosophila S2R+ cells respond similarly. 

3.2 Results 

3.2.1 Histone mRNA decay 

Previously histone mRNA decay has been extensively studied using northern blotting, 

but as this is not easily converted into a high-throughput format, I developed a 

method using QPCR. In brief, RNA was extracted, DNase treated and then reverse 

transcribed using random nonamers as primers to produce cDNA of the entire RNA 

of the cells including the histone mRNA. (Usual oligo-dT primers could not be used 

due to histone mRNAs not having a poly(A) tail).  With specific histone primers the 

relative quantity of histone cDNA could then be assessed by QPCR. 

Drosophila S2R+ cells were treated with 10mM HU for up to 15hrs. It can be seen in 

Figure 3-1A and B that replication stress-induced histone mRNA decay occurs in S2R+ 

cells, as both histone 3 and histone 2B mRNA levels fall after 2hrs HU treatment to 

50% of untreated levels. Interestingly, the levels rise again after longer treatment, 

possibly due to some form of checkpoint override.  

 Both the rate and the extent of histone mRNA decay observed in Drosophila S2R+ 

were significantly lower than that  reported in mammalian cells (Müller et al., 2007).  
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Figure 3-1.  Histone mRNA decay in S2R+ and HeLa cells. 

A. S2R+ cells were treated with 10mM HU for the indicated periods and RNA levels 
were quantified by QPCR. Histone 3 mRNA levels were normalised to the loading 
control actin and the 0hr sample. Error bars = SD n=3. B. As A but with Histone 2B 
mRNA levels measured. C. HeLa cells were treated with 2mM HU for various time 
periods and histone 3 mRNA quantified as in A. Loading control was RPL32. 
(Experiment performed by Vicky Gotham) n=1. D. S2R+ cells were transfected with 
dsRNA targeting SLBP or firefly (ff, negative control). After 72hrs cells were treated 
with 10mM HU for the indicated periods of time (cross for samples not treated with 
HU). RNA levels quantified as in A. N=1 E. SLBP mRNA levels of samples in D, 
quantified in the same manner as histone mRNA levels.   
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In order to confirm that this was not simply due to some artefact associated with the 

QPCR methodology adopted here, histone mRNA levels were also examined in HeLa 

cells following hydroxyurea treatment (Figure 3–1C). In HeLa cells after 1hr HU 

treatment, histone mRNA levels were reduced to 15%, in contrast to the 75% in S2R+ 

cells. In HeLa cells prolonged exposure to hydroxyurea also resulted in an increase in 

histone mRNA levels, although, the levels did not return to 100% as was observed in 

S2R+ cells. 

Histone mRNA decay in S2R+ cells is, nonetheless, dependent on SLBP as it is in 

mammalian cells (Sullivan et al., 2009). Efficient knockdown of SLBP at the mRNA 

level (Figure 3-1E), eradicated the HU dependent decay of histone mRNA (Figure 3-

1D). Therefore even though decay doesn’t occur as effectively as in mammalian cells, 

S2R+ cells do reduce histone mRNA levels in response to replication stress, in a 

manner which is dependent on SLBP, suggesting that these cells could be used as a 

system for a genome-wide screen with histone mRNA decay as the endpoint.  

3.2.2 Creation of destabilised luciferase histone mRNA 

reporter 

In order to create a reporter molecule, amenable to high-throughput screening, I set 

out to build a luciferase-based system in which luciferase mRNA would be engineered 

to behave analogously to histone mRNA in response to replication stress. Thus, a 

Renilla luciferase construct with the Drosophila histone3 3’untranslated region (UTR) 

stem-loop (Ren-UTR) was created (a kind gift of Debbie Sutton, Smythe Lab, 

University of Sheffield). As the stem-loop is the only cis element required for decay 

(Pandey and Marzluff, 1987) this luciferase construct would be expected to be 

degraded in a manner similar to histone mRNA. A control plasmid without the histone 

3’ UTR was also generated (Ren-CON) for reference purposes. 

In an attempt to improve the responsiveness of luciferase protein levels to rapid 

changes in its cognate mRNA levels, both constructs were modified to incorporate 

amino acid sequences known to promote protein destabilisation. PEST sequences are 

proline, glutamine, serine and threonine rich and are signals for fast proteolysis 

(Rechsteiner, 1990; Rogers et al., 1986). The PEST sequence from mouse ornithine 

decarboxylase is often used to destabilise proteins in mammalian cells, but a 

destabilised Drosophila protein with an endogenous Drosophila PEST sequence had 

not previously been constructed. The PEST sequence from the C-terminal of the 
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Drosophila Cactus protein was chosen as it controls the signal-independent 

degradation of Cactus and when deleted the protein is three times more stable (Belvin 

et al., 1995). It was cloned into the C-terminus of Renilla luciferase upstream of the 

stop codon to create plasmids Ren-PEST-UTR and Ren-PEST-CON (Figure 3-2). 

To confirm the destabilisation of the Renilla protein by the Cactus-derived PEST 

sequence, cycloheximide (CHX), which inhibits translation, was added to cells 

transfected 72h previously with either the Ren-PEST-UTR or Ren-UTR plasmids. 

Levels of Renilla protein remaining after CHX treatment were determined by 

immunoblotting (Figure 3-3A). A dramatic decay, dependent on the presence of the 

PEST sequence, was observed. Exponential analysis of the intensity of the bands 

(Figure 3-3B) calculated a half-life of 1.7hrs for Ren-PEST-UTR compared with over 

24hrs for Ren-UTR. 

Similar results were also achieved when the Renilla luciferase activity was measured 

after CHX addition (Figure 3-3C). The half-lives for both Renilla constructs were 

shorter than with immunoblot analysis, with Ren-PEST-UTR having a half-life of 

0.7hrs and Ren-UTR 3.5hrs. These data indicate that Renilla luciferase may be 

functionally less stable than firefly luciferase (used to normalise) resulting in a 

shorter half-life. In conclusion the PEST sequence significantly destabilises the Renilla 

protein making it a more suitable reporter for histone mRNA decay. 

3.2.3 Luciferase mRNA decay 

To confirm the functionality of the stem-loop in the Renilla construct, Ren-PEST-UTR 

and Ren-PEST-CON (as a control) were transfected into S2R+ cells and histone and 

Renilla mRNA levels measured after HU addition. As can be seen in Figure 3-4A when 

the stem-loop is present in the 3’UTR, the Renilla mRNA levels fall after HU addition, 

similar to that observed with histone mRNA. The levels do rise slightly following 2hrs 

HU treatment, possibly due to high levels of transcription from the actin promoter, 

used in this system. Figure 3-4B shows that without the stem-loop (Ren-PEST-CON) 

HU-induced decay is not observed, confirming the necessity of the stem-loop in 

conferring instability in mRNAs in response to replication stress.  

3.2.4 Luciferase protein levels and activity 

The final test of the Renilla reporter was to see if the decrease in Renilla mRNA after 

replication stress caused a decrease in protein levels and subsequently a decrease in  
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Figure 3-2. Strategy for the creation of Ren-PEST-UTR and Ren-PEST-CON. 

Drosophila PEST region was amplified from Cactus cDNA, digested and inserted into 
Renilla luciferase constructs with and without histone 3’ UTR (drawn as stem-loop). 
Details in materials and methods.   
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Figure 3-3. Renilla luciferase is destabilised by the addition of a PEST 
sequence. 

A. S2R+ cells were transfected with Ren-PEST-UTR or Ren-UTR and after 3 days 
100ug/ml CHX (or H2O as a control) was added. After indicated periods of time, cells 
were lysed and Renilla and tubulin (loading control) levels were determined by 
immunoblotting. Bands were visualised using the camera. Renilla band ran at 
~38kDa with PEST and ~32kDa without. Tubulin band ran at 50kDa. B. 
Quantification of bands from A (left-hand panels). Renilla intensity was normalised 
to the tubulin intensity and 0hr sample. Exponential analysis calculated half-life of 
Ren-PEST-UTR as 1.7hrs. C. S2R+ cells transfected as in A but also with firefly 
plasmid. CHX was added and luciferase activity measured after lysis. Renilla 
luciferase values (RL) were normalised to firefly luciferase values (FL). Exponential 
lines plotted and half-lives of Renilla activity 0.7hrs for Ren-PEST-UTR and 3.5hrs 
for Ren-UTR. Error bars = SEM of three replicates. 
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Figure 3-4. Addition of the stem-loop causes replication dependent decay of 
Renilla mRNA. 

S2R+ cells were transfected with either Ren-PEST-UTR (A) or Ren-PEST-CON (B) 
and after 2 days 10mM HU was added for 0-2hrs.  RNA was extracted using the 
RNeasy kit (Qiagen). Histone and Renilla RNA levels were normalised to actin mRNA 
levels and the 0hr sample. A n=2, error bars show sd. B n=1. 
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luciferase activity. S2R+ cells were transfected with Ren-PEST-UTR and after two 

days cells were treated with HU (Figure 3-5). The left hand panel of Figure 3-5A shows 

that the Renilla protein levels don’t decrease upon treatment of S2R+ cells with 10mM 

HU for up to 12hrs. I repeated the experiment exposing cells to prolonged HU 

exposure (right hand panel), however, no decrease was observed even after 24hrs HU 

treatment. 

The same result was also observed when measuring the luciferase activity of the 

Renilla reporter. Figure 3-5B shows a slight decrease in Renilla activity in the Ren-

PEST-UTR transfected cells after 2hrs of HU treatment but the same decrease is seen 

with the addition of H2O and with the Ren-PEST-CON construct. The Ren-PEST-UTR 

construct gave significantly lower Renilla/Firefly luciferase ratios compared to Ren-

PEST-CON indicating that the expression level of renilla, in which the 3’UTR contains 

a histone mRNA derived stem loop, is substantially reduced. This implies that the 

stem-loop confers a reduction in mRNA levels and presumably as a consequence, 

reduces protein and luciferase activity, but there is no effect of replication stress on 

luciferase activity.  

3.3 Conclusions 

The inability of the protein levels and activity of the luciferase reporter to respond to 

replication stress means it cannot be used as a reporter for histone mRNA decay. This 

is likely to be due to a combination of many reasons that include the inefficiency of 

histone mRNA decay in S2R+ cells, the recovery of histone and renilla mRNA after 

longer periods of replication stress and the half-life of the renilla protein. 

Histone mRNA decay occurs in S2R+ cells but not to such a dramatic extent as in 

mammalian cells. This may be due to the fact that these cells are derived from a late 

embryonic stage where the histone levels have only just started to be cell cycle 

regulated, after previously being mass produced and supplemented with maternal 

histone mRNA (Anderson and Lengyel, 1980). There may also be other mechanisms 

to regulate histone levels in Drosophila, with the consequence that regulation at the 

mRNA level is not so tightly controlled. 

The observation that there is a recovery in histone mRNA levels after prolonged 

replication stress is unexpected. The recovery, observed in both S2R+ cells and HeLa 

cells implies that it may be conserved across evolution in metazoans.  It is known that 

after prolonged exposure to DNA damage, yeast have a mechanism to adapt and over- 
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Figure 3-5. Addition of the stem-loop doesn’t cause replication dependent 
decay of Renilla protein or activity. 

A. S2R+ cells were transfected with 1ug Ren-PEST-UTR and after 2 days 10mM HU 
added for indicated time periods. Cells were lysed and Renilla and tubulin levels 
visualised via western blotting. The boxes separate two different experiments each 
with their own 0hrs time point. All samples ran on the same gel. Renilla ran at 
~38kDa and tubulin at ~50kDa. B. S2R+ cells were transfected with either Ren-
PEST-UTR or Ren-PEST-CON along with firefly luciferase and after 3 days 10mM HU 
or H2O was added for 0-12hrs. Luciferase levels were assayed using the dual-
luciferase kit (Promega). Error bars = standard deviation for 5 technical replicates 
on one 96-well plate. 
.  
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ride the G2/M checkpoint (Toczyski et al., 1997), however a similar response in other 

organisms has not been observed. It may be that there is an additional layer of 

complexity associated with the S-phase checkpoint, comprising a mechanism that is 

activated to inhibit the S-phase checkpoint after prolonged stress, to encourage the 

cell to attempt the completion of S-phase. An alternative explanation is that the initial 

checkpoint signalling mechanism becomes attenuated with time, resulting in eventual 

cell cycle progression. 

This increase in mRNA levels occurs even quicker with the Renilla reporter. This may 

be due to the fact that the renilla gene is under the control of the Drosophila actin 

promoter which gives a high level of expression. It is conceivable that the capacity of 

the histone mRNA decay pathway is limited and cannot respond proportionately to 

the relatively high levels of mRNA generated in this artificial system.  

The cactus PEST sequence added to the Renilla gene caused a dramatic decrease in 

protein half-life. This is the first time that an endogenous Drosophila sequence has 

been used to destabilise a protein. The half-life decreased to about 1.5hrs from 24hrs 

but this may still not be short enough to be able to report histone mRNA decay.  

  



 
 

57 
 

4. Other S-phase checkpoint responses in 

Drosophila cells 

4.1 Introduction 

There are many outcomes from activation of the S-phase checkpoint, other than 

histone mRNA decay, so I sought to investigate whether these could be used for an 

RNAi screen in S2R+ cells.  

Activation of the S-phase checkpoint by replication stress also causes inhibition of late 

origin firing and stabilisation of the active replisomes. Eukaryotic chromosomes are 

replicated from multiple origins which are programmed to initiate replication in a 

precise temporal sequence throughout S-phase (Diffley, 1998; Gilbert, 2002; Ma et al., 

1998). The spatial pattern of sites of active replication indicates their temporal 

position within S-phase, allowing the dynamics of groups of co-ordinately replicating 

chromosomal domains to be monitored (Feijoo et al., 2001). As replication occurs in 

distinct patterns during different phases of S-phase (O’Keefe et al., 1992) the 

functionality of  this aspect of the  S-phase checkpoint can be monitored using a dual-

pulse replication assay (Aten et al., 1992; Dimitrova and Gilbert, 2000; Feijoo et al., 

2001). 

Briefly this involves pulsing asynchronous cells with a thymidine analogue (e.g. 5-

chloro-2’-deoxyuridine (CldU)) which is incorporated into actively replicating DNA. 

Cells are then treated with a replication inhibitor to activate the checkpoint. After a 

period of time has elapsed, the inhibitor is removed, and after recovering, cells are 

pulsed with a different thymidine analogue (e.g. 5-iodo-2’-deoxyuridine (IdU)) to 

mark the newly replicating regions. The two thymidine analogues can be identified 

and distinguished from one another by analogue-specific antibodies (Aten et al., 

1992) and these may be imaged by fluorescent microscopy. If the checkpoint is 

functional, then replication forks should be reversibly arrested in the presence of the 

replication inhibitor and later origins be prevented from firing. Therefore, following 

removal of the inhibitor, the spatio-temporal location and patterns of each analogue 

should overlap (Dimitrova and Gilbert, 2000; Feijoo et al., 2001). 

Replication stress also activates the S-M checkpoint which prevents cells entering 

mitosis when replication isn’t complete. This can be measured by quantifying cells 

positive for phosphorylated histone H3 serine10 (phospho-H3), a marker of mitosis 
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(Gurley et al., 1974; Hendzel et al., 1997; Shoemaker and Chalkley, 1978), after 

replication stress. The S-M checkpoint has been previously been well studied in yeast 

and to some extent in mammalian cells but I sought to see if it was also a functional 

checkpoint in Drosophila S2R+ cells. 

4.2 Results 

4.2.1 Dual Pulse replication assay in S2R+ cells 

4.2.1.1 Replication Patterns in S2R+ cells 

Replication patterns in many cell types progress from a speckled wide-spread ‘early’ 

pattern to a distinct ‘late’ pattern comprising a small number of large puncta (O’Keefe 

et al., 1992) during S-phase, reflecting the progressive activation of multiple origins 

of replication as discussed previously. I wanted to establish whether replication 

origin firing in Drosophila S2R+ cells could be monitored using this approach. 

Synchronised cells are primarily used to observe the replication pattern throughout 

S-phase (O’Keefe et al., 1992) though cell cycle synchronisation can be challenging in 

Drosophila cells (Rizzino and Blumenthal, 1978). I therefore used a dual pulse 

protocol utilising thymidine analogues to characterise patterns of replication 

throughout S-phase. Cells were pulsed with CldU to identify those initially in S-phase 

and then, after differing periods of time in media, pulsed with a second analogue (IdU) 

to visualise cells in S-phase at the later time point. 

By studying and quantifying the patterns of the IdU incorporation in cells that had not 

previously incorporated CldU, I initially established the spatio-temporal order of 

replication patterns in S2R+ cells. The patterns that were observed at early time 

points consisted of small speckles across the euchromatic compartment of the 

nucleus. With increasing time, this pattern progressively decreased while there was 

significant labelling of the perinuclear region and nucleolar periphery. Later, patterns 

comprising small numbers of large puncta increased significantly. These data, which 

are consistent with those obtained in other metazoan cells (O’Keefe et al., 1992) 

enabled me to define the replication patterns during different stages of S2R+ S-phase 

(see Figure 4-1). 

 

 



 
 

59 
 

 

 

 

Figure 4-1. Replication patterns in S2R+ cells. 

S2R+ cells were seeded at 8x105 cells per well of a 24 well plate and were pulsed 
with CldU for 30mins, washed and incubated in normal media for 0-17hrs. Cells 
were then pulsed with IdU for 30mins and cells were fixed and stained as described 
in materials and methods. A. The different patterns were categorised upon their 
timing that they appeared in the IdU+ CldU- population (cells who entered into S-
phase between the two pulses). Figures show IdU staining. Scale bar = 1µm B. 
Quantification of the % of CldU negative cells that showed the IdU patterns. Between 
10 and 34 IdU+ CldU- cells were analysed per condition. 
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4.2.1.2 S-phase checkpoint replication effects in S2R+ cells 

When the S-phase checkpoint is activated by addition of a replication inhibitor for 

various time periods after the first thymidine analogue pulse, and washed out prior 

to the second, it is expected that the same pattern of incorporation would be observed 

with each analogue with a significant degree of co-localisation. As shown in Figure 4-

2, when cells are treated with 15μM Aph between pulses, a high percentage of cells 

display the same replication pattern with each analogue (see Figure 4-2A), although 

the degree of co-localisation was variable and lower than expected. Nonetheless, the 

pattern obtained contrasted with cells incubated in mock-treated media, where cells 

continued to progress through S-phase between pulses, resulting in non-co-localised 

distinct pattern types in these cells (Figure 4-2B).  

These results are similar to  those observed previously in mammalian cells (Dimitrova 

and Gilbert, 2000; Feijoo et al., 2001; Müller et al., 2007) although, here, the ability of 

the checkpoint to facilitate resumption of replication at the same location appeared 

to be limited in the Drosophila S2R+ cell system. The error bars shown in Figure 4-2C 

indicate the large variation between three separate experiments performed in the 

same way. The data also show that, even at the shortest periods of replication arrest 

tested (about two hours), only approximately 40% of doubly-labelled cells retained 

the same replication pattern. This is in contrast to observations in mammalian cells 

which shows 100% efficiency even after 12hrs Aph (Müller et al., 2007). This 

apparent difference was not due to an insufficient concentration of Aph used in these 

experiments (which would enable cells to progress, however slowly, through S-

phase) as even 1μM Aph completely inhibits DNA replication in S2R+ cells (data not 

shown). 

There was also a decrease in the proportion of cells that resumed replication in the 

same spatial location 8hrs after the replication inhibitor had been washed away. This 

could have been due to cells not being able to recover from prolonged replication 

inhibition, or alternatively, that the cells have progressed into a later cell cycle stage 

and are no longer in S-phase, (16% of cells with an early CldU pattern had a late IdU 

pattern after 8hrs Aph, whereas the rest have no IdU staining (data not shown)). 

Either way, these data imply that the ability of the S-phase checkpoint to stabilise 

arrested replication forks and suppress initiation of replication at late origins is 

significantly limited in S2R+ cells. 
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Figure 4-2. Replication stress causes stalling of S-phase progression. 

S2R+ cells were pulsed with CldU for 30mins, treated with 15µM Aph or media 
(control) for 2-8hrs and then pulsed with IdU for 60mins.  A. Example cell treated 
with Aph for 4hrs showing early pattern of replication for both CldU (green) and IdU 
(red) with DAPI staining the nuclei (blue). Scale bar = 1µm. B. Example cell treated 
with media for 4hrs between pulses showing early pattern with CldU (green) and 
late pattern with IdU (red). Scale bar = 1µm. C. Quantification of the percentage of 
CldU positive cells that have the same pattern with the two analogues. Experiment 
was performed using 3 separate coverslips per time point for Aph treated samples 
(error bars show sd) and one coverslip for media treated. Each coverslip was 
imaged 5 times and at all stained cells were counted (between 5 and 23 cells per 
coverslip).   
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4.2.1.3 Inhibiting the S-phase checkpoint in S2R+ cells 

The replication effects of the S-phase checkpoint have been shown in mammalian cells 

to be dependent on the activity of CHK1 and sensitive to caffeine (Feijoo et al., 2001 

and Dimitrova and Gilbert, 2000). Despite the apparent limited functionality of this 

checkpoint in S2R+ cells, I wanted to investigate whether this was the same in S2R+ 

cells. 

In an attempt to interfere with the function of the CHK1 homolog (Grp) in Drosophila, 

a dsRNA interference approach was utilised. Figure 4-3A shows that there was a very 

strong knockdown of Grp mRNA five days after incubation with dsRNA. 

Unfortunately, antibodies were not available to determine whether the persistent 

knockdown of Grp mRNA resulted in significant loss of protein. Analysis in the pulse 

replication assay indicated that, as observed previously, the addition of Aph did 

interfere with the replication timing programme (Figure 4-3B). In this experiment a 

strong inhibition of replication progression was seen with Aph treatment. The cause 

of this much higher percentage of pattern co-localisation (~85% of Aph treated cells 

after firefly dsRNA have the same CldU and IdU pattern) compared with the previous 

experiments (~40% Aph treated cells have the same CldU and IdU pattern, Figure 

4.2C) is unknown. It is possible that the knockdown process even with control dsRNA 

has an effect on the checkpoint. However, by comparing Grp dsRNA to the firefly 

control, it can be seen that Grp knockdown had little or no effect on the ability of these 

cells to stabilise arrested replication forks and suppress initiation of replication at late 

origins.  

Inhibition of the checkpoint was also attempted using caffeine. It has been previously 

shown in S2R+ cells that 5mM caffeine inhibits the G2/M checkpoint (supplemental 

material of Kondo and Perrimon, 2011). This concentration was therefore used to 

assess the effect of caffeine on the ability of these cells to stabilise arrested replication 

forks and suppress initiation of replication at late origins when exposed to replication 

stress. Unlike the previous experiments which were undertaken using a microscope 

slide format (see section 2.3.4.1), the assay was performed in 384-well plate format, 

to enable more cells to be analysed and to facilitate quantification of resultant data 

(see section 2.3.4.2). In this format precise patterns could not be distinguished but the 

levels of incorporation of CldU (green average intensity) and IdU (Red average 

intensity) were measured for each well and plotted against each other. Figure 4-4A 

and B shows that the addition of Aph between pulses caused an increase in cells  
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Figure 4-3. Knockdown of Grp has only a slight effect on the replication 
checkpoint. 

A. QPCR results of Grp mRNA levels showing strong knockdown after 5 days 
incubation with dsRNA. ff = firefly control dsRNA  B. 4 days after knockdown cells 
were seeded on cover slips and a dual-pulse replication assay performed. (IdU-
60mins). Quantification of the percentage of CldU positive cells that had the same 
pattern with IdU.  Experiment was performed using 2 separate coverslips per 
condition for Aph treated samples (error bars show sd) and one coverslip for media 
treated conditions. Each coverslip was imaged 4 times and at all stained cells were 
counted (between 4 and 23 cells per coverslip).  
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Figure 4-4. Caffeine doesn't override the replication checkpoint in S2R+ cells. 

Dual-pulse replication assay in 384-well plate format with 4 wells per condition. 
Each well was imaged at 9 sites giving an average of 1500 cells imaged per well. 
A+B. Analysis was performed on each cell’s green (CldU) and red (IdU) intensity. 
Cells over dotted line threshold counted as positive, see representative images. A. 
6hrs of media with DMSO between pulses. B. 6hrs of 15µM Aph between pulses. C. 
Quantification of the percentage of CldU+ cells that were also IdU+ after 6hrs +/- 
15μM Aph and +/- caffeine. N=4 error bars = sd 
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positive for CldU and IdU (compare top right segments). Quantification of the 

percentage of CldU positive cells which were also IdU positive (Figure 4-4C) showed 

that the addition of 5mM caffeine, in combination with Aph, didn’t have any effect on 

the checkpoint, although again there was substantial variation between replicates. 

4.2.2 S-M checkpoint in S2R+ cells 

In order to investigate the S-M checkpoint in Drosophila, S2R+ cells were treated with 

compounds that induce replication stress (Aph or HU) or, for comparison (Kondo and 

Perrimon, 2011), DNA damage (doxorubicin), in the presence or absence of the 

checkpoint abrogator, caffeine. The mitotic index (MI) was then measured by 

determining the fraction of total cells expressing the mitotic marker phospho-H3, 

using a phospho-specific antibody as described in materials and methods.  The 

replication stress compounds were expected to activate the S-M checkpoint whereas 

the DNA damage compound would activate the G2/M checkpoint. Both of these 

checkpoints are known to be inhibited by caffeine in various model cell systems (Lau 

and Pardee, 1982; Schlegel and Pardee, 1986).  

Figure 4-5 shows that the MI in untreated cells is approximately 1.5-2.0%. 

Interestingly, the addition of caffeine alone to otherwise untreated cells resulted in a 

slight, rapid (within 4hrs) increase in MI which reduced over prolonged exposure, 

suggesting that even in the absence of exogenously induced DNA damage, a caffeine-

sensitive mechanism regulates the G2-M transition in these cells. Doxorubicin 

treatment resulted in a rapid (within 4hrs) reduction in MI, to < 0.5% which persisted 

for up to 16hrs, consistent with the known role of doxorubicin in inducing G2 delay 

via activation of the G2-M checkpoint in these cells (Kondo and Perrimon, 2011). 

There was an increase in MI in doxorubicin-treated cells after prolonged treatment, 

which may reflect a lack of stability of this compound over time (Mayer et al., 2001; 

Rochard et al., 1992).  Also, as expected, treatment of cells with the combination of 

doxorubicin and caffeine resulted in a dramatic increase (to ~4%) in MI, as reported 

previously (Kondo and Perrimon, 2011) and consistent with a role for caffeine-

sensitive elements in the G2-M checkpoint in this system.  

Unsurprisingly, the introduction of replication stress (Aph or HU) caused relatively 

little change in MI after 4hrs treatment, unlike DNA damage induced by doxorubicin. 

This is because the S-M checkpoint only prevents cells in S-phase from entering 

mitosis, so those in G2 at the time of treatment are still able to progress into mitosis.  
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Figure 4-5. S-M checkpoint in S2R+ cells. 

After treatment with different inhibitors (15µM and 60µM Aph and 10mM HU or 
0.5µM doxorubicin) +/- 5mM caffeine for the indicated times, the MI was measured 
by quantifying the number of phospho-H3 positive cells.  N=8. Error bars = sd. 
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After 16hrs or more exposure to the replication inhibitor HU, the MI was found to 

decrease to ~0.7%. This is about a 50% decrease from untreated levels, and is weaker 

than seen in previous work using related cells. (In Drosophila S2 de Vries et al., (2005) 

showed a 75% decrease in MI after 15hrs exposure to 10mM HU). 

In contrast, the replication inhibitor Aph only transiently reduced the MI (after 16hrs 

of treatment) as this effect was not observed after longer exposure to Aph. This 

apparent lack of an ability to block mitotic entry in the presence of an incompletely 

replicated genome did not appear to be due to insufficient amounts of Aph or 

inactivation over time, as higher concentrations of Aph (60μM) were no more 

effective. Treatment with caffeine in addition to exposure to 15μM Aph did result in 

higher overall MI values, (ranging from 1.5 -4%) across all time-points examined, 

suggesting  that caffeine does have an effect on either the timing of entry into, or the 

duration of, M phase under these conditions. This effect of caffeine was much reduced 

when cells were exposed to 60μM Aph.  

Where cells were treated with HU for 16 hrs or longer, the addition of caffeine had 

almost no effect on observed MI. Taken together these data suggest that the ability of 

caffeine to override the S-M checkpoint may depend on the nature (Aph versus HU) 

and perhaps, the extent of, the mechanism by which replication stress is imposed. The 

absence of any significant increase in MI in HU plus caffeine treated cells implies that 

a caffeine-insensitive pathway contributes to a HU-induced S-M checkpoint in these 

cells.  

These results imply that the S-M checkpoint in S2R+ cells may operate differently and 

be more complex than some model mammalian cell types (Rodríguez-Bravo et al., 

2006), particularly in response to Aph.  

4.3 Conclusions 

The work described in this and the previous chapter investigated a number of 

previously described endpoints arising from a checkpoint activated following 

imposition of replication stress.  

The effects of the S-phase checkpoint on replisome stability and suppression of late 

origin firing in S2R+ cells appear to be less coherent when compared to previous work 

in mammalian systems, at least using the analysis utilised here. The reasons for this 

are unknown. One possibility is that the occurrence of complete replication arrest is 
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a non-physiological situation, and therefore this particular metazoan cell type has not 

evolved the type of robust response, observed in other systems. Another is that the 

spatio-temporal regulation of replication origin firing and the assumptions that 

underpin the dual-pulse assay may not be applicable to this cell type.  

The observed slight decrease in MI in response to HU and lack of long-lasting MI 

decrease in response to Aph (the S-M checkpoint) is also surprising. The response to 

delay mitosis when replication is incomplete has been shown to be conserved from 

yeast to humans (Cliby et al., 1998; Enoch et al., 1992). It is conceivable that the effects 

of individual replication inhibitors as well as caffeine may have additional impact on 

these cells which might make interpretation of the data more difficult, such as 

additional effects on cell cycle phase duration.   

All of the S-phase checkpoint responses studied here appear to be relatively transient 

and “overridden” after extended periods of replication stress. “Leaky” checkpoints 

have also been observed in studies with Drosophila embryos. Sibon et al. reported that 

injection of embryos with Aph (which cannot be subsequently removed) did suppress 

the onset of mitosis, however embryos did ultimately undergo M phase. The average 

delay was 22mins with a large variance between embryos (Sibon et al., 1997). S2R+ 

cells are an incompletely-characterised cell type derived from a later stage embryo 

than this, and it is conceivable that similar ‘leakiness’ in checkpoint operation occurs 

in this cell line. 

The underlying causes of the high degree of variability between experiments 

described in this chapter are unknown. While they may be due to technical error, 

treatment of cells with a DNA damaging agent did significantly reduce the population 

MI and this was robustly overridden by the co-addition of caffeine, suggesting that the 

fundamental basis of the assay system was reasonable. Nonetheless, the primary aim 

of this work was to undertake a genome-wide screen for novel checkpoint 

components, rather than to undertake a detailed analysis of the replication 

checkpoint in an incompletely characterised Drosophila cell line. Therefore it was 

decided that S2R+ cells were not an appropriate cell line to use for an RNAi screen of 

the S-phase checkpoint. Consequently other cell lines were investigated to find a more 

robust system for analysis. 
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5. S-M checkpoint assay optimisation in a human 

cell line 

5.1 Introduction 

As the S-phase checkpoint is well studied and robust in mammalian cells, I looked to 

mammals to choose a cell type in which to perform our screen. Due to the recent 

availability of the human siRNA library and the obvious medical application, I chose 

to focus on human cell lines. Work by the Agell group has shown that different cell 

lines have different responses to S-M checkpoint inhibitors; in particular, non-

transformed and cancer cell lines behave differently (Florensa et al., 2003). They 

showed that there was more redundancy and complexity in non-transformed cell 

lines whereas cancer cell lines (e.g. HCT116 and HeLa cells) had a simpler mechanism 

which was easier to inhibit (Rodríguez-Bravo et al., 2007). Due to the nature of the 

RNAi screen I wanted to perform, which only eliminates one gene at a time, I needed 

a system with little redundancy, so HeLa and HCT116 tumour human cell lines were 

chosen. These cell lines were also much easier to handle and use in a high-throughput 

manner than non-transformed cell lines. 

Due to its relative simplicity, potential for robustness and the ability to perform it in 

384-well plates, the S-M checkpoint assay was chosen to be used for the screen. 

5.2 Results 

5.2.1 S-M checkpoint in human cell lines 

In order to assess the S-M checkpoint in human cancer cell lines to see if they were 

suitable for a genome-wide screen, I performed a similar assay to that undertaken 

using S2R+ cells described in the previous chapter, but instead using the HCT116 

colon carcinoma cell line and HeLa cervical cancer cell line (cell lines used in 

Rodríguez-Bravo et al., 2007). Figure 5-1 shows that mitotic cells were easily 

identified using the phospho-H3 antibody, and that in both cell lines treatment with 

2mM HU or 15μM Aph caused a decrease in the MI after 6 and 24hrs, implying 

activation of the S-M checkpoint. This response was more persistent, initiated quicker 

and gave a greater reduction in MI than the response observed in S2R+ cells.  
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Figure 5-1. S-M checkpoint in human cell lines. 

A. Representative images of HCT116 cells stained with anti-phospho-H3 antibody 
(green) and DNA stain DAPI (blue). Left-hand panel: asynchronous HCT116 cells; 
middle panel: HCT116 cells treated for 24 h with 2mM HU; right-hand panel: 
HCT116 cells treated for 24 h with 2mM HU plus 5mM caffeine. Treatment with 
2mM HU decreases the percentage of mitotic cells and treatment with 2mM HU and 
caffeine causes an increase. B. HCT116 cells treated with replication inhibitors 
(2mM HU or 15µM Aph) or 0.5µM doxorubicin +/- 5mM caffeine for 6 or 24hrs. MI 
measured by determining the fraction of cells displaying phospho-H3 staining as a 
proportion of the total cells present as measured by DAPI staining. N=8. Error bars = 
SD C. HeLa cells treated as for HCT116 cells in B. 
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Previous work has shown that the activation of the S-M checkpoint with HU in 

HCT116 cells, but not HeLa cells, can be inhibited by caffeine (Florensa et al., 2003 

Rodríguez-Bravo et al., 2006). In contrast to this, I saw an inhibition of the checkpoint 

in both cell lines treated with HU, and a caffeine-insensitive response in HeLa cells 

only when treated with Aph. This contrast with published results may be due to 

experimental differences, including the fact that in this experiment caffeine was 

added at the same time as the replication inhibitors whereas in previous studies it 

was only added for the last 10hrs of the 25hr HU treatment.  

As a control, cells were also treated with the DNA damaging agent doxorubicin, which 

activates the G2/M checkpoint. In both cell lines, doxorubicin, caused a large decrease 

in MI and as expected, the decrease was inhibited by caffeine (van Vugt et al., 2010).  

These observations show that the S-M checkpoint in human cell lines is much more 

robust than in Drosophila S2R+ cells and that in HCT116 cells in particular the 

checkpoint was strongly abrogated by caffeine. Due to the simplicity of the S-M 

checkpoint in HCT116 cells, this cell line was chosen to carry out further optimisation 

of the assay for an RNAi screen. 

5.2.2 Optimisation of conditions for screening 

In order to perform a genome-wide RNAi screen, the conditions for each step in the 

S-M checkpoint assay (Figure 5-2A) had to be optimised to ensure the largest 

difference between hits that gave a positive outcome and negative results. Therefore, 

optimisation of each step was undertaken either using caffeine treatment or CHK1 

siRNA as a positive control, compare to untreated or non-targetting siRNA as negative 

controls. As discussed above, CHK1 has been shown previously to be involved in the 

S-M checkpoint. 

Firstly, the length of time that cells were exposed to HU was optimised to maximise 

the decrease in observed MI. Figure 5-2B shows that the MI started falling after 2hrs 

HU treatment and reached the lowest value after 24hrs. At longer time points (e.g. 

48hrs) the MI started to rise again but this was mainly due to a decrease in overall cell 

number which meant that even though the number of mitotic cells was the same, the 

percentage was higher. Addition of caffeine together with HU induced a similar 

decrease in MI for the first 8hrs, but at longer time points the checkpoint was 

inhibited, as shown by a significant increase in MI, which peaked at ~6%.  This value 

is higher than the normal MI but similar to that previously reported when the  
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Figure 5-2. Optimisation of S-M checkpoint assay in HCT116 cells. 

A. Outline of S-M checkpoint assay and identification of steps that required 
optimisation. B. Optimisation of HU treatment time. MI versus length of treatment 
with HU. Cells incubated with 2mM HU or 2mM HU + 5mM caffeine for different 
periods of time. N = 4. Error bars = sd. C. Optimisation of antibody concentration. MI 
normalised to NT MI for different combinations of primary and secondary 
antibodies. Primary antibody concentration indicated by pattern and secondary 
antibody concentration by fill colour. N = 4. Error bars = sd. D. Western blot showing 
optimisation of knockdown time. In 6-well plate cells transfected with NT or CHK1 
siRNA for the indicated times and then treated with 2mM HU for 24hrs. Cells lysed 
and 20µg run on an SDS gel. CHK1 band at ~50kDa and Nucleolin at ~100kDa. E. 
Optimisation of knockdown time. Cells seeded and transfected at different time 
points and densities in 384-well plate.  N = 8. Error bars = sd. F. Optimisation of cell 
seeding density. Cells were seeded in a 384-well plate at different densities and 
transfected with CHK1 or NT siRNA. S-M checkpoint assay then performed. N = 8. 
Error bars = sd. Details of conditions for each experiment in Table 2-7. 
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checkpoint is abrogated (Florensa et al., 2003; Rodríguez-Bravo et al., 2006). It 

presumably reflects an increase in the overall time these cells spend in mitosis, due 

to the fact that their <4n DNA content will trigger the spindle checkpoint. As the 

biggest difference observed between HU-treated and HU + caffeine-treated cells was 

observed at 24h, this time point was chosen for the screen. 

Next, it was necessary to determine the concentration of phospho-H3 antibody and 

secondary antibody sufficient to provide a robust signal to background ratio in 

untreated compared to checkpoint compromised cells.  To do this, I compared the MI 

in cells treated with NT siRNA versus cells treated with Chk1 siRNA, as Chk1 has been 

shown previously to be a critical component of the S-M checkpoint (Kumagai et al., 

1998; Zachos et al., 2005). Figure 5-2C shows that in general higher concentrations of 

the primary antibody, but a mid-range concentration of the secondary antibody gave 

the largest signal to noise ratio in siRNA-transfected HU-treated cells. Therefore, the 

primary antibody was used at a 1 in 500 dilution and the secondary at 1 in 1000 for 

the screen. 

The length of time required to knockdown genes was harder to determine as different 

proteins and mRNAs have different half-lives, and therefore would need different 

lengths of time to achieve knockdown. For CHK1, I observed a strong and persistent 

knockdown at the protein level, lasting from 24-72 hrs (Figure 5-2D), and a large 

difference between the MI of cells treated with NT and CHK1 siRNA (Figure 5-2E) at 

time periods greater than 24hrs (with an additional 24hrs with HU).  In order to take 

into account the fact that other proteins may have a longer half-life, I decided to use a 

knockdown time of 48hrs before adding HU. 

The final component of the assay optimisation was to determine the cell seeding 

density. Using all the previously optimised conditions, the assay was performed after 

seeding cells at a range of densities. Figure 5-2F shows that there was limited effect 

on the MI of CHK1-depleted cells with different cell densities, but when cells were 

seeded at a low density, the NT transfected cells had a higher MI. Based on these 

results, I chose a cell density of 1.75 x 103 cells per well to use in the screen. 

5.2.3 Assay Plate 

In order to assess the assay on a full 384-well plate and to identify positive and 

negative controls for the screen, a trial analysis using an initial, defined ‘assay plate’ 

was undertaken.  The trial comprised one 384-well plate, 320 wells of which 
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contained pooled ON-TARGETplus (OTP) siRNAs generated to knockdown 320 

random kinases. There were 64 spaces on the plate to which 16 other siRNAs were 

added. These additional siRNAs included 11 different non-targeting (NT) siRNAs, four 

‘death’ siRNAs and CHK1 siRNA. Different NT siRNAs were assessed as it is known 

that they can generate variable levels of false positive signal which may be dependent 

on the assay and cell line (Brown, S.  pers. comm.). I aimed to find the NT siRNA which 

resulted in the lowest MI after HU treatment.  

In order to identify a suitable transfection control, four ‘death’ siRNAs, XIAP, PLK1, 

ECT2 and UBB1 were used to identify a gene, knockdown of which caused cell death 

upon transfection. In screens of this nature, the transfection of “death” siRNAs into 

one well of each plate is undertaken and resultant low cell number in that well 

indicates that transfection on that plate was successful. XIAP is an apoptotic 

suppressor protein which inhibits multiple caspases and prevents cell death (Holcik 

et al., 2001). Knockdown of XIAP thus induces cell death. PLK1 a key component of 

mitotic regulation, contributing to CDK1/cyclin B1 activation and centrosome 

maturation (Lane and Nigg, 1996; Lindqvist et al., 2009). Knockdown of PLK1 causes 

a mitotic cell cycle arrest and subsequent cell death (Lan et al., 2010). ECT2 is a 

guanine nucleotide exchange factor required for cytokinesis which is regulated by 

PLK1 (Cook et al., 2011; Niiya et al., 2006). The interference of cytokinesis caused by 

ECT2 knockdown induces cell death. UBB1 is ubiquitin B and plays a role in many 

aspects of cell function. Knockdown of UBB1 has been shown to decrease cell viability 

but the exact mechanism of this is unknown (Oh et al., 2013). Though these ‘death’ 

siRNAs are expected to cause cell death upon transfection in all cells, there is 

variability between cell types (Brown, S. pers. comm.). Therefore all four “death” 

siRNAs were assessed to find one that could function as a transfection control in the 

screen in HCT116 cells.  

Figure 5-3A shows that the mean MI for the plate was less than 1% (left-hand bar). 

Low MIs were also achieved for most of the non-targeting siRNAs, though MIs were 

lower for the OTP NT siRNAs (NT6-10) than the siGENOME ones (NT 1-5). This is 

presumably because the OTP siRNAs have been optimised to decrease off-target 

effects. NT 6 was chosen as the negative control for all further studies; this siRNA had 

also been used in previous experiments. 

High mitotic indices were seen for CHK1 siRNA and caffeine-treated cells as observed 

previously, but a high MI was also observed with UBB1 and PLK1 knockdown. These  
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Figure 5-3. Assay plate controls for S-M checkpoint screen. 

A.  MI of cells in 384-well plate subjected to the optimised protocol outlined in Fig. 
5-2A. Where multiple wells had the same siRNA mean and sd shown. Grey = all wells 
on the plate. Yellow = non-targeting siRNA. Black = death controls. Green = Positive 
results on plate B. As A but cell count shown. C. As A but number of mitotic cells 
shown.  
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“death” inducing siRNAs caused a dramatic decrease in cell number as expected (see 

Figure 5-3B) unlike transfection of XIAP and ECT2 siRNA which caused no deviation 

from the cell number seen with non-targeting siRNA. The high MI observed after 

UBB1 knockdown is likely to be due to the fact there were very few cells remaining 

and a few of these were in mitosis (Figure 5-3C). The high MI for PLK1 is likely to be 

due to the fact that there was a high percentage of mitotic cells (Figure 5-3C). This is 

due to the PLK1’s role in mitotic control (Nigg, 2001). As it effectively killed cells and 

did not induce a high number of cells in mitosis UBB1 siRNA was chosen as the 

transfection control for further studies. 

When analysing the data from the random kinases on the rest of the plate it was 

observed that ATR and WEE1 knockdown resulted in a higher MI than average. As the 

roles of these protein in the S-M checkpoint and G2/M checkpoint are well established 

(Enoch et al., 1992; Nghiem et al., 2001), siRNAs against ATR and WEE1 were chosen 

as additional positive controls in subsequent screening development. 

5.2.4 Kinome-Phosphatome screen 

In order to assess the reproducibility of the assay and to practice performing it with 

multiple plates, a small subset screen was performed targeting all of the known 

kinases (kinome) and phosphatases (phosphatome) in the human genome. Four 384-

well plates contained the library and the assay was carried out in triplicate for each 

plate. Each plate contained 320 siRNAs to screen and 6 controls added to 16 wells 

(see Figure 5-4A for plate layout). UBB1 siRNA was the transfection control, NT6 

siRNA (now called NT) the negative control and CHK1 siRNA the positive control. ATR 

and WEE1 siRNA were added as further positive controls after their identification in 

the assay plate, though it is of note that the siRNA used as controls was siGENOME 

siRNA and not OTP as used on the rest of the assay plate. CDK5R1 siRNA was also used 

as it has been reported to affect apoptosis after S-phase checkpoint activation (Van 

Hateran, N. and Brown S. pers. comms.). 

The plates were screened using the conditions in Table 2-7 and the data analysed. 

Figure 5-4B shows that although most of the plates had a low median score (below 

1%) there was some variation between plates. To remove this variation from the 

analysis, results were normalised and converted into z-scores (see section 2.2.6.1) in 

which the median of each plate has the value of zero (Figure 5-4C). Due to the 

logarithmic nature of the z-score calculation, the wells that had no mitotic cells were  
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Figure 5-4. Kinome-Phosphatome screen results. 

A.  Layout of the 384-well plate used for kinome-phosphatome screen (and genome-
wide screen). B. MI values obtained from kinome-phosphatome screen. Each bar is 
one of the 12 plates. Box represents 25th-75th percentile with line at the median. 
Whiskers extend to 10th and 90th percentile with outliers as dots. C. MI z-score 
obtained for the 12 plates. Box plots as in B. D. Median MI z-score versus median cell 
count z-score. Controls in colour. Dotted lines represent thresholds. E. MI z-scores 
for replicate 1 plotted against MI z-scores for replicate 2. F. As E but with replicates 
1 and 3. 
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given very strongly negative z-scores (bottom axis of Figure 5-4C). As these results 

are not of interest it did not affect the analysis. 

Figure 5-4D shows a plot of the median z-score of the cell count versus the median z-

score of the MI. The dotted lines segregate the plot into four areas. The left hand top 

and bottom segments have a low cell count presumably because the siRNAs cause cell 

death (e.g. UBB1 and PLK1 siRNA) and these are excluded from further study (even if 

they had a high MI). The samples of interest are those in the top right segment where 

knockdown causes an increase in MI without substantial cell death. In this segment 

are the known components ATR, CHK1, WEE1 and PKMYT1 as well as PPP2R1A (a 

regulatory subunit of protein phosphatase 2 involved in mitotic exit (Wurzenberger 

and Gerlich, 2011)) and NUDT3 (Diphosphoinositol Polyphosphate 

Phosphohydrolase 1 which is involved in nucleoside phosphate metabolic pathways 

(Safrany et al., 1998).  The majority of the positive controls were also in this segment, 

although the MI resulting from ATR knockdown was lower than expected. This is most 

likely due to siGENOME ATR siRNA not being as effective as the OTP siRNA in 

knocking down ATR protein expression as the OTP siRNA in the samples gave a high 

MI.  

The reproducibility of the assay was moderately strong as shown in the scatter plots 

in Figure 5-4E and F. The majority of the data clustered around the median but strong 

hits (above two z-scores) were reproducible across the three replicates. 

5.3 Conclusions 

The S-M checkpoint in HCT116 cells has been shown to be robust, reliable and 

dependent on many of the known checkpoint components. Therefore optimising and 

preparing for a high-throughput screen has been possible.  

The sensitivity of the checkpoint to caffeine in HCT116 cells indicates that many of 

the pathways in other cell types (e.g. MAPKs) may be non-functional in these cells. 

Although this means that components of the S-M checkpoint in these pathways will 

not be identified in the screen, it does decrease the redundancy in the system. 

Therefore it increases the likelihood that knockdown of a component will affect the 

checkpoint and thus be identified. The involvement of identified components can then 

be assessed in other cell lines at a later stage. It was interesting to note that different 

results to those previously published were observed in caffeine-treated HeLa cells 

treated with HU or Aph. Previously it has been reported that after treatment with HU 
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for 25hrs combined with caffeine for the final 10hrs, the MI in HeLa cell populations 

remains low (Florensa et al., 2003), suggesting that caffeine is unable to abrogate the 

S-M checkpoint in this cell line. In contrast to that report, I observed an increase in MI 

in HeLa cells treated with HU and caffeine compared to HU alone; however treatment 

with Aph and caffeine did not increase the MI compared to the value obtained after 

treatment with Aph alone. The reasons for the discrepancy with the observations of 

Florensa et al., (2003) are unknown. One possibility is that the different modes of 

action of these replication inhibitors have different effects on checkpoint activation. 

Therefore the timing of checkpoint inhibition with caffeine may affect checkpoint 

abrogation differently.  

The conditions for the screen were all optimised using CHK1 knockdown or caffeine 

treatment as positive controls. It follows that conditions may not be optimal for other 

genes that may be involved in the checkpoint, and therefore they may not be 

discovered during the screen. Although I have tried to allow for this by extending 

knockdown time by 24hrs, it is possible that but ultimately some checkpoint genes 

may not be identified.  

Interestingly, even with optimised conditions CHK1 knockdown caused the MI to 

rise only to ~5%. This is a significant increase from 0.5% (NT average) but 

nevertheless, it means that 95% of cells are not in mitosis even after depletion of 

this key checkpoint protein. The stage of the cell cycle at which cells are in when 

they are treated with HU is likely to be a dominant factor in this; cells in G2, M or G1 

phase may stall at the G1/S boundary by activation of the G1/S checkpoint. 

However, the percentage of cells in S-phase is higher than 5% and so one would 

expect a higher percentage than 5% to be in mitosis following S-phase arrest and 

subsequent checkpoint abrogation; therefore there may be other reasons for the low 

percentage of mitotic cells seen in the assay. 

Variation in the efficiency of transfection such that some cells take up less CHK1 

siRNA and the protein is not knocked down as strongly, may contribute to a lower 

MI than expected. However, a similar MI was also seen in cells treated with caffeine. 

Stress inflicted on the cells during the assay process may increase the cell cycle time 

and affect the S-phase population. Another factor is that cells may undergo mitotic 

catastrophe after loss of the checkpoint and not be visible when the cells are imaged. 
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The identification of the known checkpoint components ATR and WEE1 in this initial 

assay plate trial, increased confidence that this assay had the potential to identify 

novel components of the S-M checkpoint. 
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6. Genome-wide screening and Secondary 

screening 

6.1 Introduction 

Genome-wide RNAi screens are carried in a high-throughput manner to identify 

components of a mechanism. Our human siRNA screen targeted 18,104 different 

genes with pooled OTP siRNAs. These were arrayed on 58 x 384-well plates also 

containing control siRNAs. A balance must be made in the execution and analysis of a 

screen to attempt to eliminate both false positives and false negatives. In this screen, 

I erred more on the side of eliminating false positives, meaning that some true 

positive components won’t be identified. This does not undermine the overall aim 

which was to undertake a screen to identify novel, rather than all, components of the 

S-phase checkpoint. 

Secondary screens are required to confirm the validity of the hits that emerge from a 

primary screen. These may use different siRNAs and distinct assay conditions to 

increase confidence in the hits. 

6.2 Results 

6.2.1 Genome-wide screening 

The genome-wide RNAi screen was carried out in duplicate, in batches of ~20 plates 

at a time (a third of the genome). The assay was performed as described for the 

kinome-phosphatome screen, including the same principles of plate layout (Figure 5-

4A). As in the kinome-phosphatome screen, the MI and total cell count were 

normalised to the plate median to reduce experimental variation (Boutros et al., 

2006) and gives rise to z-scores. Figure 6-1A shows the MI z-score for all samples on 

each plate. Once normalised, the data are reasonably consistent across the batches 

and plates. The two exceptions are the replicates of plate 39 (marked with arrows). 

Due to a high number of wells having no mitotic cells on these plates, the median was 

0 and therefore the normalisation process was not functional and this plate was 

eliminated from further analysis.  

Figure 6-1B shows the MI z-score against the cell count z-score for each gene screened 

(mean result of two replicates shown). These data indicated that knockdowns of  
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Figure 6-1. Genome-wide RNAi screen of S-M checkpoint. 

A. Distribution of the normalised MI across all 116 plates screened. Each box 
represents the 25th-75th percentile of the plate with the median marked as a line. 
The whiskers extend to the 5th and 95th percentiles and data outlying this range are 
marked as dots. Plate 39 from both replicates are marked with arrows as they gave 
skewed results and so were excluded from analysis. B. Mean MI z-score vs mean cell 
count z-score of the controls and all samples for the genome-wide screen. Dotted 
lines represent thresholds used in hit evaluation. Results of known checkpoint 
components are highlighted. 
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control genes had the expected outcomes. The presence of UBB1 siRNA resulted in 

cell death (average cell count z-score -7.2), CHK1 siRNA resulted in an increase in MI 

without impacting dramatically on cell death (average MI z-score 1.9 and cell count z-

score -1.4), and the NT siRNA gave an average MI and cell count (~0). As in the 

kinome-phosphatome screen, other controls, ATR, WEE1 and CDK5R1, resulted in a 

slight increase in MI but did cause a degree of cell death, as might be expected. 

6.2.2 Hits 

The samples of most interest were those in which both replicates had a MI z-score 

above 1.2 and a mean cell count z-score above -3.5 (MI in wells where  the extent of 

cell death was very high was unreliable). This threshold was chosen as it included 

known components of the checkpoint (see those labelled in Figure 6-1B) and 

emphasised reproducibility across the two replicates. The 127 genes that crossed this 

threshold and are listed in table 6-1 and table 6-2 with their mean MI and cell count 

z-scores shown. Figure 6-2 shows a map of the known interactions and associations 

between these identified genes (93 genes have no interaction with any other and are 

not shown). From this figure, it can be seen that many of the known components 

involved in ATR activation were hits (ATR, RPA1, RPA2, RAD1, RAD9 and RFC4) as 

well as CHK1 and some replication components (RCF4, LIG1 and CDC6). There are 

many other replication components but these may not have been identified due to 

their knockdown strongly effecting viability or their lack of function in the checkpoint. 

Identification of checkpoint and replication components provided validation for the 

screen. Figure 6-2 also shows that  knockdown of a number of genes known to be 

involved in the regulation of mitotic progression were identified in the first round of 

this screen.  The identification of such genes is expected as the elimination of positive 

regulators of mitotic progression would be expected to increase the MI independently 

of the checkpoint. 

6.2.3 Secondary screening 

In order to further validate the hits, 100 were chosen to be taken forward for 

secondary screening. This included 71 of the 127 hits that crossed the initial threshold 

(table 6-1) and were those that gave the highest, most reproducible MI, with little cell 

death. Of the 56 over the threshold that weren’t taken forward (table 6-2), 11 were 

those already known to be involved in the checkpoint or those known to be involved 

in mitosis. These were not taken forward as the aim of the screen was to identify novel  
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Table 6-1. Genes that crossed the initial threshold and were taken forward for 
secondary screening. 

127 genes scored an MI z-score above 1.2 in both replicates and had a mean cell 
count z-score above -3.5 (initial threshold). The 71 genes shown here are those that 
were taken forward for secondary screening. 
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Table 6-2. Genes that crossed the initial threshold but were not taken forward 

127 genes scored an MI z-score above 1.2 in both replicates and had a mean cell 
count z-score above -3.5 (initial threshold). The 56 genes shown here are those that 
were not taken forward for secondary screening. 11 of these were due to known 
involvement in the checkpoint or mitosis (see right-hand side of table). The 
remaining 45 were not included due to low cell numbers or low reproducibility 
between replicates. 
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Figure 6-2. Hits from the genome-wide RNAi screen. 

Interactions and associations of proteins that crossed the threshold. Only those that 
have an interaction with others are shown. The darker the blue line the more 
evidence for the interaction. Three main pathways are highlighted: those known to 
be involved in ATR activation, replication and mitosis. 
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components. RPA1 was included to act as a further positive control as its function in 

ATR activation is well documented (Zou and Elledge, 2003). CDC6’s homolog Cdc18 

has been found to have a role in the S-M checkpoint in yeast (Fersht et al., 2007)and 

the human protein has been shown to be involved in CHK1 activation and mitosis 

(Clay-Farrace et al., 2003; Lau et al., 2006). Therefore CDC6, which had a high MI z-

score average of 2.3, was also taken forward as a highly probable component of the 

checkpoint.  

A further 29 genes were chosen from hits that had one replicate with a MI z-score 

over 1.45 and the other under 1.2, but had a link to cancer or the cell cycle in the 

literature (Table 6-3).  

In order to validate the 100 hits, they were screened in three further assays: one a 

repeat of the genome-wide screen, one utilising Aph, instead of HU, as the replication 

stress activator and one without any replication stress. All of these were performed 

using pooled siGENOME siRNA instead of the OTP siRNA used in the genome-wide 

screen which had different sequences. This was advantageous as off-target effects 

from siRNA sequences can be decreased, resulting in the potential identification of 

false positives. These pooled siRNAs were added to 384-well plates so that each plate 

contained two replicates of each hit, 8 wells with CHK1 siRNA, two wells with UBB1 

siRNA and 32 wells with NT siRNA. Two plates were used for each secondary screen 

giving four replicates of each hit. 

6.2.3.1 HU secondary screen 

The first secondary screen was done to reproduce the original results with exactly the 

same assay conditions (except using siGENOME siRNA). Surprisingly, this secondary 

analysis generated a low frequency of hits which had a MI above one (Figure 6-3A). 

This could be due to some hits being false positives in the original screen, or the 

siGENOME siRNA being not as effective at inducing knockdown of the target protein 

below its critical effector concentration under the screening conditions used. 

Nonetheless, a number of hits gave a significant (p value <0.001 in two-tailed 

unpaired t-test) increase in MI compared to the NT siRNA. These were divided into 

strong and weak hits based on whether their mean MI was above or below one (Figure 

6-3B). 
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Table 6-3. Weaker hits selected for secondary screening. 

29 weaker hits in the primary scree were selected for secondary screening if they 
had one replicate with a MI z-score over 1.45 and the other under 1.2, and had a link 
to cancer or the cell cycle in the literature.  
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Figure 6-3. Secondary screening. 

A.  MI vs cell count for each individual well on the two secondary screening plates 
after S-M checkpoint assay with 2mM HU. B. Hits that had a significant difference 
from the NT samples (p<0.001 two tailed t-test). Hits with a mean MI over 1 were 
classified as strong. Bars represent the mean + sd C. As A but with 15µM Aph instead 
of HU. Dotted vertical line represents the cut off for those with a low cell count that 
were excluded. D. Hits that had a significant increase in MI compare to the NT 
samples (p<0.001 two-tailed t-test). Hits with a mean MI of over 0.7 were classified 
as strong and those less than 0.7 weak. Bars represent the mean + sd. 
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6.2.3.2 Aph secondary screen 

The second secondary screen utilised 15μM Aph, instead of HU, to attempt to identify 

those hits that were responsive to replication stress generally and not specific to HU. 

Similarly to the first secondary screen, Figure 6-3C shows that there were few hits 

with a MI higher than the NT siRNA samples. There were also a few wells that had 

very low cell counts (generally found on the edge of the plates) and so these were 

removed from the analysis. The samples that showed a significant difference from the 

NT siRNA (p<0.001 two tailed unpaired t-test) are shown in Figure 6-3D, again split 

into strong (mean MI over 0.7) and weak hits. Encouragingly many of the hits 

(particularly the strong ones) were the same as those identified in the HU secondary 

screen. 

6.2.3.3 No replication stress secondary screen 

The final secondary screen was performed in the same manner as the previous two 

but with no replication stress added. This was to exclude hits that affected the MI 

independently of replication stress. Five hits gave an increased MI: DYNC1I2, CCT6A, 

EIF2C4, PPP2R1A and DYNLRB1 (data not shown). PPP2RA is a structural scaffold 

protein which forms part of PP2A. This heterotrimeric phosphatase controls multiple 

functions in mitosis, including playing a key role in mitotic exit (Schmitz et al., 2010; 

Wurzenberger and Gerlich, 2011). DYNC1L2 and DYNLRB1 are components of the 

Dynein motor protein complex. This plays a role in chromosome movement and 

spindle formation during mitosis and knockdown of components are known to affect 

mitotic progression (Raaijmakers et al., 2013). CCT6A is a subunit of the Chaperonin 

Containing TCP (CCT) complex, which is involved in protein folding. Though not 

directly involved in mitosis the CCT complex is known to associate with PLK1 and 

CDC20, an activator of the Anaphase Promoting Complex/Cyclosome (APC/C) 

(Camasses et al., 2003; Liu et al., 2005). Possibly due to this protein folding functions 

knockdown of CCT components has been shown to cause a G2/M arrest (Liu et al., 

2005). EIF2C4/AGO4 is an argonaute protein involved in RNAi. The reasons as to why 

its knockdown increases the MI is unknown, but it is known to play a role in meiosis 

and a similar mechanism may apply in mitosis (Modzelewski et al., 2012). These 

genes, whilst involved in the process, were excluded from further analysis as mitotic 

genes were not the primary focus of this work. 
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6.2.3.4 Conclusions from the secondary screens 

A summary of the results from the primary and secondary screens is shown in a Venn 

diagram in Figure 6-4A (mitotic genes from the third secondary screen are excluded). 

Even with a low number of genes being classified as hits in the secondary screens, 

there were 10 genes that performed well in both secondary assays. Table 6-4 shows 

how they performed in the different screens. The strongest overlap between the 

screens comes from the genes that were classified as strong hits in the secondary 

screens (Figure 6-4A see strong overlap of dark green and blue circles). That these 

genes showed strong effects in repeated and independent analyses adds more weight 

to the notion that these genes play a role in the S-M checkpoint.  

In order to investigate some of the hits further a smaller number were chosen to take 

forward. The strongest hit in the secondary screens was RPA1 which is already known 

to be involved in ATR activation (Fanning et al., 2006), so this wasn’t investigated 

further. The other top six hits are shown in Figure 6-4B where their responses in all 

the screens are compared. Four out of these six were chosen for further validation. 

The role of LIG1 was not investigated further due to its known involvement in 

replication and, consequently checkpoint activation. Because RPESP knockdown 

showed a slight increase in MI even when cells had not been previously treated with 

replication inhibitors, this potential hit was not pursued.  

C12orf66 was chosen as it was a strong hit in all the screens though nothing is known 

of its function. CCDC149 is also relatively unknown and gave a strong response in the 

secondary screens. SCD was weak in the primary screen and the HU secondary screen 

but a strong response was observed when Aph was used to impose replication stress. 

S1PR2 was the final hit chosen for further investigation due to its strong response in 

the original screen and known link to cell proliferation (Kluk and Hla, 2002) even 

though it had a weaker response in the secondary screens. 

6.3 Conclusions 

In conclusion, a genome-wide RNAi screen has been performed to identify 

components of the S-M checkpoint. The screen was validated by the identification of 

many known components, CHK1, ATR, RAD1, RAD9A, RPA1, RPA2 and RFC4 

(Canman, 2001). Other components, known to be involved in the checkpoint, were  
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Figure 6-4. Summary of hits performance in primary and secondary screens. 

A. Venn diagram (circles not to scale) of the strong (darker) and weak (lighter) hits 
from the three screens. Strong hits in from the genome-wide screen defined as those 
with mean MI z-score over 1.5. 5 Mitotic hits are excluded. B. MI of the 6 top hits in 
all 4 (original and 3 secondary) screens. Bar = mean + sd 
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Table 6-4. Summary of hits from primary and secondary screens. 

The 10 hits from the secondary screens with their result from the three screens. In 
the genome-wide screen strong hits classified as having a mean MI z-score over 1.5. 
In the HU secondary screen strong hits classified as having a mean MI over 1. In the 
Aph secondary screen strong hits classified as having a mean MI over 0.7.  
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not identified in the screening process (see Figure 6-5). There are several reasons for 

this, which may also apply to other false negative results.  

Firstly only positive regulators of the checkpoint would be identified in the assay that 

was performed. The MI could only rise in comparison to the negative controls, 

meaning that the knockdown of any gene that increased the activity of the checkpoint 

could not be identified. For example, knockdown of CDC25A, B and C, CDK1 and cyclin 

B1 are all expected to decrease the MI in untreated cells but after treatment with 

replication stress would behave as control cells. 

ATRIP, the key interacting partner of ATR, was not identified because targeting 

constructs for this gene have not been validated and therefore are not included in the 

available siRNA dataset. The analysis undertaken here involved targeting 18,104 

genes, and thus approximately 2,000 genes were not screened. Once reagents are 

available for the remaining genes they can be investigated in the future.  

Somewhat surprisingly, other genes, which are known to play key roles in the ATR 

activation, such as HUS1, Claspin, RAD17, and TOPBP1 (Delacroix et al., 2007; 

Kumagai and Dunphy, 2000; Lee and Dunphy, 2010)  were not revealed in this screen. 

They may not have been identified due to insufficient knockdown of the protein by 

the siRNA protocol. This may be due to a long protein half-life or the ineffectiveness 

of the siRNA. They may also not be identified if there is redundancy in those elements 

of the system leading from detection of replication stress to the execution point of 

mitotic delay. It follows that knockdown of some of these components may have had 

other effects on aspects of checkpoint signalling and the DNA damage response, but 

these were not detected here.  For example, if there was a way for the checkpoint 

signalling components to be activated independently of some upstream element 

(even if not to 100% of the optimal level) a significant effect from their knockdown 

might not necessarily be observed. 

Some genes which are known to have a role in the wider DDR, BRCA2, NBS1 and 

WEE1, gave a relatively high response in one replicate but no response in another. 

This is a problem with only performing the screen in duplicate. Ineffectiveness of the 

assay in one well (due to edge effects, multidrop error or other reasons) results in two 

different results and inability to determine which is the true result.  

There were 100 genes that produced an increase in the MI in the primary screen that 

were further validated in three secondary screens with siGENOME siRNA. There was 
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Figure 6-5. Identified components in the S-M checkpoint. 

An outline of the S-M checkpoint with components identified in the genome-wide 
screen encircled in green. Unidentified components exist throughout the pathway. 
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a very low retention rate in the secondary screens, with only 10 of the 100 performing 

well, with one of the positive controls CDC6 not having an effect. This is most likely 

due to the change in type of siRNA from OTP to siGENOME. siGENOME siRNA doesn’t 

have the further modifications that OTP siRNA has and is also designed to target a 

different sequence (Thermo Fisher Scientific, 2009). Even if knockdown of the mRNA 

did occur with the siGENOME siRNA it may not be as effective and still leave enough 

protein present to function in the checkpoint. Further work is needed to verify that 

this is the cause of low retention by analysing the protein levels of the primary hits 

after knockdown with each type of siRNA. 

Four hits have been chosen to be taken forward that did give a response in the 

secondary screens. Although many other novel components may have been omitted 

during this analysis, the identification of these four is a positive outcome. Further 

screening and validation will be required to robustly identify all components of the S-

phase checkpoint. 

(Chang and Barford, 2014; Daum et al., 2009; Garnett et al., 2009; Kramer et al., 1998; 

McEwen et al., 2001) 
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7. Validation of hits 

7.1 Introduction 

The four hits identified in the screen were of great interest, so further investigation 

into their role in the S-phase checkpoint was necessary. To initiate this a literature 

search was performed to evaluate what was already known about these genes. 

Chromosome 12 open reading frame 66 (C12orf66), also known as FLJ32549 and 

UPF0536, is a 36kbp gene which encodes a 445aa protein of unknown function. It is 

over 96% conserved in mice and nearly 80% in zebrafish. Little is known about its 

function, but it has been shown to have increased expression in breast cancers that 

have invaded into the lymph nodes, indicating poor prognosis (Kim et al., 2011). It 

was also found in a genome-wide RNAi screen in U2OS cells (a human osteosarcoma 

cell line) to play a role in homologous recombination (Adamson et al., 2012). These 

few results are encouraging and suggest that C12orf66 may play a role in the DDR and 

cancer progression. 

Coiled-coil domain containing protein 149 (CCDC149) is also a relatively unknown 

gene. It encodes a 4079bp mRNA made up of 13 exons which are translated into a 

53kDa protein with an uncharacterised coiled-coil domain. Coiled-coil domains are 

versatile elements which are found in many proteins including structural proteins 

and transcription factors (Burkhard et al., 2001). CCDC149 has been identified as a 

ubiquitinated protein in Fanconi anemia bone marrow cells (Vanderwerf et al., 2009) 

and the region of chromosome 4 where the gene is located has been shown to be 

linked to bipolar disorder and schizophrenia (Christoforou et al., 2007). 

Stearoyl-CoA desaturase (SCD/SCD1) is an endoplasmic-reticulum based enzyme 

involved in fatty acid metabolism which converts saturated stearoyl-CoA into 

monounsaturated oleoyl-CoA. This production is vital in the synthesis of 

phospholipids, triacylglycerols and cholesterol esters, all of which are required for 

cell membranes, signalling pathways and energy storage. Due to the requirement for 

fatty acids during cell proliferation, SCD is tightly regulated, and its expression 

increases upon mitogen stimulation. SCD is also highly expressed in many types of 

cancer cells, and linked to diabetes and obesity (Igal, 2010) 

Sphingosine-1-phosphate receptor 2 (S1PR2/EDG5) is a small G-protein coupled 

receptor (GPCR) which is expressed in a wide range of cells and tissues (Kluk and Hla, 
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2002). Activation of the receptor by sphingosine-1-phosphate (S1P), causes a range 

of different signals which can affect migration, membrane ruffling, stress fibre 

formation and cell proliferation (Kluk and Hla, 2002). Levels of S1P are also known to 

be increased greatly in ovarian cancer cells (Wang et al., 2008) and deletion of S1PR2 

in mice causes neuronal dysfunction (MacLennan et al., 2001). 

These genes have no prior known link to the S-M checkpoint or any other DDR 

components and therefore to further validate their role and to investigate their 

function, further experiments were required. In order to do this, the siRNA type that 

gave the strongest phenotype was chosen to use for further investigation (Figure 6-

4B). This was siGENOME siRNA (as used in the secondary screens) for C12orf66, 

CCDC149 and SCD and OTP siRNA (as used in the original screen) siRNA for S1PR2. 

7.2 Results 

7.2.1 Confirmation of knockdown 

In a first step toward validation of the hits, it was necessary to confirm that 

transfection with the pooled siRNA caused knockdown of predicted target genes. As 

antibodies to some of the hits were unavailable, knockdown could only be confirmed 

at the mRNA level. Figure 7-1 shows that a strong knockdown of each mRNA was 

observed 72hrs after transfection with the pooled siRNA. This is suggestive that levels 

of the cognate protein in each case were also significantly reduced at this time point 

(though that may not be the case if any gene product has a significantly long half-life).  

7.2.2 Deconvolution of siRNAs 

The principles by which an siRNA efficiently brings about knockdown remain 

incomplete despite considerable progress (Pei and Tuschl, 2006). Distinct siRNAs 

targeting the same gene may result in different knockdown efficiencies. As a 

consequence, the large genome libraries utilised in the primary and secondary screen 

described here utilise a combination of four different sequences for each gene target 

(siRNA pools) in order to maximise the likelihood of efficient knockdown. This 

ensures that should one siRNA fail to reduce expression, the redundancy provided by 

the presence of other siRNAs will still result in knockdown, although possibly with 

decreased efficiency. The use of pooled siRNA also decreases the chance of off-target 

effects (Dharmacon, 2014). It was decided to deconvolve the pooled siRNA sets 

against the hits outlined above, into their individual siRNAs, and to assess each one’s  
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Figure 7-1. mRNA levels after hit gene knockdown with pooled siRNA 

Expression of the indicated genes were knocked down using pooled siRNA (or NT as 
control) for 72hrs. RNA was extracted and levels quantified by QPCR for each target 
gene in the knocked down and control sample. Levels were normalised to GAPDH 
and fold change to NT sample calculated. N=1. 
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ability to knockdown expression of its predicted cognate gene. By doing this, the 

single siRNA that gave the best knockdown could be identified.  

Knockdown was first evaluated by measuring relative mRNA levels, as shown in 

Figure 7-2. Not unexpectedly, the efficiency of knockdown as measured by q-PCR 

varied across each set of siRNAs. In general, as expected, each siRNA pool resulted in 

a knockdown efficiency compatible with the notion that, in the pools, each active 

component was present at reduced concentration, compared to experiments 

involving each unique siRNA.  

Knockdown at the protein level was then confirmed for CCDC149 and SCD for which 

antibodies were available. Figure 7-3A shows that CCDC149 protein levels were 

significantly reduced from cells exposed to all cognate siRNAs in agreement with the 

mRNA data. SCD protein levels were found to decrease considerably with siRNA #1 

and #3 and moderately with #4 but no knockdown was observed with #2 (Figure 7-

3B). These data are not completely consistent with the mRNA data in which SCD 

mRNA was unaffected by siRNA #1. The reasons for these discrepancies are not clear. 

One possibility is the presence of well-to-well variation in the transfection efficiency. 

Another possibility is that the distinct chemistries associated with individual siRNAs 

may affect protein levels through different mechanisms, for example mRNA 

degradation or translation inhibition (Carthew and Sontheimer, 2009).  

Finally, to identify individual mRNAs for further investigation, the individual siRNAs 

were also assessed in the S-M checkpoint assay. Figure 7-4A shows that again there 

was a range of effects from the different siRNAs and in general the pooled siRNAs 

resulted in phenotypes consistent with the combined effects of each. In the case of 

C12orf66, siRNA #2 gave the highest MI which was consistent with it giving the best 

knockdown at the mRNA level. This siRNA was chosen for further work. In the case of 

CCDC149, no increase in MI was observed with siRNA #2 although a modest 

knockdown had been observed at the protein level. But siRNA #3 did give a high MI 

and produced a moderate knockdown at the mRNA and protein level, so this was 

subsequently used. The SCD S-M checkpoint results were also broadly consistent with 

SCD protein levels, with no effect with siRNA #2 but a strong checkpoint abrogation 

with siRNA #3 and the pooled siRNA. Therefore siRNA #3 was used in subsequent 

experiments.  

In Figure 7-4A, knockdown with S1PR2 siRNAs did not cause an effect on the S-M 

checkpoint. This result was concluded to be an anomaly as even the pooled siRNA,  
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Figure 7-2. mRNA levels after knockdown of hits with deconvolved siRNA. 

Genes were knocked down using individual siRNAs for 72hrs. RNA was extracted 
and levels quantified by QPCR for each target gene in the knocked down and control 
samples. Levels were normalised to GAPDH and fold change to the average of the 
two NT sample calculated.  For NT N=2, for other samples N=1. A = C12orf66, B = 
CCDC149, C = SCD, D = S1PR2. 
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Figure 7-3. Protein levels after knockdown of hits. 

A. Cells were transfected with siRNA either to individual CCDC149 siRNAs, a pool of 
all 4 siRNA or NT (control). After 72hrs cells were lysed and 60µg electrophoresed 
on a 10% SDS-gel. After western blotting levels of CCDC149 and Nucleolin (loading 
control) were detected by photographic film. CCDC149 band at ~50kDa and 
Nucleolin at ~80kDa. B. As A but 50µg loaded, SCD detected and 3 NT samples used 
as controls. Boxes represent where unnecessary bands were cropped out but all 
bands are from the same experiment and were developed for the same length of 
time, therefore comparable intensities. SCD ran at ~32kDa and Nucleolin ~80kDa. 
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Figure 7-4. Effect of knockdown with deconvolved siRNAs on S-M checkpoint 
assay. 

Cell population were transfected with individual or pooled siRNA to the hits or NT 
or CHK1 (controls). MI was measured after 24hrs HU treatment as in screen. MI (A) 
and cell count (B) show variation between individual siRNAs. 
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which had previously given an increase in MI, did not differ from the NT result. This 

is most likely due to inefficient knockdown of S1PR2, as a limited effect of cell count 

was also observed compared to the other knockdowns (Figure 7-4B). This could be 

caused by edge effects on the assay plate as the S1PR2 knockdowns were the closest 

to the edge, and it has been observed previously that the cells populations located at 

plate edges are affected by different incubation conditions. siRNA #1 was chosen to 

take forward as it gave a slight increase in  MI in the S-M checkpoint assay and gave a 

strong knockdown at the mRNA level. A repeat of the S-M checkpoint assay is required 

though to confirm that this individual siRNA affects the S-M checkpoint. 

7.2.3 Further investigation of role of hits in S-M checkpoint 

7.2.3.1 Premature mitosis 

To further investigate the role of the four proteins described above, I used siRNA 

induced knockdown, using the chosen individual siRNAs, to directly investigate the 

effect on premature mitosis. To do this, cells were treated with HU to activate the S-

M checkpoint and then, after 5hrs, nocodazole (a microtubule polymerisation 

inhibitor that arrests cells in pro-metaphase) was added to trap cells in mitosis and 

prevent their loss through mitotic catastrophe. (See experiment timeline in Figure 7-

5A).  Cells were fixed and stained with anti-phospho-H3 as a marker for mitosis and 

propidium iodine to indicate DNA content respectively. 

Figure 7-5B shows that, utilising the protocol outlined in Figure 7-5A, cells treated 

with HU and nocodazole, following transfection with NT siRNA, displayed the same 

proportion of 4N mitotic cells as asynchronous cells, similarly transfected. 

Unexpectedly, the MI was not low as it was in the S-M checkpoint experiments in 

which cells were exposed solely to HU, indicating that, in these experimental 

conditions, insufficient time had elapsed between the addition of HU and before the 

addition of nocodazole. Therefore mitotic cells that had a DNA content of 4N were 

likely to be those that were in G2 at the time of HU addition and not of particular 

interest in the analysis. Future experiments with a longer delay (or no nocodazole) 

would hopefully be able to reproduce the MI observed in the S-M checkpoint assay. 

Nonetheless, there was still a noticeable effect when the S-M checkpoint was 

inhibited. Transfection with CHK1 siRNA and treatment of cells with HU and 

nocodazole caused a large percentage of cells to enter mitosis prematurely, indicated 

by those with a DNA content <4N (Figure 7-5B and D).  
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Figure 7-5. Effect of knockdown of hits on premature mitosis. 

A. Timeline of assay before flow cytometry. Cells were knocked down with 
individual siRNAs to the hits or NT or CHK1 (controls). After transfection dishes 
were split in to two dishes. One was then left untreated and the other treated with 
2mM HU for 24hrs and 100ng/ml nocodazole for the last 19hrs of the HU treatment. 
B. After protocol in A, samples were stained with anti-phospho-H3 and propidium 
iodide and flow cytometry used to identify mitotic cells. Two boxes at the top of each 
graph indicated the mitotic cells with the left hand side DNA content <4N and the 
right at 4N C. Quantification of the percentage of all cells that are phospho-H3 
positive and therefore mitotic. D. Quantification of the percentage of all mitotic cells 
that have a DNA content less than 4N. 
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Knockdown with C12orf66 siRNA also resulted in an effect on mitosis with a strong 

decrease in the percentage of mitotic cells after HU and nocodazole treatment (Figure 

7-5C). Looking into the cells that are mitotic it can be seen that C12orf66 knockdown 

gives an elevated percentage with a <4N DNA content compared to the NT siRNA 

control, although the effect is not as striking as that observed following CHK1 

knockdown (see Figure 7-5D).  This increase in <4N mitotic cells is also seen to a 

lesser extent in the untreated sample but here the mitotic index isn’t low. 

An increase in the percentage of mitotic cells with <4N DNA content was also 

observed with in untreated cells with S1PR2 knockdown (Figure 7-5D). This effect is 

lessened in HU and nocodazole treated cells where the mitotic index decreases 

(Figure 7-5C). This may suggest a role for S1PR2 in cell cycle progression which 

changes under conditions of replication stress. 

Knockdown of CCDC149 and SCD only had a few cells entering mitosis prematurely 

after HU and nocodazole treatment but had no substantial difference from the NT 

control in untreated samples. 

7.2.3.2 CDK1 and Cyclin B1 

The end point of the S-M checkpoint, which causes the delay into mitosis, is the 

prevention of the activation of CDK1-cyclinB1 complex (Rhind and Russell, 1998). I 

therefore investigated whether knockdown of any of the four gene products 

described above had an effect on CDK1 or cyclin B1 levels or phosphorylation. 

 Cell populations were treated with the relevant optimised siRNA as above, together 

with NT and CHK1 siRNA as controls, and either left untreated, or treated for 24hrs 

with HU with nocodazole added for the final 16hrs. Figure 7-6A shows that levels of 

cyclin B1 (which are known to increase up to early mitosis) are higher in HU + 

nocodazole treated cells than untreated (compare the NT samples). This is in 

agreement with previous work that showed that S-phase arrested HCT116 cells 

continue to accumulate cyclin B1 during S-phase arrest (unlike other cell lines) 

(Florensa et al., 2003). It is possible that some G2/M cells remained present in this 

population following addition of nocodazole.  In contrast, the cyclin B1 levels did not 

increase in cells containing reduced levels of CCDC149 or SCD. This is different from 

cells knocked down with CHK1, C12orf66 or S1PR2 which behave as the NT sample.  
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Figure 7-6. Knockdown of hits affects CDK1/cyclin B1. 

A. Cells were either untreated or treated with 2mM HU for 24hrs and 50ng/ml 
nocodazole for the last 16hours. Cells were lysed, 15µg run on a gel and blotted for 
the above proteins.  Nucleolin loading control for the samples above it. P-Cdc2 = Cdc2 
phosphorylated at tyrosine 15. * indicates a mark on the blot not related to the 
protein. ** indicates band which was stronger when re-run, see ***. CyclinB1 ran at 
~49kDa, P-CDK1 and CDK1 at ~27kDa and Nucleolin at ~80kDa. B. Quantification of 
repeats of the above experiment. Band intensity for each target protein was 
quantified and then divided by the average intensity of all the Nucleolin bands on that 
blot. N = 1 untreated Cyclin B1. N = 2 for treated Cyclin B1. N = 4-5 for P-CDK1 and 
CDK1 with NT, CHK1, CCDC149 or SCD siRNA. N = 2-3 for P-CDK1 and CDK1 with 
C12orf66 or S1PR2 siRNA. Error bars = SEM. 
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The overall levels of CDK1 were analysed in the same experiment. Treatment with HU 

is expected to activate the S/M checkpoint and induce increased levels of CDK1 

phosphorylated at Y15. This was observed in the samples from cells exposed to 

NTsiRNA, where there was an increase in the ratio of phospho- (upper band) to 

dephospho (lower band) CDK1 in immunoblots probed with anti-CDK1 antibodies. 

An increase in phosphorylated CDK1 was also observed using a Y15 phospho-CDK1 

specific antibody after treatment with HU and nocodazole (Figure 7-6A).  

Knockdown of CHK1 shows a slight decrease in phospho-CDK1 after treatment in 

Figure 7-6A but this was not reproduced in other replicates (see quantification of five 

replicates in Figure 7-6B). This lack of dephosphorylation, though in contrast to the 

current model, agrees with previous work that shows CHK1-/- DT40 cells undergoing 

premature mitosis after Aph addition but still containing phospho-CDK1 (Zachos et 

al., 2005). Knockdown of CHK1 has no effect on CDK1 levels. 

Knockdown of CCDC149 or SCD caused little effect on untreated cells but appeared to 

induce a decrease in CDK1 levels in HU and nocodazole treated cells relative to 

similarly treated cells exposed to NT siRNA. The phosphorylated levels of CDK1 only 

decrease slightly, indicating that the reduction is primarily due to a decrease in 

unphosphorylated CDK1. These results were confirmed in five experiments 

quantified in Figure 7-6B.  

Knockdown of C12orf66 causes a substantial decrease in CDK1 levels in both 

untreated and treated conditions. Phospho-CDK1 levels are also low but this is likely 

to be due to the relatively low expression levels of the total protein.  

With knockdown of S1PR2, untreated levels of CDK1 were slightly lower than the NT 

control. When treated with HU and nocodazole though, the levels of phosphorylated 

CDK1 were less than the NT control. In the image in Figure 7-6A, the overall CDK1 

levels for this sample appeared drastically low but this was later explained as poor 

antibody binding as when the samples were re-run the band was only slightly fainter 

than NT (see bottom boxes in Figure 7-6A). The medium effect of S1PR2 knockdown 

on CDK1 levels was also confirmed in two further repeats of the experiment (Figure 

7-6B) where the levels were only slightly less than the NT samples. 
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7.3 Conclusions 

The siRNA pools, to the four hits that I identified in the screen, were confirmed to 

cause a knockdown of their target mRNAs. Deconvolution of the pools into their four 

individual siRNAs showed a range of effects on mRNA levels, protein levels and assay 

results. 

Interestingly, the effects of the siRNA on mRNA levels didn’t always correlate with the 

amount of knockdown seen at the protein level. With the SCD siRNAs strong 

knockdown at the mRNA level was only seen with siRNA #3 and #4. But at the protein 

level a strong decrease in SCD was seen with #1 and #3 and a moderate effect with 

#4. Therefore siRNA #1 is most likely targeting the translation efficiency of the SCD 

mRNA without effecting the mRNA stability. In contrast with this, the four CCDC149 

siRNAs all caused a moderate decrease in mRNA levels and a strong knockdown at 

the protein level. With the availability of robust antibodies to C12orf66 and S1PR2 

hopefully their effects on protein knockdown can be assessed in the future. 

There is also not always a direct correlation between protein/mRNA knockdown and 

effectiveness in the S-M checkpoint assay. Even though knockdown at the protein and 

mRNA level had been consistent for all four CCDC149 siRNAs, a dramatic difference 

was seen in the S-M checkpoint with #2 giving no effect and #3 a very high MI. This 

may be due to inefficient knockdown in the S-M checkpoint assay or indicating that 

the effect on the S-M checkpoint assay is due to an off-target effect and not loss of 

CCDC149. As an effect on the assay is also seen with siRNA #1 and #4, I assume it is 

not an off-target effect but further work is necessary to prove this. 

The strength of S1PR2 as a hit still needs to be verified as very little effect was seen 

on the S-M checkpoint assay with the individual siRNAs.  As explained previously this 

may be due to experimental error or may indicate the true result. It is of note that 

S1PR2 gave a stronger response in the original genome wide screen than it did in the 

two secondary screens and therefore OTP siRNA was used in the individual siRNA 

experiments. In the assays looking into premature mitosis and CDK1/Cyclin B1 little 

effect was seen with S1PR2. This may be due to a lack of protein knockdown or 

confirming that S1PR2 is not involved in effecting mitosis. Although an increase in the 

percentage of mitotic cells with a DNA content <4N when cells are untreated indicates 

otherwise. 
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The results of the experiments investigating the function of the other hits checkpoint, 

showed some distinct differences. Knockdown of C12orf66 caused an increase in the 

percentage of mitotic cells with a DNA content <4N before, and more prominently, 

after checkpoint activation. It had no effect on cyclin B1 levels though does decrease 

CDK1 levels with and without replication stress.  

CCDC149 and SCD knockdown had little effect on the cell cycle and premature mitosis 

but did cause a significant decrease in cyclin B1 levels after checkpoint activation. In 

these conditions knockdown of these hits also caused a decrease in unphosphorylated 

CDK1. Of note too is the observation that SCD protein levels decrease slightly with 

CCDC149 knockdown but rise after HU and nocodazole treatment (data not shown) 

indicating a further link between these genes. 

It is interesting that knockdown of C12orf66, CCDC149 and SCD all caused a decrease 

in CDK1 levels after HU and nocodazole treatment, even though after only HU 

treatment they have an increase in cells entering mitosis. As the percentage of cells 

that do enter mitosis is still relatively low (2%) it may be that the CDK1 levels are high 

enough in these cells to activate mitosis. The mechanism by which these knockdowns 

effect CDK1 levels is unknown. CDK1 levels in HCT116 cells have also been shown to 

decrease after prolonged exposure to IR (Badie et al., 2000). In this case the 

mechanism is via a decrease in transcription. p53 has been shown to be a 

transcriptional repressor of CDK1 when the transcription factor NF-Y is present (Yun 

et al., 1999). It may be of interest that SCD expression is also activated by NF-Y (Tabor 

et al., 1999). 

In conclusion I am still far from understanding the function of these four proteins in 

the S-phase checkpoint. But it is clear that these proteins play a role as their 

knockdown affects mitotic components in a replication stress-dependent manner. 

Further work is needed to determine how these proteins play their part.  
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8. Discussion and Future Perspectives 

8.1 Introduction 

The S-phase checkpoint’s function is to protect cells from the difficulties that occur 

from having unreplicated DNA. Key components of the pathway have been discovered 

through genetic screens in yeast but there is much more complexity in higher 

eukaryotes. This work aimed to identify novel components of the S-phase checkpoint, 

by performing an RNAi screen. Initially, assays assessing histone mRNA decay, the 

stabilisation of the replisome, the inhibition of late origin firing and the S-M 

checkpoint were developed for Drosophila tissue culture cells. All the checkpoint 

responses were unreliable and therefore an S-M checkpoint assay was developed in 

the human colon carcinoma cell line, HCT116. 

This assay was used for an RNAi screen, performed in duplicate across the majority 

of the genome. After secondary screening, four genes were identified that decreased 

the function of the S-M checkpoint when they were knocked down. Surprisingly some 

of these genes also decreased the levels of the key mitotic kinase CDK1/cyclin B1. On 

the surface this appears to contradict their checkpoint function but does confirm their 

role in mitotic regulation. 

This work has produced as many questions as it has answers and some of these are 

discussed below. These also identify future experiments which would help to further 

our understanding of the S-phase checkpoint. 

8.2 How do Drosophila culture cells survive with a weak 

checkpoint? 

The S-phase checkpoint has mainly been previously studied in yeast, Xenopus and 

mammalian systems. In this investigation, I sought to use Drosophila S2R+ cells due 

to the ease of RNAi and their decreased redundancy. During assay development I 

discovered that when activated by HU or Aph, the checkpoint does not give a lasting, 

reliable effect in my hands. Histone mRNA levels only decreased to 50% after 2hrs of 

HU (unlike the 10% seen in HeLa cells), and levels returned to normal after 15hrs HU. 

Treatment of cells with Aph prevented origin firing and stabilised replication forks 

for up to 6hrs but only in 40% of cells and after 8hrs this was diminished further. The 
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S-M checkpoint was also ineffective with only a 50% reduction in mitotic cells after 

24hrs HU and no reduction seen with 24hrs Aph treatment. 

Previous work in early embryos has also shown the checkpoints to be ‘leaky’ and not 

long lasting (Fasulo et al., 2012; Sibon et al., 1997; Song, 2005). There is limited work 

investigating the S-phase checkpoint in Drosophila tissue culture cells but Vries et al. 

did show a 65% decrease in the MI after 15hrs HU in S2 cells (similar to S2R+)(de 

Vries et al., 2005). However, later time points were not investigated in this work and 

so the robustness of the checkpoint cannot be compared. The inhibition of late origin 

firing is more conserved in Drosophila, with the checkpoint response being observed 

after G2-synchronised Kc cells  (another embryonic cell line) were released into HU 

containing media (Macalpine et al., 2004). There has been more work investigating 

the G2/M checkpoint in Drosophila, which appears to be quite robust with a 

conserved mechanism similar to that in mammalian cells (Kondo and Perrimon, 2011; 

Siudeja et al., 2011). 

It is of note that synchronisation of many Drosophila tissue culture cells is challenging 

with many cell cycle inhibitors, e.g. nocodazole (Follmer and Francis, 2012; Rizzino 

and Blumenthal, 1978). This indicates further that the cell cycle checkpoints, which 

are the target of many synchronisation protocols, in these cells are not resilient as in 

other cell types. 

Checkpoints exist to protect cells from DNA damage and replication stress. So how 

can Drosophila cells survive without robust checkpoints? It may be that components 

in the checkpoint pathways have been lost in S2R+ cells and that the responses are 

fully functional in the whole organism or other cell types. Further work investigating 

the S-phase checkpoint in other Drosophila cell lines would been needed to confirm 

this. 

It may be the case that Drosophila do not have long lasting, robust checkpoints as they 

do not need them. Total inhibition of replication for 24hrs (as achieved by the addition 

of HU or Aph) is likely to be a rare occurrence in the natural environment of the whole 

organism. More likely is the failure of replication at a few replication forks or a brief 

lack of some replication components. Therefore the checkpoint mechanism may not 

have evolved to cope with extended, wide-spread replication stress, resulting in an 

inefficient checkpoint responses. Assessing the checkpoint response after different 

types and concentrations of DNA damaging agents and replication inhibitors is 

needed to investigate this situation further. 
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8.3 Mitotic regulation 

The initiation of mitosis is dependent primarily on the activation of CDK1/cyclin B1. 

This kinase phosphorylates multiple targets involved in mitosis including nuclear 

envelope breakdown, chromosome condensation and centromere separation (Nigg, 

2001). In order to prevent premature activation of CDK1/cyclin B1, the complex is 

regulated in two main mechanisms. Firstly, during interphase CDK1 is inhibited by 

phosphorylation on Y15 and T14 by WEE1 and PKMYT1 (McGowan and Russell, 

1993; Mueller et al., 1995). At the G2/M boundary the activities of WEE1 and PKMYT1 

are decreased and that of the CDC25 phosphatases are increased resulting in 

unphosphorylated Y15 and T14. Secondly, during interphase cyclin B1 is located in 

the cytoplasm due to high levels of nuclear export and ubiquitination-dependent 

degradation of nuclear cyclin B1 (Bassermann et al., 2005; Pines and Hunter, 1991; 

Toyoshima et al., 1998). At mitotic entry the cyclin is phosphorylated, encouraging its 

nuclear localisation by decreasing nuclear export (Hagting et al., 1999).  The nuclear 

ubiquitin ligase is also inhibited increasing the nuclear accumulation (Bassermann et 

al., 2005). 

8.3.1 How do cells enter mitosis with high CDK1 

phosphorylation? 

The current theory of the S-M checkpoint is that when it is activated, entry into mitosis 

is inhibited by preventing the loss of the inhibitory phosphorylations on CDK1. This 

is predicted to occur by CHK1 inhibiting CDC25C and activating WEE1. This has been 

reported in fission yeast, Xenopus and some mammalian cell culture lines (Blasina et 

al., 1997; Peng et al., 1997; Rhind and Russell, 1998; Smythe and Newport, 1992; Zeng 

et al., 1998).  

Therefore inhibitors of the checkpoint are expected to decrease CDK1’s inhibitory 

phosphorylation and increase CDK1/cyclin B1 activity. This has been shown in 

Xenopus with the addition of caffeine or okadaic acid in the presence of Aph (Smythe 

and Newport, 1992). I have also seen a decrease in CDK1 phosphorylation when 

HCT116 cells are treated with HU and caffeine compared to HU alone (data not 

shown).  

In contrast to this, a loss of CDK1 phosphorylation has not been seen when the 

checkpoint is inhibited by loss of CHK1. DT40 cells (chicken) with CHK1 knocked out 
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and treated with Aph showed signs of premature mitosis and increased CDK1 activity 

but still displayed high levels of Y15 phosphorylation (Zachos et al., 2005). In this 

work I show that knockdown of known and discovered checkpoint components -

CHK1, C12orf66, CCDC149, SCD and S1PR2 - also do not have a strong effect on CDK1 

Y15 phosphorylation after HU. Similar results are also seen by Zuazua-Villar et al. who 

used thymidine to inhibit  replication in HCT116 cells with CHK1 knocked down 

(Zuazua-Villar et al., 2014).  

How are these cells entering mitosis when inhibitory phosphorylation is high? There 

are many ideas as to how this might occur. In the Zachos et al. study they saw that the 

CDK1 activity remained high and it would be interesting to see if the same was true 

of the checkpoint knockdowns in HCT116 cells. If this was the case, then perhaps the 

sub-population of CDK1 that is not phosphorylated (see lower band of CDK1 in Figure 

7-6), is able to activate mitosis. There may be a further regulatory mechanism 

preventing this unphosphorylated CDK1 from initiating mitosis in interphase cells 

which is inhibited by the knockdown of checkpoint components. 

8.3.2 How do cells enter mitosis with low cyclin B1 levels? 

Also in contrast to the current S-M checkpoint theory, is the observation that 

knockdown of CCDC149 or SCD and treatment with HU, which leads to an increased 

MI, leads to low cyclin B1 levels. How are the cells entering mitosis without high levels 

of cyclin B1 levels? It may be that there is sufficient cyclin B1 in the nucleus to allow 

mitotic entry Fractionation of the cell lysate or immunofluorescence would be 

interesting to see where they cyclin B1 is located. A similar result was reported by 

Rodriguez et al. when non-transformed rat cells (NRK) were treated with HU, a CHK1 

inhibitor, and a p38 inhibitor. Under these conditions, the S-M checkpoint was 

inhibited and cells entered mitosis but cyclin B1 levels remained low (Rodríguez-

Bravo et al., 2007).  

It may also be the case that other cyclins are activating CDK1. Although the knockout 

of cyclin B1 is embryonic lethal in mice (Brandeis et al., 1998), when it is knocked 

down in HeLa cells (to <5% of normal levels) mitosis can still occur (Soni et al., 2008). 

It is only when both cyclin B2 and cyclin B1 are knocked down that mitosis is 

prevented. Therefore it may be that cyclin B2 is activating CDK1 in HCT116 cells and 

it would be interesting to see what effect knockdown of CCDC149 or SCD have on 

cyclin B2 levels and localisation. 



 
 

119 
 

8.3.3 How does knockdown of CCDC149 or SCD decrease 

cyclin B1 levels? 

The low levels of cyclin B1 seen after CCDC149 or SCD knocked down cells are treated 

with HU and nocodazole may either be caused by a decrease in cyclin B1 production 

(transcription or translation) or an increase in cyclin B1 degradation.  

Cyclin B1 is transcribed during S-phase and G2 and is regulated by many transcription 

factors. The promoter sequence contains binding sites for NF-Y, E2Fs, B-MYB, p300 

and FOXM1 (Porter and Donoghue, 2003). Many of these are also required for CDK1 

and CCDC25C transcription (Fung and Poon, 2005). The SCD gene also contains a NF-

Y binding element in its promoter and it may be through this transcription factor that 

a decrease in cyclin B1 is achieved (Tabor et al., 1999). In order to investigate this 

further the activity of the cyclin B1 promoter needs to be assessed by placing it 

upstream of a reporter gene and assessing expression after knockdown of the 

checkpoint genes. 

Cyclin B1 is ubiquitinated from metaphase to early S-phase by the Anaphase 

Promoting Complex/Cyclosome (APC/C) which results in its degradation (Peters, 

2006). An increase in APC/C activity could result in decreased levels of cyclin B1. The 

APC/C is activated by CDK1 and PLK1 in early mitosis and inactivated by a 

combination of different mechanisms during the G1/S transistion (e.g. E2F activation 

of APC/C inhibitor EMI1 and APC/C’s own degradation of E2 ubiquitin-conjugating 

enzyme UBCH10) (Golan et al., 2002; Hsu et al., 2002; Rape and Kirschner, 2004). 

Analysis of the levels and phosphorylation states of the APC/C components and 

cofactors could determine whether APC/C activity is upregulated or misregulated 

after knockdown of CCDC149 or SCD causing loss of cyclin B1. 

8.3.4 How do cells enter mitosis with low CDK1 levels? 

A decrease in total CDK1 levels was seen when the checkpoint was activated after 

CCDC149, SCD or C12orf66 knockdown. Again this is in contrast to the current S-M 

checkpoint theory and seems to contradict the increase in MI seen. Entry into mitosis 

with low CDK1 may be possible due to the large amount of feedback in the system. 

Active CDK1/cyclin B1 inhibits WEE1 and PKMYT1 activity and promotes CDC25 

activity further reinforcing its own activation. It is also involved in the activation of 



 
 

120 
 

PLK1 which activates multiple targets including CDC25C, cyclin B1 and the mitotic 

transcription factor FOXM1 (reviewed Lindqvist et al., 2009).   

It may also be the case that CDK1 activation is not necessary for phosphorylation of 

histone H3 (the marker used for mitosis in this study). Zuazua-Villar et al. recently 

showed that cells that entered mitosis prematurely, after treatment with thymidine 

and CHK1 siRNA, had an increase in active Aurora B but inhibitory phosphorylations 

on CDK1. Aurora B is the kinase that phosphorylates histone H3 (Murnion et al., 2001) 

and they proposed that CHK1 is involved in inactivating Aurora B after replication 

stress independently of CDK1 (Zuazua-Villar et al., 2014). In order to determine 

whether low levels of CDK1 are sufficient for mitosis or whether an alternative 

mechanism to promote phospho-H3 occurs, it would be necessary to assess the 

CDK1/cyclin B1 activity. If this could be performed specifically in the cells that were 

positive for phospho-H3 after HU and CCDC149, SCD or C12orf66 knockdown then 

this would help us to understand the system better. 

8.3.5 How does knockdown of CCDC149, SCD or C12orf66 

decrease CDK1 levels? 

However these cells enter mitosis with low CDK1 levels it is also of interest as to how 

the decrease is achieved. Low levels are seen after checkpoint activation with 

CCDC149 and SCD knockdown but both before and after checkpoint activation with 

C12orf66 knockdown. Interestingly this decrease is not seen with CHK1 knockdown 

suggesting that these checkpoint components are not downstream of CHK1. 

CDK1 total levels normally remain fairly constant throughout the cell cycle. Activation 

of the G2/M checkpoint can cause a decrease in CDK1 in a p53-dependent manner 

(Taylor et al., 1999). The CCAAT boxes in the promoter are crucial for this as is the 

binding to the transcription factor NF-Y (Yun et al., 1999). A decrease in expression 

of CDK1 is seen in HCT116 cells treated with the topoisomerase II inhibitor, 

doxorubicin, and this is dependent on DNA methyl transferase 1 indicating repression 

via DNA methylation may be involved (Le Gac et al., 2006). It is possible that 

knockdown of CCDC149, SCD and C12orf66 results in activation of this repression 

pathway. Further work investigating the CDK1 promoter activity and the effect of 

removing p53 on CDK1 levels would hopefully shed more light on this. 
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8.4 What function are the hits playing in the S-phase 

checkpoint? 

The four genes discovered in the screen have no previously known connection to the 

S-phase checkpoint. Therefore further work is necessary to fully understand their 

functions in this mechanism though some conjectures can be made. 

8.4.1 C12orf66 

C12orf66 is a relatively unknown gene that is well conserved in vertebrates but not 

in lower organisms (Geer et al., 2010). An x-ray structure of the C-terminal 320 amino 

acids of the mouse homolog has been published (PBDI: 2gnx, Phillips Jr et al.). The 

human protein has 94% identity to the mouse region crystallised and therefore is 

likely to have a similar structure. This structure contains a β-sheet made of five 

antiparallel strands and 17 alpha helices but no strong homology to other known 

protein structures. Therefore the function of this protein is still unknown. 

A small section of the human protein (amino acids 132-210) shows some modelled 

structural similarity to the Salmo salar (Atlantic salmon) p38α (Arnold et al., 2009). 

This covers only a small section of the protein and the sequence identity is only 34% 

but further investigation may lead to a stronger link. p38α has previously been shown 

to be necessary for the S-M checkpoint in non-transformed rodent cells (Llopis et al., 

2012; Rodríguez-Bravo et al., 2007) and it is possible that C12orf66 may be able to 

perform a similar role due to its similar structure. Further work investigating the 

structure of C12orf66 is necessary to validate this. 

One theory of the possible role of C12orf66 is that it is involved in the early signalling 

of DNA damage and replication stress. This would explain its role in the S-M 

checkpoint and in homologous recombination (Adamson et al., 2012). This may also 

explain the increased expression in cancer (Kim et al., 2011), in which the cells may 

up-regulate checkpoint components to protect themselves from DNA damage. A role 

in DNA damage signalling would also explain why C12orf66 knocked down cells show 

a normal cell cycle profile and MI when not subjected to any DNA damage or 

replication stress agents. This theory does not explain the observation that CDK1 

levels are dramatically decreased in untreated and HU and nocodazole treated cells 

when C12orf66 is knocked down. This may be due to a separate function of the 

protein or an off target effect of the siRNA. 
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In order to investigate this theory further it would be interesting to see the effect that 

knockdown of C12orf66 has on other DNA damage effects like the G2/M checkpoint 

and DNA repair. Further light may also be shed by identifying interacting proteins by 

mass spectrometry and investigating its DNA binding ability via an electrophorectic 

mobility shift assay (EMSA).  

8.4.2 CCDC149 

Little is known about CCDC149. Its potential coiled-coil domains could indicate a 

function in interacting with DNA so experiments investigating this (e.g. EMSA) would 

be useful. Previous studies have found it able to bind prions and amyloid-β (Oláh et 

al., 2011; Satoh et al., 2009) as well as be ubiquitinated in Fanconi anemia cells 

(Vanderwerf et al., 2009). Our study has found that knockdown of CCDC149 overrides 

the S-M checkpoint as well as causing a decrease in CDK1 and cyclin B1 after HU and 

nocodazole treatment. Interestingly the Drosophila homolog of CCDC149, CG14868 

has been found to interact with Drosophila cyclin B in a yeast two hybrid screen (Giot 

et al., 2003). 

Cyclin B1 levels do not accumulate in non-transformed rat kidney (NRK) cells after 

replication stress but do in HCT116 cells (Florensa et al., 2003). Knockdown of 

CCDC149 prevents this accumulation in HCT116 cells and therefore it is possible that 

CCDC149 is functioning in HCT116 cells to inhibit the mechanism that results in low 

cyclin B1. This inhibition may be through CCDC149’s interaction with cyclin B1, if this 

is conserved in humans. CCDC149 expression may be lower in NRK cells explaining 

why they do not accumulate cyclin B1 after replication stress. In order to investigate 

this theory CCDC149’s interaction with cyclin B1 would need to be confirmed and the 

expression of CCDC149 in different cell lines. 

This function does not fully explain CCDC149’s role in the S-M checkpoint or how it 

affects CDK1 levels. As the cyclin B1 regulation is replication-stress dependent and 

linked to the S-M checkpoint, CCDC149 knockdown may affect the S-M checkpoint 

through effects on this pathway or it may be have a separate function. Further work 

into assessing the state of CDC25 and CHK1 after checkpoint activation may help to 

identify if the core S-M checkpoint pathway is affected by CCDC149 knockdown. 
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8.4.3 SCD 

Stearoyl CoA desaturase is a primary component of the fatty acid synthesis pathway 

and is highly regulated. SCD is over expressed in many cancers (Li et al., 1994; Yahagi 

et al., 2005) and involved in diabetes and obesity (Chow et al., 2013; García-Serrano 

et al., 2011) and therefore many studies have been performed to understand its 

function. Studies show that the inhibition of SCD through RNAi or chemical inhibitors 

decreases proliferation and tumour formation in cancer cells (Morgan-Lappe et al., 

2007; Scaglia and Igal, 2005; Scaglia et al., 2009). This effect may be via signalling to 

AKT and glycogen synthase kinase-3β (GSK-3β), whose activities have been seen to 

decrease and increase, respectively, after SCD knockdown (Scaglia and Igal, 2008). 

GSK-3β has many targets including cyclin D1 and Cdc25A (Diehl et al., 1998; Kang et 

al., 2008). Phosphorylation of these by GSK-3β targets them for ubiquitination and 

subsequent degradation. Perhaps it is via this pathway that knockdown of SCD also 

causes degradation of cyclin B1 and CDK1 and inhibits the S-M checkpoint. 

In order to investigate the function of SCD further it would be interesting to see if the 

same results are seen with a chemical inhibitor of SCD (CVT-11127) as with RNAi. It 

would also be of interest to assess the expression levels of SCD in HCT116  cells and 

other cells lines and compare this to the effect that SCD inhibition has on the S-M 

checkpoint in each cell lines. SCD may be over expressed in HCT116 cells meaning 

that its function in the S-M checkpoint is specific to this cell line. 

8.4.4 S1PR2 

Sphingosine-1-phosphate receptor 2 is a GPCR which, when activated, can cause a 

wide range of effects. It has shown to be primarily anti-proliferative, resulting in a 

decrease in AKT signalling when it interacts with G12/13 (Sanchez et al., 2007). In 

contrast, in prostate cancer cells it can interact with Gi resulting in an increase in AKT 

signalling (Beckham et al., 2013). AKT is a pro-proliferation and anti-apoptotic kinase 

which phosphorylates multiple targets involved in cell cycle regulation (Xu et al., 

2012). These include activation of CDC25B and inhibition of WEE1, PKMYT1 and 

CDK2 to encourage the G2/M transition (Baldin et al., 2003; Katayama et al., 2005; 

Maddika et al., 2008; Okumura et al., 2002). Overexpression of AKT can also abrogate 

the G2 checkpoint and CHK1 activation by directly phosphorylating CHK1 and 

TOPBP1 (Kandel et al., 2002; King et al., 2004; Liu et al., 2006). 
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Inhibition of the S-M checkpoint after knockdown of S1PR2 (or SCD) may be the result 

of increased activation of AKT. Inappropriate phosphorylation of CHK1 or TOPBP1 

may lead to the inability of the checkpoint mechanism to function or phosphorylation 

of WEE1, PKMYT1 or CDC25B may lead to a strong mitotic signal that overrides the 

checkpoint. Knockdown of S1PR2 has previously been shown to cause an increase in 

γH2AX (DNA damage marker) which may result from checkpoint inhibition (Paulsen 

et al., 2009). Further study of AKT phosphorylation after S1PR2 knockdown and 

replication stress would confirm or deny this theory. 

S1PR2 may also not be a component of the S-M checkpoint but affect general mitotic 

levels. An initial strong effect in the assay was seen in the genome-wide screen which 

used OTP siRNA. A more diminished effect was seen in the secondary assays when the 

siGENOME siRNA was used indicating that either this siRNA may not result in a strong 

knockdown of the protein or that the OTP siRNA may cause off-target effects that 

impact the checkpoint. Unfortunately siGENOME siRNA was also used to assess the 

MI with no replication stress. In these conditions no deviation from the control was 

seen (Figure 6-4B) but no investigation into S1PR2 mRNA or protein levels was 

performed to confirm knockdown. Therefor it may be that the siGENOME siRNA for 

S1PR2 does not cause knockdown and that if the OTP siRNA had been used an 

increase in MI would be seen in untreated cells. This expectation is confirmed by the 

result of the flow cytometry where, with OTP siRNA, an increase in mitotic cells with 

a DNA content of less than 4N is seen in untreated cells (Figure 7-5B). Unlike the other 

hits, knockdown of S1PR2 did not affect cyclin B1 or CDK1 levels. 

8.5 What other information can be obtained from the 

genome-wide RNAi screening data? 

The aim of the genome-wide screen was to identify novel components of the S-phase 

checkpoint. This was achieved and the hits have been discussed above. There is still a 

huge amount of knowledge which can be extracted from the screen data though. Of 

particular interest is the other 96 genes which were taken forward for secondary 

screening but no result was seen with the siGENOME siRNA. Some of these may have 

been false positives in the original screen, but others may have not been knocked 

down successfully with the siGENOME siRNA. It would be of great interest to assess 

their function further and to confirm or deny their knockdown. Even one of the 

positive control genes (CDC6) did not give a positive result in the secondary screens 

further indicating that the siGENOME siRNA was not always effective. 
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It would also be interesting to follow up those genes whose knockdown resulted in 

low cell numbers in the screen. It would be useful to identify if any of them only caused 

cell death when HU was present as this may indicate a role in the replication stress 

response. 

8.6 Final conclusions 

The aim of this work was to identify novel components of the S-phase checkpoint 

which could become potential therapeutic targets for cancer. A genome-wide RNAi 

screen was performed using an S-M checkpoint assay and four novels genes were 

identified. Two of these are relatively unknown, C12orf66 and CCDC149, and two 

have a previous known function in cell proliferation but not in checkpoint response, 

SCD and S1PR2. The effect of their knockdown on the mitotic initiator CDK1/cyclin 

B1 has been investigated confirming their role in mitotic regulation after replication 

stress. Further work assessing the impact of these genes on different pathways and in 

different cell lines is necessary to elucidate their full function in the checkpoint. 
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