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Abstract

Severe windstorms regularly inflict damage throughout Europe. Thésarek examines a set of
31 midlatitude cyclones, investigating each in depth but encompassing a widey & such
storms. The set is selected using the Storm Severity Index, and catelgosisg two methods.
The first method is based on the relationship between the storm and the §eh stfeur groups
emerge: storms that move along the edge of the jet; that cross the jet strdgjthed cross
later; or have a split jet. The second method is based on the Pressuenggriehjuation. This
establishes whether horizontal temperature advection or diabatic pesa@minate during storm
development. These two approaches are linked: storms in the first twojgigtend to be driven

by horizontal temperature advection, and the other two groups by diabatiegses.

This work then studies the storms’ forecast quality and spread using EEBBAA. It finds that
storm intensity tends to be under-forecast, the forecast storms move toly slod are too far
south. Forecast quality improves and spread decreases eatrlier in st@attsoss the jet early,
compared to those that cross later, suggesting a link between jet interagtidioracast error.
Storms where horizontal temperature advection dominates are on avesageeléforecast than

their diabatic counterparts, but diabatically driven storms tend to havéegfesecast spread.

Finally, this study proposes metrics for storm-prone situations, examiningathiggaration of
the atmosphere prior to the development of the storms. These describety wikey factors
for cyclogenesis, such as baroclinicity, barotropicity and moist stability.th@f31 storms, 29
are associated with a value greater than the 98th percentile of one or moresmdtnere is a
large overlap between storms where baroclinicity is strong and those Wherental temperature
advection dominates the deepening, confirming that the two approachégramically linked.
This relationship between the storms, the dynamics, and the metrics will allowe futonrk to

identify sources of uncertainty in modelling severe European windstorms.
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Chapter 1

Introduction

This thesis examines the midlatitude cyclones that may inflict damage on Eutependtivated

by previous studies, where modelling indicates that there are limits to ourstadding of such
storms. This thesis will concentrate on short-term forecasts made by Nainéfeather Predic-
tion (NWP) models, and the large-scale atmospheric conditions ffeait dhe development of

midlatitude cyclones that may impact upon their forecast quality and spread.

The objective of this thesis is to identify potential sources of uncertainty inething severe
midlatitude cyclones, by indicating which types of storm are poorly foremadtwhy. First, it is
necessary to select a set of such cyclones with the potential to inflict @arfiags set should be
large enough to encompass a large part of the spectrum of these swrens, while remaining
suficiently small that each storm can be examined in depth. These storms will ypiisdeel
based on the mechanisms that govern their deepening, in order to seapdiential sources of
uncertainty. This work also investigates the ‘storm-prone situation’ (SR&)is, the configuration
of the atmosphere prior to the development of these severe storms. Thiese linked to the
deepening mechanisms of the storms. The NWP forecasts of the selectad stilralso be

assessed, and related to the storm categories and SPSs.

Before specifying the aims of this study (Section 1.3) and discussing tpe séthe current work
in more depth (Section 1.4), a discussion of the study’s motivation (Sectiparidia brief review

on the context (Section 1.2) will ensue.
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1.1 Motivation

European windstorms are a high-impact weather phenomenon. While thegeasf midlatitude
cyclones is a near-daily occurrence over Europe in winter, only a sraaleptage are fliciently
intense to inflict damage. Globally, midlatitude cyclones are the second mosgitgmweeather
phenomenon, after tropical cyclones (Munich Re, 2009). Any improw¢mehe quality of their
forecasts would mean mitigating action could be taken, and losses both humhat@momic
could be reduced. Table 1.1 shows examples of damaging Europeantaint sThe table also

illustrates that these wind storms regularly inflict dozens of human lossescan@dmic losses on

the order of billions.

Storm Name Date People Killed| Estimated Damage (Million USH
Daria 1990-01-25 85 6 860
Vivian 1990-02-26 50 3230
Wiebke 1990-02-27 67 2260
Udine 1991-01-05 48 909
Verena 1993-01-14 6 385
Anatol 1999-12-04 27 2963
Lothar 1999-12-26 137 11 350
Martin 1999-12-27 14 4100
Jennifer 2002-01-28 17 150
Jeanette 2002-10-28 38 2531
Gero 2005-01-12 7 50
Kyrill 2007-01-18 46 9010
Emma 2008-03-01 13 1800
Klaus 2009-01-24 28 5100
Xynthia 2010-02-28 64 6074

TasLe 1.1: Selected storms with dates and details of damage, asehta from Centre for
Research on the Epidemiology of Diseases (2012).

As well as being important to society, midlatitude cyclones are scientifically stiege Although
research into them stretches back many decades (e.g. Bjerknes ang) SI92@), some questions
remain, such as the relative importance dfatient processes that drive deepening; for instance,
baroclinic instability and diabatic processes. These processes aalggenportant, because
deepening is the point at which it can be established whether a storm wél thavpotential

to inflict damage and, if so, where. Improving the understanding of theegees that govern



Chapter 1lintroduction 3

the deepening phase of European windstorms will improve their modelling on tiatessfrom

climate modelling to everyday weather forecasts.

While some studies have assessed short-term forecast quality, otkeradel climate models.
The approach that each takes has bediermint: climate modelling concentrates on large-scale
averages over long time periods, whereas NWP concentrates on shogrtrlictions of a range

of variables. Climate modelling is governed by boundary conditions and NVgBvierned by
initial conditions. However, the limitations of one model inform model developrfardll time

scales.

Furthermore, the climate modelling community has become more interested in hightimpac
treme weather events under climate change (e.g. Meehl et al., 2007). d histlgally to the idea

of ‘'seamless’ modelling, where in order to improve the representation optagesses, the limi-
tations of one model are fed into other models that hafferdint applications or run on aftérent
timescale (Palmer et al., 2008); for example, identifying deficiencies in a nuseel for daily
weather forecasting could be used to improve a seasonal or climate modig. tihis a recent
idea, it already has practical applications including at the UK M@&c@® where the same Unified
Model is used for simulations for a wide range of simulations from weathelin@te. This is
because there is a wide variety of earth processes that act on all tinsesealmer et al. (2008)
illustrate this from the ffects that anthropogenically-induced changes in greenhouse gagses ha

through the following stages:

1. on radiative forcing (timescales of approximately 1 day)

2. on the atmosphere (10 days)

3. on ocean-atmosphere-land interactions (100 days)

4. on cryosphere and biogeochemical interactions (1000 days anerjong

5. on climate f&ects (decades and longer).
It is clear that these timescales all interact. For example, while radiativinfpefects the
cryosphere by causing sea-ice to melt, the very act of white sea ice meltingdal dark ocean
affects the Earth’s albedo and so influences the radiative forcing. Palrabr(2008) argue that,

although determining the accuracy of climate models cannot occur for eégcddtermining the

accuracy of the processes within them depends on the time scale over avigigbn process
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operates. The verification of ‘fast’, short-timescale processes ishp@sgth a much shorter ob-
servational record, than their slower counterparts. Current wargh @s the Transpose-AMIP
project (Williams et al., 2013) are utilising this seamless idea, in order to vdiifiate models by
running them at high resolution, allowing the models to be improved, and thigrisfonodelling

on a wide range of time scales. .

The current work is part of a wider project entitled ‘A Seamless Appndadssessing Model Un-
certainties in Climate Projections of Severe European Windstorms (SEAMSEW)ed by the
AXA Research Fund. That work aims to apply these ideas to midlatitude cyg;lbgenvestigat-
ing historic severe windstorms in climate models, with the intention to describe thengbehind
the models’ discord regarding storms’ future projections. That work wilttaseamless approach,
running a climate model at the temporal and spatial resolution typical of NWReIs\bdt for a
very short period of time, and initialised using reanalysis data. This meanSEAMSEW can
use results from the high-resolution climate model simulations of the midlatituden@s:to sep-
arate the sources of uncertainty and so inform model development. @v&riking similarity to
the way operational forecasts are generated, therefore, this thealgss of NWP will act as a

benchmark for these simulations, in order to ascertain the pertinent limitatiatisnafte models.

Overall, this work is motivated by a need to narrow down the sources adrtaioty in the mod-
elling of midlatitude cyclones on the range of time scales from weather to climateouygththis
work will concentrate on short NWP forecasts, analysing their shortfaildd resonate through
model simulations across the spectrum of time scales. Most importantly, impritngrfgrecasts
of these damaging weather phenomena leads to mitigating action being takesdthzs future

damage.

1.2 Context

Previous studies have assessed the forecast quality, in terms of both@cand spread, of mid-
latitude cyclones. They tend to take one of two approaches: either amplyase studies, or
looking at the picture over weeks or months. Examples of the former agipioalude: Wernli
et al. (2002), who investigated storm Lothar; Fink et al. (2009) (stoymilll and Liberato et al.
(2011) (storm Klaus). These papers concentrate on a single or a small of extreme events that
had a large impact. An example of the latter approach is carried out by &eiuad., across several

papers (Froude, 2009, 2010; Froude et al., 2007a,b). That wadkretically tracks cyclones in
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data that cover periods lasting from weeks to six months, providing an inmtpbi@ad picture of
the forecast quality of midlatitude cyclones. However, with such a large euofliracks, it is not
possible to unpick the reasons why the forecasts are of limited quality, orsenthe impact of

every storm.

For cyclones in climate models, the broad picture from the literature becones wieile climate
models are much improved and in much better agreement in recent yeaesistliésagreement
about how North Atlantic cyclones will evolve under climate change (Chaptéable 2.1). Evo-
lution in terms of their spatial, temporal or physical properties (e.g. corgspre or associated
wind strength) has a large degree of uncertainty. A change in the retfiahthe storms féect
most often is expected, but this is not certain (e.g. Stratton, 2004). g lmyuld become more
frequent, or less frequent but with a greater frequency of intenslemmys (e.g. McDonald, 2011).
The reasons for the discord will be discussed in Chapter 2, but thalbpiture from the climate
modelling community indicates that midlatitude cyclones are nfitcsently well understood or

suficiently well represented at the resolution of climate models.

Even in measures of the climate that are better predicted (e.g. global eMeragerature), there
is a degree of uncertainty in climate projections. Identifying the sourcesagrtainty means they
can be reduced; however, as the atmosphere is stochastic, the utigevithimever be eliminated

(Lorenz, 1969). As discussed by Hawkins and Sutton (2009), ther¢heee broad sources of

uncertainty:

e Scenario uncertaintyoccurs because future emissions of greenhouse gases are not know
Therefore, diferent scenarios are used, each witfiedlent amounts of greenhouse gas emit-

ted over diferent time periods.

e Internal variability describes the natural variation the atmosphere exhibits on all time

scales.
e Model error describes all the limitations of using a computer model. These include:

— basic state: the drift that models can have if the boundary conditions (sushaa
surface temperatures, Keeley et al. (2013)) or the systems to which thepdtere is

coupled (such as ocean or sea ice models) are not correct,
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— dynamical core: which set of fundamental equations are used to detethreipeoper-
ties of an air parcel (e.g. Eulerian or semi-Lagrangian) déecathe results (Section
2.5.1),

— model physics: the parameterised equations used to describe subgriplsgsical

processes, such as diabatic processes,

— resolution: the fect of discretising the atmosphere onto a grid (Section 2.5.3).

These three sources of uncertainty are illustrated in Figure 1.1, whictsstie temporal evolu-
tion of these three factors, along with their sensitivity to the area and time dviehwhey are
averaged. Internal variability’sfiect on the overall uncertainty in the projection remains constant
with time, because it is related to the chaotic nature of the atmosphere. Botrieagmcertainty
and model error grow with time; the former because future emissions areunoegtain, and the

latter because the errors are cumulative.

i i i 1

Global 0.061 N.America
0.51
annual mean 0'05
0.04
0.4
9 0.03
0.02
%0.3-
s 0.01
>
© 00
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Ficure 1.1: From Hawkins and Sutton (2009) (Figure 2): ‘the rekatimportance of the three

sources of uncertainty changes significantly with regiamecéast lead time, and the amount of

any temporal meaning applied. Main panel: Total varianedtie global mean, decadal mean

surface air temperature predictions, split into the thimerses of uncertainty. Insets: As in the

main panel, but only for lead times less than 20 years fot)leé global mean and (right) a North

American mean. The orange regions represent the interniability component. For lead times
shorter than 5 years, we plot the results using annual meari da
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The dfect internal variability has on projections for the late 21st century is smatipaoed to the
other sources. However, there is still merit in investigating fisas, because for the near-term
climate, it contributes a large fraction of the total uncertainty. Unfortunatkeéy,uncertainty in
future emissions cannot be mitigated, because it depends on human.fatbevever, reducing
the model uncertainty is feasible and would have a large impact on modelling atrtiosphere
at all time scales. The SEAMSEW project intends to contribute towards iregigcich errors
for midlatitude cyclones. Initial work with short climate model runs (Ma et all4)Gndicates
that such runs show the sources of error, which propagate andniedleoger problems in longer
climate model runs, notably those in clouds and precipitation. This means th#fyiohg errors

in NWP models could inform climate model developers, as well as guiding fimpeovements

to short-term forecasts. This thesis will contribute towards identifying teeses.

1.3 Aims

This work aims to assess the NWP forecast quality of a set of historical teimas, and search
for links between predictability, the dynamical type of storm, and the larglesstmospheric
situation at the storm’s inception. This will further the understanding of tbegases that govern
the development of severe windstorms and of the factors that influeniceotbdictability. The

research questions this work asks are:

1. What are the processes that govern the deepening phase of tttedeterms?

2. How well are the selected storms forecast, and is forecast qualityeadponnected to the

processes that govern deepening?

3. To what extent are the selected storms, storm-prone situations antheaprbcesses that

govern their deepening related?

1.4 Scope

This work will take a novel middle route between the case-study and mordistdtapproaches
that have previously been used to assess the forecasts of sevens, digrexamining a set of

midlatitude cyclones. This will consist of approximately 30 storms. This size @E@poomise
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between a desire to capture as much of the spectrum of midlatitude cyclgmess#sle, and a need
to be able to analyse each in enough depth as to identify the drivers o$tantis development.
These storms will be categorised, based on the key factors that deypexi@g. Their forecasts
will then be assessed, in terms of both quality and spread. The next stepe 1@ examine the
large-scale state of the atmosphere, at the time of each storm’s initiation. Bhilsl $bad to the
identification of one or more metrics for a ‘storm-prone situation’, that diesdhe state of the
atmosphere preceding a severe midlatitude cyclone. The final stagesafrtheill draw together
the key themes of intense storms, their forecasts and their storm-prone sigiaial identify
links between them, in order to examine the degree to which the large-saalegfoontrols storm

development and forecast quality.

The vast majority of severe storms over Europe (95%) occur betwegrb€and March (Alexan-
der and Tett, 2005), so this work will only consider winter storms. Furtheemeinter weather

is expected to beffected more strongly under climate change than the other seasons (Daser et
2010), because the resulting changes in the net surface energstlawegielayed compared to the
loss of sea ice, so the climate response to the maximum sea ice loss in late summersaitid
months later. Therefore, this study will be limited to severe winter storms oveMadhid Atlantic
and Europe. This choice of location is made because the area is regtiladted by storms, and

in Europe they pass over a densely populated area, giving a largdipbteiinflict damage.

The first step is to establish the set of storms. A metric must be selected thabdsshe risks that
midlatitude cyclones pose. The two major risks from such cyclones ar@jation and wind.
While precipitation can cause substantial damage through flooding andidesds flood model
would be required alongside the NWP model, to include factors such aceutin-& and soil
moisture. Therefore, for simplicity, flooding will not be considered in thespnt work. Another
hazard associated with midlatitude cyclones is a storm surge, where low &tenegpressure and
strong winds cause coastal flooding. However. this would also reqagparate model to quantify
the hazard, to include tidal and wave information. Therefore, the custedy will concentrate
on the wind risk. There are many metrics that could be used to quantify wikdltis important
that the selected metric is related to the damage a storm can inflict, but this campkcated by
socio-economic factors such as tHwence and preparedness of the areas over which the storm
passes. Therefore, the metric selected will be based on meteorologicditigsaalone. Further

discussion on the selection of the metric can be found in Section 3.2. Onlyesstoems will be
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selected: i.e. those with an unusually high value of the chosen metric. Orcéeske the storms

will be tracked (Section 3.3), so that the evolution of each storm can bearechp

Next, the storms will be categorised, based on the processes that gimeganing (Research
Question 1). From Bader et al. (1995, Chapter 5), it is clear that a widetmim of cyclones
pass over Europe, so generalising results from case studies cangrablematic because what
might be true for a subset of cyclones may not be true for all cyclonieslirig a method to cate-
gorise such storms is important because identifying types of cyclones wafoldaspects of each
group to be investigated and comparisons made between categories. Altheuzgst way of cat-
egorising them remains an open question, this work will concentrate on ticegses that cause
a cyclone to become more intense. The processes that govern this idgegietyclones act on
a wide range of temporal and spatial scales. The large-scale forcingloines includes factors
such as baroclinicity (Section 2.2.4.1), which are relatively well undedstbot how they fiect
individual cyclones’ deepening is not. Smaller-scale, diabatic prosessearticularly poorly un-
derstood, because they act on sub-grid scales and sofiacaltto model (Section 2.2.4.4). These
processes are of particular interest to current research; notablYDIRMET project (DIAbatic
influences on Mesoscale structures in ExTratropical storms) is investigése through direct

measurement and modelling (Vaughan et al., 2014).

As noted in Section 1.1, the deepening phase is used because this is keglé&titude cyclones.
The methods used for categorisation are discussed in Section 3.4. Tifis festhe selection
and categorisation of the storms are discussed in Chapter 4. Dividing timesStito categories
based on processes thdifegt the deepening phase will facilitate the identification of sources of
uncertainty. If a particular process is poorly modelled, then a poor éstexf a storm will result.
However, there are caveats with this. For example, modelling errors capastsate for each
other, or the initial conditions that are fed into the model can be uncertagsenill be discussed

further in Sections 2.3.3 and 2.5.1, respectively.

Once the storms have been chosen and categorised, the next portienadrthconcentrates on
their NWP forecasts (Research Question 2). It is not within the scopésofititk to examine any
output from the NWP-style climate model runs, and so the comparison with talgsasis future

work. The current work will examine the NWP output, again by tracking tbenss. It will assess
the forecast quality and spread of these storms, by using deterministicnaethble forecasts.
This analysis will be performed for both storm intensity and position, in ord@scertain if one

is forecast better than the other. Forecasts will also be assessed in falmasgooupings made
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in terms of storm type, which used key factors for cyclogenesis. Thesdts are presented in

Chapter 5.

The final part of this work investigates storm-prone situations (SPSdpripe-scale arrangement
of the atmosphere just before a severe storm develops. This work willadliew sources of
uncertainty to be established. If a forecast contains a strong SPStouatredoes not develop, that
indicates a dferent problem to a forecast without a strong SPS at all. The first steps @entify
potential metrics for SPSs, again concentrating on processes that atntdlryclogenesis. Once
candidate metrics have been identified, then the interaction between the 1I8P®® a&torms is
examined, to determine whether they could prove useful in identifying sswtuncertainty in
model simulations. Again, SPSs are analysed in terms of the categories rat storidentify
whether one category of storm is more likely to be related to one metric thaneanbthally, the
link between the storm-prone situation and storm predictability is examined, éotaiscwhether
the presence or magnitude of the SPS associated with a sff#atsathe quality or spread of the

forecast. All of the results pertaining to SPSs are presented in Chapter 6.

1.5 Summary

The current project will select a a set of severe, midlatitude cyclomssgsa their forecast quality,
and examine their relationship with the large-scale situation. Previous work ifiedtidas inves-
tigated forecast quality in terms of individual case studies at one end spdetrum, and in terms
of all the cyclones in a given season at the other end. The middle apptaieen by the current
work is novel. The climate modelling of midlatitude cyclones indicates that thetavatations to
our understanding of such storms, because they disagree as to holet¢h&on, frequency or in-
tensity will evolve under a changing climate. This motivates the current wdrich endeavours to
understand the reasons behind why some storms are better forecastttia in order to identify
the potential sources of uncertainty in modelling on all timescales. Furthertherassessment of
forecast quality will act as a benchmark for simulations made as part ofEAVISEW project,

using climate models to simulate the set of storms at high NWP-level resolutions.

The first step of this investigation is to select the storms, based on a measiurepitesents their
potential to inflict damage, before examining their evolution. This will facilitate gh®uping
of storms, using factors that drive cyclogenesis. These results angsdid in Chapter 4. The

next stages are to assess forecast quality, in terms of both storm locatlantansity, and any
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relationship with the grouping of storms will be investigated (Chapter 5). Ta fiortion of the
work studies SPSs, to ascertain whether the atmosphere is configuredriticalpr way prior to
severe storms’ development. This is also done in terms of both the groupihgredictability
of the storms (Chapter 6). Finally, a summary of key results and a discussite findings
comprises Chapter 7. Before the discussion of the results, a review lietfaure can be found

in Chapter 2, before a summary of the relevant data and methods in Chapter 3



Chapter 2

Literature Review

2.1 Introduction

European weather is governed by the passage of extra-tropicahegcénd anti-cyclones. Anti-
cyclones tend to cause calm conditions, whereas cyclones and as$érciate generate wind and
precipitation. Not only do cyclones influence people’s daily lives, buaie cases, cause death
and destruction (Table 1.1). There are many processes fiieat ayclones’ development, and
since some of them are small-scale and have to be parametrised, models ggle straccurately
simulate a storm’s path or intensity. This may be particularly true of climate modetgpaed to
numerical weather prediction (NWP) models, due to the lower resolution ameldted increased
need for processes to be parametrised. Reliable predictions for expias cyclones’ path and
intensity would prove crucial over Europe, on time scales from short-ferecasts to climate
projections for the coming century. Improved forecasts would assisb-®@onomic planning,
for example when formulating building codes, undertaking large-scalastrfrcture construction,

planning food security, or deciding whether to take action to protect dgaiverse weather.

2.2 Theory of Midlatitude Cyclones

The cyclones thatffect Europe usually undergo growth and development over the Northti&tlan
and are then guided towards Europe by large-scale flow in the atmospiésédarge scale flow is

strongly related to the Gulf Stream in the ocean, which brings warm waterthe Caribbean up

12
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and across the Atlantic. This induces a strong gradient in sea-surfapefaures, and so a similar
gradient develops in atmospheric temperatures. The relationship betiveespheric flow and
temperature gradients will be discussed in Section 2.2.4.1. Over the cdarsgabone’s lifecycle,
it will grow (known as cyclogenesis) and dissipate (cyclolysis). Some mdstlod describing

cyclones will now be discussed, followed by a description of cyclogepeticesses.

2.2.1 Norwegian Cyclone Model

Ficure 2.1: Schematic of the Norwegian Cyclone Model. Adapted fligure 15a in Schultz
et al. (1998), which was based on the work of Bjerknes andesgl{1922).

The lifecycle of midlatitude cyclones was first comprehensively deschi&jerknes and Solberg
(1922), who developed the Norwegian Cyclone Model, as shown in &gur. The Norwegian
Cyclone Model portrays the Polar Front, a boundary between warm, sulistropical air and
cold, dry polar air that encircles the globe, with a clear horizontal temperdifierence. Pertur-
bations to this develop into low pressure centres with closed pressureuc®(fagure 2.1 1), and
then mature into a classical cyclone with encircling winds and fronts (Figurél2 The warm

and cold air are delimited by the fronts, which are associated with overtyrrimgds and precip-
itation (Wallace and Hobbs, 2006). In between the two fronts is the remnhtite tropical air

known as the warm sector. Ahead of the warm front and behind the omid i§ the remaining

colder, polar air. As the cyclone intensifies, the cold front lengthens lewviirm front remains
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short (Figure 2.1 111). The cold front moves faster than the warmtfrand so catches up with the
warm front, forming an occluded front (Figure 2.1 IV). This is now a fuihatured cyclone, and

dissipation begins.

Though it was innovative at the time and remains a useful descriptive tool, tiomgato this
model have subsequently been identified. These include the lack of slmtua the vertical
structure of cyclones or the influence of the jet stream, due to a lack ehaifns at the time.

A further limitation of the Norwegian model is its representation of fronts; theyret sharp
boundaries between air withftiérent properties such as temperature or humidity, but rather are
regions of steep across-front gradients in these properties (Ma@6)2 Furthermore, cyclones

do not always occlude, or do occlude but continue to intensify ratherdissipate (Schultz and
Vaughan, 2011). For this reason, further explanation of midlatitude ogslodevelopment is

required.

2.2.2 Shapiro-Keyser Model

With the further observation of cyclones facilitated by the advent of satellitedsmeasurements
made by aircraft, it became clear that not all cyclones behave as dabstiytthe Norwegian cy-
clone model, and so the Shapiro-Keyser model was developed (Shadikegser, 1990), illus-
trated in Figure 2.2. The initial stage is also a perturbation in the region of thregstemperature
gradient or front. As the cyclone begins to growffeiences to the Norwegian model emerge; here
the warm front lengthens and the cold front remains relatively short.céleefront becomes per-
pendicular to the warm front, and the intersection is a weak point so thesfiraicture apart rather
than undergoing occlusion. The warm front wraps around the cyaentre to form a bent-back
front, and cuts ff an area of warm air at the cyclone core. Therefore, the warm aireaaid to be
secluded, as opposed to the occlusion that occurs in the Norwegian ritmedver, as with the
occlusion process described by the Norwegian Cyclone Model, dugiclgsion the centre of the
low and the warm sector are decoupled, so the cyclone begins to disshoatdt¢ and Vaughan,

2011).

The Norwegian and Shapiro-Keyser models can be considered as twoemsenflthe wide range
of cyclones that can be observed (Schultz et al., 1998). Hart (2098s that cyclones are best
described as members of a continuous spectrum of cyclones. Despitbetpsocesses that cause

midlatitude cyclones to develop and dissipate are universfirfig relative strengths of these
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Figure 2.2: Schematic of the Shapiro-Keyser Model. Adapted froguFé 15a in Schultz et al.
(1998), which was based on the work of (Shapiro and Keys&019

processes lead to the wide spectrum of possible cyclones. The cyetagprocesses involved in
any cyclone’s lifecycle will be discussed in Section 2.2.4. First, a discusdithe airflow within

typical cyclones will ensue.

2.2.3 Structure of a Cyclone

The vertical structure of a cyclone has been studied extensively siadérid of the Norwegian
Cyclone model. The ability to make direct measurements away from the suidaag satellites,
radiosondes and aircraft measurements has developed, meaning iresdbgen gained into the
movement of air aloft in a cyclone (see Bader at al. (1995) for a reviéiiis has led to the
observation of large areas of air flowing around the cyclone, alongygsn surfaces (i.e. surfaces
with constant potential temperature and therefore constant entropygingauplift and potentially
cloud formation. There are two known as ‘conveyor belts’: one warr€B)and one cold (CCB)
(Figure 2.3a). They are usually found in midlatitude cyclones, but theitivelatrengths vary
between cyclones and over a cyclone’s lifetime. The WCB draws warm, mioisp from the
warm sector between the fronts, lifting it to form the mass of cloud aheaceof#inm front. The
CCB moves alongside the warm front and under the WCB then quickly dscermlucing a band
of cloud to the west of the cloud made by the WCB (Browning and Robergs})19

After the cyclone occludes arat dissipation begins, the WCB splits into two branches, which turn
cyclonically and anticyclonically (Figure 2.3b). Thorncroft et al. (1ppBposed that the way a
cyclone dissipates depends on which branches of the WCB and CCBremges (Figure 2.4).

In the cyclonic wave breaking case, branches B and C are strongereas in the anticyclonic

breaking case, A and D dominate. Whether the cyclonic or anticyclonic ftowirhtes is strongly
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(a) Before Occlusion

(b) After Occlusion

Ficure 2.3: Schematic of the warm conveyor belt (red) and cold cpowbelt (blue) in a typical
midlatitude cyclone: (a) before occlusion and (b) afterlosion. Figure 9 from Schultz and
Vaughan (2011).

dependent on the background horizontal wind shear (Davies et 8ll).18ealised simulations
of these cyclones indicate the direction of wave breaking ¢ketiakey properties of a cyclone,

including its track and strength.

These regions of uplift are important in the development of a cycloneausecthey contribute
towards cloud development, and so explain the patterns observed on sateltiges. Given that

both the WCB and CCB move air upwards, their strengths compared to thakevafdraughts
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Ficure 2.4: Isentropic flow (solid arrows) in a baroclinic wave (swe pressure and fronts also
shown). Figure 1 in Thorncroft et al. (1993)

affect how dficiently air is moved from lower to upper levels in the cyclone, and thereftiesta

the core pressure.

2.2.4 Cyclogenetic Processes

The processes that cause extra-tropical cyclones to deepen will @aistussed. A baroclinic
atmosphere (Section 2.2.4.1) provides the potential for energy to begdlzam overturning, and
for temperature advection that can favour cyclonic deepening. Theatien with the jet stream
(Section 2.2.4.2) is another important factor to discuss. Furthermore tidiglacesses can also
cause cyclogenesis, for reasons that will be discussed in Section 2R2aWéver, it is important
to note that, although all of these processes encourage cyclogenegisgréhnot individually
suficient to generate a midlatitude cyclone. An initial perturbation to the temperatpressure

field is necessary, which these processes then encourage to growriatarg midlatitude cyclone.

2.2.4.1 Baroclinic and Barotropic Instabiltiy

In this work, two types of atmospheric instability need to be consideredtrogio and baroclinic.
A barotropic atmosphere is where density depends solely on pressheecas in a baroclinic
atmosphere density depends on pressure and temperature. Barotstgiislity is related to the
horizontal shear of the jet, and perturbations grow by converting kinegcgy from the jet into
cyclonic circulations. Therefore, barotropic instability relates the caiwarof large-scale kinetic

energy to smaller-scale motion. Baroclinic instabilityfelis because the potential energy, which



Chapter 2 Literature Review 18

can be extracted from converting a baroclinic atmosphere into a barotopids also available

to convert to the kinetic energy of the cyclone.

During occlusion, the air in the warm sector is lifted above the colder, dedar air. The initial
horizontal temperature gradient into a vertical temperature gradient, witim &ex overlying the
colder air (Figure 2.5), lowering the centre of gravity of the system addaiag its gravitational

potential energy.

Ficure 2.5: Schematic illustrating how rearranging a horizonhsity gradient into a vertical
one lowers the centre of gravity (black dot). The colder,s@erfluid is shaded grey. Based on
Figure 8.3 in Martin (2006)

Lowering the centre of gravity releases the Available Potential Energ¥jA@m the horizontal
temperature gradient into kinetic energy (Holton, 2004, Section 8.1), whicks to strengthen
the winds and conveyor belts within the cyclone, and encourages dagp&aroclinicity is the
key factor in cyclone development, as a storm will not develop without it.ithkatdhlly, barotropic
instability can be released, by converting kinetic energy from the largke-g&t stream into kinetic

energy of the synoptic-scale eddy.

The diference between baroclinic and barotropic instability is well illustrated by tmerzoEn-

ergy Cycle (Figure 2.6). Lorenz postulated that, across the globeayyetmnansfer in the atmosphere
is between four reservoirs: potential energy of the mean flow (Pm), kieeégy of the mean flow
(Km), potential energy of eddies (Pe), kinetic energy of the eddies (K& source of the poten-

tial energy is diferential heating (the sun is more intense at the Equator than at the Polésgylead
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Ficure 2.6: The Lorenz Energy Cycle, illustrating the flow of enegused by atmospheric
processes, such as extra-tropical cyclones. The storeseme-state potential energy (Pm), mean-
state kinetic energy (Km), eddy potential energy (Pe) amty &thetic energy (Ke).

to a temperature gradient); the energy is converted to kinetic energy lyations forced by the
temperature gradient; the remover of kinetic energy from the atmospheretisrir The transfer
of energy is caused by a variety of processes, two of which are rélévamidlatitude cyclones.
Baroclinic instability is released during cyclogenesis, transferring grfeogn Pm to Pe, then on
to Ke. Barotropic instability is released by converting Km into Ke (Holton, 2@®ttion 10.4). It
is from these two types of instability that midlatitude cyclones draw their kinetiocggnkeading

to cyclogenesis.

2.2.4.2 Jet Stream

There is a strong link between the jet stream and midlatitude cyclones. Ordeiebation appears
on the jet stream, it will tend to grow because the jet stream is unstable. A npedtebation
causes flow to accelerate, inducing ageostrophic motion. This in turnaisagence aloft,

which means mass can be evacuated from the column of air, and so theeuréasure lowers.
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Therefore, how much a cyclone will deepen depends partly on whethass#es through regions

of upper level divergence.

The acceleration of the flow that causes the ageostrophic motion can hediraecular. If it is
linear, regions of particularly fast-moving air form, known as jet streaksh will have divergence
at the right entrance and left exit regions, due to ageostrophic circalatimund the axis of the
jet stream (Murray and Daniels, 1952). Therefore, a storm thasesothe jet stream and passes
through these two regions usually undergoes strong deepening, thdsigmonlinear interaction
(Gilet et al., 2009). The locations of the regions of divergence andecgance for straight and
curved jets are shown in Figure 2.7. It is the regions of divergence thlaf provide favourable
conditions for cyclogenesis. Alternatively, this can also be explainedi¢firéhe idea of relative

vorticity (£), given by:

_O0v du

(—a—x—@ (2.1)

where u and v are the zonal and meridional components of the wind spegd, and y are the
zonal and meridional spatial co-ordinates. The relative vorticity desstibe spin of a fluid at a
point, and is related to the air’'s circulation per unit area, when viewed #anth. The absolute
vorticity (£,) is the circulation per unit area when viewed from an inertial, non-rotatiagné of

reference, and is given by:

La=C+f (2.2)

wheref is the planetary vorticity or Coriolis parameter, quantified by:

f = 2Qsing (2.3)

where(Q is the rate of rotation of the Earth, apds the latitude. Relative vorticity — often referred
to as vorticity — is positive for cyclonic flow (where an air parcel would tamticlockwise) and
negative for anticyclonic (clockwise) flow. In situations of horizontaldvathear, one side of an air
parcel will be associated with higher wind speeds than the other, whichtsng&urning motion
on the air parcel. This is known as shear vorticity. The result is that ondtibward side of a jet

streak there is positive vorticity and on the southern side there is negatitieity.
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However, it is the advection of vorticity by the jet stream that leads to cgevere and divergence
aloft (Lynch and Cassano, 2006, Section 7.4). Positive vorticity aire(PVA) is associated with
divergence aloft, and negative vorticity advection (NVA) is associaifldeonvergence aloft. This
is because, as an air parcel increases its vorticity, its circulation is a@usgo its radius decreases
and vertical extent increases. Given that a jet streak has posititieityoon the northward side
and negative vorticity on the southern side, PVA occurs in the right exdrand left exit regions,

thereby providing favourable conditions for cyclogenesis.

A curved jet stream results in centripetal acceleration acting on the floewreBulting ageostrophic
motion is perpendicular and to the left of the acceleration vector (Holtor4,2B§uation 6.56),
meaning there is convergence behind the trough and divergence afrtsadrough (Figure 2.7).
From a vorticity perspective, it is necessary to consider curvatuteitgy or the spin imparted on
an air parcel due to curvature of the flow. Vorticity will be most stronglyifpasin the base of the
trough, and most negative at the peak of the ridge. Therefore, bétertdough there is NVA and
associated convergence aloft, but ahead of the trough there is PVAisrdence aloft (Holton,

2004, Section 6.3.2).

In summary, the presence of accelerations within the flow that generasér@guc motion is
key for cyclogenesis, because through divergence aloft, mass ¢siaea from the cyclone’s
core, causing the core pressure to decrease. Furthermore, therémpartant link to be made
with vorticity generation. If a column of air is stretched upwards so that ittusadecreases,
then through the conservation of angular momentum it will tend to ‘spin upichvalso causes

divergence aloft.

2.2.4.3 Charney and Eady

The ideas of baroclinicity and vorticity advection are key in both the initiation wifidlatitude
cyclone, and in its subsequent development. If the jet stream advedtsicyeorticity into a
region, it will encourage divergence aloft and strengthen upward mghktartin, 2006, Section
6.2). This means that, for a deepening system, the maximum in relative vortisggiated with a
trough will tend to slope backwards with height; the surface trough is belewetiion of strongest

PVA, ahead of the upper trough (Charney, 1947; James, 1995, S&cipn

Idealised versions of baroclinic waves were described by Charrggy7jland Eady (1949), using

mathematical models. Eady (1949) developed a two-layer mathematical modelnine the
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Ficure 2.7: Showing the location of regions of divergence and cayesce, associated with the
jet stream. C indicates regions of convergence; D indicditesgence.

growth of baroclinic waves, as an approximation to the midlatitude atmosphdre.id€alised
model had fixed upper and lower boundaries, a fixed channel widthaatividing line between
the two layers assumed to be flat. The flow within the channel was zonakaied Vinearly with

height from the lower boundary; faster motion aloft, and always flowinth@émsame direction.
The model in Charney (1947) was similar, but a little more flexible as it lackefixbe the upper
boundary or dividing line. However, this complicates the problem mathematiaalliso the Eady

set-up is used more commonly.
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Eady (1949) observed that a small perturbation in the thermal field tendgmwointo a large-
scale wave structure in his two-layer model. Although initially marfedent wavelengths were
triggered by the perturbation, one grew exponentially, and so evolvedhatpredominant wave
that characterises size, structure and growth rate. The fastest-grozgulting wave was seen in
both the temperature and pressure fields, so it was a baroclinic wavésamdplitude is dier-
ential (varies with height). The wave was an idealised version of a midlatit@setvain, with
alternating low and high pressure centres, known as ridges and troegpectively. Therefore, it
contained an idealised version of a midlatitude cyclone. The idealised veva®described an-
alytically by Charney and Eady, in this case using the partially-developenf geasi-geostropic
equations. These described an atmosphere in hydrostatic and gewstaphce, which is a good
approximation for midlatitude synoptic-scale flow, away from the Earth'taser(Martin, 2006,
Section 5.4). Eady (1949) agreed with Charney (1947) that the trologless backwards with
height, but also found that waves in the temperature field — that is, alterrratyngns of warm
and cold air — tends to slope forwards with height. This causes overtyrambso the release of

kinetic energy from the potential energy of a horizontal temperaturdeyrad

Furthermore, a baroclinic atmosphere has a horizontal temperature mgridiéis not parallel to
the pressure gradient, and so provides the potential fiardintial temperature advection. Ahead of
the low pressure, warm advection occurs, causing sensible heatirgaif tiehind the warm front.
This air is further warmed by the latent heating caused by cloud formatiorm\Avection causes
upward motion, so the air column stretches and ‘spins up’ cyclonic vorticitysing surface
pressure to fall. Behind the low pressure, cold advection occurs @alsgim down’ and rising
surface pressure. These respectively pull and push the low peefssther forward, meaning that
the cyclone propagates. The uplift also causes more cloud to form, so hei@img is increased
and the warm advection is strengthened, causing a positive feedbackai¢ghuplift. Also, the
latent heat release in the cloud ahead of the warm front causes theatidgd of the system to
intensify, meaning the upper level pattern amplifies as its wavelength shoaesupper-level
trough generates stronger PVA, which also causes stronger aswistrangthens the surface
cyclone. This idea is known as self-development, as the cyclone redsfitself (Martin, 2006,

Section 8.5).
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2.2.4.4 Diabatic Processes

Further to these large-scale processes, diabatic processes cabuteritr a cyclone’s develop-
ment. Adiabatic processes are those where any change in an air peecglsrature is due solely
to its expansion or contraction, due to vertical motion in the atmosphere. Diabatiegses in-
clude the release of latent heat and sensible heat, as well as interactibrifeMand and sea
surface. As clouds form, the phase change of water provides aesotidiabatic heating, con-
verting latent heat energy into kinetic energy afféeting local vertical temperature gradients and
therefore stability. These can combine to provide stronger updraugsti®rer WCB (Chagnon

et al., 2012), and more intense fronts, than if the atmosphere were dgl@armas did not form.

However, diabatic processes occur on small scales, making it negésgarameterise them in
NWP and climate models (Section 2.5.1). Further to tfieots on the small scale stability, latent
heat release carfact the large-scale structure of the cyclone. It ciec uplift speed in the
WCB, and so decrease the core pressure of the cyclone further tmadifiy the cyclone. Chang
et al. (1982) found that diabatic processége large-scale structure of the cyclone, as the tilt of

the cyclone is dferent when latent heating is modelled.

2.2.5 Convection

Convection occurs when the air near the surface is warm compared tar tlefg so if the air
lower down is perturbed it will tend to rise rise. This air is said to be unstalfl¢hel air has
suficient moisture, this can lead to the formation of convective clouds. Within mgcthere
are convective features. Convective cells are often found in the @olikhind the cold front,
as the air near surface is warmed by the land or sea over which it passteekair above it is
colder, which can give showery weather (Wallace and Hobbs, 2@0€), there can be embedded
convection in split cold fronts, which occur when the WCB slopes forwater et al., 1995),
and can generate heavy precipitation and are a significant hazard tiomvi/hile the uplift of
air is not a diabatic process, it is still parametrised because it is often oalemmseich smaller
than the model grid. The highest resolution data that will be used in this prgegyrid squares
of around &m, which is significantly larger than the average convective cell. Furthernvanen
clouds form, there is latent heat release, which is a diabatic process pathisetrised. While
convection is an important facet of midlatitude cyclones, it will only be cometiénplicitly as

part of this work, because it is parametrised within the forecasting modia€e.
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2.2.6 Planetary Rossby Waves

Although it remains a useful concept in cyclone development, the pressrtbe Polar Front is
not necessary for frontal development. One reason for this is thidreys and anticyclones tend
to alternate along the path of the jet stream, because one tends to induceethéapthstream.
Therefore, in the Northern Hemisphere winter, there is a semi-permaaéetrp of alternating
high and low anomalies in the geopotential height field (Lynch and Casg806, Figure 8.3),
known as a planetary Rossby wave (Holton, 2004, Section 7.7). Therpa&tiorced by three
factors: orography, notably the Rocky Mountaingfeliences in heating over land and sea; and
forcing from smaller-scale features, including midlatitude cyclones. InrEig\B, there is clearly
a pattern of regions that tend to have high pressure anomalies alternatingrefithred regions
for low pressure, in this case with three cycles from high to low and baakasgcurring around
the globe. These large-scale ridges and troughs \idichthe path of the jet stream, generating
regions ideal for cyclonic deepening, due to divergence aloft. Thergthere is a mutual interac-
tion between the global Rossby wave pattern and North Atlantic windstormssbavaves can
influence cyclone development, in terms of both location and depth, and¢leneg contributes
to the forcing of the Rossby wave. Cyclones’ dissipation can be linked tordaking of Rosshby
waves; as the breaking occurs, the upper-level trough decreasegyimitude, and so the coupling
throughout the atmosphere is less strong and cyclolysis begins at tlaeesfthorncroft et al.,

1993).

However, planetary Rossby waves are not the only kind of Rossbg.v@we example of another
is the way that the midlatitudes and tropics interact with each other, througtrdpagation of
Rossby waves. The El Nifio Southern Oscillation (ENSO) is one exampl&CER a variation

in the ocean circulation in the tropical Southern Pacific, which hadfecteon sea surface tem-
peratures in the eastern Pacific and therefore the local weather,gopés the location of cloud
formation and the strongest precipitation. The two phases are known [gi&| with a warm
anomaly, and La Nifia with a cool anomaly. However, studies such as dmténét al. (1998)
showed that there is also affect on the weather felt further afield. In Europe, for example, El
Nifio events mean the winter storm track is more southerly than in a La Nifia Bgar(imann,
2007). This &ect on European weather occurs due to the propagation of Rossleg fvam the

tropical Pacific across a large portion of the globe.
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NCEP/NCAR Reanalysis
500mb Geopotential Height (m) Composite Anomaly 1981-2010 climo

Dec to Feb: 1981 to 2010

Ficure 2.8: Northern Hemisphere 500hPa geopotential anomaly émehber to February, aver-
aged over 1991 to 2010. Made using NGEEAR reanalysis data at htfpyww.esrl.noaa.gov

2.2.7 Intense Cyclones

This work considers extreme cyclones, though Roebber and Schurg@hhh)(found that such
cyclones contain similar processes to their weaker counterparts. Thesl@gclones are a ‘lucky
accident’ when there is a large amount of available moisture to facilitate thetidigibacesses,
as well as strong baroclinicity and a jet stream showing strong PVA. Hesvevense cyclones
can undergo more sudden deepening, and are called ‘bomb’ cyclothesgéning is greater than

24hPa in 24 hours (Sanders and Gyakum, 1980).

When considering the deepening of intense midlatitude cyclones, a largeenwinfactors are
at play. Processes that need successful modelling range from tleeskeaie forcing, such as the
baroclinicity and jet stream, to the small-scale diabatic processes. Eaclseftiust be modelled
successfully, in order to provide a high-quality forecast for the comigsdor to predict how
such systems will evolve under climate change. Explosive cyclogenesisealds to occur near

strong sea surface temperature (SST) gradients (Sanders andngyBE,80), so SSTs also need
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careful modelling. Sea ice concentrations needs similar consideraticadeed to has anfiect

on midlatitude circulation.

In addition, explosive cyclogenesis is usually associated with wave actiliégkmann et al.
(1996) find that explosive cyclogenesis is associated with a planetaly-s/ave. Hanley and
Caballero (2012) found that before a destructive cyclone passedovope, there tends to be si-
multaneous Rossby wave breaking of both kinds; cyclonic on the polewgatd and anticyclonic
on the equatorward side. This induces a region of strong baroclinicity twélseof Europe, pro-
viding a potential source of energy for windstorms. Gomara et al. (28¢&ed that explosive
cyclones tend to be associated with Rossby wave breaking, but find ¢éhatph of breaking is
affected by the cyclone’s location. Given that Rossby wave breaking €dorbed by cyclones’
dissipation (Section 2.2.6), then intense cyclones canfieetad by the paths and direction of

earlier cyclones’ wave breaking.

Riviere and Joly (2006a) observed that the largest deepening oategcfones occur downstream
of the maximum baroclinicity. They found that deformation is key to the deepgesfisome past
intense cyclones, and identify ‘barotropic critical regions’ betweeasacé strong deformation of
opposite direction, which cause strong deepening. In the second fi@ig work, Riviere and Joly
(2006b) found that when two jets are present, their deformation fieldsisypzse on each other
and cause a ‘baroclinic critical region’ in between. If a cyclone wess@nt in this region, then

the resulting baroclinic energy conversion would deepen the cyclon&lguic

Overall, a variety of factors can come together to generate an intense middatjtcidne, with the
potential to inflict damage on Europe. Therefore, how well each of tfeeters is modelled will
affect how well such cyclones are modelled. Next, a discussion of the [éuelderstanding of
midlatitude cyclones will ensue, by evaluating how well represented they aeveral types of

data.

2.3 Data Sets for Investigating Historic Cyclones

There are several sources of data, in which to investigate midlatitude egcloklany studies
searched for trends in cyclone activity, in order to assess how sudbngs will evolve under
climate change. Firstly, data from the recent past can be examined fortraumnels, which may

indicate changes to come. These data come in two forms: direct obsenatidnsanalysis data.
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Direct observations are those made every day at thousands of wetdliens, satellites, radar
dishes, instrumented buoys, and so on. To investigate storms over a tonggreriod, ships log

books, diaries, newspapers and port records have also bee(Laseldl, 1991).

The modern observations are used to generate analysis charts, winvatepihe best estimation

of the situation at a given moment given the observations, and so aréouseke forecasts. The
method of going from observations to analysis — known as data assimilatiors-belea refined
over time, along with other factors such as the resolution. This inconsisteakgs comparison

of data of diferent ages dicult, as diferences might be related to advances in the data assimi-
lation. Reanalysis data are similar to analysis data, but a consistent data d&sinpitacedure

and resolution is used, but gaps between observations by interpolating ianirspace using an

NWP model run for short intervals over a long period of time.

Secondly, ‘weather forecasting’ models that are run on short timesgsiteg NWP. These depend
strongly on the initial conditions and fast processes that occur in the nibadeldifferent types of
short-term forecast exist: deterministic and ensemble. Deterministic fdsemasrun only once
at a high resolution, and so are typically more accurate up to approximatelgéys. Ensemble
forecasts dter, as the model is run several times, with slighfatiences in the initial conditions

or governing parameters, giving a spread of results.

Lastly, climate models, both global (GCM) and regional (RCM), can be tsa@mulate future
trends. Since they run on much longer time-scales, they are more sensilegtprocesses than
NWP models. RCMs can be run at higher resolution than their global cqamntsy allowing more
detailed information to be gathered for impacts and adaptation studies. HpR&Mds can only
be run over a small region and so require a GCM to provide boundaditiams. It is also possible
to run GCMs and RCMs for the recent climate (20th century), and then aentipair output to
surface observations or reanalysis data, to assess the accuraeynoddels. Each of these data

types will now be discussed in turn.

2.3.1 Surface Observations

As observations in Europe are particularly dense, research haktdoeigds in observed cyclone
patterns over Europe, but no clear conclusions can be drawn frase theestigations. McCabe
et al. (2001) found an increase in cyclone frequency north 8A6@& decrease at 3 60° N, and

an intensity increase everywhere, for the period 1959 to 1997. HamilChang (2003) found a
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strengthening of the storm track, particularly since the 1970s, but Ateetaand Tett (2005) found
no clear trends in winter storms since the 1950s. Cited reasons for thisatsagnt include the
short observational record, relative to the timescales of internal vhiyadecadal variations can-
not be assessed on 60 or fewer years’ worth of data. Further stualvesinvestigated changes in
cyclone-related variables. However, no clear trend in the North Atlansehserged yet, despite
investigation into a range of variables including mean sea-level presd®ieR) (Lambert, 1996),
geostrophic wind speed (Alexandersson et al., 2000), ocean wéght lfghe WASA Group,
1998), temperature and precipitation (Beck et al., 2007). Longer timedsehave also been
investigated, for example by Phillipp et al. (2007), who grouped or cledtilorth Atlantic pres-
sure patterns from 1850 to 2003. They did not find a significant trenalsyiparticular cluster, but
did find that there is a trend towards winter conditions with westerly winds, wisidavourable
for strong windstorms. Lamb (1991) investigated cyclones over neaflyygars, but finds no
trends related to climate change. The reasons for the absence of treludiginatural variability,
improvements in the instruments used in the observations, sub-grid-scaésges, variations at
the synoptic scale and changes to boundary conditions. On balandeandrend emerges from

surface observations..

2.3.2 Reanalysis

Recent comprehensive reanalysis activities such as ERA-40 and {NICAR have facilitated
trend analysis. Reanalysis tends to be run for a historical period (e.JEGMMWF Reanalysis
ERA-40, 1957-2002), but can continue from a point in history up to ttesent day (e.g. the
ECMWF Reanalysis ERA-Interim, 1979-present). When investigating-ésdpacal cyclones, the
ERA-40 and NCEP-NCAR reanalyses generally agree, although HR&e#dtains more cyclones
overall. According to Hodges et al. (2003), the storm tracks in the igs@mare mainly consistent
in the Northern Hemisphere, though the degree of consistency deperible oyclone intensity.
Figure 2.9 shows the discrepancies between the ERA-40 and NCEP-Mé&xhRlyses, in terms
of mean cyclone centre density. It shows that there are some signifi¢éeredces between the
two reanalyses, notably in the Bia Sea and around Iceland because in these two areas European
windstorms are often generated. However, the two reanalyses bragrély an the location and

intensity of the major storm tracks.

Raible et al. (2008) found that the cyclone trends in ERA-40 and NCERR over the time
period 1961 to 1991 also broadly agreed with each other. Generallyrtwawd shift of the
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Ficure 2.9: Figures from Raible et al. (2008) (their Figure 2), shayWa) total cyclone centre

density in ERA-40, for storms that with a minimum lifetime %h for winters (DJF) 1961-1990

and (b) the dference in the same measure between ERA-40 and NCEP-NCARlysas. Black

contours show 5% significance level. Cyclone centre delisitiye number of cyclones per unit
time (in this case, a season), per unit area (ko)
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zonal-mean storm track occurs over the time period (Trigo, 2006; Waalg €006), possibly due
to a northward shift in the jet streams (Hudson, 2012). Geng and Sugfd)26und an increasing
trend in ‘cyclone density’, which could indicate stronger cyclones, fesgteeds andr stronger
deepening rates. Allen et al. (2010) examined five reanalyses that t@&ve to 2008, and also
find that they agree with each other for explosive (‘bomb’) cyclogmsniesthe Northern Hemi-
sphere, but no trend is found. One reanalysis, 20CR, goes back 1dy8aking surface pressure
observations and using these as input to a model, resulting in gridded daet € al. (2011)
and Wang et al. (2013) found an increasing trend in storminess in 20@#ever, Krueger et al.
(2012) found no trend in the observations fed into 20CR. This means thietid could be related
to the limited number of observations earlier in the time period; a limitation of 20CR ateadl try
Compo et al. (2011). As an alternative to extending the time period of alys#s)at is possible to
take a diferent approach with the analysis. Della-Marta et al. (2009) calculateetina mperiod
of European windstorms, and found an increasing frequency (i.eteshieturn periods) over the
Northeast Atlantic, but noted that their statistical method has some drawbadkss potentially
oversimplifying the dynamics of a wind storm in order to sucessfully identifatwdonstitutes an

‘event’.

There are a number of factors that cdfeat the reliability of results from reanalysis data (Bengts-
son et al., 2004a). The underlying NWP model may cause ERA-40 to himeadiof increasing
temperature and atmospheric water vapour content (Bengtsson et dlh)20thomogeneities in
observations are still a factor, because the number and quality of albiesayfed into the reanal-
ysis increases over time. Reanalysis data is dffscted by the data assimilation method used to
include observations (Harnik and Chang, 2003); although in a givematgsis data set it remains
constant, it could causeftiirences between reanalyses. Finally, the problem of internal variability
masking climate change trends remains, given that the time periods coneeerstbrt compared

to the time period of internal variability. Overall, uncertainty is high when invesitig climate

trends found in reanalysis data (Bengtsson et al., 2004b).

2.3.3 Forecasting on a Range of Scales

Since forecasts are made every day at dozens of centres for achlegm times, it is possible
to assess how well extra-tropical cyclones are modelled using theserdaasting is done in
both traditional deterministic weather forecasting models, which use a singlgsan and using

ensemble prediction systems (EPSs). EPSs use a set of perturbationaualiss to generate
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their initial conditions, so can give a measure of the uncertainty in the fstr¢cautbecher and
Palmer, 2008). In two EPSs, made by the ECMWF and NCEP, cyclone lodsifioedicted more
reliably than intensity, but both predict cyclones to track slightly more poldsvélran in reality
(Froude et al., 2007a). It has been shown that the speed of stornstésngically underestimated
in the ECMWF EPS system (Froude et al., 2007b) and eight other EP3nsyfteoude, 2010)
including NCEP-NCAR, particularly over the Atlantic (Froude, 2009). tdger, external factors
may be at play; one key factor in the performance of an EPS is the numbaseible members
(Buizza and Palmer, 1998), both in terms of spread and skill. Thus, camgpaPSs can mean
those with fewer ensemble members appear to perform worse than those wétlmambers, due
to the member numbers factor alone. Forecasts are #lisoted by the quality of their initial
conditions; uncertainty in the observations can propagate in the forégasther potential source
of uncertainty is the data assimilation scheme, which takes the observatiopsomedses them

into the analysis or reanalysis.

In the wider meteorological community, there is an interest in the ‘seamlessiagipto forecast-
ing (Hoskins, 2013; Palmer et al., 2008), whereby one computer modbkoased to simulate any
timescale, because the simulation would include all processes, fromdasisses such as diabatic
ones, to the slow processes such as the atmosphere’s interaction witpasiehare and biosphere.
The next link in this chain towards a seamless approach is seasonaldtingc However, Reng-
gli et al. (2011)’'s examination of hindcasts of windstorms on a seasoald g1 an ensemble of
models found a little skill in predicting the number of winter cyclones, but no &kilthe inten-
sity. Further dfficulties are anticipated on the seasonal-to-decadal time-scale; uncertathbse
time-scales was identified in the emissions scenario, in model error, and inetlietpbility of
the climate system (Schwierz et al., 2006). Some work has already shotwutimng climate
models for a few timesteps and comparing the result to reanalysis data inditatbsfast’ pro-
cesses need to be improved (Rodwell and Palmer, 2007). This wouldgigmst what processes
that act on seasonal or decadal timescales need improved represenitgizpametrisation, which

could be carried forward into models that operate over longer time scalgdsas climate models.

2.4 Cyclones in Climate Models

How midlatitude cyclones will react in a changing climate one of the most uncextpiects of Eu-

ropean weather’s reaction to climate change (Beniston et al., 2007). Aenwhstudies compare
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extra-tropical storms in reanalyses and climate models, to draw conclusionstae accuracy of
the climate models. However, studies take a variety of approaches in thesian(@gctions 2.5.4
and 2.5.5). In Pinto et al. (2009), when a climate model run for the re@sitip compared to
NCEP reanalysis, the model does successfully locate the reffiied by storms (Figure 2.10).
The figure shows that, although the general shape of the track is similamarginally shifted
south in the climate mode and that the model underpredicted the number of eyadear the

North Atlantic generally and by 50% in some regions.

L

Ficure 2.10: Track density (in cyclone days per winter) of intengelanes for (left) NCEP

reanalysis (1958-1998) and for (right) a simulation withHEM5/MPI-OM1 for recent climate

conditions (1960-2000). The two data sets have similarzbotal resolutions. From Pinto et al.
(2009), Figures 4a and 13a.

Once a comparison with past data has been made — either with reanalysis détta abserva-
tions — many studies go on to use a climate model to simulate how cyclones ffeyuttider
future climate change, despite the limitations to the climate model discussed. Fotbethe
results produced by fferent climate models are inconsistent; indeed, the disagreement is particu-

larly bad over Northern Europe (Christensen et al., 2007; Woolingkl 20

2.4.1 Extra-tropical Storms in Multi-Model Ensembles

The IPCC Fifth Assessment Report (AR5) states that ‘the global nunabexfra-tropical cy-
clones] is unlikely to decrease by more than a few percent’ (Christertsah, 014), so any
change is likely to be a small decrease in number. While the Pacific storm trikélysto shift
polewards, the same cannot be said for the North Atlantic: ‘it is unlikely treatdbponse of the
North Atlantic storm track is a simple poleward shift’ (Christensen et al., 2004} is a diferent

conclusion to the Fourth Assessment Report (AR4), which states thatligiohidlatitude storms
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will become less in number due to a poleward shifted storm track, and thatusedthe same

conclusion is reached by several models, confidence in the resultds(iteehl et al., 2007).

Other studies have examined the data used in these reports directly (e.gertambFyfe, 2006).
However, CMIP3 (used in the Third Assessment Report and AR4) diePE (AR5) data include
such a large number of models that it isfdiult to critique the diferences between the models.
There is only weak general consensus found, though some agreisifeamid between some mod-
els. Furthermore, results from CMIP5 data showedi@dént pattern to that found in CMIP3 data;
for example, the poleward shift is only found over Europe, North Ameaiwé the western North
Pacific. Chang et al. (2012) found that CMIP5 predicts a slight dserigaestorm track activity for
the Northern Hemisphere during winter, whereas CMIP3 predicts ardaserddarvey et al. (2012)
compared CMIP5 and CMIP3, and generally find the CMIP5 responsams t&f cyclone number
and track position is less than in CMIP3 and is smaller in magnitude than intetaramizions,
making trends diicult to identify. It remains an open question how well extra-tropical cyeton
in models compare with reality; when Zappa et al. (2013) compared stormssia thedel suites
to those in reanalysis data, CMIP5 performs better than CMIP3. This disiaqgnt indicates that

there are deficiencies in the simulation of the North Atlantic storm track in climate Isxode

2.4.2 Storm Track in the Future Climate

The storm track is a region where cyclones tend to be found and movegthrdtiis a useful
measure for storminess in climate models, because it is an average ovee atdesgand time
period, so can be easily detected at GCM temporal and spatial resolutiotheéNorth Atlantic
storm track to be clearly discernible in the correct area, it is not negessaesolve processes
that act over small distances or short time periods. One method of locatirgiaime track is
described by Hoskins and Hodges (2002); discussionftidréint methods can be found in Chapter
3. Hoskins and Hodges (2002) used relative vorticilyand find the storm tracks shown in Figure

2.11, which clearly shows the North Atlantic storm track as it heads overeur

Though many studies using climate models agree that the North Atlantic zonalstoeamtrack
will shift polewards in a changing climate (e.g. Bengtsson et al., 2006), thistis universal
conclusion (e.g. Pinto et al., 2007a), as can be seen in Table 2.1. Thosddiseans that some
processes that drive the storm track are not well modelled. Furthey@att et al. (2011) found

a northward shift of the storm track in an experiment with a doubling of@adioxide, but no
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Ficure 2.11: Main storm tracks in the Northern Hemisphere at 850#eéd) and 250hPa
(dashed). From Hoskins and Hodges, 2002 (Fig. 14).

change with a quadrupling. Sansom et al. (2013) observed a soutbhiftrdf the storm track
using a diterent model weighting technique, intended to minimise uncertainty; howeeee, ith
still a large amount of associated uncertainty. There are also some I@emeédces: McDonald
(2011) found a general poleward shift, but a partial southward shifses 47% more cyclones
over the UK by the end of the 21st century. In the CMIP5 data, analygtsectorm track over
Europe shows an increase in storms over central Europe, but sadedeethe north and south of
this area (Zappa et al., 2013). In short, there is some consensusdtavaapd shift over the North

Atlantic, but uncertainty in the storm track over Europe.

2.4.3 Cyclone Number and Intensity in the Future Climate

Although the storm track is a useful measure of midlatitude cyclone activismads to the number
and intensity of cyclones also have implications. Overall, a trend towardsr@ate in total
cyclone numbers emerges, but there is uncertainty as to the extent amubtegriation. Donat

et al. (2010) compared 7 GCMs, and found local increases in the ey/oitensity of 10%+ 10%
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and in the number of cyclones that wilfact Europe. Over the north-east Atlantic and Britain, the
recent literature points towards either little change in cyclone numbers, @ stimng cyclones
(Table 2.1). For example, McDonald (2011) used the M#ic®s HadAM3P model to conclude
that global winter cyclone numbers will fall by 3% by 2100, but found hartge over the North
Atlantic.

How intensity will evolve under climate change is highly uncertain, given thietyaof results
shown in Table 2.1. Table 2.1 shows a slight trend towards increased sitansity or more
frequent intense storms, but this conclusion is far from definite. Thsoresafor this discord will

be discussed in Section 2.5.

2.4.4 Cyclones in Regional Climate Models

Regional climate models (RCMs) are a useful tool for examining the smalkiée-gtects of cli-
mate change, but require a driving GCM to provide boundary conditibhis is because RCMs
are often run over a small area, meaning some processes involved in signalaglone such as
the jet stream’s path operate on a larger scale. Leckebusch et al) (868&d cyclones using’p
(where p is mean seal level pressure) in four GCMs (ECHAMAYC3, ECHAM3MPI-OM1,
HadAM3P and HadCM3), and four RCMs (RCAO, HadRM3P, HIRHAM#RM). Overall, cy-
clone track density decreased over central Europe but more intensgsstected Britain. The
number of extreme cyclones increased over Western Europe and tiheeast Atlantic. Dffer-
ences between the RCMs were found to be dependent on the drivingi®e®@iMter, in agreement

with Schwierz et al. (2010).

In summary, there is some disagreement about whether the storm trackiftjlasd more about
how the number and intensity of North Atlantic cyclones will evolve under angimay climate.
This is despite using a range of data from observations, reanalyssafis, GCMs and RCMs.

As McDonald (2011) noteduncertainty remains high in future predictions of cyclone behaviour

2.5 Reasons for Discord

The reasons for the disagreement regarding the trends in midlatitude egaan be divided into

those that fiect all aspects of such modelling, and those that only apply to such wagtiems.



Source Model Method Results
Zonal Mean Track Cyclone Number
Lambert (1995) CCcc Gewmill d Fewer cyclones
More intense cyclones
Beersma et al. (1997) ECHAM3 Dso0nps Fewer cyclones
Fewer intense cyclones
Carnell and Senior (1998) HadCM2 p Decreased global activity
Sinclair and Watterson (1999) | CSIR09 £, from ®1000p5 Fewer intense cyclones
Knippertz et al. (2000) ECHAM4/OPY3 ®10000P2 Shift polewards and east More intense cyclones
Geng and Sugi (2003) JMA GSM8911 p Fewer cyclones overall
More intense cyclones
Leckebusch and Ulbrich (2004) HadCM3 VZp, p More cyclones over W. Europ
Bengtsson et al. (2006) ECHAM5 {850nPa Shift polewards Little change
Lambert and Fyfe (2006) IPCC suite p Fewer cyclones
More intense cyclones
Leckebusch et al. (2006) ECHAM4/0OPYC3 VZp Shift poleward Decreased activity
ECHAM5MPI-OM1 More cyclones over UK
HadAM3P Increase in wind speeds due to deeper cyclone cores
HadCM3 and shift in storm track
Pinto et al. (2006) ECHAM4-OPYC3 V%p Small shift polewards Increased activity
Jiang and Perrie (2007) CCCma CGCN2 p Little change
Pinto et al. (2007a) ECHAM5/MPI-OM1 | p Little change Increased activity
More intense cyclones
Ulbrich et al. (2008) IPCC suite Shift polewards Little change
Loptien et al. (2008) ECHAM4/OPYC3 p Shift polewards Little change
Slower moving cyclones
Pinto et al. (2009) ECHAM5/MPI-OM1 | p, V?p 10% fewer cyclones
McDonald (2011) HadAM3P p Broad shift polewards Global 3% decrease
but 47% more cyclones over UK No change over N. Atlantic
Catto et al. (2011) HadAM3P p Polewards in % CO, Decrease in intensity

No change in & CO,

TasLE 2.1: Summary table of studies considering cyclones undétaaté change in a GCM, having compared the model to analysésmaalysis. North Atlantic

and Europe considered, unless otherwise statéslmean seal level pressutgis relative vorticity, andp is geopotential.
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Using models to simulate the atmosphere has limitations, because models are itgretfeame
processes must be parametrised. In general, there are three solitoesertainty when mod-
elling future climate change (Deser et al., 2011): forcing, model regpand internal variability,
discussed in Chapter 1. Yip et al. (2011) and Hawkins and Sutton (2aff)found that un-
certainty in the emissions scenario dominates uncertainty after 2050. Foexhé&w decades,
Hawkins and Sutton (2009) identified that the internal variability and modetmainty are the
largest sources of error in the CMIP3 models, and state that betterstanéing of them would

reduce uncertainty in climate projections.

Internal variability can cloud any trends that emerge in historic data, sedais dificult to iden-

tify the extent to which a trend may be due to climate change or due to long-tesiitatbens

in the atmosphere. Model physics is a reason for disagreement in anylimpden, because
processes may not be represented faithfully. Resolution is a limit in all tyjpe®delling, be-
cause the continuous atmosphere is being simulated on a discretised grickllAs \wroblems
inherent to all climate model simulationsfidirences can also be incurred when the data is anal-
ysed for midlatitude cyclones. Berences can occur in either the method for tracking, or in the
way of quantifying cyclones. Finally, there are limitations in our understandfrthe dynamical

influences on midlatitude cyclones. These sources of error will now loesksd.

2.5.1 Model Errors

The ways in which models simulate dynamics is one reason for the variation dretwyelone
prediction in climate models, and there are three main dynamical cores tha¢ cesedh. Eulerian
models (e.g. HadCM3) consider each grid point, and how the air overtidgi@nt changes over
time. The Lagrangian approach considers many individual air parcdlfiaw they evolve and
move over time. A semi-Lagrangian model (e.g. HadGEM1) is a hybrid of theitwegins by
considering each grid point, but then considers the trajectory of the @ielptat is now over it,
and how that has evolved. For the Northern Hemisphere storm trackdtsr@re more realistic

with a semi-Lagrangian core than an Eulerian one (Greeves et al., 2007).

In addition, models have been shown to have large-scale biases; systemogtialls in how they
simulate the atmosphere. This indicates that there are shortfalls in the modedlaayise some

aspects are unrealistic. Plavcova (2011) showed that an RCM driw&CBIAM5 has a warm
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bias due to overestimating the mean zonal flow, whereas with HadCM3 a csli$ feaund due to

overestimating the north-easterly flow.

The way models consider dynamics on a smaller scale also varies. As mamgs$es operate

at scales smaller than the length of a grid box in a GCM (typically a few dedatiasde or
longitude) or of an NWP model (typically of the order of kilometres), paraisegion schemes

are developed that simulate theifext on the larger scale. Parametrisation can present problems
in simulating cyclones (Lambert et al., 2002), as features such as fronlsuals can be missed

by the grid boxes. Furthermore, many of these processes feed baxkhenlarger scale; for
example, diabatic processes can play an important role in cyclone deg§8eiction 2.2.4.4) and

are parametrised.

Furthermore, the identification of which factors lead to disagreement cauldds clear due to
the balance of errors; that is, where thi@eet of one process being unreliably simulated in a
cyclone is compensated for by af@irent process, making identification of the root cause more
difficult. Separating sources of uncertainty would allow the dominant sourdess éstablished,

and compensation of errors to be diagnosed.

2.5.2 Internal Variability

Internal variability refers to changes in the climate that are natural anoregd. This can be
a problem for two reasons. Firstly, changes due to climate change camdlkecompared to
changes due to internal variability (Beersma et al., 1997), so any lormgetrend can be diicult

to discern. As discussed in Section 2.3.1, this means that trends in obses\adiobe diicult to
identify. Secondly, the understanding of internal variability patterns is b@gause they operate
on decadal or multi-decadal time scales and the observational recamlreotoo few cycles to
ascertain if they are regular or predictable. An important example is the Atlkhtit-decadal
Oscillation (AMO), which is a variation of North Atlantic SSTs with a time period afuard 70
years. Given the observational record only goes back to the middle dfotfecentury, it only
includes at most two AMO cycles, and so the understanding of its dynanmieatglis low. This
has an &ect on the reliability of climate projections, because these patterns are thahaerstood
so their simulation in climate models may not be realistic. Furthermore fibet¢hat climate will
have on internal variability patterns isficult to predict. The repercussions for cyclones in future

climate are highly uncertain.
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Another example of an internal variability pattern is the North Atlantic OscillatioA@N which
particularly causes uncertainty in how cyclones will react to climate chalAgeoss the North
Atlantic, there is a pressure gradient, with high pressure over the Aaacelow over Iceland. The
NAO describes the strength of this north-south pressure gradient, wsitiveophases indicating
a stronger gradient and negative phases a weaker gradient (Wainale, 2001). The pressure
anomalies associated with two winters which were extreme examples of easitoane in Figure
2.12. Strong correlation has been found between the NAO index and tiigemof North Atlantic
winter cyclones (Carleton, 1988; Gulev et al., 2001); positive valugbe®NAO index, with a
stronger pressure gradient, mean more frequernfoanabre intense North Atlantic cyclones (Pinto
et al., 2009). In fact, when the daily NAO index is calculated and compositetié most intense
storms, it is found to peak about two days before the time when the cycloné&isgriandfall, so

could be a key factor in the development of strong cyclones (Hanley abdlléro, 2012).

NCEP/NCAR Reanalysis NCEP/NCAR Reanalysis
ssssssssssssss ol Height (m) Composi

500mb Geopotential Height (m) Comp:

aow sow 20w W w2
Dec to Feb: 1999 Dec to Feb: 2010

Ficure 2.12: Northern Hemisphere 500hPa geopotential anomalpéaember to February for

1999-2000 (left) and 2010-2011 (right), compared to 1981€2climatology, to illustrate the

NAO positive and negative phases respectively. Made usiBEBNCAR reanalysis data at
httpy/www.esrl.noaa.gov

There is a tendency towards more positive values of the NAO under climatgehChristensen
et al., 2014, Section 14.5.1). There is a small increasing trend in the NAQ indeurteen out
of fifteen climate models under climate change; however, the models generaflystimate the
winter NAO index when compared to observations (Stephenson et al.).2006en Woolings
et al. (2010) investigated the UK Metfixe climate model (HadCM3)'s representation of the
NAQ, it showed: a tendency towards negative index values in winter;tabdison spread too
evenly between positive and negative values; and unrealistic time-sdatbarme between the

two schemes. Therefore, climate models can struggle to simulate the NAO.

Overall, the evolution of internal variability patterns such as the NAO and Ali@er climate
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change in uncertain. Furthermore, variability further afield is knownfitech European weather,
such as ENSO (Section 2.2.6), but their nature or how they influencep&wwauld change under
an evolving climate. As these factors are knownfteet North Atlantic midlatitude cyclones, this

adds to the uncertainty in their projections.

2.5.3 Resolution

Resolution in time and space is a limiting factor on the accuracy of all types ofllimgg@ertinent
here as it fiects the number of cyclones located. Spatial resolution comes in two formsd— gr
resolution and spectral resolution — referring to the point at which theation happens. Many
climate models are not run in gridded space, but instead are transforimgdaugrocess similar

to a Fourier Transform (Fourier, 1822; Riley et al., 2006, Chapteririt8)a set of smooth wave
equations, which are then easier to model — this can be described as modelirmgumber
space. The truncations can therefore happen while still using the waati@s by limiting the
number of wavenumbers considered, or after the transformation backltied space, by limiting

the number of gridpoints extracted from wavenumber space.

Cyclone counts are mainlyfffacted by altering the spectral spatial resolution (Pinto et al., 2005),
with more cyclones identified at higher resolution (Stratton, 2004). Adogrtb Blender and
Schubert (2000) and Tilinina et al. (2013), increasing either spespiedlal or temporal resolution
leads to more midlatitude cyclones being successfully located, whereag €haln (2013) found
that high resolution models have weak storm tracks and low resolution maaledsstrong storm
tracks. Either way, there is clearly a relationship between a model’'s regolanid its ability to
simulate midlatitude cyclones. Itis also important to consider vertical resolltemgause improv-
ing the horizontal resolution shifts the storm track polewards, whereesaged vertical resolution
shifts it equatorwards (Stratton, 2004). However, it has been shatimtiproving either horizon-
tal or vertical resolution in climate models leads to a more realistic distribution oftjitda over
the Atlantic in winter (Anstey et al., 2013). This could be because incrdasgzbntal resolution
improving the representation of the baroclinicity, and increased vertisaluton improving the

representation of atmospheric stability.

As discussed, diabatic processes are key in the development of syrdogeas. Willison et al.
(2013) simulated a case study cyclone at horizontal resolutions of 180R@km in the Weather

and Research Forecating model (WRF). After 32 hours, the coreyneis 5hPa lower at higher
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resolution (Figure 2.13). The sources of the additional deepeninghaieked, and it is found that,
in the higher resolution case, there is additional latent heat release whgraced to the lower
resolution, and so the air flow throughout the cyclone including in the WCBadsager, enhancing
heat and moisture transport, which feeds back into further cyclogerigssshortfall of a lower-

resolution model to simulate the core pressure of a midlatitude cyclone due tepfesentation

of diabatic processes could indicate one area where climate models amrfooining well.
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Figure 2.13: Willison et al. (2013), Figure 4: Minimum of MSLP fordir32 hours of WRF sim-

luation of a case study midlatitude cyclone. Bki&20km resolution, orange 20km resolution,

think line=control run, thin line= perturbed physics ensemble members. Two dry runs are also
included, ree:120km, green- 20km resolution.

2.5.4 Tracking

As well as problems that are inherent in modelling or climate modelling, theretleesahat are
unique to the analysis of cyclones. The first of these is that cyclonastodee identified and
tracked, for which there are two main methods (Hoskins and Hodges).280&ckmon (1976)
bandpass filtered the 500hPa geopotential height on time periods beth@&?sb and 6 days,
and plot its root-mean-square deviation from climatology; in searching &ragions where the
variation is largest, he finds the average midlatitude storm track. Building omvtitls Hoskins

and Hodges also considered filtered fields; a 2-6 day bandpass filkeramge of fields including
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pressure, meridional wind, vorticity and potential vorticity to yield a genpieture of the storm

track.

The second tracking method is considered by Murray and Simmonds (h@@lexecuted by
many other algorithms (e.g. Pinto et al., 2005), whereby a storm centre tedbaad followed. A
cyclone is initially identified as a maximum W¢p (which is closely related to vorticity) and then
an associated minimum in pressure is found. Once a cyclone has beenedeitti§ followed by
looking at the next timestep, and finding the cyclonic centre there to join to twopis centre.
Joining is done by considering how likely it is that the cyclone at the seconddithe same entity
as that at the first, to prevent the tracking method jumping between systenes ndffeated over
a few days, the process gives an individual cyclone’s track, arehwépeated over a season for
several years, the storm track appears. Raible et al. (2008) coeditthés second type of tracking
in three diferent ways, and concluded that they agreed in terms of location, b tems of

track length.

The IMILAST initiative compared tracking methods (Neu et al., 2013), ard$fthat there are dif-
ferences in the results produced by elevefedént tracking methods. Althoughfiirent tracking
methods agree under present climate conditions, under future climate desvagt most methods
produce no statistically significant signal for track density over Eurapd,only one shows a sta-
tistically significant increase (Ulbrich et al., 2013). However, Ulbrichlet2013) speculated that
reason for the lack of a signal could be due to thiedént treatment of weak cyclones, and find
that for strong cyclones, track density increases across all methottsngistent tracking method
can be employed to avoid any possibl&eliences, but use offiierent methods makes comparing

different studies of cyclonesfficult.

2.5.5 Quantifying Cyclones

The final source of discord is how cyclones are described numeriéadlgan be seen from Table
2.1, a range of metrics is used to quantify at the feature-tracking, featurging or intensity-
measuring stages of the analysis. fiBient thresholds can be used at any of these stages too,
for example to quantify storm intensity. The commonest parameters are meeésvskpressure
(MSLP), geopotential height, and vorticity (e.dssg). MSLP and geopotential height tend to

locate larger storms and miss the smaller or secondary cyclones, andaan@gioators of how
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much damage a cyclone causes (Pinto et al., 2Q@5y tends to find the smaller cyclones, but is

also a poor indicator of damage (Ulbrich et al., 2009).

The diferences in these two metrics for locating cyclones is shown in Figure 2.®4e @he more
cyclones are found idgso, particularly in regions prone to smaller cyclones (e.g. the Mediter-
ranean). Even on the main Atlantic and Pacific storm tracks, twice as maloyegare located in
lgsothan MSLP in some regions. Although this would mean that a larger set ofr&loould be
examined ingsgthan in MSLP, many of these are nearly undetectable in MSLP and so songe of th
processes that are described in Section 2.2 could be missing, or atdéastsificient intensity,

to produce a coherent cyclone.

MSLP Relative Vorticity ot 850hPo
(a) ERA4Q (b) ERA40

Ficure 2.14: Track density (10km? montht) for the cyclones tracked in winter (DJF) in the
Northern Hemisphere. From Greeves et al. (2007), Figure 1.

Another parameter often considered is wind speed at 10m altituge @s it is related to the
damage a cyclone causes, because the wind wreaks the damage. Kltweeways of consid-
ering wind vary, using percentiles or maxima, averaged daily, hourly banall, and using the
mean wind or the gust speed. Alsay is not a direct model output, and so is influenced by
the boundary layer scheme. Furthermore, if storms are tracked in trecewfinds, the result is
not representative of how extra-tropical storms generally move. On the krale, the highest
wind speeds are located with the maximum pressure gradient, not with treupresinimum or

vorticity maximum.
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The intensity of cyclones can be measured lifedeént parameters, including lowest core pressure,
maximum vorticity, mean pressure gradient¥tp (Ulbrich et al., 2009). The dlierences in
trends identified in intense cyclones depend upon the definition of intengiisickl et al. (2009)
consistently used the 99th percentile of present-day intensity, but still findacrease in the
number of extreme events under climate change when MSLP is considateddgdbcrease when
V?p is used. Other options for measuring intensity include usingfaréint percentile as the limit
(e.g. 98th, 95th), or a fierent variable (e.g. MSLP, wind gust speed). Thedénces due to

various metrics could be avoided by using a metric consistently.

2.5.6 Dynamical Influences

IPCC AR5 (Christensen et al., 2014) discussed that there are dynaewsans for the discord
between future projections of midlatitude cyclones. At the large scale, #nerevo competing
effects in a warming climate: the meridional temperature gradient decreasessatrthee, but
increases in the upper troposphere under climate change (Beersmal@&®d)., Both &ect the
hemispheric energy balance and the baroclinicity of the atmosphere. &htmthe baroclinicity
under climate change over the North Atlantic is an important potential reasdhdgoleward
shift of the storm tracks. A smaller temperature gradient between the padeda tropics would
cause less low-level baroclinicity and reduce the need for energy tabspiorted to the poles
could dfect the latitude of the storm track (Pinto et al., 2009). Catto et al. (2011)ifiéeinthe

reasons for changes to the storm track as:

1. Enhanced warming at low-levels over the Arctic, reducing the meridisundhce tempera-

ture gradient and the baroclinicity;

2. Enhanced warming at high levels over the tropics, which moves polevwhedregion of

strongest baroclinicity, the jet stream and therefore the storm track;

3. Changes to the Atlantic Ocean’s Meridional Overturning Circulation (ADJ©- the per-
tinent part of the deep-water oceanic circulation — leading to changes BSfis and the

low-level air temperatures, altering the location of regions of maximum baroitin

Further to these large-scale influences, there are Id@adts. It is expected that North Atlantic
SSTs will change under climate change, partly due to changes in AMOG:MeowWSSTs are an-

other source of model bias (Keeley et al., 2013). Loss of Arctic seaiit@lso occur, but the
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effects are nonlinear due to feedbadkeets (Peings and Magnusdottir, 2014). Finally, changes
to the land-sea temperature contrast are predicted. Thesfeall the local horizontal tempera-
ture gradients, and therefore change baroclinicity and so alter an impedarce of energy for

midlatitude cyclones (Christensen et al., 2014, Section 14.6.2.1).

The influence of moisture under a changing climate is also discussed in Sk¢tt8.1 of Chris-
tensen et al. (2014), but th&ect on midlatitude cyclones is indeterminate. The increase in global
temperatures will increase the potential that the air has to hold moisturedatgtw the Clausius-
Clapeyron Equation (Finn, 1993, Equation 9.10). This means increadedtjal for latent heat
release, leading to stronger midlatitude cyclones (Booth et al., 2012; Dadr@&ray, 2009), due

to greater potential for latent heat release by condensation and fyedzowever, it also means
more dficient energy transport from the equator to the poles, decreasinglinégity and reducing

the potential for midlatitude cyclones (Schneider et al., 2010).

In summary, part of the reason for uncertainty in climate projections of midlatitydiones is the
variety of uncertain dynamical forcings. While model errors, internailadlity, different model
resolutions, dierent tracking methods andfidirent ways of quantifying cyclones all contribute to
the uncertainty, identifying which dynamical factors are not well simulatedidcsignpost future

work.

2.6 Summary

In Europe, winter wind storms are the most damaging weather phenomepansuth cyclones
will react to climate change is uncertain; previous literature agrees thabtfad-mean storm track
will generally shift polewards, but this may be thiéeet of low model resolution. Recent research
has identified a tri-polar pattern in the change in the storm track over E(Z@ppa et al., 2013).
The number of storms is generally expected to decrease, but locally nsictadd increase (Mc-
Donald, 2011). Discord arises when cyclone intensity is consideredialthe use of dierent
models using dferent atmospheric physics fidirent initialisation and dierent resolutions. Fur-
thermore, the lack of an agreed measure of cyclone intensity meff@edi outcomes are reached

using various methods (Ulbrich et al., 2009).
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Even when looking at trends in surface observations or reanalysisaatglications can arise.
These are mainly due to internal variability on all timescales, but particuladsdid and multi-
decadal, as the time period covered by both isfifisient to draw any conclusions about patterns
in variation on such scales. Surface observations are susceptible togrissinand to changes
in the observational network over time, such as the development of satetéteRi@analyses are

also prone to such changes, but they are also prone to model bias.

There are a variety of sources for this uncertainty, which are disdussgection 2.5. Separating
the diferent sources of uncertainty is key, which could be done using shal¢imans. The most
readily available set of short model runs are those produced as wdatbeasts, by dozens of
NWP centres across the globe. Identifying the limitations of modelling in NWP dstsowill
inform modelling on longer timescales. Furthermore, an analysis of NWP magleliih feed
into the larger project within which this work fits, which will use short runanfr climate models
to identify sources of uncertainty. The present thesis will concentratin@mepresentation of
historic severe European windstorms in NWP forecasts, and searttdications of where these
models fall short. Improving short-term forecasts could facilitate mitigating adtiat could

prevent human or economic losses.



Chapter 3

Data and Methods

This Chapter discusses the data and methods used to obtain the resultsingalleiobjectives
in Section 1.3, the first step is to identify the necessary data sets (Sectio\Bdlysis data are
needed for the work identifying and classifying the storms, to use as aticdor the forecast
analysis, and for the work with storm-prone situations, the large-scale phmos situation in the

lead up to storm development. Forecast data are needed for the farahsis.

The next step is to identify the criteria for selecting a set of severe, hiatowinter storms (Sec-
tion 3.2). The storms then need to be tracked in analysis data (Section 3.3)einto allow
assessment of the entire lifetime of the cyclone. Two methods are investigaieunis of cat-
egorising the storms, based on the jet stream (Section 3.4) and the Brésadency Equation
(Section 3.4.2). As there are two methods of categorisation, it is importardéssawhether there

is any relationship between thefiirent methods (Section 3.5.1).

After analysing the storms in analysis data only, the next steps involve thesimoiclof forecast
data (Section 3.6). The storms will be tracked in forecast data, and thesmét tracks matched
automatically to the tracks in analysis data. Deviations between the forechanalysis tracks
will be calculated in terms of both storm location and intensity, and it is these ildtearquan-
titatively evaluated, in order to determine forecast quality and predictabiltiis @valuation will
be done for all of the storms together, and in thi#edlent categories of storm already discussed, to
allow assessment of whether storms of one category are more predictablsttms in another

category.

48
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The final steps examine storm-prone situations (Section 3.7). A storm-pituagion (SPS) de-
scribes the large-scale atmospheric situation in the lead up to a storm’s deeelb@ he aim is to
ascertain whether there are features or properties common to the devatagfraevere cyclones.
The first step is to identify one or more candidate(s) to act as an SPS, emgahon to assess
whether it is (they are) a useful method of identifying a situation that is likelyattse a severe
midlatitude cyclone to develop. Finally, links will be sought with the categorisatiethods and

the forecast quality and predictability.

3.1 Data

The data need to be at a minimum of 6-hourly temporal and T63 spatial respligidhe tracker

to successfully realise a storm track (Section 3.3). Additionally, mean sehpesssure and
vorticity at 850hPa are both needed by the tracker. Covering the pe®i@d tb 2010 would be
highly desirable, as storms would be selected from that period, formease discussed in Section
3.2. Therefore, the data used are mainly from the European Centreddium-Range Weather
Forecasting (ECMWF), because the data are readily available at theegtemporal resolution
and for the required time period, atfBaient resolution and of high quality, in both reanalysis and

forecast data sets.

Where gridded data are needed, data sets are acquirecbome8olution in both latitude and
longitude, and so the native output is interpolated at the ECMWF beforg@sition. For the

storm tracking (Section 3.3), all of the data are acquired at native téswlthen interpolated and
regridded using Climate Data Operators (CDO). Now, the reanalysis aedafst data sets used

will be discussed, followed by the reasons for these choices.

3.1.1 Reanalyses

Reanalysis data are used extensively in this work. Alternatives includeatbpnal analysis or
raw observational data. Reanalysis has limitations, including that ifféxtad by the quality
and quantity of observations that are fed in, the data assimilation scheméousetess them,
and intrinsic features of the model such as its resolution. However, amalgs have the same
problems with observations, with the added complication that the model and sktailation

scheme are regularly upgraded. The tracks @edent storms from dierent phases of model
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development would be ficult to compare in analysis data, agfeiences could be due to an
upgrade to the model, rather than being due to dynamidirdinces in the storms themselves.
Raw observations are sparse, particularly over the Atlantic where thesttracks begin, so are
not suitable either because the resolution would beffitéent. Although the observations could
be interpolated, the distances between each observation ficesuly large that this would not
be accurate and would miss details. Therefore, neither analysis notbsemnations are suitable,

and using reanalysis data is the best option.

The first data that are used are from the most up-to-date ECMWF Re@atgject: ERA-Interim
(Dee et al., 2011). There is an older reanalysis project, called ERA}gpd]a et al., 2005), but

it was only run until mid-2002 and so does not cover the entire time perioderest. The native
resolution also dfers, with ERA-40 running at T159 (125°) and ERA-Interim at T255 (F5°).
Where possible, the storms were also tracked in ERA-40 data, in ordecddais whether there
are any systematic fiierences, but it quickly becomes clear that it would not be suitable in this
context (not shown). Therefore, given its superior spatial resaiwditd coverage of all selected
storms, ERA-Interim was used for the analysis discussed in Chaptes@l and as the yardstick

for comparison in Chapter 5.

3.1.2 Forecasts

Both ECMWF deterministic and ensemble operational forecasts are usktioantheir resolu-
tions evolve with time is shown in Table 3.1. The Ensemble Prediction System @RSists
of two different types of forecast: a control run, initialised with operational araljsta but at
a lower resolution than the deterministic operational forecast; and ensemiviberss which are
initialised with perturbed versions of the operational analysis data. Thaseripations are not

random, but instead are targeted to those where perturbations grost f@émer et al., 1997).

In addition to the changes described below, there was an important ctatigeensemble data
in October 1999, when the number of members was increased from 30 td$®uizza and
Palmer (1998) found that there is a strong dependence between hoanweRS performs and
the number of members it contains, this work only examines the storms afterédd689 in

ensemble member data.
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Date Deterministic Ensemble
Horizontal | Vertical Horizontal\ Vertical

May 1985 T106 N/A
95km
Sept 1991 T213 31
47Kkm
Dec 1992 T63
150km
Dec 1996 T,.159 31
72km
Apr 1998 7,319
31km
Oct 1999 60 40
Nov 2000 T,511 T, 255
19km 42km
Feb 2006 T,799 91 T,.399 62
13km 25km
Jan 2010| T7,;1279 T,639
8km 16km

Tasce 3.1: Resolution of the ECMWF forecast models. The valueslic# are the approximate
conversion from spectral resolution to kilometres, at/80

3.1.3 Discussion

Although ECMWF data are selected for investigation due to its availability for titieeeperiod
under investigation, two alternative sources of data were consideredNdtional Centres for
Environmental Prediction (NCEP) and the UK’s Meffice (UKMO). NCEP’s Climate Forecast
System Reanalysis (CFSR) is an reanalysis, so could be compared withrigifn; however,
this is not possible in the current work. Although mean sea level pressueadily available
is CFSR, vorticity or winds aloft are not, so the tracking algorithm would neele changed
significantly in order to cope with the lack of vorticity data. NCEP also haveatjmmal models
in the Global Forecasting System (GFS) and its ensemble companion (GE&8gver, both

analysis and forecast data are only archived for approximately theelagears, so are unsuitable
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as they cover less than half of the required time period. Therefore, ePNdata are used in this

analysis.

UKMO data also have limited temporal coverage, as they are only archa@dd 1999, so covers
more than half of the selected storms and could be suitable for some limited an&lgsigver,
although the forecast output is atBcient temporal resolution, the analysis is only available at 12
hourly resolution for the older storms and so is not suitable for trackingugh UKMO forecasts
could be compared to ERA-Interim reanalysis, it would prov&dilt to unpick the reasons why
they differ. The diference could be due to thfects of the dierent spatial or temporal resolutions,
or the diferent parametrisation schemes in the models. Furthermore, vorticity or wig88kaPa
are not available for the entire period since 1999, but only for the mosnteortion. For these

two reasons, no UKMO data are used in the present study.

Once the ECMWF data were acquired, a set of historic, intense, Euregedstorms needed to

be selected.

3.2 Selecting Storms

In order to select only the most intense storms, it is necessary to selecsamnméar intensity. A
meteorological index is chosen called the Storm Severity Index (SSI)fofimat used here is that
introduced by Leckebusch et al. (2008b), who built on the work of i&lawd Ulbrich (2003). The
reason for choosing a meteorological measure for storm intensity, cemhpag socio-economic
measure, such as insured damage caused by the storm, is that it hasdeypéax factors at play.
The amount of economic damage inflicted depends upon the population depagiges over, the
preparedness of the population, how well insured that population ighehtnere have been any
other windstorms passing through recently that have primed the areatteerfdamage, and what
industries are working in the area (for example, forestry can be pantiguadversely &ected by

windstorms).

Alternative methods of measuring storm intensity have been used in the pastiig meteo-
rological quantities, such as minimum core pressure or maximum vorticity. #Hawtese are
not linked to the damage a storm inflicts, which is important to this work not ontadee it is
related to the societal impacts that these storms have, but also becauseéastwge is a particular

interest of the funder of this work the AXA Research Funf)iated with the insurance company.
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A meteorological proxy for damage is a straightforward way to evaluatensseverity and is an
approach that previous studies have taken to quantify storm intensityH@ag. and Pinto, 2012;

Hanley and Caballero, 2012).

SSl is calculated using readily-available meteorological variables, thapootiuce one value for
each time step; a simple measure that does not depend on whether the stees @zer high or
low population densities. The relationship to the wind speed is cubic, so isniaml to the
power of the wind, which is related to the potential work that the wind can ddlinting damage.
It is summed over an area (Figure 3.1), and so it is related to the damageracstoid inflict
over that area. SSI then considers by how much the wind at a grid pargiegn time exceeds a
threshold (i.e. the 98th percentile of wind speeds at that grid point for @jraed so calculates
how exceptional the wind speed is at a point. Therefore, as a mea&8uie,c&chybrid of measuring
severity and extremity (Beniston et al., 2007), because it considers ttathage wreaked by

the storm and the high value of the wind speeds. SSl is then summed up @readifrigure 3.1),
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Ficure 3.1: Map illustrating the area over which SSI was summed @@ 60°N, 10°W to
20°E]. Overplotted are the SSI values for 1200h on 2009-01-2# dey with the highest SSI in
the time period, which was related to storm Klaus.

so is also fiected by area.

Alternative metrics for storm severity are available, for example that ugé@imb (1991, Chapter
2), which considers the greatest surface wind speed (cubed),ebedfacted by the storm, and
the duration of the damaging winds. Firstly, the main strength of the SSI ovebkandex is that
SSI implicitly considers how prepared the population is for damaging windgsobyparing the
wind speed to climatology. In regions that regularly experience strongswihd likely that the

population will have adapted to stronger winds and mitigating action will have taden against
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damage; for example, European building codes state that before maningsiitite constructed,
the wind loading must be modelled, so that it can be allowed for in the desigmeVéo, winds that
are exceptional to a region could still cause damage. Secondly, the Lasbdodsiders storm
duration, whereas the SSI does not, but it is valid to disregard stornti@ureRecent research
explores the idea that the duration of a storm makes a lesser contribution dedfsl damage
that a storm inflicts; instead, it is speculated that the short-lived but vghphind speeds caused
by smaller-scale features such as a sting jet (Browning, 2004) inflicr&eaay part of the damage.
Furthermore, it is dficult to objectively and accurately determine storm duration. Finally, (Klawa
and Ulbrich, 2003) show that SSI is related to the monetary damage a stoictsinffor these

three reasons, SSl is used in the current study.

The formula for SSl is:

3 .
N . 0 if Z<1000n
ssi=>" (LQB - 1] : (3.1)
1 otherwise

where/ refers to then grid points that are summed ovet;, is the total wind speed at each grid

point, v,.98 is the 98th percentile of the wind speed, and Z is the height of the orography

The SSI values are calculated using ERA-Interim data, between Octothdarch, in the years
1979 to 2011. The wind variables used are the u and v components of peedsat 10m (vari-
able numbers 165 and 166), which are then added together. Thesepsieabssare not those where
additional post-processing has been applied, to make the model more ateparSYNOP ob-
servations by making allowances for roughness length. The wind climatidoggnstructed for
each grid point, in order to find the 98th percentile of winter wind speed feretftire period.
Then the wind climatology could be compared to the wind speed at each gri farirevery
time step, meaning the SSl is calculated at each grid point before being sumenddeospecified
area (Figure 3.1). This was only done where the altitude was less thami€®€s, mainly be-
cause winds at ten metres are used and the values can become unrealistioiainows areas, so
could produce very high values of SSI and skew the selected cyclowasd®those that passed
over mountains. A secondary reason is because these areas haweplaatipns, meaning any
incurred damage is small. Only time steps after 1st January 1990 were e@tsidecause before
then, the forecasts’ resolutions were so low that storms wouldflieudi to track during the next

stages of forecast analysis (described in Section 3.6). The dates asdatienen listed by SSI



Chapter 3Data and Methods 55

value, and the highest values taken forward to the next stage of andlisisnidlatitude cyclones

in the resulting list are the selected storms.

3.3 Tracking

Once the storms are selected, the next step is to track them. A discussidiedaérditracking
methods can be found in Section 2.5.4. The storm tracking used in this wodsédlon the
group of methods, whereby a maximum or minimum in a meteorological parametenisfied
as a cyclone centre, and connections between those at subsequetdpimage made based on
forming a coherent track (Murray and Simmonds, 1991; Pinto et al., 2099, This is the most
appropriate method to use, given that the aim of this work is to track partistdams, and this

method yields the track of an individual storm most readily.

The tracking method, developed by Tomasz Trzeciak for the project inhwthis work is con-
tained, uses MATLAB version 2012b. It was necessary to developchitig method for this
project, because of the unique approach it takes; too many storms ardeiddior tracking to
occur by hand, but the selected storms must be easily identifiable in thertsamligut. The al-
gorithm identifies minima in mean sea-level pressure and then searchesdss@ciated maxima
in vorticity at 850hPa. Therefore, only cyclones with both of these featare located, which
tend to be intense systems. The vorticity is first smoothed to T63 resolutioryiofjdhe work of
Hodges (1994), because the vorticity is a noisy field as it is a seconatiezi Hodges smoothed
to T42 resolution, whereas T63 was selected for this work becauseitget@re of the extremes
than T42. Therefore, the vorticity field still bears a strong resemblancetprédssure field, which
facilitates the matching of pressure minima and vorticity maxima. Once smoothedyrtiwty
maximum must be over a limiting value, and only one vorticity maximum can be identiftathw

a set radius of the pressure minimum; this returns the largest value of voitictigt area.

In terms of joining the points at consecutive timesteps, the first limit appliedibénat the two
points at consecutive timesteps must be less than a certain distance apalist@ihce is measured
as the shortest distance between the two points on a spherical surfdegrées. Once two points
closer than the threshold distance have been identified, then the contrithaticach would have
to the track’s overall smoothness is considered. This is done becaed#\hrcyclones’ tracks are
a smooth curve, and only involve large changes to direction when theyissipating, splitting,

merging, or meet an obstacle (e.g. orography, high pressure). Anetson tracks can contain
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sudden changes is if a secondary cyclone develops from the main,dabetteacker can pick it
up and join it to the track of the primary cyclone. None of these situationsesieadble, and so
the smoothing criterion is included. When the storm is moving quickly, the smoothitegion is
calculated as the distance from the midpoint between the first and third poihis $econd point
considered (Figure 3.2), illustrated by the red arrow. This distance is grfmllemoother tracks,
and so it penalises sudden changes in direction or speed. The distaticielésl the distance
betweenP; and Pz (Figure 3.2), and the fraction has a limit placed on it. When the storm is
moving slowly, the absolute distance between the points is used, so largéaievia the later
stages in the track are less likely. By allowing each point on the track to hawember of possible
next points, a situation is avoided where the point that scores best fotlsness subsequently has
a large diversion on its track. However, this could easily become compullji@mumbersome,
so there is a limit on the number of future points kept for each point, and theceacking is

complete only the smoothest overall permutation is kept.

Ficure 3.2: Diagram illustrating how the smoothing criterion isessedP;, P, and P; are the
first, second and third points on the track under considamratindP,, is the midpoint betweeR;
andPs. The red arrow indicates the distance calculated as pahniedgrinoothing calculation.

Next, the correlation is calculated on the pressure field at the two consetiatesteps, for a spec-
ified area centred around the pressure minima, so that the same storm is migrmlie followed,
as any sudden change in the magnitude or shape of the pressure fiddtdbeadiscouraged. In
particular, this criteria is intended to suppress joining a secondary cytotie primary storm,
as the pressure field of the secondary storm is unlikely to yield a highlabore with that of the
primary cyclone. Connections between consecutive points with highlatiomres in the pressure

field score higher.

The tracks are given a total weighted score, calculated using:

trackscore = Wi Z Ss + W, Z Sc—-W; xS 3.2)
i=1 i=1
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whereW refers to weighting$ to the score, n to the total number of points along the track length,
and in the subscripts, refers to smoothness,to correlation and to track length. It shows that
the total score for the track is related to the smoothness and correlationdme¢a&eh connection,
summed over each point on the track, with an additional component to exgeouiacks with large
total length. Long tracks are encouraged because the storms of irder@stense, so tend to have
long, coherent tracks, and so short tracks are unlikely to yield usegfults. To this end and in line
with the work of Pinto et al. (2005) and Hoskins and Hodges (2002), a miniptuthe cyclone
lifetime of 24 hours is set. The relative weighting of the three components irctiteng can be

altered, but during this work they are kept constant.

Finally, the tracks are output. Output is either done in the order of the taied $or the track, or
how well they compare with a reference track. The ranking by scorerigpkarly useful in the
work with NWP data, where it is necessary to match the track in forecasta#tat in analysis
data, so the analysis track can be given as a reference. Track matdhihg discussed more in

Section 3.6.

In summary, the thresholds that are applied to the track are:

o lifetime (24hours),

o vorticity value (1x 10°5s71),

e vorticity radius of influence (75°),

e degree of direction change between successive poirts2)0

e maximum distance between successive poin&°(ktitude, 1% longitude),
¢ length scale for near-stationary cyclone@),

e number of future points kept for each point on track (2),

¢ area for correlation between pressure fieldg$3 latitude, 75° longitude),

¢ relative weighting of track length (8), track shape (8) and pressure field correlation. )

used to calculate track scores.



Chapter 3Data and Methods 58

3.4 Determining and Assessing Storm Types

Once the storm events are selected and tracked, there are many possibleoveategorise the
storms, in order to see if any trends emerge when forecast quality issadsétere, the jet stream
and equivalent potential temperatug)(are first examined for any possible patterns. Then a

discussion of the Pressure Tendency Equation will ensue in Section 3.4.2.

3.4.1 Jet Stream and Equivalent Potential Temperature

The jet stream is key to a storm’s development, both in terms of intensity and patiscassed in
Section 2.2.4.2. Where the jet accelerates, there is ageostrophic motiomgleEadimvergence and
divergence aloft (Figure 2.7). The jet is also associated with vorticitgetitvn, which can fiect

the rotation of a cyclone (Section 2.2.4.8).is a measure of the temperature and moisture content
of an air mass. As such, it quantifies how much latent heat there is in the @rédased, and so
qualitatively represents the extent to which diabatic processes (Sectidm2 . Guld potentially
contribute to the deepening of the cyclone. Furtherm@resan be used to describefldirent air
masses, and gradients in it indicate fronts. Stronger gradients indicatmgestcontrast between
the two air masses, and so more potential energy that can be releaston(3et1). Therefore,

6. qualitatively describes two sources of energy for the cyclone.

In short, both the jet and. describe processes that can contribute to a cyclone’s development.
Therefore, these parameters are examined using a method of plotting makisiémions used
in Fink et al. (2009); an example is shown in Figure 3.3. First, the stormskdrace needed.
Then meridional sections are made for each point on the storm’s trackettiefiinterest is split
at the midway point between the previous point on the track and the cyroértt and between
the current point and the next. When continued for the length of the tthekesult is a plot of
the field in the meridional section where the storm is travelling. As such, itymegla concise

technique for examining plots of the jet stream @pdields over the duration of the storm.

These plots are made using IDL version 8.2 and the results are presefection 4.4.
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Ficure 3.3: An example of sectional plotting for storm Klaus foraotvind speed §/u? + v2 in
ms~1) at 300hPa.

3.4.2 Pressure Tendency Equation

An alternative approach to categorising storms is desirable, to providenparson. Recently,
Fink et al. (2012) suggested just such a method, based on the Préssdescy Equation (PTE),
intended to provide insight into the storms’ dynamics. The PTE examines whiclegses are
contributing to a change in the core pressure of a cyclone: changes getpotential aloft;
thermodynamic processes of horizontal temperature advection, vertit@nmand diabatic pro-
cesses; and evaporation or precipitation. Fink et al. (2012) appliedTketd’five of the case

studies discussed here, so this work will apply it to the remaining storms.

Other approaches have been taken to diagnose the key processeésrin’ssdeepening. Firstly,
tendencies of other parameters have been used. Vorticity tendencyebasapplied to extra-
tropical cyclones (Azad and Sorteberg, 2009), but contains similar terthe pressure tendency
equation so applying the vorticity tendency method in addition to PTE analysisiywowll prob-
ability, give the same results. Potential vorticity tendency could prove Lidaiti as the best
arrangement of the equations varies with situation, which is best for axjp#al cyclones re-

mains an open question (Tory et al., 2012). Secondly, Black and P2@%3)(considered which
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transfers of energy in the Lorenz Energy Cycle (Figure 2.6) are damhin&hile energetic anal-
ysis would provide useful insight into the deepening phase of the selepthmhes, it would not
provide information regarding the contribution of diabatic processes tpahéeg. Since this is

desirable in the current work, the PTE will be used.

The PTE considers the processes relevant to deepeningibya® column that moves along the
storm’s track and extends from the surface to 100hPa. By assessintpédeight of the 100hPa
(P2) surface, the temperature advection diiedent heights into the column, and the moisture
profile of the column evolve between each point in time on the storm’s track atinees for the

cyclone’s deepening or filling can be identified. The PTE is:

a;j;: - = ijW) (3.3)
= PSFC% (do)
+ psrcRd j;:z [—\7’ “VpT, + (% - 867;) W+ 2/7(?] dinp (dTemp)
+g(E~P) (EP)
+ residual

wherep is mean sea level pressureis time, p is density,v is the wind speed vectou(v, w),

R4 is the gas constant for dry air,, is the virtual temperature (that is, the temperature a moist
air parcel would have, if it were dried outy, is the specific heat of dry aifs is the mass of
evaporated water, anfl is the mass of precipitation. The derivation begins with the hydrostatic
and continuity equations, and then integrates between the surface gmgeabaundary. The local
density tendency is then written as a sum between the total density tendeamy advection term
(horizontal and vertical). Using the ideal gas law and first law of thermadyics, substitutions
are made that result in an equation that describes how processesuertithe evolution of total

mass in the column, and so describe the change in surface core preghuime.

While core pressure is an important aspect of a midlatitude cyclone to congidees have
drawbacks. For example, it does not consider the size of the storm, sdifficalt to analyse
whether, for example, smaller storms have a stronger diabatic contributiandrger storms.

Furthermore, when considering winds, the pressure field is only relatbd geostrophic wind and
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so does not reflect the ageostrophic wind or smaller-scale variatiohsasuating jets. Therefore,
this analysis will not consider these aspects of storms, which could be es@ynfuture work.
Consideration of the storms’ core pressure iisiently important to be worth studying in its own

right. The processes that contribute towards storm deepening will stherdyscussed.

p2=100 hPa
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Ficure 3.4: Schematic of how the PTE works, based on Fink et al. (RGHigure 1. See text in
Section 3.4.2 for explanation.

The first term d¢’ evaluates the féect that a change in geopotential at the upper limit of the
integration would have on the surface pressure. As geopotentias rieféhe work done against
gravity to raise a unit mass from the surface to a certain height, this termtedlyedescribes
the changes in the height of the the upper limit of the integration (100hP3g.t8fim describes
any dfect that the atmosphere above the limit of integration has on deepenindjy,ltealimit
would act as a level of insignificant dynamics; that is, the processagrowg above this level
have stficiently low influence on cyclone development that modelling them is not woitewh
However, the limit could well be above 100hPa (Wilbraham, 2013), bt hedhPa is used as the

lid of the integration for consistency with the work of Fink et al. (2012).

The second term ‘dTemp’ refers to the virtual temperature tendencyisathé integral of three
summed terms. The horizontal advection term (‘TADV’ or ‘horiz’) deseslhow the large-scale
wind moves air of a dferent virtual temperaturer,) into the box of interest, which could change
the mass of air in the column and so change the core pressure. It is reldteddaroclinicity of

the atmosphere, as air offtirent temperatures must be advected in order to deepen the cyclone,

which implies a horizontal temperature gradient and therefore baroclinigibe vertical term
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("WVMT’ or ‘vert’) describes how vertical motions canffect the vertical temperature distribution;
vertical motion that changes the density distribution, so that it beconfiesatit to the density
distribution outside the column, will cause air to move in or out through the colusidés, and so
alter the total column mass and the surface pressure. The diabatic terbi)(iglitne term which
describes the diabatic processes including latent heat release, mdiatining or cooling, dfu-
sion and dissipation. Though some models output the parameters needkkateadhe diabatic
contribution directly, in this work it is calculated as a residual from the remgiparameters, and

so is termed ‘diabres’.

‘EP’ describes how the surface pressure will change due to changedumn mass because of
evaporation and precipitation. If there was 10mm of rainfall then the seifeessure would lower
by 0.98hPa, but if L0mm of water evaporated, then the surface peassuid increase by 0.98hPa.
This is because condensation of water vapour into rain removes masshieoair in the column
and so, under hydrostatic adjustment, the pressure decreases (Spemrdle2011). Given that
storms are often associated with precipitation, then it is anticipated that this téirmmainly

encourage storm deepening.

Finally, there is a residual term due to the temporal and spatial discretisatihes while under-
taking the calculation, and approximations made in the derivation of the equptidly due to

the finite-diferencing approach needed to quantify derivatives on a grid.

It is possible to categorise the storms using the PTE method, by which pescéssiinate the
deepening of the cyclone. Following the work of Fink et al. (2012), a quiaktapproach for
analysis will use bar plots of theftierent terms, over the course of each storm’s track, made using
MATLAB version 2012b. However, a more quantitative approach coeldiked, based on the
direct output in hPé for each process. This is done by determining the contribution of each
process as a percentage of the total deepening (ifhjiRB® storms that deepen more quickly are
comparable with those that deepen more slowly. The dominant processiertdeg is identified

as having the largest percentage contribution. The results of the PTgodattion are presented

in Section 4.5.
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3.5 Comparing Classification Methods

Once the storms have been divided into categories, it is important to adsetewthere is a link
between the two dierent methods of classification. Are storms of one jet stream type more likely
to be driven by a particular process, identified from PTE analysis? Afteinitial, qualitative
assessment of theftlrent categories, statistical tests will be performed to assess the relgiionsh
between the two methods. Finally, a quantitative approach that compardsstreed frequencies

of each class of storm with the expected value, given the row and colunis, toid facilitate
discussion of the potential mechanisms that drive any links that becomesappEhese statistical

methods will now be described.

3.5.1 Relevant Statistical Tests

There are two statistical tests that are predominantly used for comparirgpdeteof data: the
2 and Fisher exact tests. These are used to test whetheredit categories of data are related to
each other. For tests like these, the data should first be presented rtingeacy table. In this
work, the table will show the number of storms in each category, separatélgth methods, with
PTE type as the columns and jet stream type as the rows. Though both &émel Fisher exact
tests are useful, only the Fisher exact test will be performed herey¥test assumes the data are
normally distributed. This cannot be definitely true of a small sample size, aneftie they?
test is not recommended for contingency tables where some cells havetfiandive members.

In situations with small data sets like this set of storms, the Fisher exact testieghmeasure.

The use of the Fisher test in this work will provide information about whethertwo diferent
categorisation methods are associated; that is, whether the classificasitmmo$ by jet stream
type is related to the classification by which processes dominate according RI'th analysis.
The formula in a 2x2 contingency table is relatively easy to understandubechere is only one
degree of freedom (Fisher, 1973, Section 21.02). It first asséissenumber of ways of arranging
the frequencies in the four categories, and how likely each is to ocaua,ffieed row and column

total. An example is shown in Table 3.2.

It becomes apparent that some of these contingency tables are moren&xthein others (i.e.
show a stronger correlation between the two categorisation methods),eartbtie are less likely

when the population of the cells is determined randomly. The relevant pititieabare shown
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(a) (b) (€)

a B X a B| X a B| X
|5 1|6 o4 2| 6 (3 3|6
Q|0 4| 4 Q|1 3|4 Q12 2| 4
Y| 5 5|10 |5 5|10 |5 5|10

p=0.02 p=0.26 p=0.72

(d) (e)

a B| X a B| ¥
|2 4| 6 |1 5|6
Q3 1| 4 Q|4 0| 4
Y| 5 5|10 Y|5 5|10

p=0.26 p=0.02

TasLe 3.2: Tables showing examples of contingency tables for fim&dand column totals, and
the probabilities of obtaining them or a more extreme versio

underneath the permutations in Table 3.2. Given all of the possible continggles, the Fisher
exact test calculates the probability of getting the observed contingerneyaah more extreme
version of it, given all of the possibilities. This means that the probability pb¢ourring contains
the probability of (a) occurring, because (a) has a similar pattern to (3 bwore extreme. It can
be seen that, when the p-values are lowest, the two categories are mdgtreleded (a and e).
Therefore, a low p-value indicates that the categories are likely to be delatel a maximum

cut-of of 0.05 is commonly applied.

However, the general case that will be used in this work, as the contintgnie is larger than 2x2.
This is significantly more complex (Mehta and Patel, 1983), because the nafpggmutations of
numbers in each cell is much larger than in the 2x2 case. There are twasapps to determining
the probability of each permutation occurring: exact and Monte Carlo. Higjleer number of
degrees of freedom in a large contingency table can justify the randonhesioms of contingency
tables provided by the Monte Carlo method to approximate the probabilities.naoety, both the
exact and Monte Carlo methods are pre-programmed into statistical package as R (R Core

Team, 2013) version 3.0.2, which will be used for this portion of the work.

3.5.2 Calculation of Expected Values and Deviations

In addition to performing the Fisher exact test on the contingency tablefustieer statistical
approach is taken to identify links between théealent categories of storms. It is possible to

calculate the expected value for each cell in a contingency table, giveovitend column totals.
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If a contingency table is structured as shown in Table 3.3, then each okpleeted values are

calculated:
R
Ei1 = 17_(:1
Ep= R1TC2
Ry C
Ex = 27_ !
R, C.
Exp = %

(3.4)

whereE refers to the expected valug,to the row,C to the column, and the subscripts to the row
andor column number. These formulae describe how many storms should behrcaggory,
given fixed row and column totals. This can then be compared to the odseuveber of storms

in each category, to allow assessment of whether some categories éaeotype or another.

Typel Type2| %
Category 1| En Eir R
Category Exq Exo R
2 G G T

TasLe 3.3: A general contingency table. C values refer to the caltotals; R to the row totals; E
to the expected value in each cell; and T to the grand total.

As well as these quantitative approaches, there is additional value in tjualdasessment of the
contingency table. While such subjective analysis does not test the stasgiitéicance of any
relationship, there is merit is assessing the raw numbers of storms in eagbrgdtased on face
value. Once both gualitative and quantitative assessments of the links bahedem methods of

categorisation have been made, the physical reasons behind such links digicussed.

3.6 Measuring Forecast Quality

Once the storms have been selected and classified, an assessmenbrddhsts is undertaken,
in terms of accuracy and spread, for both cyclone intensity and positiquaAtitative approach
is essential here, with statistical tests to allow assessment of the signifidasioe toends. It is
difficult to assess such storms with a basic forecast verification approackx&mple, if a large

area is considered using a continuous measure (e.g. mean squaredadiffe and Stephenson
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(2003, Section 5.4.1)) on a large-scale field such as presstieredices away from the storm of
interest could influence the overall score, which would then not beseptative of the forecast
quality of the storm. For this reason, a feature-based approach is takene the storms are
objectively tracked in forecast and reanalysis data and these trezkerpared. The approach
will be continuous, because if categorical measures are consideegdit fls necessary to intro-
duce thresholds to determine what would constitute a hit or a miss, which cowlgromise the

integrity of the results.

Therefore, the dferences between the forecast and the reanalysis track will be evallifed
ferences will be calculated for operational deterministic forecasts, thenginie control, and the
ensemble members (Section 3.1.2), to give an idea of both forecast qualispesad. Before
taking this approach, several factors must be considered: whichbiatia use for measuring
forecast quality; how to connect the forecast and analysis storm&strat which point compar-
isons should be made; and how significant trends should be identifieth. dEfitese points will

now be discussed.

3.6.1 Variables

There are many potential measures to use to quantify cyclones, as diddnsSection 2.5.5.
Previous work has used pressure, vorticity, wind speeds, pregsagléents, latitude, longitude,
distances in degrees and distances in kilometres. For comparing focgedisy in this work,
only three measures will be used: one for intensity (MSLP), and two feitipa (latitude and
longitude). One reason for this is to simplify matters; given that the tracles MSLP, the core
pressure of the cyclone will be the measure used for intensity. The traldemeasures position
using the latitude and longitude, so these will be used for position. Froude @007b) used
the distances along and across the track, but this does not allow systemradis itn north-south
or east-west direction to be identified. Since not all of the storms move digdiom west to
east, if there were a systematic northward shift of the forecasts, this otarifest in the across
track distance for one storm but in the along track distance for anothneretore, the variables
of interest in this work are the filerences between forecast and analysis in pressure, latitude and

longitude.
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3.6.2 Track Matching

The data used for calculatingftirences are from the track in the forecast data that best matches
the reanalysis track, subject to some quality control to ensure the sameistoemg considered.
Therefore, it is necessary to match the tracks in the forecasts andysianasing both temporal

and spatial criteria. The tracking algorithm started this work, by using ereate track (the
reanalysis track) when processing forecast data. First, the traddesr tlae temporal approach of
rejecting any forecast that did not occur at the same time as the refdrankdor at least three
points. Then it goes on to quantify the distance between the points on treysiarand forecast
tracks that matched temporally. It outputs the tracks in number order, statinghe closest to

the reference track.

Therefore, a quality control is needed, meaning that if the distance betame point on the
forecast track and the reanalysis track (at the same point in time) ext&BUdor either latitude
or longitude, then the track gets rejected. The value &fi$5 compromise between the needs
to remove the irrelevant tracks and have the maximum number of tracks figparison. The
limit was determined by examining the tracks that matched, for a variety of vdtreal storms.
Examining a sample of track-matching plots shown in Figure 3.5, it becomestbldat? is a

good compromise.
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Ficure 3.5: For storms Jennifer, Xynthia and Klaus, testing thesisigity of different distance limits (in degrees) when matching foreeaanalysis tracks.

Analysis track is in black. Coloured tracks represent thet beatch for a variety of lead times.
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3.6.3 Calculation of Dfferences

Once the tracks are matchedffdrences between the reanalysis and forecast tracks are calculated.
The tracks in ERA-Interim reanalysis data are used for comparisondiseassion in Section
3.1.3). The point on the reanalysis track with the lowest pressure is stléctbe the time at
which the comparison is made. The reason being that that comparing tlackstheir entire
length is unfair, because midlatitude cyclones afidadilt to track at the beginning and end of their
lifetimes. When comparing a variety of cyclone tracking methods, Neu et @l3)2found that
they tend to agree less well at the times of cyclogenesis and cyclolysisefdrerthe comparison
of forecasts will be most reliable at the time of maximum intensity. Pressuredsasdbe measure
of intensity here, for consistency with the tracker. SSl is not used tordatemwhich points should
be compared because the portion of the track used could easily be dyciotysis, given SSI's
preference for land-based points, which is often where cyclonefillarg. It could be possible to
compare a number of points from around the time of maximum intensity, but thiglintes a large
number of complications. The lifetimes of the storms vary, so the time over whiatheiiygening
and filling differs. Selecting a single point facilitates a systematic comparison of foragalgyq

and spread across the variety of storms.

In summary, what results is a set offftérences between forecast and reanalysis for pressure,
latitude and longitude, for each storm, for only the point of minimum pressutratta variety of
lead times. The lead time used in calculations is the number of hours from the tintecht thve
forecast is initialised, to the time of the minimum pressure. Next, it is necessatgrtfy any

trends, and determine their statistical significance.

3.6.4 Statistical Tests

First, plots are produced of pressure, latitude and longitude againstiteadin order to deter-
mine whether there is a relationship with lead time. These will be line plots for thendatstic
forecasts (made using Microsoft Excel 2007) and box-and-whigkss for the ensemble fore-
casts (made using R version 3.0.2). A relationship would indicate that theablea are a useful
way of measuring forecast quality, because if that is the case, tftenedices between forecast
and analysis should decrease with time as the forecast becomes mordeacEiumsdly, because
the atmosphere is a chaotic system, a shorter lead time reduces the potentaldfom &ects

to cause deviations in the forecast. Secondly, the initial perturbation thatsgnto the storm
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(Section 2.2.1) is likely to be further developed at shorter lead times, and devigdopment into

a mature cyclone should be better represented.

Next the correlation between these variables will be quantified for the rdigtistic forecasts.
This was done using Pearson’s correlationfioent (R), because it is the best test for continuous
data. It considers the way two variables co-vary, divided by the mtoofithe standard deviations
of each variable. As such, it takes a value of zero for independdat €& for perfect positive
correlation and -1 for perfect negative correlation (Rees, 200dti@e14.2). A test statistict]

tests for the significance of correlation (Rees, 2001, Equation 14v2n) by:

(3.5)

For a given number of pointsused to ascertain whether there is correlation, there-atdegrees

of freedom. The significance of the correlation is determined by comparegdalculated from

the data to the referenaedistribution, for the number of degrees of freedom. A ‘look-up table’
is used, to find the values of the t-distribution for a given probability of edeace ¢, typically
0.05). Such a table can be found in many statistical textbooks, but the edaruthe current
work is Rees (2001, Table C.5). tfhas a value greater than that in the look-up table, then the

correlation is said to be significant at thdevel.
An alternative test for correlation is the Spearman’s rank correlatiofficmat (Rs:.

6 d?

Re=1-—29
° n(n?-1)

(3.6)

For the number of points in the correlation tesy, the two variables of interest are ranked ordinally
from highest to lowest. Next, these rankings are compared and fiieeettice between thena
calculated. The reason for including Spearman’s test alongside theoR&ais that their use
is slightly different. Pearson’s test evaluates the linear correlation between twolgayiab.
the data points’ proximity to a straight line. Spearman’s test does the samayfan@notonic
function (each x has only one y) and so includes, for example, cubatifuns. Given that it is
unknown whether the data can be related linearly or monotonically, then 8pdsarman’s rank

correlation coéficient and Pearson'’s correlation ¢beient will be calculated where appropriate.

Statistical tests for a similar analysis but with ensemble forecasts cannotritiéde Therefore,

the main tool used in ensemble analysis will be the box and whisker plots of fiieeedices in
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pressure, latitude and longitude against lead time. This analysis is perfomibé entire set of
storms, and then on the subsets of storms identified in Chapter 4 using the snddsadibed in

Section 3.4.

3.6.5 Simple Metric for Forecast Quality

Finally, the storms need a fair method of comparison. Summarising the qualitclofséarm’s
forecast into a single number will allow identification of correlations with sigv€ESI) or con-
nections with the categorisation of storms. The lead time must be fixed becaasadt quality
varies with lead time. However, this is complicated by the fact that the foreaestsitialised
once a day at 12:00 but the minimum pressure for a storm can be at arg siktnalysis times.
Therefore, not all of the storms have the same values of lead time. For kxdfripe minimum
pressure were at 12:00, then the forecast lead times are 24, 48, .7Roets, but if the minimum

pressure were at 00:00 then the lead times are 12, 36, 60, etc. hours.

Therefore, the deviations will be calculated for a particular lead time (24shoéfter performing
linear regression for each storm on théfeliences between the forecast and the reanalysis, the
formula for the line of best fit is then used to find thefelience at 24 hours. For the linear
regression to be reliable at a point, there should be forecasts sudtessitched to the reanalysis
pressure at lead times larger and smaller than the chosen time of interpolatinis The case
when 24 hours is selected. One important caveat is that each individual miiast have dicient
points for linear regression to be valid. Each point in the linear regresaigans the forecast
track matches the analysis track at the time of minimum pressure, and theregostorm that
is difficult to forecast, matching up tracks could happen too few times. If fewaerttirae points
are involved in the linear regression, then the storm is rejected. This iswitim¢he operational
forecasts, so that the maximum number of storms can be included, anccfookthe metrics of

interest: longitude4\(/on)), latitude (A(/at)) and core pressure\(p)).

To summarise, Chapter 5 will present an assessment of the forecdity qnd spread for the
storms selected in Chapter 4. The correlation between forecast lead tingualiy or spread
will be examined. The final sections of Chapter 5 will discuss whethec&stequality or spread

is afected by the dferent storm categories.
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3.7 Storm-Prone Situations

Once the forecast quality has been assessed, the next stage is tosgepoearlier and investigate
the large-scale atmospheric situation before the storm developed — thm-gtone situation’.
Once candidates have been identified, it can be determined whether stithiresong storm-prone
situations are from a particular category (Section 3.4) or if they are bettecdist (Section 3.6).
As discussed in the literature review, there are three major sources igfyeioe such cyclones:
baroclinicity, barotropicity, and diabatic processes. Here, the aim is tdifggrarameters that
describe these three processes, and that correlate with the developinibatselected severe

cyclones.

3.7.1 Growth of Midlatitude Cyclones

As discussed in Section 2.2.4.1, there is potential energy to be releasednietic kenergy by
converting an atmosphere where density depends on pressure andaiemggaroclinic) into an
atmosphere where density depends on pressure alone (barotrdpedradly growth rate (Lindzen
and Farrell, 1980) measures baroclinicity, and so can describe therdegmf cyclones as they
tap into the baroclinicity, using two factors. Firstly, it considers stability, whinodasures the
atmosphere’s propensity towards overturning using the vertical tempergitadient. However,
the concept of warmth in the atmosphere is complicated by the pressure vaxatipheight,

so potential temperatur@)(is used insteadd measures the temperature that an air parcel would
have, if it were brought to a reference pressure (1000hPa). An atmos with a large, positive
change i with increasing height will tend to allow overturning. Secondly, the Eadwitgate

considers vertical wind shear, as greater shear induces a fastehgade.

This work also aims to include moisture, and so implicitly consider diabatic presdasthe
growth rate. Previous studies (e.g. Emanuel et al., 1987) have statdfidhiatlusion of moist
processes will cause cyclones to grow faster. Emanuel et al. (1987\énitaker and Davis
(1994) have endeavoured to include tiffeets of moisture within the atmosphere, as diabatic
processes are governed by moisture and dBetthe stability of the atmosphere, and therefore
the growth rate. However, the formulation of the growth rate depends aihehthe quasi-
geostrophic or semi-geostrophic set of equations is being used to detbaidtmosphere. Both the
quasi-geostrophic and semi-geostrophic models are considered in Céapteaddition to these

factors, there is another source of kinetic energy for midlatitude cycldme®tropic processes.



Chapter 3Data and Methods 73

These convert energy from the large-scale kinetic energy of the fimnttie kinetic energy of the
cyclone. Gill (1982) provides the formula for the barotropic growth ratkich is related to the

horizontal shear of the total horizontal wind but not to variations in tempegar density.

The present work aims to apply these ideas of growth rates to ECMWF BEAirh reanalysis
data, and develop parameters that describe the potential for barotrdgacazlinic process to be
the source of energy to the midlatitude cyclones. Further discussion of ttednand all of the

results can be found in Chapter 6.

3.8 Summary

This chapter describes the data and methods that will be used to obtain tits. rdsitially,
the data sets that will be used throughout this project are identified: B4 reanalysis for
the work where only analysis data is needed, and deterministic and ense@AM/E forecasts
where appropriate. The first steps will be to use ERA-Interim to identify @ategorise storms.
Identification will be done using SSI (Equation 3.1), which is a meteorologiaehmeter that
can be used as a proxy for the damage a storm could inflict. Categorisatidrevdone using
the configuration of the jet stream and storm track (Section 3.4), anddassiag which terms
dominate the Pressure Tendency Equation (Section 3.4.2). Teeedit methods of categorising
storms will then be compared, qualitatively and quantitatively (Section 3.5¢. r@$ults of this

analysis will be discussed in Chapter 4.

The next portion of the work will assess forecast quality and sprelad diterences between fore-
cast and analysis storm tracks will be compared, at the time of minimum peegsterms of both
location (measured by longitude and latitude) and intensity (core pres3inepbsolute values of
the diferences will quantify forecast quality. The spread of thféedénces in ensemble forecasts
will quantify the predictability. This portion of the work will then link back to thet@gorisation
of the storms, to determine whether one type of storm is particularly well dicp&arly badly

forecast. These results will be presented in Chapter 5.

The final results concentrate on storm-prone situations, and the identifieattbanalysis of po-
tential metrics. Once these parameters have been gquantitatively examinezrawth, they will
be related to the selected storms. Finally, this work assesses which caagfaierms are most

strongly related to which growth rate, to establish whether one metric is stoyrg particular
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type of storm. Finally, discussion of storm predictability and related stormepsituation will be
discussed: are diabatically-driven storms associated with a peak in thegrmigh rates more

often than their dry counterparts? This analysis can be found in Chapter 6

Finally, the summary and discussion of this work can be found in Chaptehi& sgction will
draw together the key themes of variation between North Atlantic midlatitude g®land their

predictability.



Chapter 4

The Storms

In this Chapter, the results of storm selection are presented, followed ®ypdasible methods
of grouping them. The selection of storms uses the Storm Severity Indéx é8Slescribed in
Section 3.2. Dividing the storms into groups using plots of the jet stream and stack, and

analysis using the Pressure Tendency Equation (PTE), explainedtinr§get.2. A comparison

of these categories concludes the current chapter.

4.1 Measuring Storm Severity

In this work, there is a need for a method for determining which windstormefanterest, out of
the whole range of North Atlantic cyclones. For this, a metric that is related tweimage a storm
could inflict, but based on meteorological variables is needed, in ordentodays and events
by their ‘storminess’ (Section 3.2). The SSl is chosen, and is calculateahfarea over Europe
(Figure 3.1), for every day since 1st January 1990, by comparingetevthd climatology from
1979 to 2011. The results for the top SSI values are shown in Table 4nie Bigh SSI days are

not associated with North Atlantic extratropical cyclones and are rejectedod
e Duplication, where a high SSI value is caused by the same cyclonic storm as a vated ran
higher than the current value;
¢ Mediterranean stormsthat are dynamically dierent to North Atlantic storms;

e Polar lowsthat are also dynamically fierent;

75
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e High Pressuredominating the pressure pattern over Europe, but associated witfiia su

ciently large pressure gradient and high wind speeds to induce a highobi5I,

e Orography was locally enhancing high wind speeds and so high SSI values.

Each of these will shortly be discussed in more depth. However, this rejqutizess does imply
that SSI could be improved from the version used here. For duplicatieimge algorithm could
be included that means that high SSI value events cannot occur withitaendéme period, but
human intervention would be required in cases where storms are clusteyedase together. For
example, storms Lothar and Martin highest SSlIs occur 30 hours aptitigoa are other occasions
when high SSI values 30 hours apart would be from the same storm, amadshssment of this
would be dificult to automate. Another example is Vivian and Wiebke, where the storms sccu
close together as to be causing strong winds in Europe on the same daygretimdificult to
separate into two separate high-SSl events. In terms of the weathempéeathat cause high SSI
values but are rejected because they are no midlatitude cyclones, the singyld¢s exclude them
automatically would be to make the SSI area smaller. However, this would ineviéalolyo some
of the weather systems of interest also being missed, so the rejectiongrenssns subjective.
While this is not ideal, the human analysis of pressure charts to identify westheems that
require rejection is quicker and better than introducing automation, whicHdwrave its own
drawbacks. Furthermore, future work could include analysis of the-Bighweather events that
are not midlatitude cyclones, such as the Mediterranean storms.

TasLE 4.1: Table showing the dates and times of the top SSI vall@gside either the associated

North Atlantic storm or the reason for rejection. The top B28 analysed, but outside the top ten
the duplicates are not shown.

Date Time (UTC) SSI | Storm Name Reason for rejection
2009-01-24| 1200 55.466 | Klaus

1990-02-26| 1200 46.311| Vivian & Wiebke

1995-03-30| 1200 45.966 Mediterranean
2009-01-24| 0600 45.158 Duplicate (Klaus)
1990-02-27| 1200 41.420 Duplicate (Vivian & Wiebke)
2009-01-24| 0000 40.488 Duplicate (Klaus)
2007-01-18| 1800 39.467 | Kyrill

2007-01-19| 0000 39.441 Duplicate (Kyrill)
1999-12-26| 1200 37.678| Lothar

Continued on next page
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Table 4.1 -Continued from previous page

Date Time SSI(3d.p.) | Storm Name Reason for rejection
1999-12-27| 1800 37.110| Martin

2008-03-01| 1200 34.089| Emma

1995-03-28 0000 33.855 Mediterranean
1994-01-23| 0600 33.009 High Pressure
2005-01-08| 1800 29.216| Erwin

1992-03-26| 1200 28.866 Mediterranean
2004-11-14| 1200 28.559 Mediterranean
2002-10-28| 0000 27.507| Jeanette

1990-01-25| 1200 27.330| Daria

1996-02-08| 0000 25.510 Mediterranean
2001-03-03| 1200 22.000 Mediterranean Low
2008-03-05| 1200 20.986 Mediterranean Low
2006-03-12| 1200 19.798 Mediterranean Low
1993-01-24| 1200 19.695| Agnes

1999-12-04| 0000 18.598| Anatol

1991-01-05| 1200 17.155| Udine

1999-02-22| 1200 16.519 Polar Low
2000-11-06| 1200 16.245| Oratia

1992-12-28| 1200 16.123 High Pressure
2006-03-05| 1200 15.922 High Pressure
1999-02-05| 1200 15.677| Lara

2010-02-28| 0000 14.939| Xynthia

2002-01-28| 1200 14.650| Jennifer

1999-11-19| 1200 14.137 Mediterranean Low
1994-01-29| 1200 13.636 Mediterranean Low
2005-01-12| 0000 13.530| Gero

1999-01-30| 1200 13.432 Mediterranean Low
2007-01-14| 1200 13.376| Hanno

1995-01-31| 1200 13.293 High Pressure
1990-03-05| 1200 13.131 High Pressure
1998-12-27| 0000 12.421| Silke

1997-02-18| 0000 12.301 Orography
2005-11-23| 1200 12.088 High Pressure
1997-02-19| 1800 12.058 High Pressure

Continued on next page



Chapter 4.The Storms

Table 4.1 -Continued from previous page

Date Time SSI(3d.p.) | Storm Name Reason for rejection
2000-10-30| 1200 11.837 Polar Low
2010-03-09| 1200 11.477 Mediterranean Low
2002-02-22| 0000 11.385 High Pressure
1998-03-10| 1200 11.143 Mediterranean Low
1994-01-28 0000 11.000 Polar Low
2000-12-07| 1200 10.934| Elke

2004-11-19| 1200 10.930 High Pressure
2009-10-12| 1200 10.087 High Pressure
1993-12-09| 0000 9.890| ‘Dec 1993

2000-03-09| 1200 9.313 High Pressure
1995-01-22| 1800 9.287 | Urania

1990-02-11| 1800 9.242| Nana

2010-03-10| 0000 9.053 Mediterranean Low
1997-02-13| 1200 9.038 High Pressure
2009-03-21| 1200 8.899 High Pressure
1998-01-20| 1200 8.833 High Pressure
1998-12-20| 1200 8.628 High Pressure
1999-12-17| 1800 8.552 High Pressure
1993-03-27| 1200 8.548 High Pressure
2009-02-10| 0000 8.323| Quinten

1993-01-14| 0000 8.312| Verena

2007-01-29| 1200 8.265 High Pressure
2000-01-21| 1200 8.149 High Pressure
2000-01-29| 1200 7.977| Kerstin

2002-01-02| 0000 7.815| Pawel

2005-12-16| 1200 7.801| Cyrus

2001-01-28| 1200 7.765| Lukas

1999-12-12| 1200 7.699| Franz

2002-03-07| 1200 7.635 | Frieda
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4.2 Reasons for Rejecting High SSI Days

4.2.1 Duplicates

Many entries in the table occur within 24 hours of a higher SSI value. Theseejected, so one
storm event has only one date and time under consideration with the maximuwal&&tetained.

For example, storm Klaus has the highest SSI value (55.47) at 120002009-01-24, as well as
the fourth and sixth highest values (45.16, 40.49) at 0600UTC and 000®n the same day. As
these are related to the same storm, the highest value is retained, and thafalsixth rejected
as duplicates. The 48 hour period (24 hours before the storm, 24 afterkis extended for some
storms, when examining surface pressure charts (not shown) indieatevthhigh SSI values are

caused by the same system. Overall, 49 out of the 120 analysis times atedégechis reason.

4.2.2 Mediterranean Lows

Mediterranean lows have fiéérent dynamics from the North Atlantic cyclones of interest to this
work (Trigo et al., 1999), but they cause relatively high wind speeds énatlea where SSI is
calculated. As these are rare events, the Mediterranean region hasré@Rtv percentile of wind
speed. Therefore, the wind speed does not need to be as high athern&urope for the SSI to be
large. One example of this is 30th March 1995 at 1200UTC. High valueSbé® concentrated
near Venice and Genoa, Italy (Figure 4.1c), and the associated highspéedis occur entirely in
the Mediterranean region (Figure 4.1b). Although the surface preshart is dominated by the
high pressure over western Europe, a small low is present in the Adriai¢Bgure 4.1a). The
high and low cause a strong pressure gradient, notably in the Gulf ofeGamb northern Italy,
inducing high winds there (Figure 4.1b) and so high values of SSI. Asithefthis study is to
investigate North Atlantic cyclones, the Mediterranean cyclones are eliminakéch means that

thirteen of the 120 high SSI events are rejected.
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Ficure 4.1: (a) Mean sea level pressutePt), (b) wind speedfis—1) and (c) SSI for 1200UTC
30th March 1995.
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4.2.3 Polar Lows

There are three Polar Lows identified, which behave unlike the other Atlemtiones. Figure
4.2a shows storm Petra, who caused high SSI at 1200UTC on 22naryetf209. The track
starts very far north and moves southeastwards into Europe. Theiprgdst (Figure 4.2c) shows
that Petra is filling throughout. Though this track is generally parallel to thetjeam (Figure
4.2a), the intense wind speeds are so far away from the storm that icélfrem the jet stream is
probably small. The, field (Figure 4.2b) shows that the air is unusually warm and moist for such
a high latitude, indicating the potential for convective energy to be releasasltypically the case
for polar lows (Rasmussen, 2003). The surface pressure chaitg dine days before the track of
the storm is detected (not shown) indicate that the cyclone is the resultiofgenesis between
Newfoundland and Greenland. The resulting disturbance then crbgsasrthern North Atlantic,
passing over the tip of Greenland, and moving north of Iceland. This lesspire then remains
in the Norwegian Sea for three days, before forming fligently coherent low for the tracker
(Section 3.3) to detect it. This cyclone and the others like it dferdint to the systems of interest
in a number of ways: no deepening phase, no clear interaction with thegatrstand originating

very far north. Therefore, they are probably polar lows, and willmtonsidered further.
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Ficure 4.2: Polar low Petra at 1200UTC on 22nd Febuary 1999: (a) sfiegd at 300hPais 1],
(b) 6. at 850hPaK], (c) cyclone core pressuréPa] against time p]. (a) and (b) are plotted as
meridional slices of the field, that move with the cyclone&ck, as described in Section 3.4.
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4.2.4 High Pressure

The fourth reason for rejecting some high-SSI days is the presencglofphessure over most
of Europe, with high winds and SSI in some parts of the domain. In the case3th March
1990, there are strong westerlies across northern Scotland andrso@dasdinavia (Figure 4.3b),
induced by a pressure gradient between the unusually high pre$swer 4040hPa across Europe
and the stationary low pressure in the Norwegian Sea (Figure 4.3a)e Tharshort-wave trough
visible in the pressure field, which could increase the wind speeds erfougiftem to generate
a high-SSil, but this kind of system is not of interest to this study for bottachic and practical
reasons: it has fferent factors fiiecting its deepening to midlatitude cyclones, and it fEdlilt
for the tracker to detect a trough without closed pressure contouesniging the SSi field (Figure
4.3c) indicates an additional orographic influence on the winds, as thesti§lsl values occur as
the westerlies reach the Norwegian mountains. There are nineteen ocaiere a strong large-
scale pressure gradient is the main reason for a high SSI value, arditbesall checked by hand

to ensure no mobile North Atlantic cyclones are present in these casesysarétrejected.
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Ficure 4.3: (a) Mean sea level pressutePt), (b) wind speedfs—1) and (c) SSI for 1200UTC
on 5th March 1990.
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4.2.5 Orography

The inclusion of the 1000m criteria on the calculation region for SSI (Se@iah filters out
many cases with high SSI values over orography. This means that onlgfdhe top SSI days
is rejected on orographic grounds, on 18th February 1997. Figueeshdws a strong pressure
gradient between Iceland and the rest of Europe. This produceptixcal wind speedsfibthe
Norwegian Coast (Figure 4.4b) and associated high values of SSr¢Hgic). These exceptional
wind speeds could be due to orographic blocking, where the wind isddaccepeed up so it can
move over the mountains or form a barrier jet parallel to the mountain rangehigss not a

clear-cut case of a North Atlantic cyclone, this high-SSI day is rejected.
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Ficure 4.4: (a) Mean sea level pressurePt), (b) wind speedfis~1) and (c) SSI for 0000UTC
on 18th February 1997.
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4.3 Selected Storms

Once all of the rejected days are removed, the final list of storms is collasdde(4.2). This
table sheds light on several interesting aspects of storm damage. FirstigSthof a storm is
not clearly correlated with the damage a storm does. This is for reas@edgldiscussed, in
that the amount of damage a storm inflicts is not only based on the severitg stdaim, but
also on the region through which the storm passes and the socio-econmfilie @f that area -
how densely populated is the area? How well prepared for a storm drpdpalation? Another
factor that becomes clear is that the number of people killed in a storm is rastyct®nnected
to the economic damage. The reasons for this are: degree of prepssethether any weather
warnings had been issued; whether those warnings were heededfinalhdluck, because for
example in one case a tree could fall on the road and hurt no-one, amwtinea case it could
fall on a moving vehicle or cause a serious accident. The complications t@thag® statistics
caused by socio-economic factors such as these highlight the necessatgifnple measure of
the potential a storm has to inflict damage, and reiterates the reasonefuirgpSSI as such a

measure for this project.

One storm, Erwin, is rejected after proving todfatiult to track. Despite being a destructive storm
that killed 16 people with a high SSI of 29.22, the pressure contours diclosd and the system
remained an open wave. This type of system fBalilt for the tracker to detect and follow, and so

Erwin is eliminated from further investigation.
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Storm Name Dates SSI | People Killed| Damage (Million US$)
Start End At the time | Jan 2011

Daria 1990-01-24| 1990-01-28| 27.33 85 6860 13400

Nana 1990-02-10| 1990-02-12| 9.24 1 190 370

Vivian 1990-02-24| 1990-02-27| 46.31 50 3230 6 310

Wiebke 1990-02-26| 1990-03-03| 46.31 67 2 260 4410

Udine 1991-01-02| 1991-01-08| 17.16 48 909 1610

Verena 1993-01-10| 1993-01-16| 8.31 6 385 625

Agnes 1993-01-20| 1993-01-27| 19.69

Dec 1993 1993-12-06| 1993-12-11| 9.89

Urania 1995-01-21| 1995-01-24| 9.29

Silke 1998-01-24| 1998-01-29| 12.42

Lara 1999-02-03| 1999-02-05| 15.68

Anatol 1999-12-02| 1999-12-04| 18.60 27 2963 4020

Franz 1999-12-07| 1999-12-14| 7.70

Lothar 1999-12-24| 1999-12-28| 37.68 137 11350| 15400

Martin 1999-12-26| 1999-12-29| 37.11 14 4100 5560

Kerstin 2000-01-27| 2000-01-31| 7.98

Rebekka 2000-11-03| 2000-11-07| 16.25

Elke 2000-12-03| 2000-12-10| 10.93

Lukas 2001-01-27| 2001-01-31| 7.77

Pawel 2001-12-31| 2002-01-02| 7.81

Jennifer 2002-01-24| 2002-01-30| 14.65 17 150 194

Frieda 2002-03-05| 2002-03-08| 7.64

Jeanette 2002-10-24| 2002-10-28| 27.51 39 2531 3240

Gero 2005-01-08| 2005-01-12| 13.53 7 50 60

Cyrus 2005-12-13| 2005-12-18| 7.80

Hanno 2007-01-12| 2007-01-15| 13.38

Kyrill 2007-01-15| 2007-01-20| 39.47 46 9010, 10100

Emma 2008-02-27| 2008-03-01| 34.09 13 1800 1940

Klaus 2009-01-22| 2009-01-24| 55.47 28 5100 5310

Quinten 2009-02-07| 2009-02-12| 8.32

Xynthia 2010-02-24| 2010-03-03| 14.98 64 6 074 6 310

TasLe 4.2: Selected storms with dates and maximum SSI. The nantége sforms are obtained
from Free University of Berlin charts, for all but one stornthe value of SSI quoted is the
maximum reached, during the time the storm was passing aweapg. Details of fatalities and
estimated damage are provided based on data from CentreefgralRch on the Epidemiology of
Diseases (2012), where available. The values of destruetie given for both the value at the
time, and the value at 1st January 2011 corrected for inflgtffice for National Statistics, 2011)
to ease direct comparison.
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4.4 Storm Categories

Next is an analysis of the jet stream afdfields of the storms. These two variables qualitatively
indicate processes that are key in the development of a cyclone, ass#igddn Section 3.4. Exam-
ination of these properties shows that the storms tend to fall into groupsndieg on their track
relative to the jet stream, but not in thg field. Therefore, the jet stream is chosen ofieas the
quantity for this categorisation, because no clear categories werecapjrathed, field. While
. is an important for the identification of airmasses and so can be considesethaasure of the
temperature contrast across fronts and the moisture content of the watan air, these factors
refer to the potential energy of the storm and how deep it could get. Thetrgetm provides the
divergence aloft that evacuates mass from the low pressure camdrepas perhaps more directly
related to the actual depth of the storm. Furthermore, previous studiesdesied jet crossing
as an important point in a midlatitude cyclones’ lifetime (e.g. Liberato et al., 28d1) and when
a storm crosses the jet could be important to its development. From visuakimsp four jet

categories emerge:

e Edge: Nana, Agnes, Lara, Franz, Kerstin, Lukas, Pawel, Frieda, Jeakett®a.

e Cross late: Wiebke, Verena, Urania, Lothar, Martin, Jennifer, Cyrus, Hannauk, Quin-

ten.
e Cross early: Daria, Vivian, Udine, Silke, Anatol, Rebekka, Kyrill.

e Split: Dec 1993, Elke, Gero, Xynthia.

The diference between the ‘cross early’ and ‘cross late’ categoriedfisudi to determine sub-
jectively, so a more objective method is utilised here. First, the point at whitbren crosses
the jet is determined subjectively. The percentage of storm lifetime that the meoflibese two
categories spent on either side of the jet stream is then calculated. Iha ctosses the jet less
than 35% of the way through its track, it is ‘cross early’; if it spends moas tB5% of its time on
the southern side of the jet, then it is ‘cross late’. The main reason foitisg)&5% for the limit is
that the storm tracker is mordfective in the latter stages of a storm’s lifetime, when cyclolysis has
begun, than in the beginning stages. This means that more points on thergadsaciated with
cyclolysis than cyclogenesis. Given that this project concentrates@oggnesis, the limit was
set accordingly. Furthermore, the limit of 35% agrees with subjective sisabf the jet stream

plots such as that shown in Figure 3.3.
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An example of each type will now be presented. The storms are trackedAnlRrim analysis
data, as discussed in Section 3.1. The jet streand aplbts use the same data, and the meridional

slicing plotting method described in Section 3.4.

4.4.1 Edge Storms

These storms typically travel along the northern edge of a jet stream thagtscanticyclonically.
The storms deepen as they move north alongside the jet stream, taking adwartagdivergence
aloft, as indicated in Figure 2.7b. However, as the jet stream curvessbatk and there is a swap
to convergence aloft, the storms tend to continue eastwards and begin Edilt€ 4.5). One

example typical of the category is storm Agnes, from January 1995.

Ficure 4.5: Schematic showing the typical track of an ‘edge’ stobtagk) relative to the jet
stream (red).

Agnes formed to the north of a curved jet stream, which is forced by a tesggh over Greenland
(Figure 4.6a). Agnes moved along the northern edge of the jet streanme here is strong
divergence aloft (Figure 4.6b) to aid deepening. As the jet stream mewethwards, Agnes
continued in a more easterly direction towards Europe. dhield (Figure 4.7a) in the region
where Agnes formed shows a strong north-south gradient, and thetothreraoves along a slight
local maximum which is probably the warm sector. The deepening occbetate the storm
reaches the most northerly point on her track, and Agnes began to flileggt stream shifted
further southwards (Figure 4.7b). Overall, divergence aloft, duedatinvature of the jet stream,
is likely to be the process that caused most of the deepening. Once thegeh stnd the cyclone

parted ways, then filling begins.
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@)

(b)

Ficure 4.6: Storm Agnes, an example of an ‘edge’ storm from Janu@881(see Table 4.2

for exact dates): (a) wind speed at 300hRaT!], (b) divergence of the wind field at 300hPa

[10-4,s71]. Plotted as meridional slices of the field, that move with tyclone’s track, as de-
scribed in Section 3.4.
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Ficure 4.7: Storm Agnes, an example of an ‘edge’ storm from Janu@8g1 (a)d. at 850hPa
[K], (b) cyclone core pressuréiPa] against time p]. (a) is plotted as meridional slices of the
field, that move with the cyclone’s track, as described intisac.4.
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4.4.2 Late Jet-Crossing Storms

Late jet-crossing storms tend to cross a straight or only slightly curved ggratrfrom the right
entrance to the left exit region of the jet streak (Figure 4.8), and sdib&oen the divergence aloft
found in both of these locations (Figure 2.7a). They tend to have straggikstfor the most part
with an east-north-easterly direction, though some have a jet stream thgltlysurved (usually
anticyclonically). The minimum pressure occurs just after the storm csdssejet stream and
moves into the left exit region. After the storm leaves this region, it tends spdite and move

more slowly.

Ficure 4.8: Schematic showing the typical track of a ‘cross-latetmm (black) relative to the jet
stream (red).

This behaviour can be seen in the example of storm Jennifer. The tratkdtahe northeastern
coast of the USA, on the southern side of a jet maximum (Figure 4.9a). Thisasa region
of strongé. gradient (Figure 4.10a), indicating a baroclinic atmosphere and a solupctemtial
energy for the cyclone. The jet stream was not perfectly zonal, bweduslightly cyclonically
then anticyclonically. As storm Jennifer moved along the southern side @#ttliedeepened and
the track is also curved cyclonically. The deepening was strongest gianref strong divergence
aloft, about ten degrees west of Ireland (Figures 4.9b and 4.10kyevthe sense of curvature in
both the jet stream and storm track changes to anticyclonic. After this sulddpening, Jennifer's

track moved further from the jet stream and filling began.
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@)

(b)

Ficure 4.9: Storm Jennifer, an example of a ‘cross late’ storm framury 2002: (a) wind speed
at 300hPars™], (b) divergence of the wind field at 300hPa f#)s~1]. Plotted as meridional
slices of the field, that move with the cyclone’s track, ascdeed in Section 3.4.
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Ficure 4.10: Storm Jennifer, an example of a ‘cross late’ storm fitamuary 2002: (aj. at
850hPa K], (b) cyclone core pressuréfPa] against time f]. (a) is plotted as meridional slices
of the field, that move with the cyclone’s track, as descrilpeSection 3.4.
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4.4.3 Early Jet-Crossing Storms

These storms cross the jet early on in the track, deepening as they pasgghthine right entrance
and left exit regions. Then, they remain beside the northern edge oftteg|gam and continue
alongside the jet (Figure 4.11). Subsequently, as the cyclone and phgbaat ways, the system
begins to fill. The initial location of the jet stream, as it moves from south to nizritiie to the

presence of a trough upstream. As an example, storm Kyrill is shown imdsgul2 and 4.13.

Ficure 4.11: Schematic showing the typical track of a ‘cross-éatigrm (black) relative to the
jet stream (red).

Storm Kyrill is used to illustrate this jet stream type. It developed over théhaastern USA
coast, on the southern side of the jet stream (Figure 4.12a), in a regioeitber divergence
nor convergence (Figure 4.12b) but strahggradient (Figure 4.13a). In the early stages, Kyrill
deepened suddenly (Figure 4.13b), dropping in 40hPa in 36 hourdgmgatwas a ‘bomb’ storm,
despite passing through weak convergence (Figure 4.12b). Thisioaliddte that the divergence
is occurring at another level of the atmosphere in the early stages of stewslopment. On
crossing 40, Kyrill encountered some strong divergence aloft. The core presgached its
minimum df the west coast of Ireland, and the track became zonal to pass nortbrtifekh
Ireland, through the Scottish Borders, across the North Sea, andD&venark then Lithuania.
During this time, Kyrill's core pressure remained low indicating that, althougipdering had

ceased, filling had not yet begun. Cyclolysis began as the storm pasgeBelarus and Russia.
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Ficure 4.12: Storm Kyrill, an example of a ‘cross early’ storm froemdiary 2007: (a) wind speed
at 300hPars™], (b) divergence of the wind field at 300hPa f#)s~1]. Plotted as meridional
slices of the field, that move with the cyclone’s track, ascdeed in Section 3.4.
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Ficure 4.13: Storm Kyrill, an example of a ‘cross early’ storm fromndiary 2007: (ay. at
850hPa K], (b) cyclone core pressuréfPa] against time f]. (a) is plotted as meridional slices
of the field, that move with the cyclone’s track, as descrilpeSection 3.4.
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4.4.4 Storms with a Split Jet

The four storms with a split jet are unusual, as they are associated with pagase jet stream
maxima. In the cases of Elke, Xynthia and a storm for which no name coutilinel fn December
1993, the storms travel between the two jets while deepening (Figure 4.héYe &re two jet
streaks associated with these storms, which are typically located wherertives drave been
placed on the jets (coloured red in Figure 4.14). Therefore, there arateas of divergence
aloft, to aid the deepening process. As the storms leave the region betveesvotfet maxima
they begin to fill. This was found in snow storms over the eastern United Statekd®llini
and Kocin (1987), who describe the way that two jet streaks can begataso that the left exit
region of one and right entrance of the other coincide, inducing intensegénce and so strong

deepening.

Ficure 4.14: Schematic showing the typical track of a split-jetristgblack) relative to the jet
stream (red).

An example of a split-jet system is storm Xynthia in Figures 4.15 and 4.16. Abeaeen from
Figure 4.15a, there are two jet streaks present during her lifetime, omederound 47V20° W

and another at £3V10°E. Xynthia tracked along the northern edge of the southern jet stream,
deepening despite convergence aloft. Xynthia reached minimum predEtire Normandy coast
(Figure 4.16b), in the region where the divergence from the left exitefirst jet was reinforced by
divergence from the right entrance of the second jet (Figure 4.1&t9r the minimum pressure,

the two jets began to diverge and Xynthia moved between them while filling. éfuntire, very
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high values of), are found where Xynthia developed (Figure 4.16a), indicating largenpatéor

diabatic processes to cause deepening.
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Ficure 4.15: Storm Xynthia, an example of a ‘split’ jet storm fromdreary 2010: (a) wind speed
at 300hPars™], (b) divergence of the wind field at 300hPa f#)s~1]. Plotted as meridional
slices of the field, that move with the cyclone’s track, ascdeed in Section 3.4.
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Ficure 4.16: Storm Xynthia, an example of a ‘split’ jet storm fromdreary 2010: (ay. at
850hPa K], (b) cyclone core pressuréfPa] against time f]. (a) is plotted as meridional slices
of the field, that move with the cyclone’s track, as descriieSection 3.4.
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4.5 Pressure Tendency Equation

The pressure tendency is a method of identifying the processes thaibatatio cyclogenesis
and cyclolysis, and the approach is described in Section 3.4.2. While this drietlestigates the
drivers of deepening in terms of core pressure, it should be remeththerethere are smaller-scale
features that can contribute to deepening or to the wind speeds (e.g. &indrjgure 4.17 shows
example PTE bar plots, for each of the four jet stream categories. Alththage is a great deal
of variation between these plots, some aspects are consistent. For exanaliléour cases, the
evaporation-precipitation (EP) term works to deepen the cyclone, becsiarms are associated
with precipitation, so mass is removed from the air column. The EP term is particidege
for storm Xynthia, indicating that the strongest precipitation in the areaidere by the PTE

calculation.

The deepening phase of all the storms is dominated by the virtual temperatdemty term. In
all four cases shown in Figure 4.17, there is a point at which the dTempsiaps from having
a cyclogenetic to a cyclolyticfiect. In the cases of Lothar and Daria, this occurs just after the
jet crossing, which is as they move from the warm side to the cold side of them jlkley to
have an influence on the thermal PTE terms. When comparing the point at thiigchappens
for these two storms, it becomes clear that Lothar crosses the jet streaificargly later than
Daria. In the case of storm Agnes, the swap happens when the stomrsteglling alongside the
jet stream and moves further from its influence. This is also the time whensAgaees behind
the divergence aloft, but in this case the divergence is induced by tliatate of the jet stream.
For storm Xynthia, the dTemp term has a strong deepentiegtein the middle part of the track,
which is consistent with divergence removing mass from the column. Thisés Wlynthia is in
the region between the two jet streaks. The divergence from the leftegxdn of the first streak

and that from the right entrance region of the second coincide to pretideg divergence aloft.

Figure 4.17 also shows that the strength of délgeterm varies between storms, but not such that
categories can be discerned. This term describes the changes intaggi@bahat occur at the
level of the lid of the integration thatfi@ct the surface pressure. In some cases, this lid term
strongly supports the cyclone’s deepening (e.g. Wiebke, Figure 4.&4B8djlea explored previ-
ously by Colucci (2010); in others, it works the opposite way (e.g. Emngyré 4.18b), and
storms develop despite stratospheric factors working against cycleigefiéne drivers of this are

investigated as part of a separate project (Wilbraham, 2013), whictdfihat propagating troughs
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Ficure 4.17: The components of the PTE for (a) Agnes [edge jet stitgps], (b) Lothar [cross
late], (c) Daria [cross early], and (d) Xynthia [split].

in the stratosphere can act to strengthen a surface cyclone. On théattigrtheir absence does
not necessarily suppress growth of surface cyclones, as cyditrdsmma develop despite the
effects of the stratosphere. This indicates that not all intense storms develpinral conditions
for deepening, but that what is needed for such a system to developufiGent coincidence
of factors — for example, very strong baroclinicty — and then the stornmoearcome detrimental

factors.
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Ficure 4.18: Components of the PTE, for storms (a) Wiebke (b) Emma.
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When the temperature term is split up into its components, the expected pattemdseclear: the
horizontal and diabatic terms work to deepen the storm, whereas the végticalvorks towards
filling (Figure 4.19). Fink et al. (2012) suggest that the reason the aértiotion term is positive
is due to ascending motion ahead of the cyclone centre. This would move amumpwards,
causing adiabatic cooling, an influx of mass into the air column, and overdfingpagainst the
deepening process. Examining the four example storms in Figure 4.19pitlescclear that the
relative importance of the horizontal temperature advection and diabatic temes between
storms. Notably, Xynthia has a much stronger contribution from diabaticege®s than the other
storms, which was to be expected given the high valués pfesent in her vicinity (Figure 4.16a),
indicating the presence of warm, moist air, which gives the potential fortlatsat release. On the
other hand, Agnes’ deepening has a strong contribution from the mbaizemperature advection
term, which could be due to her tracking along the cold side of the jet stredmuling warm
air unusually far north in the warm sector. However, when examining simitas fgor all the
storms (not shown), it becomes clear that the storms cannot easily bedlivitb categories.
Furthermore, there is no clear relationship with the jet categories discirsSedtion 4.4, because
when examining the relative contribution of the horizontal and diabatic termesgetplots, there

is almost as much variation within each category as between categories.

Since the Figures of the PTE terms (Figures 4.17, 4.19) do not yield anycelgsgories, a more
gquantitative approach is needed. The percentage contribution of eactotéhe cyclone’s deepen-
ing is calculated and totalled over the course of the deepening (when th&t loressure in the®3
box considered is decreasing). The results of this calculation are sholable 4.3. The virtual
temperature tendency term is divided into its separate components. Onlyntinéetion towards
deepening is considered for the percentage calculation. Therefarprdtess does not contribute
towards deepening, then it appears as zero percent. One exampleisfithithe d¢ term in the

case of Emma, though it is working against deepening (Figure 4.18).

The two largest terms that contribute towards deepening are the horizentpkrature term
(horiz), and the residual in the temperature term associated with diabatiegses (diabres). In
some cases, there are considerable contributions frordgherm (e.g. Lara), though contribu-
tions from theep term are generally small. Table 4.3 shows the storms ranked by horiz. The
storms are split into two categories, depending on whether horiz or digdteslarger percentage

contribution to a given cyclone’s deepening. These are:
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Ficure 4.19: The components of the virtual temperature term in fh fr (a) Agnes [edge jet
stream type], (b) Lothar [cross late], (c) Daria [crossdadnd (d) Xynthia [split].

e Horiz-dominated: Daria, Nana, Vivian, Wiebke, Udine, Verena, Agnes, Dec1993nidra
Lara, Anatol, Franz, Martin, Kerstin, Rebekka, Elke, Lukas, Pavesinifer, Frieda, Cyrus,

Hanno, Kyrill, Emma.

¢ Diabres-dominated: Silke, Lothar, Jeanette, Gero, Klaus, Quinten, Xynthia.
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Storm do ep | horiz | diabres
Pawel 0.11| 1.45| 82.62| 15.49
Frieda 281| 1.70| 74.28| 21.11
Emma 0.00| 1.41| 73.80| 24.72
Rebekka| 7.02| 1.59| 73.32| 17.99
Kerstin 7.21|1.20| 73.09| 18.41
Kyrill 242 | 1.74| 66.61| 29.07
Franz 1.81| 2.32| 66.32| 29.52
Martin 0.69| 1.96 | 63.92| 33.31
Dec 93 5.15| 2.06 | 59.01| 33.76
Cyrus 8.80| 1.67 | 58.56| 30.83
Daria 751| 1.83| 56.57| 33.95
Agnes 5.21|2.41|56.39| 33.82
Anatol 8.79| 2.11| 56.02| 32.88
Jennifer | 5.60| 2.55| 55.69| 35.95
Vivian 9.81]1.98| 52.67| 35.21
Elke 1.09| 3.82| 50.89| 43.86
Lukas 12.16| 2.94 | 49.22| 35.64
Verena 4.29| 2.62| 48.12| 44.84
Urania | 10.09| 2.82| 46.39| 40.38
Hanno 14.46| 2.20| 45.66| 37.68
Silke 2.13| 2.99| 44.62| 49.59
Lara 29.25| 1.35| 43.42| 22.30
Wiebke | 18.55| 1.92| 43.03| 36.13
Klaus 246 | 3.01| 42.83| 51.29
Gero 7.68| 2.46| 41.89| 47.60
Udine 7.90| 252 | 41.26| 47.60
Nana 25.77| 1.93| 40.85| 30.93
Jeanette| 8.22| 3.57| 39.78| 45.67
Quinten | 11.62| 3.35| 36.19| 48.77
Xynthia 191 498| 35.47| 57.55
Lothar 11.14| 3.62| 29.98| 54.76

TasLe 4.3: Storms with percentage contribution to deepening fesected terms of the PTE,

ranked by horizontal temperature advection terms (horiz).
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4.6 Comparing Categories

Two methods of categorisation are presented that assess the storms ifffesentiways. The
first is based on the configuration of the jet stream and storm track (8etdd, and examines
the synoptic situation at the time the storm developed and deepened. Thenethed uses the
dominant processes that contribute towards deepening using PTEiar{8lgstion 4.5), which
examines the processes in a volume around each storm’s minimum pressimaathese fiect

the mass in the column and so the cyclone’s core pressure. The catefohiestorms are shown

in Table 4.4.

First, the storms are examined for a link between storm intensity and the dategeor the jet-

stream categories, there are no clear relationships with intensity (in terng)oHdwever, the six
most intense storms are in one of the jet crossing categories; the edgditijet sategory storms
tend to be less intense. Links between the two methods of categorisationtanermediately

apparent from Table 4.4: both groups of PTE types contain membersgagimof the jet stream
categories; all jet stream categories have members with both PTE types.viswal inspection,
there is no clear relationship at all, partly because there are significantgy fiiab-type storms

than horiz-type storms.

A statistical approach is now used to identify links between the categoriesFiSher exact test
assesses the significance of the relationship between categories (Segtign The null hypoth-
esis is that there is no relationship between the categories of data. The &igloetest yields a
p-value of 0.3116 and the alternative method involving Monte Carlo simulatiomgcges on a
similar value. This means that there is a 69% chance that the number of storms aategory
affects the number of storms in another category, but this cannot be said ¢éothie ¢i.e. the null

hypothesis cannot be rejected), because the p-value is larger than 0.05

Although performing statistical tests is an important, quantitative approachatgsamg data, vi-

sual inspection of Table 4.5 reveals some links:

1. Horiz and Edge: These storms track along the colder and drier side of the jet indicating
that the potential for latent heat release is small. Therefore, barocliniditg igredominant
source of potential energy for a cyclone that generaté&cgntly strong winds to cause a

high value of SSI.
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2. Horiz and Cross Early: In these storms, the deepening is strongly related to the crossing of
the jet stream, and passing through the right entrance and left exit segimthe divergence
aloft removes mass from the column. This is consistent with having a largeohtal ad-
vection term, as it is calculated over the depth of the column. Itis also likely tretdmtal
temperature contrasts are particularly strong, as the storm has advedrednathe warm
side of the jet stream to the cold side. Given that most of the deepeningsamntthe cold
side of the jet stream, a strong temperature contrast would strengthetifiaity and could

contribute to the deepening of the cyclone.

Storm SSI Jet Category PTE Category,
Klaus 55.4657| Cross late | Diabres
Vivian 46.3109| Cross early | Horiz
Wiebke | 46.3109| Cross late | Horiz
Kyrill 39.4672| Cross early | Horiz
Lothar 37.6781| Cross late | Diabres
Martin 37.1095| Cross late | Horiz
Emma 34.0888| Edge Horiz
Jeanette | 27.5068| Edge Diabres
Daria 27.3295| Cross early | Horiz
Agnes 19.6948| Edge Horiz
Anatol 18.5982| Cross early | Horiz
Udine 17.1550| Cross early | Horiz
Rebekka | 16.2454| Cross early | Horiz
Lara 15.6771| Edge Horiz
Xynthia | 14.9836| Split Diabres
Jennifer | 14.6499| Cross late | Horiz
Gero 13.5304| Split Diabres
Hanno 13.3756| Cross late | Horiz
Silke 12.4206| Cross early | Diabres
Elke 10.9337| Split Horiz
Dec 1993| 9.890| Split Horiz
Urania 9.287| Cross late | Horiz
Nana 9.242 | Edge Horiz
Quinten 8.323| Cross late | Diabres
Verena 8.312| Cross late | Horiz
Kerstin 7.977 | Edge Horiz
Pawel 7.815| Edge Horiz
Cyrus 7.801| Cross late | Horiz
Lukas 7.765| Edge Horiz
Franz 7.699 | Edge Horiz
Frieda 7.635| Edge Horiz

intesity (SSI).

TasLe 4.4: The list of storms, described by the two methods of aategtion and ordered by
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Cross Early Cross Late Edge SplifTotal
Diabres 1 3 1 2 7
Horiz 6 7 9 2 24
Total 7 10 10 4 31

TasLe 4.5: Table showing counts of storms in each jet categoryook) and PTE type (rows).

Cross Early Cross Late Edge Split
Diabres -0.58 0.74 -1.26 1.10
Horiz 0.58 -0.74 1.26 -1.10

TasLe 4.6 Table showing the fierences between the observed and expected values for dach ce
in Table 4.5. Shading illustrates whether the value is p@&s{pink) or negative (blue).

Another way to see where the twofidirent categorisation methods are related is to calculate
the deviations from the value expected, given the row and column totatige®:5.2). The
results of this are shown in Table 4.6. It confirms that there is a swing tewstodms driven
by horizontal temperature advection in both the cross early and partictiferlgdge categories,
as discussed above. Table 4.6 also shows that there is a swing towdnakscostorms in the other
two categories: cross late and split. In the case of cross late, this is canhsi#te a storm that
spends a large proportion of its time on the southern side of the jet, whene ihe/arm and moist
and therefore there is greater potential for specific and latent heaseel&or split jet storms, the
two jet speed maxima means that the dynamics of cyclogenesis are more compexexample
of storm Xynthia, warm, moist, high. air is brought up from the tropics (Figure 4.16a), which
would facilitate diabatic processes such as latent heat release. Howeéteonly four storms in

this category, it is dficult to determine whether this is generally true of split-jet storms.

It remains to be seen whether these jet stream categories and PTE typelst@d to the degree of
predictability that a storm exhibits (Chapter 5), or if they are related to arst$aof the large-scale
flow (Chapter 6).

4.7 Summary

First, the processes of selecting the storms is discussed. The besiatarididelection of stormy
days is a parameter that can be calculated solely from meteorologicalleariaht still aimed at

calculating the potential damage a storm could wreak. SSI was selectedsfeety reason, as it
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measures how much greater the wind speed is than tifigo@8centile of the climatology at each
grid point. This is then cubed, so it is related to the power of the wind andftreris proxy for

how much damage it can cause.

The SSI is calculated using ERA-Interim data, allowing values every sixstgince 1st January
1990 to be compared. The next step is to choose the top 120 values ang: riéraaluplicates.
Other days are rejected for one of four reasons: because Med#amatorms, polar lows, high
pressure systems or orographic factors had driven the high valugSlofAfter this, 31 North

Atlantic extratropical cyclones remain.

Within these 31 storms, four fllerent categories of jet stream configuration can be discerned:
edge, cross early, cross late and split. These are determined by theerpladition of the storms
and the jet stream, and particularly the point when the storms’ tracks ertissget stream. A
second method of categorising the storms identifies the terms in the Pressdendyg Equation
(PTE) that dominate the deepening of each storm. However, the initial Palizsésishows nearly
as much variation in the processes that dominate deepening within each ggirgais between
categories. The virtual temperature term tends to dominate the deepeniremn W is divided
into its components, the horizontal temperature advection term and diabatitetednto work to
strengthen the cyclone, whereas the vertical motion term works to weakinstled naturally to
two types of storms; those where the deepening is dominated by horizontaregnme advection,
and those where it is dominated by diabatic processes. The percentdgbutmn of these two
terms of the PTE is used to divide the storms in two, which allows some links beqzraecat
between the jet stream categories and the PTE types. The strongdsp@asurs in storms where
horizontal temperature advection dominates the PTE and the jet type is eigjesoedross early.
There is also a link between storms where diabatic processes dominate pleaidge and the jet
type is either split or cross late. The next chapter will assess whether efttieese methods for

dividing the storms is related to their forecast quality.



Chapter 5

Storms in Numerical Weather

Prediction Models

This Chapter aims to assess the predictability of the storms selected in Chaptaedns of
numerical weather prediction (NWP) forecast quality and spread. Asisted in Section 3.1.2,
two types of forecast will be used here: deterministic (Section 5.3) aneh@rie (Section 5.5).
Deterministic forecasts are a single forecast, run from the operatioablsié using the highest
available resolution for the computing power of a single model run. Ensemidedsts are where
the forecast model is run many times, with slight perturbations to the initial conditibherefore,
ensemble forecasts are conducted at a lower resolution, to make the rtteestwhilable comput-
ing power. Deterministic forecasts indicate the quality of the forecast, \abenesemble forecasts

indicate the spread.

5.1 Opening Remarks

Both the intensity and position of the storm will be evaluated, in terms of forepsasdity and
spread. The metric for intensity used is core pressure. The metrics $drgooare latitude and
longitude. The reasons for these choices are that these measurasyate enderstand, straight-
forward to analyse, and are direct output from the storm tracker$eetion 3.6 for further dis-
cussion). When considering all of the selected storms, it is expectedhibidtislead times will

have improved forecast quality and smaller forecast spread.

111
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The measure of intensity used to select the storms is SSI (Storm Severiky Beletion 3.2). It

is possible to hypothesise that the most intense storms are the least wedisfoteecause they
are more unusual. On the other hand, intense storms are the result @f &iroimg, so may be
forecast better. Therefore, this work searches for correlationdsstvgtorm intensity, measured
by SSI, and the quality of the forecast, as measured in pressure, latitddergitude. Also in
Chapter 4, the storms were divided intdfdrent categories, in two ways (Table 4.4). This chapter
will consider the forecast quality and spread of thfedient categories of storm, where possible.

To briefly review, the first categorisation method considers fofied#nt types of jet stream:

Edge: storms that move along the edge of the jet stream, and do not cross it.

Cross late: storms that cross the jet late in their lifetime.

Cross early: storms that cross the jet early in their lifetime.

Split: storms associated with two jet maxima.

Storms accelerate and deepen strongly during interaction with the jet stredne, guality of the
forecasts, in terms of both intensity and position, is expected to increasgattmssing has taken

place.

The second method of categorisation considers the processes thédutedtimost strongly to
the deepening phase, according to analysis by Fink et al. (2012) #dthes pressure tendency

equation (PTE). The storms are grouped by which of two terms dominate@épeding, namely:

e Horiz: storms where horizontal temperature advection is the most important pribegss

contributes towards deepening.

¢ Diab: storms where diabatic processes are most important.

The horizontal temperature gradient is a large-scale forcing, thateaxicitly represented by
the model. It is conceptually linked to baroclinicity, because a horizontal textype gradient
that is not parallel to the pressure gradient (i.e. a baroclinic atmospheregded for horizontal
temperature advection to occur. Diabatic processes are parametrisedo ame not explicitly
represented. Furthermore, because diabatic processes are shealstanon-linear, they are
difficult to observe directly in order to further our understanding of them,iabatic processes

are a larger source of uncertainty in cyclogenesis than the horizontaktampe gradient. This
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work speculates that diab-type storms will have lower quality and greateadjin their forecasts,

compared to horiz-type storms.

Another factor that couldféect forecast quality and spread is the native resolution of the forecast
model. As discussed in Section 2.5.3, there are systematic limitations to the simulatiod- of
latitude cyclones caused by irfBaient model resolution. Whether there are limitations on the
timescales typical of NWP models will be explored here, in terms of both fetepaality and
spread. It is anticipated that lower resolution models will give a lower qualitydast, because
fewer processes are considered explicitly and more need to be paramhekisthermore, the very
strong horizontal temperature gradients and baroclinicity that are impdaaekplosive cyclo-
genesis (Section 2.2.4.1) will be represented better at higher modeltiesola terms of forecast
spread, higher-resolution models normally demonstrate better spreaddBatial., 2003). In ad-
dition, improving the resolution often coincides with other improvements to the medeh as

better parametrisation schemes, which could also reduce uncertainty ine¢loadts.

5.2 Review of Methods

The results presented in this Chapter mainly considffeminces in core pressure, latitude and
longitude against forecast lead time. The methods are discussed in Se6titut3are reviewed
briefly here. First, the forecast and analysis tracks are matched autaliyatis discussed in
Section 3.6.2. This allows calculation of thetdrences between analysis and forecast values for
each of the three variables, at the time of minimum pressure, for each stéwenefdre, positive
values indicate that the value is larger in the analysis, and negative vahtabehvalue is larger

in the forecast. The lead time for each of the forecasts is calculated, basghen the forecast
was initialised relative to the time of each storm’s minimum pressure. The reselfgesented
for a number of dferent forecasts with €fierent lead times (note that lead time is negative, so
that time progresses along the x-axis from left to right). The plots for tiserable forecast data
also present diierences between analysis and forecast for each lead time, but asmtaxhisker

plots because there are 50 ensemble members at each lead time.

Linear regression is performed between forecast lead time and theigelssitude and longitude
deviations, to ascertain the quality of the forecast. This will give an ideawfwell predicted
the storms are, and what the limitations of the forecast are. Residualslamated, in order

to determine whether linear regression is a valid technique to perform dndata. Two tests
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of correlation will be used as appropriate: Pearson’s correlatiofficiant and Spearman’s rank
correlation cofficient (Section 3.6.4). The significance of the correlation will also be detednin
This will facilitate exploration of the relationship between the jet stream cayegoPTE type
of each storm and forecast quality. Similar simple tests to explore the relafonith forecast

spread cannot be identified, so this discussion will centre around tharmbxvhisker plots.

The linear regression is also used to calculate a standard measurecastagaality for all of the
storms. This measure is the pressure, latitude and longitude deviationsXedaefad time of 24
hours, and the values are referred ta2e®), A(/at) and A(/on), respectively. Linear regression
is needed because, for a given storm, the lead times available depend tometef minimum
pressure (Section 3.6.4). The forecast is only initialised once per dag2:@0. Since lead time
is calculated from the time of minimum pressure, the available lead times depentemmtixe
minimum pressure occurs. For example, if the minimum pressure were at, 1Beb0lead times
of 24h, 48h, 72h etc. would be available; but, if the minimum pressure we?6:@0, the lead
times would be 12h, 36h, 60h, etc. Using linear regression on all stormsit@ dkis simple
measure of forecast quality means the measures are comparable, aall ¢fidhe storms are
treated consistently. These simple measures are used to ascertain whethgtemse storms are

better forecast, and will be used in the work on storm-prone situationgp(€ha).

To summarise, this Chapter presents an assessment of forecast quhbfyread, for the selected
storms. This will be measured byffirences between the analysis and forecast tracks, at the time
of minimum pressure, in pressure, latitude and longitude. TheEeretices will be analysed to
determine whether there is a relationship between forecast quality ordsped the intensity,

jet stream category or PTE type of each storm. This analysis will be meefhion deterministic
(Section 5.3) forecasts, in order to quantify the forecast quality. Tleigaship between the
deviations at 24h lead time is then discussed (Section 5.4), to assesstfongaity in a standard
way across all storms. The results from ensemble forecasts (Sectiggivie B)isight into forecast
spread, by considering the ensemble membersftdrént storms’ forecasts. Finally, these results

are summarised in Section 5.6.

5.3 Deterministic Forecasts

This section will consider the results from the ECMWF deterministic operationatasts and the

ECMWF ensemble control forecast. These are made using the same itgpuiwtaare at dierent
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resolutions. The ensemble control is always at the lower resolution sd@ thatomparable with

the ensemble members. Therefore, when the two data sets are comparedjahsource of dif-
ferences will be ffects of resolution. However, these data are also processed by thetsioker
(Section 3.3), and so fierences should be small because the tracker interpolates the data so they
have the same resolution. Another keyfelience between the operational and control forecasts
is the time period they cover, and therefore the number of storms includediiratiadysis. Op-
erational forecasts were made for the entire period of interest, and 8@ atbrms are covered.
However, the ensemble forecasts only began in December 1992, and somtnol forecast in-
cludes 19 of the selected storms. It should also be noted that each ptied phathe figures refers

to a match between the forecast and analysis tracks for a storm, at th@pwimimum pressure

on the analysis track, where the match meets the criteria discussed in SectinThérefore,
some forecasts will be rejected because the forecast does not mesdtdha. d-urthermore, the
forecast model is only run once a day, and so each storm can only lodedconce in a 24 hour
period. Where within the lead times a storm appears depends on the time of its miphessuare:

if it is at 1200, then the lead times that result are 24h, 48h, 72h, etc; busiaitt0000 then the
lead times are 12h, 36h, 60h, etc. For these two reasons, there argtiawe31 points at each

lead time.

A discussion of the results when considering all storms will now ensudi@®es 3.1), including
a discussion of the validity of the regression line used (Section 5.3.2). fHeeanalysis will
divide the storms by jet stream type (Section 5.3.3), PTE category (Sec8at),5and the native

resolution of the model (Section 5.3.5).

5.3.1 All Storms

First, all of the storms are analysed in terms of intensity (Figure 5.1) and pogEigure 5.2).
Figure 5.1 clearly illustrates that core pressure in the forecast genéidlya higher value than
core pressure in the analysis. More intense storms have lower presanceso the storms are
less intense in the forecast than in the analysis. Therefore, intensity é&faretast. This is
in agreement with previous work (e.g. Froude et al., 2007a). Figuretma¥sa relationship
between the deviations and the lead time, so core pressure is a useful mapsuring forecast
quality when it comes to intensity. Table 5.1 shows that there is a positivelatorrebetween

the pressure deviations and forecast lead time, because as lead time b@coreeegative, so
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does the deviation. This relationship is statistically significant in both the opeshtimd control

forecasts.
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Ficure 5.1: Pressure (analysis - forecast) against lead time éoséthected storms, for (a) opera-
tional and (b) control forecasts.

The deviations for latitude and longitude are less clear-cut (Figure 5dt)laktude, there is an
indication that the storms have lower latitudes in the forecast than the analgsi® are forecast
slightly too far south. However, the small values of R indicate weak correlatidy, which is only

significant in the control forecast. This is unexpected, because theottorecast is at a lower

resolution and would therefore be expected to produce a lower qualggdet. However, lower
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Variable Operational Forecast Control Forecast

R t Significant? R t Significant?
Pressure 0.198| 2.19 v 0.380| 3.68 v
Latitude -0.112| 1.23 X -0.230| 2.11 v
Longitude || -0.387 | 4.56 v -0.252| 2.33 v

TasLe 5.1: For all storms, correlation cfiiwients (R) for diferences against lead time, and tests
for its statistical significance (t), both to 3 significantuigs. As discussed in Section 3.6.4, tis
compared to a reference table to test significance, basdueamimber of points included in the

correlation (Operationat 120, Control= 82).

resolution also means some of the finer-scale features are missed, anedalses the potential

for the occurrence of large deviations because larger populationgddadyer deviations (Rees,

2001). Overall, storms tend to be forecast too far south, but whetherdatfarecast quality is

significantly related to lead time remains an open question.

For longitude, the correlation between the deviations and lead time is statisticallficsigt in

both the operational and control forecasts. In both the control anchtipeal forecasts, the lon-

gitude in the analysis is larger than in the forecast, meaning that in the foteeastorm is too

far west. This indicates that the storm is moving too slowly, because ffezatice between the

analysis and forecast is positive, meaning the forecast storm is wist ahalysis storm. Given

that North Atlantic cyclones generally move from west to east, the speethiahthe forecast

storm moves from west to east is less than that for the analysis storm.

To summarise, these initial results indicate that it is true that forecast qualityefee three metrics

improves with shorter lead times, because thedinces between analysis and forecast become

smaller. Intensity is significantly underforecast, and storms are too fain smd too slow in the

forecasts. However, these results assume than linear regressionlis apyaoach for analysing

these results. The next section tests this assumption.
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5.3.2 Testing the Linear Regression

When performing regression, it is important to analyse the residuals, toestizat the correct
type of regression is used. While linear regression is used here, itsghpeoto fit curves to data.
Examples include a polynomial or exponential fit. However, at the outset th&s no indication
that curves would fit to the data any better than a straight line, and so liegassion was used.
Other types of regression were tested, but did not show better resuttéiriear regression (not
shown). However, the regression was constrained to pass througkigive because the forecast
error at zero lead time should be nil. To test the linear regression furdsdual analysis was
performed. The residuals are thdéfdrences between each point and the line of best fit. As such,
they should sum up to nearly zero, taking into account any roundingserfidnis can be seen in

Table 5.2.

The residuals can also be used to perform an analysis of the variameenethe line of regression
and the observed values. This is done using the F-ratio (Rees, 20QibnSE>.6), also known as
the ‘sum of squares due to a lack of fit'. This is analysed similarly to the t-téefsdy discussed,
in that it is compared to a tabulated value (Rees, 2001, Table C.6) to deterimitieanthe value
is significant, at the 5% level. In all cases in Table 5.2, it is significant, medhaighe gradient
of the line of best fit through the data points is significantlfedient to zero. Therefore, lead time

explains a significant fraction of the variance in forecast quality of lonigiflatitude and pressure.

Control Forecasts

Pressure Latitude Longitude
Sum of residualg 2.93x 10 1% | 359x 101 | -8.88x 10716
F ratio 887 215 22.6
Significant? v v v

Operational Forecasts

Pressure Latitude Longitude
Sum of residualg 4.17x 1014 | -1.44x 1071 | -1.64x 10714
F ratio 211 108 15.0
Significant? v v v

TasLe 5.2: Analysis of the variance for the linear regression ie to types of deterministic
forecast. Numbers are quoted to 3 significant figures.

Figure 5.3 shows the plots of the residuals, for both operational andotdatecasts, and for
pressure, latitude and longitude. These plots generally show a randoibudien either side of

the zero line, so there is no systematic error in the linear regression. Ahyestor would indicate
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that a curve should be fitted to the data, rather than a straight line. Thatiopat longitude
(Figure 5.3e) is mostly positive for short lead times, which could indicate thiterent type of
line would better fit the data. However, the rest of the data shows a radidbmbution either side
of the x-axis, so any improvement would be small. Overall, Figure 5.3 shat$irlear regression
is a valid method of analysing theffirences between analysis and forecast pressure, latitude and

longitude. Therefore, its use will be continued throughout this Chapter.
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5.3.3 Jet Stream Type

The next step is to ascertain whether forecast qualitytisceed by the configuration of the jet
stream and storm track. As mentioned earlier, there are four types oktliigs, split, cross early

and cross late. The forecast quality of each of these will now be disdussterms of pressure,

latitude and longitude, in both the operational and control forecasts.

(@)

(b)

Ficure 5.4: Pressure (analysis - forecast) against lead time @oséhected storms divided by jet
stream type (edge purple+, split = greenx, cross early= blue =, cross late= red ¢), for (a)

10

Analysis-Forecast (hPa)

+ t + *
-3
*
¥
t
X p * e
*
-50
“+edge Hsplit K orossearly  # crosslate 60
30
20
e
+
* % 10
Lead Time [h] &
£
-180 ‘ -160 m
o
+ t @
-10 [«]
Bt s
=
=
2
—% -20 E]
Y *
+ * 30
+*
+* A 10

| +edge Hsplit Horossearly  # crosslate |

operational and (b) control forecasts.




Chapter 5Storms in Numerical Weather Prediction Models 123

Figure 5.4 shows that pressure is underforecast for all categdisésrm, so all categories of storm
are instficiently intense, compared to reanalysis data. In both operational anaicfamécasts,
the deviations are smallest for the split jet category. That the split-jet staenekatively well
forecast is unexpected, because the category of storms is small (fouber®. This could mean
that the few that are used in this study were well forecast compared tohbke \wopulation of
storms for a reason other than the jet stream, and so further analysisiieteefore it can be

determined whether split-jet storms are generally well forecast.

The deviations in pressure shown in Figure 5.4 are largest for the eanlyscategory, particularly
at longer lead times, in both operational and control forecasts. Hoyweten compared to the
cross late category at short lead times (less than 48 hours), the rangkie$ when comparing
forecast to analysis is similar. This could mean that, once the storm hagdrbssjet stream,
the forecast improves compared to before jet crossing. This is readdsg a comparison with
the relatively well-forecast edge-type storms, because they do reg thre jet stream. When the
cross-late storms cross the jet stream, their forecasts decrease in goaljfgred to the storms
that do not cross the jet (edge type), and those storms that have atremded the jet (cross
early type). However, edge storms still interact with the jet stream andnegibconvergence
and divergence aloft, which will stillféect the quality of the forecast. This is consistent with the
model struggling to realistically represent the interaction of the jet streartharstorm at the time
of jet crossing, because this is the point at which storms deepen modyrapics agrees with the
hypothesis discussed earlier (Section 5.1). Further testing of this hygimtwmuld involve looking

at case studies and their interaction with the jet stream; however, this is leture fivork.

Figure 5.5 illustrates that there are no clear trends in latitude forecast goetityeen the dierent
storm categories; one category does not have smaller deviations thidse@imoboth operational
and control forecast. Broadly, all categories of storm are forewastfar north. In longitude
(Figure 5.6), there is also no clear pattern between tfierént categories of storm. Although the
control forecast shows that the deviations for edge-type storms greytarly large (Figure 5.6b),
this is not seen in the operational forecast (Figure 5.6a). In terms opteslsat which the forecast
storms move relative to the analysis storm, most types of storm are forecesslowly than the

analysis.

To summarise, the jet interaction is an important point in a storm’s lifetime. Thedeteuality
could be related to when jet crossing occurs, particularly in terms of cagspre, but also in

terms of latitude and longitude. This is manifest in thffatences between the two jet-crossing
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stream type (edge purple+, split = greenx, cross early= blue =, cross late= red ¢), for (a)

operational and (b) control forecasts.

categories, as one crosses the jet earlier than the other. This is bélcalusterm is deepening

most rapidly at this point, and so the uncertainty in the resulting forecast éintle of the storm’s

minimum pressure is high.

Forecast quality could be improved by improving the model’s representafitinsoin one of

two ways. Firstly, improving the model simulation of the interaction between thensaod the

jet stream would reduce model errors. Secondly, it could be thatseimahe initial conditions
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propagate more quickly during the interaction because the deepening apigp meaning that
improving the data assimilation scheme or increasing the number of obseniatiturded would

improve the forecast.

5.3.4 PTE Category

Next, the storms are analysed for their forecast quality based on whiohwas dominant in the
PTE analysis; either ‘horiz’ or ‘diab’. Figure 5.7 illustrates that both hoaizd diab-type storms
are underforecast, as expected from the results with the jet streanogated-urthermore, in both
operational and control forecasts, horiz storms are less well faréasdiab storms, because the
linear regression shows a largeffdrence between the analysis and the forecast for all lead times.
This is unexpected, because small-scale diabatic processes are leagsdeetitood than large-
scale baroclinicity and baroclinic processes, due to the latter being mordceabserve in the
atmosphere than the former. For this reason, diabatic processes anbjine sf current research

as part of the DIAMET project.

Again, the deficiencies shown in forecasting horiz storms could be a pnobfenodel physics
or initial conditions. This could demonstrate that horiz storms are less weltést due to a
deficiency in how the model simulates the large-scale horizontal temperaadient needed for
horizontal temperature advection, or in how it simulates the conversion dathis-scale potential
energy into eddy kinetic energy. Many studies have explored this relatm(s.g. Emanuel et al.,
1987), so understanding of them should be high; particularly higherftiragiabatic processes,
which are harder to observe. Alternatively, the errors in the initial comuticould propagate
more rapidly in horiz-type storms than diab, due to a misrepresentation of thetaiue field
over the Atlantic, where the storms develop. Although there are few cdtseme in the Atlantic,
temperature is better represented than humidity. Deficiencies in the humidity foeld Wwave
more of an fect on diabatic-type storms. Therefore, this thesis speculates that gseare
predominantly due to model error than initial condition error; however réutvork is required to
determine this. One caveat is that diabatic processes are parametrised ER¥-Interim (the
reanalysis used as a yardstick here) and the ECMWF forecasts with sigtiemss. While raw
observations are assimilated into a reanalysis, they are interpolated udiWyRmodel, and so
a comparison of reanalysis and forecast data may vyield a falsely fdleussult. A comparison
with observations would explore this; however, this would not be pradtidhais work, because it

is necessary that the data are gridded to track the storms and to make theisompa
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Ficure 5.7: Pressure (analysis - forecast) against lead time éosdhected storms divided by PTE
category (horiz= greenx, diab= purple+), for (a) operational and (b) control forecasts.

For the intensity forecast of horiz-type storms (Figure 5.7), the line dfftiés remarkably similar
in the control and operational forecasts, indicating that the resolutioreahtidel has little fect
on the forecast quality of these storms. This is consistent with the forcimghgo'rom large-scale
temperature gradients, so the large-scale structure is more important thatettoefail. At first
glance, the diab-type storms appear to be better forecast in the comécd b than the operational
at short lead times, because the line of best fit in the control case is @arythre axis, indicating

small diferences between the forecast and analysis. This is counter-intuiivaige for diabatic
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processes the fine detail is important, and so the increased resolution apehational model
should mean improved representation, compared to the ensemble contravéipat lower res-
olution, the parametrisation scheme will have a larger contribution to the ovepaisentation of
diabatic processes than at higher resolution. Therefore, this couldaldae to the comparison
of the reanalysis and forecast being dominated by the parametrisatiaonescdso, the gradient
of the line of best fit for diab storms in the operational forecast is partigullat, indicating that
the forecast is not improving as quickly with shorter lead time than for horiamstowhich is

consistent with a lower degree of understanding of diabatic processes.
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Figure 5.8 indicates that both storm categories are forecast furtherthan they are in the analy-
sis. Again, the deviations are greater for the horiz-type storms than ingiebstorms. However,
the diferences between the two linear regression lines are small, compared tadhd epthe

data. The results for longitude (Figure 5.9) are even less compelling. lopmtional forecast,
both PTE types of storm are forecast too far west at long lead times, ardrteast at short lead
times. In the control forecast, the storms are broadly too far west in teedst, compared to the
reanalysis. Importantly, in both cases the diab storms are forecast Ik fgvause the dierences

between the forecast and analysis are greater than those for honefstomost lead times. This

is evidence that, in terms of position, diab storms are less well forecast ¢tiarstorms.

To summarise, in terms of intensity, it appears that horiz-type storms are éskrecast than
diab-type storms, but in terms of position, diab storms are less well fordtasthoriz storms.
Overall, this is consistent with deficiencies in the modelling of both the diabattepses and
the large-scale temperature structure or associated storm dynamicsghliwars in the initial

conditions could be another cause.

5.3.5 Model Resolution

The next key factor in the forecasting of storms is that the model resolutianges with time.
The native resolution is used as the measure, which refers to the resautidrich the model is
run, because the data are processed ahead of tracking, so thatetslysd the same resolution.
This is done in wavenumber space, not in gridded space, and so regolation is referred to in

terms of T or T, numbers. Details of the filerent resolutions can be found in Table 3.1.

It is anticipated that improving the native resolution of the model would improwetiality of the
forecast. From Figure 5.10, there is some indication that resolution is a fadtwe forecasting

of pressure, because for both operational (Figure 5.10a) andot@Rtgure 5.10b), the lower
resolutions of data generally have largeffeliences between the forecast and reanalysis, than the

higher resolutions.

This is not the case for latitude (Figure 5.11)) or longitude (Figure 5.1B¢revthe order of the
lines of best fit in distance from the y-axis does not appear related tcathe mesolution of the
data. This could be due to the small number of storms in each category. As sholable

5.3, there is only one storm at the highest resolution, and some of the eitdutions are only

represented by a few storms. This increases the likelihood that one featticwell or badly
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forecast storm could skew the results for the entire group of storms attine resolution. This
could be mitigated by selecting more storms initially; however, this is a problem foréasons.
Firstly, the storms would have to be analysed in less depth if there were mitrenof particularly
in terms of manually dividing the storms into jet stream categories. Secondlguitvmean that
storms with a lower SSI were included in the analysis, and so dilute the aim to ex#meimost
intense European windstorms. One avenue of future work is to update tbsdglts to include

storms later than 2010, and have more storms at the highest resolution.
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Overall, the fect of resolution on the selected storms’ forecast position remains urfobear

these results, but intensity is slightly better forecast at higher resolution.
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5.4 A Simple Metric for Forecast Error

As discussed in Section 5.2, the longitude, latitude and pressure deviatiddshaurs are cal-
culated using linear regression on the three metrics, and referredAd/as), A(/at) and A(p),
respectively. Using linear regression means that storms with fewer thae gwints in the re-
gression were rejected: these storms are Dec 1993, Emma, Kerstin, MadtMivdan. For the
remaining 26 storms, the fiiérences between forecast and analysis, calculated at 24 hours using

linear regression, are shown in Table 5.4 for the storms that will be used amidysis.

Storm SSI | A(lon) | A(lat) | A(p)
Klaus 55.47| -4.75 0.31| -8.77
Wiebke | 46.31| -2.03| -0.30| -4.55
Kyrill 39.47| -1.77| -0.24| -2.89
Lothar 37.68| -15.35 2.03| -16.75
Jeanette| 27.51| -0.50 1.00| -041
Daria 27.33| -3.49 0.45| -4.57
Agnes | 19.69 0.46 0.71| -6.64
Anatol 18.60| -1.05| -0.01| -7.30
Udine 17.16| -6.25| -0.22| -11.33
Rebekka| 16.25| -3.90 3.13| -1.90
Lara 15.68| -2.21 1.09 0.91
Xynthia | 14.98 1.31| -0.44| -1.00
Jennifer | 14.65| -2.66| -0.97| -12.82
Gero 13.53 2.00 0.31 0.94
Hanno 13.38| -1.11 0.18| -3.01
Silke 12.42| -7.65 0.05]| -15.78
Elke 10.93 6.65| -454| -1.96
Urania 9.29 1.50 0.65| -2.06
Nana 9.24| -1.63 0.51| -2.57
Quinten | 8.32| -0.83| -0.53 1.30
Verena 8.31| -1.53 0.24| -14.41
Pawel 7.82| -0.01 0.27| -4.09
Cyrus 7.80 0.95 8.10| -9.33
Lukas 777 11.81| -8.31| 16.12
Franz 7.70 3.06 0.47| -1.86
Frieda 7.64| -0.30 0.55| -0.61

TasLe 5.4; The selected storms (ordered by SSI), with the ‘statislad’ forecast error at 24 hours,
calculated using linear regression, for longitude, lak&@and pressure.

In Table 5.5, the relationship betweé(/on), A(/at) and A(p) is explored using Pearson’s cor-
relation codficient, and the relevant t-test for significance of the correlation (Sect&n)3 With

24 degrees of freedom (two fewer than the number of storms included im#igsss), the t-test
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result must be greater than the reference value of 1.711 (Rees, & ,C.5) for the correlation

to be significant.

There is a significant correlation betweéf/on) and A(/at), meaning that storms with a better
forecast in longitude tend to also have a better forecast in latitude. Thipés®d, because both
are related to the position of the storm. If the storm’s position is particularly wélhdly forecast,
then this will have an féect on both of these metrics. Significant correlation also exists between
A(p) and A(/lon), indicating that forecast errors in pressure are related to those iitudeg This
makes physical sense because longitude is linked to storm speed, daexkptaSection 5.3.1.
Therefore, the correlation betweéXx(p) and A(/on) means that storms where intensity is badly

forecast are also those where speed is badly forecast.

R t | Sig?
A(lon) v A(lat) | 0.390] 2.077|
A(p) v A(lon) | 0.657| 4.270|
A(p) v A(lat) | 0.283] 1.445] x

TaeLe 5.5: The correlation (using Pearson’s correlationfiorent, R) between the fierent ‘stan-
dardised’ forecast error at 24 hours; the test of that cati@h using a t-test (t); and the signifi-
cance (Sig?) of the correlation, obtained by comparing treference value.

Overall, this metric shows promise in terms of measuring forecast quality. @&ktesteps are to
ascertain whether there is a relationship between these metrics for fogeedisy and various
properties of the storms and their forecasts. Two approaches will be.t#kine property could
be numerical (e.g. storm intensity, resolution), then correlation is calcuttitectly between that
andA(lon), A(lat) andA(p). If the property is categorical (e.g. jet stream types, PTE categpries)
then a diferent approach is needed that compares the medians and inter-quagiés i&f the
groups, both numerically and pictorially using box plots. Each of thesedspects will now be

discussed in turn.

5.4.1 Storm Intensity

Correlation betweetr\(/on), A(/at), A(p) and SSI is sought. This is done in both the Pearson’s
correlation coéficient (R) and the Spearman’s rank correlationfioent (Rs), and the results are
shown in Table 5.6 . These two tests are described in Section 3.6.4. Testirigritieance of
these two cofficient is important, but the approachiérs. For the Pearson’s correlation e

cient, a t-test is performed and compared to the reference value (1afthefgiven number of
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degrees of freedom (24). For the Spearman’s rank correlatiofiicieat, the value of the coef-
ficient is compared to a reference value, which for 24 degrees addrads 0.409 (Rees, 2001,
Table C.12). In both cases, a ¢heient greater than the reference values means the correlation is
significant. In addition, Table 5.4 gives the raw value€\gfon), A(/at) and A(p) ranked by SSI,

so a relationship between the three forecast metrics and SSI might becpareraghere.

R t Sig? Rs Sig?
SSIvA(lon) || 0.203| 1.014| x 0.028| x
SSIvA(/at) || -0.239| 1.206| x -0.513| v
SSIVA(p) 0.095| 0.469| x -0.128| x

TasLe 5.6: Table showing the results of two correlation tests (&g R; Spearman’s Ranks)
of A(lon), A(lat) andA(p) against intensity, and their significance.

However, little correlation emerges. There is no significant correlationderivwheA (p) and the
intensity of the storm, measured by SSI. This indicates that intense storms \&e#| orecast as
their weaker counterparts. This is also apparent from Table 5.4, witessure forecast errors
are clearly not ranked similarly to SSI. There is also no correlation bet@&inandA (/on),
which implies that the speed of intense storms is as well forecast as theafpgedker storms.
For A(/at), there is no correlation according to the Pearson’s test, but there ésdamg to the
Spearman’s test. That this correlation is negative means that more intenss btave smaller
forecast errors in latitude. This could be due to a waveguftece intense storms are related to
a fast jet stream, so the storm is guided by the jet stream through a partiznggr of latitudes.
However, while the value oRs is above the reference value indicating that it is significant, it
is only slightly so, meaning the correlation might not stand up to further testimgexfample if

a different set of storms were used. Furthermore, it should be noted thaigtiiicance test
indicates that there is a 5% chance that the correlation occurs due towaridmce. Therefore,
if correlation is sought twenty times, one of these will be due to random ehderforming the

significance test still leaves a 5% random chance of correlation.

Overall, there is little correlation between the storm intensity (SSI) and fetepslity in pres-
sure, latitude or longitude. This is due to the large number of factors ffeatt &SI, such as the
pressure gradient, the local wind speeds and the local wind speed climatdithile these fac-
tors are appropriate when considering the potential damage a storm ctiald iney may cloud

the picture when a metric for storm intensity is required. Alternative metricefensity include
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minimum core pressure, maximum vorticity, and maximum wind or gust speede¥onSSI is

used in this work for consistency.

5.4.2 Jet Stream Type

The next steps are to explore the relationship betw®gan), A(/at) andA(p) and the categories
of storm identified in Chapter 4. The first of these is by the four jet streqmstyTable 5.7 shows
how many of the 26 storms used in this analysis are in each category. BoxX@ldtese are
shown in Figures 5.13 and 5.14. There are clearfiedénces in the quality and spread of these

values between thefilerent categories.

However, it is dificult to determine which are statistically significant, because some of these data
fail the test for a normal distribution (Table 5.7). The test used is the Kolmoeg®mirnov, be-
cause this is less sensitive to outliers than the alternative Shapiro-Wilk i@, 1985, Section

7.3). The reason the data fail this test is probably because there aesmetorms in each category,

but as already discussed, it is not possible to increase the numberrogstithout decreasing the
depth of the analysis. The failure of the test for normality has reperaus&io hypothesis testing.

As the data are not normally distributed, testing whether mean or median vahfesdcast qual-

ity are significantly diferent between the filerent jet categories is not possible, so this discussion

will remain qualitative.

Jet Category N Longitude Latitude Pressure
K-Sp Normal?| K-Sp | Normal? K-Sp Normal?
crossearly | 6 0.389 X 0.00894 v 0.0854 X
cross late 8 200x10* v 0.4274 X 5.09x 107/ v
edge 8 0.00901 v 0.124 X 3.88x10° v
split 4 0.1876 X 0.227 X 0.00128 v

TasLe 5.7: The number of storms of each jet stream type (n), indudehe ‘standardised’ fore-
cast error analysis, and the p-value of the Kolmogorov-8avil(K-S) test for normal distribution
in each category and whether that states it is normallyidigted (p<0.05).

Comparing the median values fa(p) implies that storms that cross the jet stream early are best
forecast in terms of intensity; second are split-jet storms; third are eqgestprms; and the least
well forecast jet stream type by this metric is the cross late type. While this is @ quantitative
approach than that taken in Section 5.3.3, the results do not agree., Tteezoss early storms

are the worst forecast for intensity, in both operational and ensemhteotforecasts. This casts
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some doubt on whether the linear regression method taken here is reptessof forecast quality.
However, when comparing the forecast quality at 24 hours on Figuretdhécomes clear that
the lines of best fit are close together and dbedénces between the categories are small. Any
differences could easily be amplified by approaching linear regressftaretitly, as has been
done for the results in Figure 5.13. The lines of best fit from Figure 5.d éakaverage over the
range of lead times, for each category, so it is not surprising that the twlwoehe give diferent

results.

There are two metrics for forecast quality here: the median and the me#makoshown in Table

5.8, to illustrate the dierence. If the mean value is examined, then the storms that cross the jet
early are still best forecast, then the edge-type, split-type, and cressttams. The edge and
split have swapped places, compared to the rankings for median, foeasoms. Firstly, there are

few storms in the split-jet category, and the mean takes into account the nofrdierms. This
implies that the mean is a more useful statistic here, becausefiibredi categories haveftiérent
populations. Secondly, the mean is more sensitive to outliers than the mediansbdt sums over

all values. This means when there are outliers, the median is more reptieseofthe middle of

the data. When considering the forecast quality of these storms, outleeexpected, because a
storm could be particularly badly forecast for a number of reasonsbamce, the median is a

more useful measure for forecast quality.

The spread of the results can be compared using the inter-quartile 1&g This is the spread
of the deterministic forecasts of a number of storms in each category (Ta)lelbis largest for
the storms that cross the jet stream late, indicating that there is the widestaBfogecast quality
amongst the storms in this category. The IQR is smallest for the split-jet stomlirsatimg that the
forecast quality of these storms is most similar. However, this is also the snaategory, which
can mean the spread is smallest. For this reason, the standard deviatiortcsalsered. It shows
that the spread is greatest for edge-type storms, then split, crossAdtieast for cross-early type
storms. However, the standard deviation is more sensitive to outliers tha@esb given the

presence of outliers in the data, the IQR will be used for the remainder ofthls

Figure 5.13 shows that in all four jet stream casi&ép) is positively skewed, given the relative
position of the maximum, upper quartile, median, lower quartile and minimum. Posktawe s
means that there is a longer tail on the side with values lower than the mediarth#hdor the
higher-than-median values, indicating that there are a few storms with ayarjclarge A(p)

and so a particularly bad forecast. Although Figure 5.13 shows that ityéssinderforecast,
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Cross Early| Cross Late| Edge | Split
Median -1.23 -4.56 | -3.55| -1.88
IQR 6.07 6.99| 6.84| 3.97
Mean -2.76 -6.27 | -3.39| -5.38
St. Dev. 4.27 5.24| 9.48| 7.60

TasLe 5.8: Summary statistics for each of the four jet stream typesdian, inter-quartile range
(IQR), mean average and standard deviation (St. Dev).

this is not always the case, as can be seen in the examples of Lukas,Q@er® and Lara
(Table 5.4). It is noteworthy that these four storms have a range of itingome from three of
the four jet stream types and both of the PTE categories, and so apgeaetdittie in common
dynamically that could make their intensity overforecast. However, thedlmdure remains that

intensity is underforecast.

15
1

10

d(p) [hPa]

T T T T
Cross Early Cross Late Edge Split

Ficure 5.13: Box plots ofA(p) for each jet stream type)(p) is the interpolated forecast error in
pressure at 24 hours lead time, based on linear regressiead¢h storm.
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Cross Early| Cross Late Edge Split

lon | lat lon lat lon lat lon lat
Median | 0.70| 0.85| -2.76 | 0.18 | -1.08| -0.13 | -1.29| 1.25
IQR 1.62| 040| 3.83|0.70| 0.96| 0.83| 851| 2.06

TasLe 5.9: The median and inter-quartile range (IQR)il/on) and A(/at) for each of the four
jet stream typesA(lon) and A(/at) are the interpolated forecast error in longitude andudtt
(respectively) at 24 hours, based on linear regressiondoin storm.

For latitude and longitude, the summary statistics are shown in Table 5.9, andxhsdbs in
Figure 5.14. Considering forecast quality, indicated by the median vatesanking (best to
worst) of the jet stream types fak(/on) runs: cross early, split, edge, cross late. This broadly
agrees with the same ranking for pressure (cross early, edge, spé§ lette). Though edge and
split have swapped places, the values for the median are very similar afiffesences between
the two jet stream types in terms of forecast quality are small. This reinfthheddea that storms
that are badly forecast for intensity tend to be those that are badlyafstréar storm speed, which
is related to longitude. No similarity is found between the forecast qualify(ikon) and A(/at);
for the latter, the the ranking from best to worst quality of forecast igeedross late, cross early,
split. This is unexpected because both are related to storm position. Howmgtude is also
related to storm speed, so this could be a more important factor in foragcalgiy/cfor longitude,

compared to storm position.

For forecast spread of the deterministic forecasts, the results aresistamt. For longitude, the
ranking from largest to smallest spread goes as follows: split, crosg errss late, edge. For
latitude, it goes: cross early, split, edge, cross late. This does indicatpacimg the forecast
position to the analysis position for split- and cross early-type storms dbneaa a larger spread
than that of edge- or cross late-type storms. However, this does rext agth the spread found
in pressure, so analysing forecast spread is impossible using this mettddo will only be

considered during analysis of the ensemble forecasts.

Overall, A(lon), A(lat) andA(p) are useful measures of forecast quality, and allow tffedinces

in forecast quality between theffrent jet stream types to be identified. For intensity (pressure)
and speed (from longitude), storms that cross the jet stream early strioberast, and those that
cross the jet stream late are worst forecast. This demonstrates thabv$isengrof the jet stream is

a key event in determining the predictability of these midlatitude cyclones. Therg@milarities

between the dierent metrics end: ii\(/at), the edge type storms are best forecast and split-jet
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Ficure 5.14: Box plots of (a)A(/on) and (b)A(/at) for each jet stream type.

storms are worst. This implies that thifeet that the jet stream has on storm intensity and speed is
different from the ffect it has on the latitude band through which the storms pass. Itis likely that

the speed of the jet strearffects storm intensity and speed, whereas jet locafii@ti the storm

track’s latitude.

5.4.3 PTE Category

PTE analysis determined that two processes are particularly importanéépeding: horizontal
temperature advection (‘horiz’) and diabatic processes (‘diab’). rdlage more storms where
horiz is the dominant process (21) than diab (5). The Kolmogorov-Smiesifor normality (not
shown) indicates that the data for ‘diab’ storms are not normally distriblikedly due to how few

storms are in this category, so testing for a significaffedence in the means or medians of the

two PTE categories is not possible.
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Pressure Longitude Latitude
diab | horiz | diab | horiz | diab | horiz
Median | -1.04 | -5.24 | -0.69 | -1.23| 0.43| 0.11
IQR -1.00| -4.09| -0.83| -1.11| -0.30| 0.31

TasLe 5.10: The median and inter-quartile range (IQR) for eactnefRTE categories.

For pressure (Figure 5.15), both the median and the spread of the datatiggneater for horiz-
type storms than for diab (Table 5.10). The medians aficgntly different indicates that the
quality of the forecasts is better for diab storms than horiz. As discussexttios 5.3.4, this could
be due to model error in simulating baroclinicity or baroclinic energy cotmwarsincertainty in
the initial conditions; on the other hand, the diab storms could appear todmakirunrealistically
well, because the model that generate the reanalysis uses the same psatiorefor diabatic

processes as the forecast model.

For location (Figure 5.16), theflierence between the two categories is less clear. Table 5.10 shows
that the medians and IQRs are similar for the two categories, in both latitude agitulde. No

significant diferences appear between the forecast quality for position of horiziabdtbrms.

In summary, according to this approach, the forecasts of horiz-typestshow lower quality
and greater spread than those for diab-type storms. This means thatiimgpsonulations of the
large-scale horizontal temperature gradient or the baroclinic progessiéd significantly improve
the forecast quality of midlatitude cyclones. Alternatively, it could be due éoptiopagation of

errors in the initial conditions.

5.4.4 Model Resolution

The section analyses the relationship betwAéfon), A(/at) and A(p) and the model resolution,
by searching directly for correlation. This is done in terms of Pearsanmi®lation cofficient, the
significance of which is ascertained by performing a t-test and comparengplbe to a reference
value (1.711). Spearman’s rank correlation ftieeent could be used but, when the values of
resolution are ranked, there would be a large number of tied ranks, wdiitltes the usefulness

of the test considerably. Therefore, only Pearson’s correlatiofficmat will be analysed here.
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Ficure 5.15: Box plots ofA(p) for each PTE categoryA(p)is the interpolated forecast error in
pressure at 24 hours, based on linear regression for eath.sto

These results are presented in Table 5.11, and indicate that there afieaigmelationships to
analyse. The link between resolution and th@edence in intensity between forecast and reanaly-
sis (A(p)) shows significant, positive correlation. This implies that, as the resolugtmtggher,
the diference between the forecast and analysis becomes less negativis. chigisked by using
absolute values oA (p), when a negative correlation appears, meaning smaller valuég gf at
higher resolution. In short, intensity is better forecast at higher resalutibis is also the case for
latitude, becausA(/at) shows negative correlation. However, the correlation betw®gon) and

resolution is not significant.

To summarise, calculating correlation directly reveals that increasing tasokignificantly im-
proves the quality of forecasts for intensity (pressure) and latitudendositgnificant improvement

is seen for longitude.
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Ficure 5.16: Box plots of (a)A(/on) and (b)A(/at) for each PTE categoryA(/lon) andA(/at) are
the interpolated forecast error in longitude and latitugsgectively) at 24 hours, based on linear
regression for each storm.

R t Sig?
Resolution vVA(lon) | 0.211| 1.06 X
Resolution vA(/at) | -0.603| 3.70 v
Resolution VA(p) 0.255] 1.29 v

TasLe 5.11: Table showing the results of two correlation testafBen, R; Spearman’s Ranks)
of A(lon), A(lat) andA(p) against resolution, and their significance.

5.5 Ensemble Forecasts

This provides information on the uncertainty in the forecast, by an examinattionecast spread.
Forecast spread fliers from forecast error, but the two are normally related becausadpn

an ensemble indicates an event is morgidalilt to forecast and so would have larger forecast
error, meaning that there should be a positive correlation betweenagrispread in an ensemble

forecast. It is possible to use the forecast median or mean to measwadogeality. However,
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as two forecasts have already been used to examine the accuracy arfetbest, this section will
concentrate on forecast spread and the relationship with lead time. Nokeatidime is still made

negative, so that lead times get shorter further along the x-axis.

There are many ways to verify an ensemble forecast (seféeJahid Stephenson (2003, Chapter 7)
for a review). Many have been developed by institutions that run ensegrdadiéction systems, to
provide a bulk measure of performance. These are not appropriatsddn the current context,
because this work considers specific storm events and how well thégraoast. Therefore, this
work concentrates on analysing the forecast tracks of the storms. Rslialba probabilistic
forecast is another measure used, determining that if an event is $beecd0% likely to happen,
then it does happen 40% of the occasions when this is the case. Quantdiatglity is not
possible in the current work for two reasons. First of all, the small sampéerseans that the
results are unlikely to prove statistically significant. Secondly, to execute thé dff analysis,
it would be necessary to introduce a threshold (e.g. what is the charemepressure falling
below 960hPa?), which adds an additional level of complexity to the anaysisn that extreme
events have already been selected based on having a high value ofrtheS8t@rity Index (SSI),
but many events needed to be manually excluded due to duplication or beiagibally diferent
from midlatitude cyclones (Chapter 4). Therefore, a threshold for tiesms would be diicult to
determine, so will not be used here. Overall, forecast reliability will na@emined in the current
work. Another point of interest to model developers is whether an engeislover- or under-
dispersive: that is, do the initial conditions realistically sample the uncertaintibe atmosphere?
If the uncertainties of the atmosphere are ifisiently sampled to make the perturbations for the
initial conditions for the ensemble model, then a forecast is said to be ursgarsive; however,
if the perturbations are too large, then the model is said to be over-digper&nalysis of the
dispersive nature of the ensemble will remain qualitative, and a more quasetiégiproach is left

for future work.

As with the deterministic forecasts, the analysis of the ensemble forecasenti@ies on the time
of minimum pressure at a variety of lead times, but now considers the spfé¢lae forecast. All

storms are included at first, but then these are divided into by jet streanhyghe results of the
PTE analysis, and by resolution. This is achieved by use of box plots to dtagtre variation of

forecast spread with lead time.
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5.5.1 All Storms

First, all of the storms are grouped together, to ascertain whether thetmkskeetween forecast
spread and lead time. When the big picture is examined, Figure 5.17a indicati¢seie may
be a weak relationship, because the smallest spread is found at thessleatktimes. However,
though the spread (IQR) is generally larger at longer lead times, the lamresd of all is found at
the relatively short lead time of 24 hours. This implies that the link between teadpf forecasts
for intensity and lead time is not straightforward. However, because tleedsts are initialised
once every 24 hours (at 12 noon), then the forecastsftdérdint storms are included in the 12h
forecast than in the 24h forecast. Furthermore, the forecast tragksatched automatically with
the analysis track, and any forecast tracks that do not match sudbeasé rejected. This means
that the number of storms included in the analysis of neighbouring box pl#ésdi This leads
to some lead times having a larger spread than would be expected basedgeméhnal trend.
Unsuccessful attempts to mitigate this were made, by binning the lead times bydely, then
didn’t give enough boxes to identify a trend. Another approach wasédtage the spread of the

results, but while this did damp out the anomalies, it also made any signat @aidentify.

The decreasing spread with decreasing lead times is more clear in thestsrémalatitude and
longitude (Figure 5.17b,c), than in the forecasts for pressure. Thisuatiy large spread at 24h
lead time is still apparent here, so itis clear that a few storms are making theslwke®n forecast
spread and lead time less distinct. Broadly speaking, the spread is gre&ingitude than in
latitude. This is consistent with the location of the storms being relatively wedcast, in terms
of the range of latitudes a storm will pass through, compared to the spebd sform, which is

linked to longitude.

An alternative method of considering the data is to collect the lead times togetierbso that
lead times up to and including 24 hours are grouped into ‘Day 1’, up to 48&hiato ‘Day 2’,
and so on. For pressure, Figure 5.18 shows that generally, fortasand spread increase with
longer lead times. However, this relationship is not consistent at all lead tned| fvariables,
particularly at longer lead times, because some of the poorly forecastsstmight just meet
the track matching criteria on, say, Day 6, but be filtered out by Day 7. Whigecould be
mitigated by having more storms in the group, this is impractical because groapistprms
involves detailed analysis of each individual storm, and including more stewoun&l reduce the

level of detail. Figure 5.18 also reiterates the point that pressure is fongleaist; that is the
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forecast core pressure is higher than the analysis core pressutige $orecast is less intense.
Whether latitude and longitude are under- or over-forecast is lessfotearthese plots, because

the boxes are distributed fairly evenly either side of zero.

Figure 5.19 shows box plots of the absolute values of tierdinces between the forecast and the
analysis and the root-mean-square error; that is, tfierdnces between the analysis and forecast
pressure all squared, mean averaged, and then square rootedorfparison with this value,
the box plots are of the absolute values of thiéedences between analysis and forecast pressure.
Figure 5.19a shows that, for pressure, forecast error and sgezaatally increase with lead time.
Both metrics of forecast error considered — the root-mean-squamne @rthe median value —
increase with increasing lead time. Both metrics of forecast spread illustratids range of the
values and the inter-quartile range — also increase with increasing lead tiraex€eption is that
Day 7 has smaller root-mean-square error, median value and spreaDdkag) which is likely
because these storms will be those that are generally well-forecast, jpadithe forecast storms
would not have a successful match between to the analysis track at thgdedd times. Figures
5.19b and 5.19c¢ show that, for longitude and latitude, forecast errosaedd also increase with
increasing lead time. More so than pressure, this increase is not smoothtdéy to day; for
example, in longitude the spread and root-mean-square error are &rBery 5 than at Day 6.
This is likely skewed by a few storms being particularly badly forecast in terfiengitude at
these lead times. However, it is the general increasing trend in the metriesdoand spread that

is key.

The idea that the data is skewed by a few very badly forecast stormsraboaated by the un-
usually large value of root-mean-square error in latitude for Day 2. Atldad time, there are a
several particularly extreme outliers (shown as circles in the plot). Root+sgaare error is par-
ticularly sensitive to such outliers, because the values are squaree lakraging, magnifying
their extremity. Given the prevalence of outliers in the data set, root-maaaresgrror will not be
analysed further. For this reason, further analysis will consider tiwevedues of the dterences

between forecast and analysis for pressure, latitude and longitudksadyime.

To summarise, the key point from this analysis is that forecast spreadades with lead time.
The next stages of the analysis will ascertain whether this is the case tatedjories of storm,
and whether some categories have greater spread than others. inocoed@amine the detail of

forecast quality with respect to lead time, plots similar to Figure 5.17 will be ustdthe lead
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times not grouped. For plots similar to Figure 5.18 with lead times binned by daaselkeee
Appendix A.

5.5.2 Jet Stream Type

The next steps of the analysis are to compare the forecast spread fpotlpings of storm by jet
stream type. This will allow determination of which categories of storm haveat@st uncertainty,
and identification of which categories have the furthest to go in terms of inmydleir simulation
to reduce forecast errors. Please note that the scales of the yifirebetween the three variables

considered, because this format is more informative than when the ales sta consistent.

For pressure, the IQR generally decreases with lead time in all four casgagain with excep-
tions for reasons already discussed. The spread for split-jet storrasésally greatest, despite the
fact that this category contains the smallest number of storms, which wonktajly mean that
the variance is less well-sampled and so the IQR is smaller. However, thetlmtbercategories
have similar IQRs, meaning they have similar degrees of uncertainty, thetaintgfalls of par-
ticularly irregularly for storms that cross the jet stream late, which is comgistith the crossing
of the jet stream being a key factor in storm development. The uncertaintg isplit and cross
early cases reduces earlier than in the cross late case, meaning thatéhtiaty could reduce
once the jet has been crossed. However, the uncertainty remainsaiglaiiyh in the storms that
cross the jet stream late even at short lead times, because the stornt lyas crossed the jet
and so the fect that would have on the depth of the storm is not yet determined. Thad®
greatest in the case of two jet streams, which could be because the additicgteeak increases

the uncertainty.

For latitude (Figure 5.21), the reduction of the IQR with decreasing lead tinsesis apparent.
The spread is generally smaller in the edge and cross-early cases, ealnidie determined by
comparing the IQR of ‘typical’ lead times (i.e. not those with an unusually lapgessl, e.g. 48h
for the edge category). This indicates the importance of the crossing jgttegeam in reducing
the uncertainty, because the uncertainty is lower in the groups that eitssritie jet stream early
in their development or do not cross it at all, compared to the groups vtherstorms cross the

jet stream late or have two jet maxima to cross.

For longitude (Figure 5.22), the forecast spread generally decesisie lead time in all four

categories, though some obvious exceptions remain (e.g. 24 hours iroslate group). The
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spread is comparable in all four categories, indicating that the type of gatrsthas little flect on
the uncertainty in the spread for longitude and therefore speed. Thiasgsstent with the storm’s

speed being most closely related to the speed of the jet stream, rather thetrstheam type.

Overall, this analysis of the jet stream categories reveals that crossijgj sieeam is an important
factor when assessing forecast spread. As previously discubgedould be due to limitations in

the model or deficiencies in the initial conditions.
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Ficure 5.20: Differences between the ensemble forecasts and reanalysiangresith the storms
divided by jet stream type: (a) cross late, (b) cross eatlyedige and (d) split.
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5.5.3 PTE Category

The forecast spread of the two categories identified through PTE @ éhaiz’ and ‘diab’ ) will
now be examined. It is noteworthy that there are more horiz-type stormsarenhjn the number
of diab-type. As with the jet stream categories, Figures 5.23, 5.24 andsb®b a general trend
towards smaller spreads at shorter lead times. However, this is not a smmogthgsion, because
as discussed previously, the spread can be increased when some figoasts are particularly
uncertain. Therefore, when comparing the IQR of the two types of stoimshiould be done at a
fixed lead time, but one at which neither type of storm has an anomalously @ntalge spread,

given the broad trend.
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Ficure 5.23: Differences between the ensemble forecasts and reanalysiangrasith the storms
divided by the terms that dominate the PTE: (a) ‘horiz’, (Biab’. Please note that the y-acis
scales’ difer, in order to better present the data.

To concentrate on pressure (Figure 5.23), the forecast spreautdosity is greater in the diab-
type storms, compared to the horiz-type storms, when the IQRs are compaigdis unexpected,
because larger populations typically have a larger range and IQR. Thieéntat there is par-

ticularly large uncertainty for diabatially driven storms, compared to bareelily driven storms.
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Therefore, the forecast models’ notable uncertainty in the forecaslisioétically-driven storms’
intensity is consistent with a limitation in the simulation of diabatic processes. Hovfevéati-
tude (Figure 5.24) and longitude (Figure 5.25), the spreads are similarefbine, any limitations
in the simulation of diabatic processe$eat the intensity significantly, but this is not so for the

location of the storm.
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Ficure 5.24: Differences between the ensemble forecasts and reanalytsiddatvith the storms
divided by the terms that dominate the PTE: (a) ‘horiz’, @ipb’.

5.5.4 Model Resolution

The dfect of model resolution on forecast spread will now be explored. Thaoige for the
three highest resolutions of the ensemble data availabld, 265, 7,399, andT,;639. While
ensemble data is available at lower resolutions, the temporal resolution fenskeenble members

is insuficient for the automatic storm tracker and so cannot be analysed here.

In terms of pressure (Figure 5.26), increasing the resolution doesadke spread of the forecasts,

again by comparing the IQRs of similar lead times (hote tHfeedince scales on the y-axis).
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Ficure 5.25: Differences between the ensemble forecasts and reanalysisuttmgwith the
storms divided by the terms that dominate the PTE: (a) ‘ha(te ‘diab’.

However, the transition from large spread at long lead times to smaller sptestubrter lead
times is not smooth, especially at the lowest resolution. This indicates that sommes svere well
forecast and others were not, and that these occurreéfetatit times of day and so havefdrent
lead times, as already discussed. That itis so bad at the lowest resolut@rsigprising, because
the forecast model has been improved considerably since then torparfore reliably under a

range of circumstances.

This irregularity is also seen in latitude (Figure 5.27) and longitude (Figui®) 5Phe decrease
in spread with increasing resolution is only clearly apparent in latitude, wiemesolutions of
T, 255 andT,;399 are compared. There is only one storm simulatefl, &89 (Table 5.3), which
is too few to make any firm conclusions as to whether this trend continueseé¢ovthe overall
impression is that improving the resolution does decrease the spread ofeéhadts, though more

clearly in storm intensity (pressure) than location (latitude and longitude).
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5.6 Summary

These results evaluate the chosen storms’ predictability in terms of forgeakty and spread.
This chapter is divided into three sections; those that come from determirosticassts, those
from ensemble forecasts, and those using the analysis of a ‘simple metredoded here. The
deterministic forecasts provide insight into the quality of the forecasts, wiuahd be considered
as the forecast accuracy because they quantify how close thedbietmthe ‘true’ value, obtained
from reanalysis. The simple metric is theéfdrence between the forecast and analysis at 24 hours
lead time, calculated using linear regression. Linear is best type of ségmew perform, as
discussed in Section 5.3.2. The ensemble forecasts inform about tbasbspread, which gives
an idea of the uncertainty in the forecast. The results of each of thesetéuteniques will now
be discussed, in terms of how they behave when all of the storms are emtsiés well as the
different groupings of the storms by jet stream type, the output from PTIgsas\aand the native

resolution of the model used to make their forecast.

5.6.1 All Storms

When looking at all of the storms in deterministic forecasts, intensity in terms ref @@ssure

is underforecast. The analysis for longitude indicates that the foret@shs are generally too
slow. For latitude, the results show that storms are forecast too far sélithf.these deficiencies
decrease at shorter lead times, so these are useful measures asfapeality. This is consistent
with the work of Froude (2010), though the approadiiens because fewer storms are examined in
this analysis. Furthermore, this work considers winter storms (Octoberchylavhereas Froude

considered storms between February and July 2008.

In this chapter, the simple metrics are used to investigate correlation. Comakataund between
A(lon) and A(/at), which is as expected because these two metrics quantify how well a storm’s
position is forecast. Correlation is also found betweégp) and A(/on). A(lon) is related to the
speed at which the storm moves, because North Atlantic cyclones tend tdfromverest to east.
Therefore, this correlation indicates that storms where speed is poodygdst tend to be those
where intensity is also poorly forecast. This could be because bothtertenl by cyclogenetic
factors such as the strength of the jet stream. Ensemble spread generipds smaller at
shorter lead times in all three metrics. However, this occurs irregularhgusecdiferent storms

are included at dierent lead times. If the forecast of one storm has a particularly largmall s
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spread, then this will fiect the spread of those lead times in which it is included. Correlation
betweenA(lon), A(/lat) and A(p) and storm intensity (measured by SSI) is also investigated;

however, little is found.

5.6.2 Jet Stream Type

The next portion of the work examines the data in terms of the jet stream tygrgfiield in Chapter
4. Analysis of the deterministic forecasts shows that the quality of intensitioagdude forecasts
improve once the jet is crossed, but that the jet stream type has fitilet en the latitude forecast.
When the three simple metrics are conside{/on) and A(p) have similarities in which types
of storm are better or worse forecast, lhf/at) is different from them. This is consistent with
the diferent facets of the jet streanffecting diferent properties of the storm. While the storm
track’s latitude is linked to the position of the jet stream, the storm’s intensity ageds@elated

to longitude) is linked to the jet stream’s speed.

The ensemble forecast spread reduces in pressure and latitudeirdhestorms where the jet is
crossed early, compared to those in the cross late category. This isteatgigh the model having
particular limitations in simulating the interaction of the jet stream and the storm whestidim is
crossing the jet. This is unsurprising, because complex non-linearggesare causing the storm
to deepen very rapidly at this point, meaning that tifea on the final intensity of the storm is
uncertain. The rapid deepening also allows any errors in the initial conddipropagate rapidly.
For latitude, jet crossingfBects the quality but not the spread of the forecast. For longitude, little
difference is seen in either quality or spread between the categories, whichbeobecause jet

speed is key, not jet type.

5.6.3 PTE category

The results are more fllicult to analyse for the PTE categories, partly because there are many
more storms where the deepening is dominated by horizontal temperatuctian\#oriz'-type
storms) than those where diabatic processes dominate (‘diab’-type)détaeministic forecasts
show that horiz-type storms are less well forecast than their diabaticerpants, in both intensity

and latitude. Little dference is seen in longitude. In the ensemble forecasts, the spreadés grea

in forecasts of diabatic storms than horiz-type storms, for intensity, but littferdnce is seen in
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position. In short, for intensity, ‘diab’ storms have higher forecastityuaut larger forecast spread
than ‘horiz’ storms. There is an indication of this in the ‘simple metric’ appraach however,

any diferences are small.

There are three potential reasons for thedlences in forecast quality and spread between the
two categories. Firstly, there could be errors in the NWP model, so improvimgiations of the
large-scale horizontal temperature gradient or the baroclinic prosessdd significantly improve
the forecast quality of horiz-type midlatitude cyclones. Secondly, theukldee rapidly-growing
uncertainties in the initial conditions of the forecast, which improving the nurabeguality of
observations or the data assimilation scheme would would reduce. Finallyiathegid processes
could seem to be better simulated than they are in reality, because their p&ganoetin the NWP
model and the model used to generate the reanalysis is the same, meanegrivestigation of
diabatic parametrisation schemes could be needed. Therefore, modellinghotorms as those
examined here could be improved by improving any one of these threetagpdloe modelling;

however, deciding which would prove most fruitful is left for future \kdxy modelling specialists.

5.6.4 Model Resolution

The final grouping for the selected storms was the native model resolutiwhieh the forecast
was made. In the deterministic forecasts, intensity is better forecast at Ingglmdution, but there
is little effect for latitude or longitude. In the ensemble forecasts, the ‘irregularftih® spread
reduces at higher resolution, which could indicate more reliable forecdéth the simple met-
rics, calculating correlation directly reveals that increasing resolutiorifgigntly improves the
quality of forecasts for intensity (pressure) and latitude, but no significgprovement is seen for
longitude. Overall, improvements in the forecast with resolution are seen cteady in storm
intensity (pressure) than location (latitude and longitude). Therefotetefuncreases in model
resolution are likely to improve storm intensity more than location. This resulildhze consid-
ered alongside theffect that model resolution has on climate model simulations (Section 2.5.3).
Improving the resolution of climate models also seems to improve the location of the teack
(Stratton, 2004). This thesis shows that improving model resolution also Wepstorm intensity,
and so continuing to increase model resolution will improve climate projectiomsiadifititude

cyclones.



Chapter 6

Storm-Prone Situations

This portion of the work aims to identify useful measures for storm-pronatsitios (SPSs); that is,

a method for quantifying the large-scale situation before a storm devélbpscould prove useful
for future work that aims to improve forecasts and model simulations, bedtlieaks down the
potential sources of error. It could be that models are limited by their géinarof SPSs, in that
there are not enough or they are noffmiently intense. On the other hand, the models could
generate SPSs, but then fail to generate a storm from it. Therefordinkhbetween the SPS
metrics and the types of storm will be explored, to see what types of stoensest strongly
related to which SPS. The search for correlation between the SPS mettistoam predictability

will illuminate how well forecast the storms associated with strong SPSs are.

The growth rate is proposed as a candidate for a storm-prone situatithrefa severe midlatitude
cyclones. The Eady growth rate, first developed by Lindzen ana&F§1980), has been used in
many studies (e.g. Greeves et al., 2007) because it quantifies the baityctihthe atmosphere.
It has often been used as a measure of ‘storminess’ in climate models ashere it is used in a
more short-term context by relating it to the selected storms. This will aid dismusf whether

the growth rate is a reasonable measure of storminess.

However, the Eady growth rate does not consider ffiecethat moisture can have on the insta-
bility, because theftects of latent heating change the potential that the atmosphere has to release
potential energy into the kinetic energy of a cyclone. Therefore, theeptavork assesses whether

additionally considering moisture captures more storms than just using thasky louilding on

165
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the work of Whitaker and Davis (1994) and Emanuel et al. (1987). Tnewot work also consid-
ers the contribution from barotropic instabilty (Gill, 1982), which descritheskinetic energy of
the large-scale flow. This can be converted into the kinetic energy of tierdg eddy through

the release of barotropic instability.

First, a thorough grounding in the theory (Section 6.1) and methods (Secfpmuged in this
Chapter is presented. Within the latter, sensitivity tests will be performed fghtseof the levels
used in the calculation (Section 6.2.1.1), the area used for averaginip(5e2.1.2), and some
possible ways of taking moisture into account (Section 6.2.1.3). The latteohtifs Chapter

discusses the results (Sections 6.3 to 6.9), before summarising the findaugies. 10).

6.1 Theory

Broadly, there are three major sources of energy for extratropicadbogs: baroclinic instabil-
ity, barotropic instability, and diabatic processes. As discussed in Secoh D, the first two
are well-illustrated by the Lorenz Energy Cycle (Figure 2.6). Baroclinitaipitity describes a
conversion from the large-scale potential energy of the system to theckereergy of the eddy.
Barotropic instability describes a conversion, from the large-scale kiaagegy of the system to
the kinetic energy of the eddy. It is important to note that, as discussed iiwi$22.4, these are
necessary but not ficient conditions for a midlatitude cyclone to develop: a small perturbation

must be initiated, which these processes can then encourage to grow intora oyalone.

Lindzen and Farrell (1980) revisited the model proposed by Eady9)1@ection 2.2.4.3), to
investigate the patterns of growth within the fastest-growing wave, andpeathe formula for

its growth rate:

f dU
0qga = 0.31257 — (6.1)

wheref is the Coriolis parametet/ is the total wind speed; is the geopotential height, ardis

the Brunt-Vaisala frequency given by:

g do

==— 6.2
6o dz (6.2)
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whereg is the acceleration due to gravity is the potential temperature at the surfagés the
potential temperature, andis the geopotential height/V is a measure of atmospheric stabil-
ity, having positive values when the atmosphere is unstable, givbing largettgrates where
the atmosphere is unstable. Equation 6.1 shows that growth rates arenfalstiarger vertical
wind shear §U/dz), so the air in the upper layer is moving faster, relative to the bottom layer.
Physically, this means that the jet stream is stronger than the surface wihité, agrees with
observations that cyclones with a strong jet stream develop more quicklyyih the ideas dis-
cussed in Section 2.2 of the jet stream’s contribution towards the deepewitesp. The thermal
wind relationship (Lynch and Cassano, 2006, Equation 6.13) means ¢heitiical wind shear is

strongly related to the horizontal temperature gradient and thereforedolimicity.

6.1.1 Moisture

Including moisture is broadly expected to increase the growth rate of @lEmanuel et al.,
1987). The condensation of water leads to the release of latent heabgmavides a further
source of energy for cyclonic deepening. Previous studies havetigated the large-scale
field, as a proxy for available moisture, normally on a case-study basisapbi®ach is taken in
Chapter 4. However, investigating thieets of moisture within the storm’s environment can be

improved by including its #ects on the growth rate implicitly.

Whitaker and Davis (1994) developed the idea of moist atmospheric stabditgue the degree
of stability that moist air has ffiers from that of dry air. An air parcel of similar temperature to
its surroundings but containing water vapour could undergo contlensapressure and temper-
ature allow, thereby releasing latent heat and warming the air parcel, (FE%3, Equation 9.10),
allowing the air parcel to rise further than if it were dry. Whitaker and D4¥894) proposed
changing the dynamical equations by replacing a measure for the dry sté)itwith moist

(N,,) in ascending air. A similar replacement is done here to calculate a moist Eadyhgate,
T qgm-
f du

wheref is the Coriolis parametet/ is the total wind speed; is the geopotential height, b,

is the moist stability given by:
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2 g Qrm dge

= — 6.4
M 000ely dz 6.4)

whereg is the acceleration due to gravit§g is the potential temperature at the surfatg, is
the moist adiabatic lapse ratEy is the dry adiabatic lapse raté, is the equivalent potential
temperature, and is the geopotential height (for the formulae 1oy, ', andg., see Appendix

B).

The inclusion of moisture leads to a larger growth rate than in the dry castatéxg heat is re-
leased, the thermal energy of the system increases. This means there ismaggy available to
contribute towards the deepening of the cyclone. However, there isiffieestice in the replace-
ment made here compared to that of Whitaker and Davis (1994). In theirlntloelenoist growth
rate is only used where the air is moving upwards, and the dry growth radedsin downdraughts.
In this work, the replacement does not depend on vertical velocity. Tdeewds developed in an
idealised model, with broad regions of updraught and downdraugbedsy large-scale pressure
systems. If the idea of fierent growth rates in flierent vertical velocity regions were to be ap-
plied to observations, then smaller-scale features could dominate the piatlneake the results
less clear. The aim here is to examine scales broader than cells of uptasggdowndraught, so

the dependence on the direction of vertical wind is removed.

6.1.2 Semi-geostrophic Model

Whitaker and Davis (1994) also note that Emanuel et al. (1987) hadopedesome of the ideas
to include moisture, but for a semi-geostrophic model. The semi-geostropirétiens are more
complex, as they allow ageostrophic circulations, which can feed backronimfenesis. There-
fore, the model is particularly useful in regions of strong baroclinicitghsais where fronts are de-
veloping. The calculation of the growth rate in the semi-geostrophic modehisantly different
to that in the quasi-geostrophic model, because the consideration of vodiitéys between the
semi-geostrophic and quasi-geostrophic models. The quasi-geostaaplations contain either
vorticity or stability (Holton, 2004, Equations 6.38, 6.39, 6.40), whereaseérsmi-geostophic
model stability and vorticity are multiplied together to form potential vorticity (P\Gtm 2.2.1).
The quasi-geostrophic model’s strengths lie in its ability to simulate the large-geatdopment
of midlatitude systems, whereas the semi-geostrophic model performs be#teslightly smaller

scale and, in particular, describes frontogenesis well. Given thattiglvacesses occur mainly
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in frontal regions, both models will be considered here. The semi-ggbstrdry growth rate is

included for comparison with its moist counterpart.

The co-ordinate system of the semi-geostrophic model atBerglfrom that in the quasi-geostrophic
model; the latter is in normal Cartesian co-ordinates, but the former involtemaformation
into geostrophic co-ordinates. Therefore, there must be a transfomtzick into Cartesian co-
ordinates during the calculation of growth rate in the semi-geostrophic systieith mean that
the coordinate system moves along with the geostrophic flow. The geadstmpbrdinates are

therefore described by:

Ve . Ug , :
X=X+T,Y=y—T,Z=z,T=t (6.5)
where the capital letters refer to distance, height and time in geostroplidawtes; small letters

to the same quantities in Cartesian co-ordinatgsand v, to the geostrophic wind speed (zonal

and meridional, respectively), and f is the Coriolis parameter.

Emanuel et al. (1987) developed a growth rate (Equation 6.10) in an ieleaemni-geostrophic
model. They included thefiect of vorticity ¢;,), given by:

dv  du

Ng =f+—

- — 6.6
dx dy (6.6)

wheref is the Coriolis parameter; andandv are the zonal and meridional wind speed. This is
then multiplied by the vertical temperature gradient to give quantities similar to Rfefare two

versions of this: dry4;):

_ &g d(Ind)
qg - f dz (67)
and moist §ge):
gngs d(néd
ape = 210 ©8)

The essential dierence between the two is similar to th&elience betweeN and/N,, (Equations

6.2 and 6.4), in that where potential temperatéjeq used in dryg,, this is replaced by equivalent



Chapter 6.Storm-Prone Situations 170

potential temperatured{) in moist gg.. This difference leads to two versions of the growth rate,

with a dry versionrg,g:

f d
0sgd = 0.586- _f v (6.9)
Vg dz
and a moist versiorsgm,:
f d
Osgm = 1.484- av (6.10)
VAge dz
The derivation of the constant in Equation 6.10 is based on the ratio,
ding,
Tmdge Tm Qg
~ mee _md (6.11)

Fa gg g dnd

Emanuel et al. (1987) use this ratio as a measure of the relative strerigties dry and moist
temperature gradients (Equation 6.11). Its derivation is based on sohgrggtitions stated in
Emanuel et al. (1987, Appendix C) numerically, separately in the upttaargd downdraught
regions, becauseis non-linearly dependent on the direction of the vertical wind. Assumptions
need to be made in order to derive this, including that there are only twaregime of updraught,

one of downdraught. In the atmosphere, it is not clear that this assumptiealistic.

Figure 6.1 shows that the maximum growth rat§ lepends non-linearly on Asr — 1, the
vertical temperature gradientsdp equal those i, and so the atmosphere is becoming dry. At the
pointr = 1, the maximum growth rate is®86x 10~°s~1, providing the constant iors,4 (Equation
6.9). Asr — 0, the temperature gradientéa is much lower than that id, and so the atmosphere
is becoming increasingly moist. At= 0, the maximum growth rate is 1.484, which is then used
in the moist version of the growth rate (Equation 6.10). For a discussioreafévelength of the

maximum growth rated) depends on r, see Emanuel et al. (1987).

One subtlety of the approach of Whitaker and Davis (1994) was that tleylatedo ., in the
regions where there are updraughts angl in regions of subsidence, as condensation and latent
heat release will only happen in rising air. However, this calculation is natenia this work.
One reason for this is the same as for thg,, case; these growth rates are developed in idealised

models and not all of the same ideas can be applied to the atmosphere in reatherifore, the
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Ficure 6.1: (Emanuel et al., 1987, Figure 3a), showing how maximuowth rate ¢-) and the
wavelength of that growth rate) vary with the ratio r (Equation 6.11). Note that 1 is at the
left andr = 0 is at the right.

values ofo ., are much larger than those of,y, in agreement with Emanuel et al. (1987), who
find that inclusion of moist processes in this increases the growth rate &gtar of about 2.5.
Therefore,o s,y ando s, are not easily comparable becausg,,, is considerably larger, and so

osgm Will be calculated everywhere, not just in the regions of updraught.

In short, there are four baroclinic versions of the growth rate. Thesdexived from two dierent
models of the atmosphere, quasi-geostrophic and semi-geostrophic,diffigchin their treatment
of the vorticity. For each model, there is a dry and moist version of the balogrowth rate.

However, baroclinicity is not the only source of kinetic energy for a midlaétagclone.

6.1.3 Barotropic Growth Rate

Barotropic processes convert energy from large-scale kinetiggnekinetic energy of the eddy.
This is in contrast to the baroclinic case, where the energy is conveaemuléirge-scale potential
energy to eddy kinetic energy. There are conflicting theories as to hmirbpic and baroclinic
processes interact in midlatitude cyclones. On the one hand, KuchadHiteorpe (2000) sug-
gested that barotropic energy conversions can encourage a cyoldaeelop. Although previous
work concentrates on case studies, Kucharski and Thorpe (286des that barotropic growth

primes the atmosphere for the growth of baroclinic waves such as midlatituttaneg. On the
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other hand, James and Gray (1986) proposed a mechanism wheratpntiesion of baroclin-
icity into the energy of the cyclone is limited by barotropic processes, kn@athea ‘barotropic
governor’. The current work aims to further explore the relationshigvben barotropic growth

rate and midlatitude cyclones.

The barotropic growth rate is derived by considering an atmosphere wiftbron meridional shear
(i.e. shear in the y direction), which generates vorticity. There is no neeasider temperature,
because temperature variation is not applicable to barotropic procesggd$o baroclinic ones.
Furthermore, because horizontal temperature gradients and verticghshvrar are related by the
thermal wind equation (Lynch and Cassano, 2006, Equation 6.13),isres® no need to consider

the vertical variation of wind in the barotropic case. The maximum barotrapiett) rate is given

by:

oBT = 0.2012% (6.12)
where U is the total horizontal wind speed, anfg refers to the distance between to latitudes on
which this is calculated (Gill, 1982, Equation 13.6.12). It is important to notettiatis very
sensitive to the domain chosen, particularly the location of the northerncartdesn boundaries,
because this formula calculates théfelience in wind shear across these two boundaries. For
consistency, the domain determined using the baroclinic growth rate (Sec2dn @ill be used

for the barotropic growth rate. However, this could prove to be a limitatiorsofgo 7.

The derivation ofr g7 includes the assumption that the Coriolis parameter is constant, and does
not vary with latitude as it does in reality (Gill, 1982, Section 13.6). AlthoughGbeolis pa-
rameter quantifies the apparent turning force felt by an air parcel direetatation of the Earth,

it also quantifies path fierences due to the Earth’s sphericity. This means that if two similar air
parcels are moving at the same velocity but &fedent latitudes, then in a fixed time, the one at
higher latitude will cover a greater percentage of the Earth’s circuméeréWhen considering the
box over the North Atlantic over which the averaging process is made @ig@), the Coriolis
parameter varies betweerB84x 10~4 and 1318x 1074, If we consider two air parcels, moving

at the same zonal velocity but one at the upper boundary of the boxremdtdhe lower, then in
the time that the one at the upper boundary has covered the entire widthlafxththen the one

at the lower will have covered only 63% of the lower boundary. Disréigarthis diference could

prove to be another limitation.
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Despite thisg-gt still describes a source of energy that mid-latitude cyclones can tap intch wh
is not described by its baroclinic counterparts. The conversion ofjgrfesm large-scale kinetic
to eddy kinetic could prove key in some cases. Therefore, despite thad-ppproach, it will be

examined alongside the baroclinic versions.

6.2 Method

Five versions of the growth rate will be used: dry quasi-geostrophidstngmuasi-geostrophic;
dry semi-geostrophic; moist semi-geostrophic; and barotropic. Foeteerce, the abbreviations
used are shown in Table 6.1. As discussed in Section 6.1, these fivengeesioapsulate the
different processes that govern the deepening of midlatitude cyclonesy Hithto be a successful
candidate for SPSs, the metrics’ interaction with the selected storms shoudddistent, without

producing too many null cases (i.e. when there is a peak but no selecteg.stdeally, they

peak before the storm develops, when the energy (potential in thelib&ramases, large-scale
kinetic for barotropic) in the atmosphere builds up, and then drop suddanilye storm passes

and converts the large-scale potential or kinetic energy into eddy kinatiggn

Dry quasi-geostrophic growth rate| Lindzen and Farrell (1980) Eqgn. 6.1 | QGD
Moist quasi-geostrophic growth rateWhitaker and Davis (1994) Eqgn. 6.3 | QGM
Dry semi-geostrophic growth rate | Emanuel et al. (1987) Eqgn. 6.9 | SGD
Moist semi-geostrophic growth rate Emanuel et al. (1987) Egn. 6.10) SGM
Barotropic growth rate Gill (1982) Egn. 6.12| BT

TasLe 6.1: List of abbreviations used throughout this chapter tiie five diferent versions of
growth rate.

These five parameters are calculated over a large area coveringegEandphe North Atlantic, for
each winter (October-March) in the ERA-Interim data set (19980 - 20112012). The values
are then averaged over a box (35 265 —60 : 2P E), through which the selected cyclones travel,
to provide a time series of growth rates. The sensitivity of the value to the bed i studied

(Section 6.2.1.2), but the box used in most calculations is shown in Figure 6.2.

6.2.1 Sensitivity Testing

Once these five metrics were selected as candidates for storm-prone sgpaénsitivity testing

is performed to determine the optimal way of calculating them. Three factorsng@tant in
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Ficure 6.2: Figure showing the area over which the foufetent versions of growth rate are
averaged.

these calculations:

e the pressure levels used in the calculation, because QGD, QGM, SGDGIdc&ntain
height derivatives;

¢ the area box over which the average is taken;

¢ the diferent versions of moist temperature available, because the two pagersoude-

rive the moist versions (Emanuel et al., 1987; Whitaker and Davis, 119 to diferent

measures of moist potential temperature.

Each of these will now be discussed. Sensitivity testing is only performethéobaroclinic
versions, as once the two levels used in that calculation are selected, ¢hieartitropic growth
rate is simply calculated on the level in the middle of the two. In the cases of thet lagid area

testing, the sensitivity is only shown for the QGD versions because QGI,&8@ SGM produce

similar results.

6.2.1.1 Height Sensitivity Testing

The four baroclinic versions of the growth rate contain derivatives vatipect to height, and the
levels used to calculate the derivative wiffect the final value of growth rate. This is illustrated

in Figure 6.3 for the QGD growth rate. Three levels are used: the top atonbdor vertical
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derivatives, and the middle layer for horizontal derivatives. Therégthows that the five dif-

ferent combinations of levels have similar shapes, and at first appeardbifbed vertically. In

particular, the 20B0Q800hPa combination is significantly lower than the others, possibly due

to the lower stratosphere being included in the calculation. This would makertbelamn ap-

pear more stable, than if the upper troposphere were used as the uppen lihétcalculation,

because the stratosphere is warmer than the upper troposphere. @nimspgection of Figure

6.3, some peaks appear more prominent in one version than anothe@fopke, the peak around

2011-03-05 is the most prominent in the 4600'800hPa combination, but is less prominent in the

200500Q'800hPa version. The 3@DQ900hPa combination was used in the remaining calcula-

tions, because it describes a large depth of the atmosphere, and thénefenergy stored within

it, with minimal interference from the stratosphere.
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350/600/850 hPa
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Ficure 6.3: Time series illustrating the sensitivity of the QGDgtb rate 1] to different com-

binations of pressure levels used in the calculation.
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6.2.1.2 Area Sensitivity Testing

Sensitivity testing of candidate areas, over which the growth rates aragmee does not provide
such a clear a distinction (Figure 6.4). All of the boxes in Figure 6.4 encemitee box used
in the SSI calculation (Figure 3.1), for consistency with the approach tesgelect these storms.
It is clear that all of the areas considerdtkat the relative prominence offtikrent peaks. This
is important for the results, because it is the measure that will be used tondetenbjectively
whether a peak is there or not, and then whether the storms are assodift@hyvsuch peak.
Overall, deciding which area to use from Figure 6.4 is impossible. Insteanctiferia were
selected for the box: that it should be as small as possible, in order toaxeriaging out the fine-
scale structure (e.g. the jet core); and that it should cover a portionropgé and the North Atlantic
that all of the storms pass over for at least some of their lifetime, particulaglyghions where
cyclones often develop before moving towards Europe. The tracksedfyttiones in reanalysis
data were compared to the box candidates, and it was ensured that thagsat through it for a
portion of their lifetime. The area from 35 to 64 and—-60 to 20 E was selected, as it met these

criteria.

1.4x107° [L_L_1
- 35/65/-60/20 d
- 35?65?—40?20 dZS
35/65/-60/10 deg
40/60/-40/20 deg
- 30/70/-40/20 deg

1.2x107°

1.0x107°

_L_L»v\‘\\\‘\\\

8.0x107%fx

6.0x1078

QGD

4.0x107°

2.0x107°

Ficure 6.4: Time series illustrating the sensitivity of the QGDtb rate 1] to different areas,
over which the average is performed.
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6.2.1.3 Dfiferent versions of moist temperature

In the literature, it is not clear which version of moist temperature shouldsed to calculate
vertical temperature gradients in the two moist cases. Whitaker and Da#d)($pecify that
saturated equivalent potential temperatéeg)(should be used in the calculation of such gradients,
whereas Emanuel et al. (1987) use equivalent potential temperatur&dr consistency, the same
measure should be used in the two versions. Therefore, this work sthdisgnsitivity of using
different combinations of, andé, in calculating SGM. The results of this are shown in Figure
6.5. The diferent use ob. andd.s has an ffect, although thé. — 9. version is covered by the
0.s — 6. version. A shift is the main dlierence between these two and the— 6.s version, with
the two visible time series having similar shapes. However, the relative proogiradrdiferent
peaks is alsoféected slightly. In conclusion, thizs — 6.5 version in both QGM and SGM versions
was chosen, because it was specified for this use in the more recenttofotipapers specified
(Whitaker and Davis, 1994), and it may be that Emanuel et al. (19873ayasg0. but referring to
fes; at the time Emanuel et al. (1987) was published, ‘equivalent potentiaki@type’ sometimes

referred tof,s.
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Ficure 6.5: Time series illustrating the sensitivity of the SGMwth rate 1] to different com-
binations ofd, and6d.s on the vertical levels selected in Section 6.2.1.1. For @laniTes - Te’
refers to the dference betweefy. at 300hPa and. at 900hPa.
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6.3 Comparison of Growth Rates

First, this work will investigate the similarities andfi@irences between the fivefidirent versions
of growth rate. Frequency density plots will allow detection of correlatiamwben the variables,
which will then be tested. The aim of this is to ascertain the degree of similarityeleetthe
different versions of growth rate. Then the temporal and spatial similaritieebatthe metrics

will be considered.

6.3.1 Correlation between the Growth Rates

Correlation tests are performed, and the results are shown in Table 6i2ld@ion is calculated
using Pearson’s Correlation d@ieient, because the data are nearly normally distributed. As ap-
plied in Chapter 5, the correlation is tested using the t-test (Equation 3.5)) ghéntifies whether
the correlation is significant given the number of data points (Rees, 3@@tipn 14.3). This value
is compared to that in a look-up table (Rees, 2001, Table C.5), and soewlitathsignificant or
not is also included in Table 6.2. These values will be examined alongsideetheehicy density
plots (Figures 6.6, 6.7 and 6.8). The frequency density plots illustrate thelations between
the diferent metrics, shown in Figures 6.6, 6.7 and 6.8. These are similar to histotrg two-
dimensional, so the approach taken to analyse them is similar to that for sdatserfor a high
degree of correlation, there should be a high frequency of points @atiggonal line. For posi-
tive correlation, this diagonal should have positive gradient; for negatrrelation, it should have
negative gradient. The correlation between two variables will be wealkleeii€ is spread either
side of the diagonal line, or a significant number of outliers. Please ndtéhthaolour scales in
Figures 6.6, 6.7 and 6.8ftiers between the flerent combinations, so that the fine detail of the
spread can be seen in each variable, and that the axis sd@ggddpending on which variable is

under consideration.

Variables Correlation cofficient |  t-test| Significant?
QGD | QGM 0.958| 510.3 v
QGD | SGD 0.916| 348.6 v
QGM | SGM 0.992| 1230.3 v
SGD | SGM 0.853| 250.1 v
QGD | BT -0.252| -39.8 v

TabLE 6.2: Test of correlation between variables
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The plots in Figures 6.6 and 6.7 clearly show that the four baroclinic vessibgrowth rate (QGD,
QGM, SGD, SGM) all bear a striking correlation to each other. They arsthgly, positively
correlated, and when tested it is found that this is significant (Table 6h23.iF expected, because
the physical processes driving these four versions are very simitae. diferences between the
four are based on their treatment of moisture and vorticity, and the formensrikat their treat-
ment of stability is subtly dferent. Therefore, it must be the other factor - vertical wind shear -
that dominates the picture. It is important to note that the aim of this work is to igentét of
metrics for SPSs that ideally describétdient SPSs. Therefore, highly correlated metrics are not
desirable, because they could describe the same SPSs. Metrics that azertiglated with each
other are likely to describe fierent SPSs. However, Figures 6.6 and 6.7 show that the degree of
correlation between the four baroclinic versions does vary, so nohesé metrics will be rejected

until their relationship with the selected storms has been explored (Section 6.4)

The strongest correlation is found between the two moist versions (SGM&M), indicating
that the diference between the quasi- and semi-geostrophic models is less importarggulie
alent potential temperaturé is considered, compared to when its dry counterpgris used.
This could be because theldirence in treatment of the vorticity is a smaller component when the
larger, moist growth rates are considered. However, given the sttomglation also shown by
the dry versions in Figure 6.7a, this is a smdlket. In addition, the correlation between the dry
and moist quasi-geostrophic growth rates is stronger than that betweenythad moist semi-
geostrophic growth rates. This is explained by th&edénces between dry and moist potential
vorticity being greater than the féierence between dry and moist stability. When the formulae
are compared, a clearftiérence appears of a factor éfdifferent between the dry stability and
potential vorticity, o, between their moist counterparts. In both the quasi- and semi-geostrophic
cases, there is a large degree of scatter when comparing the dry anccassast indicating that
moisture plays an important role in modifying the growth rate. Thereforesidening both the

dry and moist versions is key, because they descrifferdnt SPSs.

It is also found that there is a negative and statistically significant correlagtween the baro-
clinic versions and the barotropic version, though only the correlationdetv@GD and BT is
shown here. This could imply an inverse relationship between horizontal stiear and either
vertical wind shear or stability. However, when the frequency densityiplexamined (Figure
6.8), any correlation between QGD and BT seems to be too weak to indicaghgsigal rela-

tionship between the variables, though it is tested to be significant. This sipipe idea of the
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Ficure 6.6: Frequency density plots for theffidirent versions of baroclinic growth rate ] for
the period 197(980-201R011: (a) QGD against QGM, (b) SGM against QGM.

barotropic governor proposed by James and Gray (1986), belzagse barotropic growth means
smaller baroclinic growth, as the latter is inhibited by the horizontal wind shidawever, this

requires further analysis before it can be concluded definitely.

In summary, there is a strong correlation between the fdieint baroclinic growth rates. While
the degree of correlation depends on which variables are being complagecorrelation is high
and positive, and tested to be significant. This indicates that atmospheric stbility domi-
nant factor, while the treatment of vorticity and moisture are secondamyueler, comparing the
different growth rates will illuminate the subtleties related to these secondarystadtioere is a

weak negative correlation between the baroclinic and barotropic gratgis.r Most importantly,
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Ficure 6.7: Frequency density plots for theffidirent versions of baroclinic growth rate ] for
the period 197(980-201¢R011: (a) SGD against QGD, (b) SGM against SGD.

the lower correlation between the dry and moist versions of the growth rateesrpat including

moist dfects in this way will be of some value, agtdrent SPSs will be represented.

6.3.2 Temporal Variation in the Growth Rates

Time series illustrate how fierent the five versions of growth rate are, in terms of their evolution
over a season. An example time series is shown in Figure 6.9. The fideredit versions of
the baroclinic growth rate have a similar shape, but are shifted and hffeeedt amplitudes
(Figure 6.9a). This implies that the stability is the main term when considering e sbif

the time series, rather than the vorticity or moisture. If the consideration t€itgrwas dominant
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then there would be more of affirence between the quasi-geostrophic versions (where only
planetary vorticity is considered) and the semi-geostrophic versionsréwdath planetary and
relative vorticity are considered). There are some smékdinces in the shape of each of the four
versions, notable when assessing the prominence of flegatit peaks. This can be illustrated by
the two highest peaks in SGM and SGD, one in November and one in ManehiNdvember peak

is the most prominent peak in the SGD timeseries, whereas it is the peak in Matéh the most
prominent SGM peak. Given that the storms should be associated with jpetilese metrics,
there small dierences are important. Further discussion of this will ensue when coingjdbe

different versions at the time when a storm is developing (Section 6.4.1).

The order from smallest to largest illustrated by Figure 6.9a can be exglpmesically: QGD is

the smallest, as it only considers the dry stability and planetary vorticity. Tthi¢i@aof moisture
(QGM) increases the values of growth rate, as this means more of the tvatadygy in the at-
mosphere is included. Alternatively, the additional use of relative vorticitiiénrsemi-geostrophic
dry case (SGD) also increases the growth rate, as local vorticity maxinmaeye cyclogenesis.
The inclusion of both moisture and vorticity in the SGM case means it is the lafashermore,

a key part of the derivation of SGM is the constant r (Figure 6.1 and titqué.11). When r
equals one, the maximum growth rate is thé8x 10-°s~1 value used in the calculation of SGM
(Equation 6.10). When = 1, then Equation 6.11 implies that the ratio of the temperature gradi-

ents is at the idealised limit at all points across the domain. This seems unlikéynperature
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Figure 6.9: Time series for 2010-10-01 to 2011-03-31 of (a) the feusions of baroclinic growth
rate and (b) barotropic growth rate [all in']. For (a), QGD, QGM and SGD are all plotted using
the scale on the left of the plot, but SGM uses the scale orighe r

and humidity vary for many reasons. Therefore, SGM should be thafgid a theoretical limit,

if r = 1 were true at all points over the domain.

The barotropic growth rate (Figure 6.9b) is clearly of a vefffadent shape to its baroclinic coun-
terparts. The horizontal wind shear is, therefore, a source of etengely independent from the
baroclinicity of the atmosphere. Although some of the peaks occur at thetsaenas peaks in the

baroclinic growth rates, there are also troughs in one at the same time asipédiad other. Also,



Chapter 6.Storm-Prone Situations 184

the barotropic growth rate can be positive or negative, depending aliréetion of the meridional

wind shear.

6.3.3 Spatial Variation of Growth Rates

Figures 6.10, 6.11 and 6.12 show example maps for each of the five \@rdignowth rate, for
24th January 2009. The four baroclinic versions of growth rate agane kBimilar structures to
each other (Figures 6.10 and 6.11), but there is also some variation;eéa® w&ith the highest
values in one version are not necessarily particularly high in anothsiover-or example, all four
have an area of high values over the Sinai Peninsula, which is of a simdéveemagnitude and
shape in all for versions. However, there is also a distinctive patternmexd thaxima over western
Europe: one near Brittany, a second near Barcelona, and a third éret8ardinia and Sicily.
Though all three areas are present in all four versions of the groat#) the relative strengths
vary widely. Figure 6.10a shows that, for QGD, none of the maxima are pkatig large. Figure
6.10b shows QGM has larger maxima near Barcelona and Sardinia. Figure éhows SGD
has a strong maximum over Brittany. Finally, Figure 6.11b shows SGM, like Qi&d strong
maxima near Barcelona and Sardinia, but these are weaker than for Qi&\Wariations between
the growth rates could be used to unpick thetent drivers of the maxima, given which factors
feed into each of the fferent versions of growth rate. For example, moisture is clearly key for the

two maxima over the Mediterranean, which is unsurprising given the wadwarlying waters.

When the barotropic growth rate (Figure 6.12) is compared to its baroclinictegparts, there is

a large diference. This is to be expected, as barotropic growth considers onlptizemtal wind
shear, not a factor considered by the baroclinic growth rates. Themeistrong maximum near
the northern Spanish coast, and a secdfithe Newfoundland coast. These are in the same region
as maxima in the baroclinic growth rates, but not in exactly the same locatioris tHdhtinues in
regions where the selected storms are developing, then this would indickitdgtracombination

of factors that generate a storm-prone situation.

6.4 Storms in the Growth Rates

As a storm approaches Europe, the growth rate should increase lstpping suddenly as the

storm passes, to indicate the energy building up in the atmosphere, befogeremoved and
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Ficure 6.10: Maps of two of the four baroclinic growth rates ] for 0000 on 2009-01-24: (a)

QGD, (b) QGM. The box marks the area over which the values e#eaged. Please note that

the colour scales areftierent in these plots, because the raw values dferdit (see Figure 6.9).
The scales are determined using a percentiles approach.

converted into kinetic energy by the storm. The peak and sudden drajpdshe discernible
in a time series plot of the growth rate; however, as the drop is related to the ptssing, a
potential storm-prone situation would be a peak in growth rate in the daysebafetorm hits
Europe. Therefore, as a first step, peaks in these five versiong gfrtiwth rate are identified
automatically. All values above the 98th percentile are located, by calculagngatiameters for
October to March from 1972980 to 20142012, and those within a 24 hour period of each other
are removed. This avoids double-counting high values, and so thatla peak is identified for
each potential storm event, but does have limitations when two storms arelesey for example,

Vivian and Wiebke.
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Ficure 6.11: Maps of two of the four baroclinic growth rates ] for 0000 on 2009-01-24: (a)

SGD, and (b) SGM. The box marks the area over which the valeeaveraged. Please note that

the colour scales areftiérent in these four plots, because the raw values &iereit (see Figure
6.9). The scales are determined using a percentiles agproac

Next, a method of automatically identifying which storms are associated with aipeakd: the
growth rate has to peak between 96 hours before and 24 hours aftatthef maximum SSI. The
date of maximum SSI is used for consistency with the storm identification porfitmsowork
(Section 3.2). Furthermore, this work endeavours to draw together tas lgout midlatitude cy-
clones that are not necessarily related: storms that are strongly inéldiérydoaroclinicity are not
necessarily the same storms that exhibit strong potential for destructionougjithdynamically,
baroclinicity dfects a storm’s core pressure, vorticity and therefore pressure gtadiad wind
speeds, there are many other factors thgca these, as discussed in Section 2.2.4. In addition,

SSI — the measure of potential damage — is afiected by the local wind climatology (Equation
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Ficure 6.12: Map of the barotropic growth rate ] for 0000 on 2009-01-24.

3.1). This work examines the link between large-scale drivers of stoapateng and the potential
such storms have to inflict damage. The time period of up to 96 hours befsreelected because
storms are most likely to deepen over the Atlantic. They then track over Ewng potentially
cause damage in the box used to calculate SSI, and this movement takegsXatlalerage speeds
of storm motion, according to observations. However, the box used/éwaging growth rate and
that used to calculate SSI overlap, so a storm’s peak growth rate could atdhe same point or
even shortly after the maximum SSI. This was the reason why peaks in gratethp to 24 hours
after could also be associated with a storm. The use of this automatic, objestihed means
that the same criteria can be applied consistently across all storms, whiclotriag/possible with

a subjective approach.

Once the dferent versions have been associated with the identified peaks, theisuudlyise
results can begin. Section 6.4.1 contains an analysis of the temporal vadhtlos parameters,
and how this related to the selected storms. The usefulness of a contirigblecys explored in
Section 6.4.3. The relationship between SPSs and the selected storms is exasitigeexamples
(Section 6.5) and ‘null cases’ (Section 6.6). The final stages of tlessdts ascertain whether
there is a relationship between storm-prone situations and storm intensitio(S&7d), jet stream

category (Section 6.8.1), PTE type (Section 6.8.2), or forecast quaéttit® 6.9).
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6.4.1 Time Series

These objective methods of associating storms and SPSs is applied to detentiher the storms
are associated with a high value (greater than the 98th percentile) of then&tASs. Table 6.3
states which storms are successfully associated with a peak inffeeedt versions of growth
rate. It shows that that for 29 out of 31 cases at least one of thimmersf growth rate has a peak
associated with the storm. Clearly, these measures of a storm-prone situatiminsame value,

but further analysis is needed to determine the extent of their usefulness.

Table 6.3 illustrates that the combination of SPS metrics gives a 94% suctesthat is, 94%
of the storms (29 out of 31) are associated with a peak in at least one ofdties at or above
the 98th percentile. It is also clear that on an individual basis, the QGD npstriorms best,
with SGM and SGD performing nearly as well, but with BT performing poorly.wideer, two

storms (Urania and Franz) that are only associated with a peak in BT, ddstvalue to the total
percentage of storms successfully identified. It is important to note that itdsrbination that
these metrics perform exceptionally well. There are only two storms thabaessociated with a

peak in any of the metrics: Daria and Gero.

It is also clear from Table 6.3 that, even if a storm is not associated withla(gezater than the
98th percentile) in a given baroclinic metric (QGD, QGM, SGD, SGM), it ism#iesociated with
a high value of it. This is the case with both Daria and Gero. Also, in the bgiotgrowth rate,

there are only nine storms associated with BT growth rates greater thantthpe8entile, there
are a further nine associated with BT between the 90th and 98th percerdilevier, ten storms
are associated with unexceptional values of BT. Therefore, the lbacogrowth rates perform

better than the barotropic growth rate, with QGD performing best individually

6.4.2 Combining Metrics

It is possible that some metrics duplicate the work of others, so could be elimhingi@vever,
it is not possible to assess every combination of the five variables alonajrs) fhrees, fours
and all together, because there are 126 combinations. Thereforeaamnation of Table 6.3
shows combinations likely to prove fruitful. The combinations explored furdre shown in

Table 6.4, along with the original number of storms associated with the single shafrit the
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Storm QGD | QGM | SGD | SGM | BT | Overall success

Daria 89.6 ~ (BC)
Nana 98.4 99.0 98.4 v
Vivian 08.6 99.0 99 98.9 WAL v
Wiebke 08.6 99 27.0 v
Udine 99 98.8 98.6 v
Verena 99.9 98 99 99 88.3 v
Agnes 08.6 WEEEESE 98 36.3 v
Dec 1993 98 45.4 v
Urania 32.7 | 88.7 ekl v
Silke 99 99 v
Lara 00 : 00 O ole 00 337 \/
Anatol 99.0 08 99 Sl 14.4 v
Franz 87.2 98.0 v
Lothar 98 v
Martin 98 08 98 v
Kerstin 99 99 98 325 v
Rebekka 00.9 KA 99 v
Elke 98.6 08.8 99 99 v
Lukas 98.9 v
Pawel 08.8 08 08 08 08 N
Jennifer 99 90 98.9 98.9 v
Frieda 99 99.4 45.8 v
Jeanette 00.8 WA 98.9 98 v
Gero 88.3 81.5 ~ (BC)
Cyrus 98 98 10.0 v
Hanno 99.6 08 99 99 29.9 v
Kyn" 00 oloWi 00 O 090 V4
Emma 08 08.4 98 v
Klaus 00 6 OO0 00 4 00 O 00 4 \/
Quinten 98.6 98 08.4 099.6 98.9 N
Xynthia 98 98.8 99 v
Number>98th perc. 22 15 19 20 9 29
Percentage98th perc.| 70% | 48% | 61% | 65% | 29% 94%
Number>90th perc. 31 28 28 30 18 31
Percentage90th perc.| 100% | 90% | 90% | 98% | 58% 100%
Number>80th perc. 31 31 30 31 22 31
Percentage80th perc.| 100% | 100% | 98% | 100% | 70% 100%

TasLe 6.3: The list of storms (ordered by date), and the perceafitbe growth rate with which
they are associated, in a window that stretches 96 hourglat@4 hours after maximum SSI. The
degree of shading depends on the value; those values la@ethe 98th percentile are shaded
most intensely; 90th to 98th percentile shaded medium siter80th to 90th low intensity; less
than 80th percentile not shaded. The overall success capeuifies whether the 98th percentile
is exceeded with a tick, or if it is nearby with~a In the latter case, it is stipulated whether the
baroclinic (BC) or barotropic (BT) is nearly at the 98th pamtile. The overall success of each
metric is shown at the bottom, for thefiirent percentiles (perc.).
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number associated with all five metrics combined. Only the 98th percentile ishesedbecause

for the vast majority of storms, one or more metric has a value greater thanréhtihd.

Metrics used Number Identified
QGD 22
QGM 15
SGD 19
SGM 20
BT 9
QGD, QGM 25
QGD, SGD 23
QGD, SGM 26
QGD, BT 27
QGD, SGM, BT 29
QGM, SGD 25
QGM, SGD, BT 29
QGD, QGM, SGD, SGM, BT] 29

TasLE 6.4: Assessing the number of storms identified bjedént combinations of the SPS met-
rics.

This shows that the combining QGD, SGM and BT or QGM, SGD and BT is a®saful as com-
bining all five measures. This can be explained physically, becausettiregemetrics together
describe the variety of processes that contribute towards the deepgfmmgdlatitude cyclones:
baroclinic, barotropic and moist processes. This also illustrates thatftkeedit treatment of vor-
ticity in the quasi- and semi-geostrophic models is important, because more sterideraified

when QGD and SGM are used in combination, than when QGD and QGM ateagsther.

6.4.3 Contingency Table

Another approach to analysing whether these are successful metraterfim-prone situations is
to use a table similar to a contingency table, which are used extensively cafbreerification
(Joliffe and Stephenson, 2003). Table 6.5 shows the number of times both am&RS@rm
occur, one or the other occurs, or neither. The values in the abséacstarm were reached by
calculating the number of analysis timesteps (4 daily) occurring in the winteoesgOctober -
March) of the years 1989990 to 2002010, which is the time period under consideration here.
This gives 15308. Though the SPS events occur 2% of the time (306 @& include one or
more or the five metrics. Therefore, comparing the dates of peaks in eddlc are compared

and duplicates removed, giving the number of unique events as 1172. gef #eare associated



Chapter 6.Storm-Prone Situations 191

with a storm, so the final number of ‘null cases’ is 1143. The remaindenalfyais times are not

associated with an SPS (14,136), but there are two that are associatedsidgtim.

SPS/ | SPSx
Stormv/ 29 2
Stormx 1143 | 14,134

TasLe 6.5: Comparing the instances of the preser€eof absencex) of an SPS and the presence
or absence of a selected storm.

This shows that, if a forecast measure were to be used to quantify the meglapdoetween SPSs
and storms, such a metric would indicate a very strong relationship. Theréog ‘aull case
rate’, where an SPS is not associated with one of the selected storms. Ehetajavhere there
is a storm but no SPS, is also small. However, forecast measures wilenatda to quantify this
relationship, because they will be skewed by the large number of case Wiere is no SPS and
no storm. This number should be high, because this work deals with rasresa/ents, but this

does impede thefkectiveness of many forecast measures.

6.5 Examples of Storms and their Storm-Prone Situation

Having examined the broad picture, this section will consider the SPSs widodl storms. It will
investigate the relationship between each storm and its SPS in the combinatiotric$ miecady
discussed, and endeavours to probe the relationship between SPSsramtiypes by examining

several examples. This latter idea will be explored in greater depth in Séc8on

6.5.1 Klaus and Quinten

Figure 6.13 shows the baroclinic and barotropic growth rates in the winésiosethat included
storms Klaus and Quinten. The objectively-identified peaks are indicatedebgtars, and the
two storms within this season (Klaus on 2009-01-24; Quinten on 200MParé indicated using
the black vertical lines. Both are preceded by a strong peak in the foaclbac growth rates,
indicating a strong build up of large-scale potential energy as barocliniefigré they develop.
Both are also related to peaks in the barotropic growth rate, indicating a udéithe large-scale
kinetic energy. This large-scale energy is then converted to the kinetigyeakthe storm, aiding

deepening and strengthening winds.
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Ficure 6.13: Time series for 2008-10-01 to 2009-03-31 of (a) the feersions of baroclinic
growth rate and (b) barotropic growth rate. The lines inthaghen storms passed through Europe:
Klaus on 2009-01-24; Quinten on 2009-02-10.
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Klaus is the most intense storm in the set selected, when SSI is used as the(Sestticn 3.2).
The peak in the barotropic growth rate happens on the same day as thehs®ita maximum
intensity, but occurs slightly after the maximum SSI. While this might indicate a limdzn
the peak in the barotropic growth rate and the decay of the cyclone, thisaadikely, as there
would be no physical explanation for the drop in BT after Klaus has gasseeems more likely
that Klaus causes the BT growth rate to drop after the high peak, but ehéatiotropic energy
conversion is more important than its baroclinic counterpart in the later stdg€isus’s devel-
opment, in agreement with Kucharski and Thorpe (2000). HowevergiPTrE categories (Table
4.4), Klaus is a diabatic-type storm, indicating that diabatic processes dordiegpening. To
summarise, it would seem that baroclinic energy conversion dominatesrthastges of Klaus’s
development, barotropic energy conversion dominates the later stagediahatic processes are
important throughout deepening. Furthermore, the baroclinic and baiotpeaks are the high-
est or nearly the highest observed during the winter 2008-2009.dBaselots similar to the jet
stream and), shown in Chapter 4 (not shown), the jet stream has unusually high wigedsp
and unusually warm moist air has been drawn up from the equator. Thiklwoply that, for the
atmosphere to produce a storm as intense as Klaus, then a number of tactdrine to generate

a ‘perfect storm’.

This idea of a perfect storm is reinforced by Quinten (Figure 6.13). iigaot only are there
peaks in all four baroclinic growth rates, but also there is a peak in BToafth Quinten is much
less intense than Klaus in terms of SSI, the PTE analysis shows that Quitéepening is also
dominated by diabatic processes. Furthermore, Quinten, like Klausesrthgsjet stream later on
in his lifetime. This leads to the notion that if all of the cyclogenetic factors dgamlis baroclinic
and barotropic instability, and moisture — work together, they can genecytdane, even if they
are not unusually strong. If they all exhibit extremely high values then ansés damaging as

Klaus can develop; if the values are moderately high, a storm like Quinten &slikely.

While these storms are both related to peaks in all five versions of the gratghthe relative
prominence of the peaks varies between the versions. In SGM, Klausdsiat®ed with what
is clearly the highest peak, but in QGM the peak is only just the highest. E® @d SGD,
the peak associated with Klaus is the second highest. This lends weight taythmeat that
Klaus was driven by exceptionally strong storm-prone characterista®jmg together to generate
an exceptionally strong midlatitude cyclone. However, a similffiedénce is found for storm

Quinten. Although Quinten’s peaks are not amongst the highest in thersd¢hey are also more
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prominent in the moist growth rates than in the dry. Thegkedinces in peak prominence can
be used to unpick the drivers of storm deepening. Since the peaks in ikegrawth rates are
more pronounced than their dry counterparts, this signals that moistuneastagilarly important
in the development of Klaus and Quinten. This is consistent with the PTE &)alyere diabatic

processes dominate the deepening in both cases.

6.5.2 Daria and Gero

These are the two cases that are not associated with a peak that ekec@8th percentile in any

of the metrics. However, in both cases, the most of the values exceedtthped6entile.

Figure 6.14 shows that Daria occurs just before a very large peakfimailersions of the growth
rate. Daria crosses the jet stream early, and is in the ‘horiz’ categomytine PTE analysis. Daria
is the ninth most intense storm in the set of 31, in terms of SSI. Franz is also ‘inatie PTE
category, but is an edge storm and is second least intense. Franzalss just before a peak
in all five versions of the growth rate. In both cases, the peak after tha $$chigher, indicated
by the stars. Therefore, the reason why these storms are not assauidie high (greater than
the 98th percentile) value is that these peaks are too far after the stormwithivethe 24-hour,
post-maximum SSI window. This could mean that the percentile values showrege storms in

Table 6.3 are on the rising arm of the later peak.

This would mean that the window during which a storm and a peak can beiagsb(96 hours
before the storm, 24 hours after) should be widened after the storm. \dowhis is not viable
for two reasons. First, this is not practical during times of storm seriality. (gaguaryFebruary
1990), because the peak just after one storm could be related feeeedt storm. Secondly, a
damaging storm could not be explained by a storm-prone situation significdtdhthe event; it
would compromise the concept of a storm-prone situation. Therefore,itftw of interest will

be left as itis.
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Ficure 6.14: Time series for 1989-10-01 to 1990-03-31 of (a) the feersions of baroclinic
growth rate and (b) barotropic growth rate. The lines inthaghen storms passed through Europe:
Daria on 1990-01-25; Nana on 1990-02-11; Vivian on 199@®2Wiebke on 1990-03-01.
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Figure 6.15: Time series for 2004-10-01 to 2005-03-31 of (a) ther fearsions of baroclinic
growth rate and (b) barotropic growth rate. The line indésaivhen storm Gero passed through
Europe, on 2005-01-12.
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6.5.3 Urania and Franz

These two storms are only identified in the barotropic growth rate. Figura&i@wvs that Urania
is not associated with a high value of the baroclinic growth rates, but dmes d peak shortly
after the storm has passed through Europe. Figure 6.16b shows thatighe high value of
the barotropic growth rate in the area when Urania passes throughd=ufogure 6.17 shows a
similar story for storm Franz: the barotropic growth rate is high, but thederic growth rate

peaks afterwards. This could indicate that the best way to identify storme ivettoclinic growth

rates is to look for sudden drops in the time series, rather than the peaikswilltbe discussed

further in Section 6.5.4.

Both of these storms are associated with baroclinicity that does not meettthp&8entile cri-
teria. Furthermore, neither Urania nor Franz was associated with aptexcaly high value of
the Storm Severity Index (SSI, Section 4.1). The next steps are tahstearbaroclinicity asso-
ciated with these storms, and assess its strength. Franz is presentedxamateegbecause the
weather charts are not available for Urania. The Berlin weather chartsh@wn in Figures 6.18
(at the surface) and Figures 6.19 (at 500hPa). The day beforéghesh SSI is shown, in order
to capture the development of the storm. When Franz’s location is identifidteasurface chart,
translating this to the 500hPa chart shows that there is some baroclinicity ineheb@cause the
thickness contours are not parallel to the geopotential height contdavgever, the baroclinicity
is not strong, because the thickness gradient is weak. This is consistierihe ideas of James
and Gray (1986), whereby a strongly barotropic atmosphere prettenigevelopment of strong
baroclinicity through the ‘barotropic governor’ mechanism. The implicatidrnthis are that the
barotropic growth rate does not necessarily contribute towards thedegpof storms, but rather
is an indicator for storms that could cause damage given their SSI, bubatee most intense
storms in the set selected. It is possible that storms like Franz and Urania inif#yenergy
through barotropic energy conversions and then from the baroclinéstproposed by Kucharski
and Thorpe (2000). Even if the wind shear was working to reduce thexkaicity through the
barotropic governorféect, the two types of energy conversion working together could fiesunt
for an intense storm to develop. This is consistent with the discussion of #ttaus, which is

associated with high values of all growth rates and the result is the mostérgtors in the set.
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Figure 6.16: Time series for 1994-10-01 to 1995-03-31 of (a) ther fearsions of baroclinic
growth rate and (b) barotropic growth rate. The line indésalvhen storm Urania passed through
Europe on 1995-01-23.



Chapter 6.Storm-Prone Situations 199

4><1075, T T T T T T T T T T T T T T T T T T SXWO*S

[| ¥qqd i

3x107°}
2x107°F

1x107°k

EN o o o o
On S04 S04 S04 S0, S0, SO [@)

&@ &39 OO OO OO OO OO OO OO\ OO\ OO OO OO

N \/\O\O\O\O/\Q Q 9 QO& O\f O&
(0 G e B 0 % 1y % s e R G Yo b e G A5 S S B Ve

L
@

@)

2x107°F ]

1x107°F

—1x107°}

—2x107®

I N N N NN
9.0~ 0,"0, "0, 70,7 0
DD D D D Oo % %0 D, 0,
7570,%0,%0, 0 05 05 05 0, 0, o
\O \/\ \O \O \/\ \O \/9\79\ \O\ / / QOQ T’> Q 60676
Qs Ve N O Qo a5 Qs s o 080 o N S Oy T o B e

QT

(b)

Ficure 6.17: Time series for 1999-10-01 to 2000-03-31 of (a) the feersions of baroclinic

growth rate and (b) barotropic growth rate. The lines intiaghen storms passed through Europe:

Anatol on 1999-12-03; Franz on 1999-12-12; Lothar on 19226; Martin on 1999-12-27;
Kerstin on 2000-01-29.
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Ficure 6.18: Surface weather chart for 1999-12-11, illustratitggra Franz. Contours of mean sea level pressure, diagnbsisris and station plots also
shown.
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Ficure 6.19: Weather chart on the 500hPa isobaric surface for 12991. Solid contours of geopotential height of the 500hiR#ase, dashed contours of
1000 to 500hPa thickness. Data from radiosonde launchesladsvn.
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6.5.4 Anatol

As can be seen from Figure 6.17, Anatol is related to an increasing vathe barotropic growth
rate. Therefore, part of the reason that he is not related to an excalbibigh value is because
the value at the start of the increase is very low. This could indicate thaegiavay of identifying
storms in the barotropic growth rate could be to search for sharply inogeealues. As mentioned
earlier, this could also be the case for the baroclinic growth rate. HoweVem this was tested
(not shown), it did not improve the hit rate for associating either the liaroor barotropic growth
rate with the selected storms. Furthermore, this would not make physica asrassmetric for a
storm-prone situation. Energetically, the peak represents the build ugafieavailable for storm
development, whereas the drop is associated with the storm removing tingy and converting

it to eddy kinetic energy. Therefore, the identification of peaks will remaitha method used.

6.5.5 Summary of Examples

Broadly speaking, the storms are generally associated with peaks intaireasf the metrics. The
analysis of Klaus and Quinten indicates that there are many factors thattogeteer to cause
cyclogenesis. Storm Klaus in particular, being the most intense storm skldicigtrates the idea
of a ‘perfect storm’, where these factors work together to generatxegptionally intense mid-
latitude cyclone. This may also be the case with Urania and Franz, whichestifield as peaks in
the barotropic growth rate but not the baroclinic growth rates. Howeween upper air charts are
examined, baroclinicity is present, which could mean that the barotropicanodImic processes
both contribute towards deepening but that the baroclinicity is not aboveatrepercentile of

climatology.

Those storms that are not are associated with a peak are generalliats$odath a high value
of the metric, as shown in Table 6.3 by the percentiles of the SPS metrics with thieicttorms

are associated. In the cases of Daria and Gero, there are peatkg after they occur. While this
could indicate that the window used to distinguish whether a storm is assosigtelpeak should
be widened, this was rejected for practical and physical reasonsexdmple of Anatol allows
discussion of whether peak or drop identification would be the optimal apprdrhe outcome is
that peak identification is better, because it represents the build up otijpbtarergy ahead of the

storm, whereas the drop represents the storm removing the energy.
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Despite the mostly successful link between the selected storms and the SPS,nistrie are
many peaks in the growth rates that are not associated with one of the dedemtas. The next

section will analyse these null cases.

6.6 Null Cases

There are 1143 instances where there is a peak in the growth rate, lpgakés not associated
with any of the selected storms. From these, a subset is discussed, liricetamine a variety
of cases in sflicient depth as to ascertain why they are null cases. Baroclinic pealisaussed,
because more storms are identified in baroclinic rather than barotropitigrates. For simplicity,
only peaks in QGD are included, due to the similarity between the four versibharoclinic

growth rate compared to surface charts.
The subset of null cases — where there is a peak but not a selected-stoe selected based on
the following criteria:

e Onerandom peak per year, so that a particular weather pattern ismplieshmultiple times,

e After June 1999, because this is the earliest date when surface nerebsuts are archived

at the BADC,
¢ Not within a week of any selected storm, to ensure that a selected stormtierreason for

the peak.

This results in eight dates for further investigation. On examination of tha&irtghit becomes
clear that these null cases generally fall into three categories:

1. High and Low

2. Occluded Low

3. Mature Low
Representative members of this set are analysed further, with theesprisasure charts and maps

of QGD shown in Figures 6.20, 6.21 and 6.22. Each of these will now bestsd in turn, along

with the implications for each of these categories.
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6.6.1 High and Low

Two typical examples of this are shown in Figure 6.20.The first example of (h@99-11-21,
Figure 6.20a) shows only a weak trough starting north of the Faroe klarch does not produce
a suficiently strong pressure gradient to drive the strong winds that couldticffimage. The
reason that this trough did not become intense, despite there being baiyclocally (Figure
6.20b), could be because no other deepening processes were thseestpfor example, the jet
stream could have been too weak. Alternatively, Figure 6.20b implies thattoelinic wave is
already breaking (Section 2.2.6), which as it is associated with cyclolysissiiea storm is likely

filling.

On 2006-03-24, the midlatitude cyclone is blocked (Figure 6.20c). Whileigtednessure centred

at 20 W, 5° N is not particularly strong, over the preceding days (not shown) it haedieqgh the
progress of the cyclone ficiently that by the time it reaches Europe, the cyclone’s intensity is
diminished and it no longer has the potential to inflict damage. The high QGD igiarda of
the storm, indicating that the storm is still developing (Figure 6.20d). Howeherblocking is
suficiently strong and the storm is iciently weak that it does not have the potential to inflict

damage on Europe.
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Ficure 6.20: Two of the random null case dates, showing how highspirescan block midlatitude
cyclones: (a) the Met fiice surface pressure chart for 1999-11-21, (b) QGD for 1982, (c)
the Met Gfice surface pressure chart for 2008-02-08, (d) QGD for 2GD8®
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In short, these examples are too weak, in the wrong place, or moving in thregvdirection
to inflict damage on Europe, due to thffeet of a blocking high pressure. That this blocking

situation is associated with high baroclinicity is a notable caveat.

6.6.2 Occluded Low

There are two of these randomly-selected cases where a peak in QGI3 oodhe same day that
Europe is being féected by an occluded low: 2002-11-24 and 2010-02-06. The supfassure

charts and QGD maps for these are shown in Figure 6.21.
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Ficure 6.21: Two of the random null case dates, both showing an dedmidlatitude cyclones:
(a) the Met Qfice surface pressure chart for 2002-11-24, (b) QGD for 20D24, (c) the Met
Office surface pressure chart for 2010-02-06, (d) QGD for 2Q2-0&

Figure 6.21a shows that, on 2002-11-24, there was a low pressureteshef Ireland, associated
with some occluded fronts. There is some evidence of cyclogenesis onuttem flank of the
main low, df the west coast of Portugal and over the Azores. However, neithinese has an
unusually low core pressure nor a strong pressure gradient, so ttemtg@l to inflict damage if
they track over Europe is low. The values of QGD are not high in a singleerent area near
either storm (Figure 6.21b). The high baroclinicity is most likely related to thedeer Canada,

centred in the Gulf of St Lawrence. However, this cyclone is in a mature stagd subsequent
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charts (not shown) show that by the next day, this low is filling, and ss doereach Europe but
stays west of 10WW/. Therefore, there is an argument that the western boundary of thedeakfor
averaging the growth rates should be brought further east, to avoidrozapcyclogenesis in this
area that is not relevant to Europe. However, cyclogenesis in thisardaad to storms that could
inflict damage on Europe, such as storm Agnes (Figure 4.6), and sotimeldéry will remain at

its current location.

The situation is similar in the case of 2010-02-06; while an occluded cyclangshover the UK,
in the west Atlantic there is a very low (941hPa) cyclone. However, thifoogcis also in the
occluded stages of development, and so it is filling. Subsequent chatrsh@wn) reveal that this
cyclone remains in nearly the same location throughout its filling, developingicdmplex range
of fronts and secondary low-pressure centres over the courséeof days. Despite the presence
of quite high growth rates in the area of interest (Figure 6.21d), thesastne not strengthening.

In short, this storm did notfeect Europe.

Overall, these two examples reveal that there are cyclones that deveélmpvirestern Atlantic that
do not reach Europe. However, they are often slow moving and at aenstage before reaching
the area used for averaging the SSI. This illustrates an important canaefarecasting situation,
in terms of the mobility of the cyclones on the western edge of the domain. One\ietpent

could include a criterion regarding the speed at which the cyclone is trayellin

6.6.3 Mature Low

Of the eight random dates, two appear to be associated with coherentemationes, both with
high values of QGD over Europe. The first example of this, 2001-1{F8fure 6.22a), shows a
low pressure system at 2/, off the Irish coast. The high values of QGD are in the vicinity of the
storm (Figure 6.22b), so it is not surprising that during this time the stormepet@ang. However,
subsequent charts (not shown) reveal that this storm’s track hasng stortherly component, and

it subsequently moves harmlessly between the UK and Iceland.

The second example from 2006-11-30 is undergoing explosive diegpen the 24 hour period
centred on the chart in Figure 6.22b, the cyclone there showndt/26ft the west of Ireland
undergoes 31hPa of deepening. QGD is also high near to the storm, inglibatioclinicity and

the potential for the storm to develop further, However, the subseghars (not shown) illustrate

that this storm’s track also has a strong northerly component, and it stalisoaland. It is also
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important that there is a high pressure covering BeNeLux and westemaag, which blocks the
storm from encroaching on Europe. The only regiditiced by a strong pressure gradient and,
by inference, strong winds is the Western Isles of Scotland. Since stoemessglected based on
SSI (how exceptional the wind speeds are for each grid point, summeden@ie area covering
Europe), a storm thatfiects a small fraction of the area will not have an exceptionally high value

of SSI. This is the reason why this storm is a null case, rather than a skttoten.

6.6.4 Discussion

Broadly speaking, these null cases are easily explained. They are mexiljiated with a midlat-
itude cyclone, but one that is not moving at the right speed or in the rigi¢tibn to potentially
inflict damage on Europe. Therefore, there are caveats to using Q@b 8BS metric: that the
storm must be moving in the right direction and at the right speed to readp&uvhile still a

strong storm.

An improvement to this as a way of identifying potentially damaging storms befenserdach
Europe could be to include feature-tracking elements. This could deternhiegher the storm is

moving in the right way to reach Europe while still an intense storm. Howevismibuld involve
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Ficure 6.22: Two of the random null case dates, both showing Eurepeglafected by a mature
cyclone: (a) the Met @ice surface pressure chart for 2001-11-30, (b) QGD for 20DB4, (c)
the Met Otice surface pressure chart for 2006-11-30, (d) QGD for 20D&A
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linking the algorithm that detects peaks in the baroclinic growth rate with theitligothat tracks
the storms. This goes against the aim of having a simple metric for a storm-gitaagon, and
begins to filter the storms that are associated with peaks in the SPS metric. &atrgirqressing

is left for future work.

One further caveat that is not observed within this set of null casesddrorg those studied but
not included here —is that baroclinicity is a necessary but nicgent condition for cyclogenesis.
The atmosphere being arranged so that density is a function of presslitemperature (not just
pressure) does not cause a cyclone to form; however, if that amaewy is perturbed slightly, then
the perturbation is ripe to grow into a midlatitude cyclone. However, this analygibes that
the development of a storm with an imperfect track for potentially inflicting daagEurope is

more likely to be the cause of the null case, than the absence of the initiallzeitun.

6.7 Storm-Prone Situations and Intensity

Table 6.6 shows the storms and the SPS metrics they are associated withrtedtbsotheir
intensity according to the storm severity index (SSI, Section 3.2). On ex#onin# becomes
apparent that there is no clear link between intensity and whether or notra s identified
by the SPS metric, or between intensity and which metrics are successful.ugfitibe most
intense storm (Klaus) is located in all five versions of the growth rate, thitsesthe case for
storm Quinten, which is in the bottom third of this list. This lack of a relationshidccbe for
a number of reasons. Firstly, SSI may not be the best measure of stomsiint® use in this
context, because it measures how exceptional the wind speed is ataachlpmight be more
appropriate to use a measure for eddy kinetic energy, as this is whatrtiwitia and barotropic
energy become. Alternatively, minimum core pressure or maximum vorticitiddmiused, as in
previous studies, but this would be inconsistent with the rest of this wankbhabance, SSl is used

here for consistency.

Secondly, the absence of a clear link between intensity and the SPS metdcsgnpost that
there are aspects of storm development that are not captured by thisdhoétheasuring a storm-
prone situation. This is likely, because some aspects of cyclogenesistdamccounted for
explicitly on this scale. The notable example is of diabatic processes, whgctoaaccounted for
analytically, only implicitly by use of the moisture field. These themes will be exdloré&ection

6.8.2. This approach does also not explicitly consider the position or strefighe jet stream,
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PTE type| QGD

storm SSI | Jet Category
Klaus 55.47 | Cross late | Diabres
Vivian 46.31| Cross early | Horiz
Wiebke | 46.31| Cross late | Horiz
Kyrill 39.47 | Cross early | Horiz
Lothar 37.68 | Cross late | Diabres
Martin 37.11| Cross late | Horiz
Emma 34.09 | Edge Horiz
Jeanette | 27.51 | Edge Diabres
Daria 27.33| Cross early | Horiz
Agnes 19.69 | Edge Horiz
Anatol 18.60| Cross early | Horiz
Udine 17.16 | Cross early | Horiz
Rebekka | 16.25| Cross early | Horiz
Lara 15.68 | Edge Horiz
Xynthia | 14.98| Split Diabres
Jennifer | 14.65| Cross late | Horiz
Gero 13.53| Split Diabres
Hanno 13.38| Cross late | Horiz
Silke 12.42 | Cross early | Diabres
Elke 10.93| Split Horiz
Dec 1993| 9.89| Split Horiz
Urania 9.29 | Cross late | Horiz
Nana 9.24 | Edge Horiz
Quinten 8.32 | Cross late | Diabres
Verena 8.31 | Cross late | Horiz
Kerstin 7.98 | Edge Horiz
Pawel 7.82 | Edge Horiz
Cyrus 7.80 | Cross early | Horiz
Lukas 7.77 | Edge Horiz
Franz 7.70 | Edge Horiz
Frieda 7.64 | Edge Horiz
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TasLe 6.6: The list of storms, described by the two methods of ecategtion and ordered by
intensity (SSI), along with the percentile values of eacbmgh rate with which each storm is
associated, shaded as per Table 6.3.

though it does consider the vertical wind shear so strength is consiiepéiditly. How the storm

track and jet stream are configured facilitated the division of storms intajegories, and their

relationship with the SPS metrics will be discussed in Section 6.8.1.

Table 6.6 hints that there might be a weak relationship between intensity and$ma@&rics. Tests

for correlation (not shown) show very weak positive correlation betw8SI and the percentile

values, which is not significant under the relevant t-test (Equation @%g.way to assess whether

there is a weak relationship is to compare the four most intense and fountegiste storms. When
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this is done in QGD all four high-intensity storms exceed the 98th percentileianitéut only one
out of the four low-intensity storms do so. Similar comparisons can be madg@i, SGD and
SGM, indicating a weak connection between intensity as measured by S8l &mar baroclinic
metrics. No such relationship appears for BT. In short, a slight conmeappears between the
baroclinic SPS metrics and the intensity (SSI), but it should be noted thatktipnship is weak,

because it does not stand up to statistical testing.

6.8 Storm-Prone Situations and Storm Type

This work now concentrates on the potential for a relationship betweerategaries a storm is
in, and the SPS metrics associated with each storm. Two methods of categongatégoused in
Chapter 4: one based on the configuration of the jet stream and the stmkndnd the second
based on the terms that dominate the deepening according to the PressdeacleEquation

(PTE). These will now be discussed in turn.

6.8.1 Jet Stream Categories

The selected storms were divided into categories, based on the cotifiguwhtheir tracks and
the jet stream. The method used for this is discussed in Section 3.4, and sstiscof each jet
stream type can be found in Section 4.4. Four types were identified:

e storms that cross the jet early in their lifetime (‘cross early”),

e storms that cross the jet late in their lifetime (‘cross late’),

e storms that do not cross the jet, but travel along its perimeter (‘edge’),

e storms that are influence by more than one jet stream (‘split’).
The analysis of the association between the SPS metrics and these catedidiodew a similar

pattern to that described in Section 3.5. The raw numbers and percefiagesh category that

each SPS metric identifies at the three thresholds are shown in Tables 6.7.

In terms of the percentage of each category identified at or above thep88tantile threshold

(Table 6.8), QGD is the best metric for three jet-stream categories: ceols eross late, and
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QGD

98th 90th 80th Fall
CE| 5 3 0 0
cL| 8 1 0 0
ED| 7 3 0 0
SP| 2 2 0 0
SGD

98th 90th 80th Fall
CE| 6 1 1 0
cL| 6 2 o0 1
ED| 7 2 1 0
SP| 0 4 0 O

QGM

98th 90th 80th Fail
CE| 4 4 0 0
cCL| 4 5 0 0
ED| 3 5 2 0
sSP| 2 1 1 0
SGM

98th 90th 80th Fall
CE| 6 2 0 O
cL| 6 2 1 o0
ED| 6 4 0 0
SP| 2 2 0 0

TasLE 6.7: Tables showing the number of storms associated with&fgbe four baroclinic growth
rates at the dierent percentile thresholds, for each jet stream cate@@th refers to the number
of storms associated with a value at or above the 98th peleed@th refers to those between the
90th and 98th percentiles; 80th to those between the 80tB@thdoercentiles; Fail to the number

of storms associated with a value less than the 80th peleenti

QGD QGM

98th 90th 80th Fail 98th 90th 80th Fail
CE | 625% 37.5% CE 50.0% 50.0%
CL | 88.9% 11.1% CL 44.4% 55.6%
ED | 70.0% 30.0% ED 30.0% 50.0% 20.0%
SP | 50.0% 50.0% SP 50.0% 25.0% 25.0%
SGD SGM

98th 90th 80th Fall 98th 90th 80th  Fail
CE | 75.0% 125% 12.5% cross early| 75.0% 25.0%
CL | 66.7% 22.2% 11.1% | crosslate | 66.7% 22.2% 11.1%
ED | 70.0% 20.0% 10.0% edge 60.0% 40.0%
SP 100.0% split 50.0% 50.0%

TasLe 6.8: Tables showing the percentage of storms associatédeaith of the four baroclinic
growth rates at the ftierent percentile thresholds, using the raw numbers fronleTa. The jet
stream types are abbreviated: EEross early, CL= cross late, EB- edge, S split.

edge. It is expected that it would perform best for the storms that spest or all of their track

on the north side of the jet, because the cold, dry air found there woulatesgpthe potential

influence of moisture. However, that it performs best for storms thaisctioe jet stream late is

unexpected. Since storms that linger on the south side of the jet are likelgnad $pnger in the

warm, moist air found there, the moist SPS measures should be more stresghjated with

these storms. For the split-jet storms, half of them are located in QGD at thep88tantile

threshold, but this is also the case with QGM and SGM. This is consistent withureofgaying

a more important role for these storms than for the other jet stream categéaesver, there are



Chapter 6.Storm-Prone Situations 212

only four storms in this category, and so firm conclusions cannot berdBvoadly speaking, that
QGD is the metric associated most strongly with most categories of storm indicatiesportance

of dry dynamics and baroclinicity in cyclogenesis.

Comparing the dierent thresholds, QGD remains the most successful metric for all stdewn ca
gories; by the 90th percentile, all of the storms in all categories have beatifidd. SGD is the
least successful, with two storms that are not associated with a high vatllne ofetric, and one
that is associated with a value above the 80th percentile threshold. Brdzel§8th percentile
appears to be the best threshold of the three used here, becausa sgufagently high success
rate for associating the SPS metrics with the selected storms that statistical telséspeaformed
and the diferent categories can be compared. Using a threshold above whichtladl diferent
categories of storms are identified would impede the assessment of a rdigtioetveen the SPS

metrics and the dierent storm categories.

(@) (b)

98th 90th 80th Fail 98th 90th 80th Fail
CE 0 4 1 3 CE 0% 50.0% 12.5% 37.5%
CL 5 1 1 2 CL | 55.6% 11.1% 11.1% 22.2%
ED 4 2 0 4 ED | 40.0% 20.0% 0.0% 40.0%
SP 2 0 1 1 SP | 50.0% 0% 25.0% 25.0%

Tasie 6.9: For the barotropic growth rate, (a) the raw numbers ddHe percentages of the

storms in each jet stream category identified in each pdtedhteshold, as per Tables 6.7 and

6.8. The jet stream types are abbreviated: €£&ross early, CL= cross late, ED= edge, SP-
split.

The BT metric (Table 6.9) is successfully associated with more than half ofdhasthat cross
the jet stream late, indicating that horizontal wind shear is important for thel@f@ment of these
storms. The BT metric is also associated with half of the split-jet storms. It idyhsudprising
that storms with more than one jet maximum involved in their development are gsalito
develop by horizontal wind shear, although an important caveat is that #éne only four storms

in this category.

The final piece of analysis uses a similar approach to that used in Sectjonhé@ the expected
number of storms in each category are compared to the observed valuexpected value is
calculated on the row and column totals for the number of storms in each catatgntified in
each metric, as described in Section 3.5.2. This analysis is only performtéte{88th percentile,
for reasons discussed earlier in this section. THEedinces between the number of storms ob-

served and expected is shown in Table 6.10. Positive values indicate thastooms in a given
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QGD | QGM | SGD | SGM | BT

Cross Early| -0.44 0.79| 131 1.06| -2.72
CrosslLate | 0.49| -0.44| -048| -0.82| 1.25
Edge 0.01| -1.13| 0.96| -0.35| 0.51
Split -0.07 0.78| -1.79| 0.12| 0.96

TasLe 6.10: Diference between the number of storms observed and expette@ssociated with
each SPS metric at the 98th percentile threshold, for eadtrgam category. Shading illustrates
whether the value is positive (pink) or negative (blue).

category are observed to be related to a high value of a given metric tpanted; negative values
indicate fewer storms than expected are similarly related, to illustrate the rgbtatif@mance of

each metric for each category.

Table 6.10 shows the flierences between the observed and expected values of succemsfiilid
cation in each metric, for each jet category. indicates that the QGD metrirperfelatively well
for the storms that cross the jet stream late, but relatively badly for thaserss early. The SGD
metric is more likely than expected to be associated with cross early and edgsttyms, but
less likely for cross late and split-jet storms. Thé&e@liences between the QGD and SGD metrics
illustrates that vorticity is a key factor in the development of cross-earlyealyd storms. QGM
and SGM both perform well for the cross early and split-jet storms, whichtp towards moisture
being important for these categories of storm. Comparing QGD and QGM aisorstrates this,
because more storms than expected are associated with a high value of theensiis, whereas
fewer than expected are related to such a value in the dry counterpag.isTimexpected for
cross early storms, because they spend their time on the northern, dei@f siek jet stream. The
barotropic measure of SPSs behaveétedently from its baroclinic counterparts, identifying fewer
than expected storms that cross the jet stream early, but more of the otecttegories. How-
ever, these results may not be significant, given the small number of steewsof the storms are
associated with a value of BT greater than the 98th percentile, and whenateedivided by jet

stream category it means there are fifisient storms to draw firm conclusions.

Overall, QGD is the best or joint-best metric for all four jet stream categafistorm. While some
of the subtleties of interactions between the jet stream and storms are dapigreiferent SPS
metrics do not fairly represent the range of such interactions. Howigiis not the only method
of categorising the storms under consideration; the next section willppeonilar analysis for

the diferent PTE types.
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6.8.2 Pressure Tendency Equation Type

The second method of dividing the storms was by which terms dominated theiemlag, ac-
cording to PTE analysis. Section 3.4.2 describes the method used to idenséy ghecesses,
and the results are discussed in Section 4.5. While several procesdesydo development, the

deepening of the storms was predominantly due to two of them:

¢ horizontal temperature advection (‘horiz’),
e diabatic processes (‘diab’).
This leads naturally to two types of storms, depending on which of thesegses dominates the

deepening. The relationship between these types and which of the SPSsriedristorms are

associated will now be explored.

QGD QGM

98th 90th 80th Fail 98th 90th 80th Fail
Horiz 18 6 0 0 Horiz 9 13 2 0
Diab 4 3 0 0 Diab 4 2 1 0
SGD SGM

98th 90th 80th Fail 98th 90th 80th Fall
Horiz 15 7 1 1 Horiz 16 7 1 0
Diab 4 2 1 0 Diab 4 3 0 0

TasLE 6.11: Tables showing the number of storms associated with efithe four baroclinic

growth rates at the ffierent percentile thresholds, for each PTE type. 98th rafetse number

of storms associated with a value at or above the 98th peleedth refers to those between the

90th and 98th percentiles; 80th to those between the 80tB@thdpercentiles; Fail to the number
of storms associated with a value less than the 80th peleenti

In terms of the raw numbers of storms related to high values of each bardsh8anetric (Table
6.11), horiz-type storms appear to do well in most metrics, and diab lessosgeudr, the picture
is blurred somewhat by the relative populations of the two PTE categoeg: Has 24 members,

but diab only 7. Therefore, percentages are a better approachdessing the relationships.

These percentages are shown in Table 6.12. For horiz-type storms,i€@8® metric that most

often has values over the 98th percentile during storm development. Thigipacted, because it
reinforces the link between large-scale, dry baroclinicity and stormsenm@izontal temperature
advection is the most important deepening process. For such advectiooui the atmosphere

should be baroclinic. This links together the large-scale SPS approdctharsmall-scale PTE
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QGD QGM

98th 90th 80th  Fail 98th 90th 80th  Fail
Horiz | 75.0% 25.0% Horiz | 37.5% 54.2% 8.3%
Diab | 57.1% 42.9% Diab | 57.1% 28.6% 14.3%
SGD SGM

98th 90th 80th  Fail 98th 90th 80th Fail
Horiz | 62.5% 29.2% 4.2% 4.2% Horiz | 66.7% 29.2% 4.2%
Diab | 57.1% 28.6% 14.3% Diab | 57.1% 42.9%

TasLE 6.12: Tables showing the percentage of storms associatbceach of the four baroclinic
growth rates at the ffierent percentile thresholds, using the raw numbers fronteTald 1.

approach. The percentage of storms associated with values over thee®8thtile is significantly
lower in QGM than QGD, indicating that moisture is not particularly key to theietigument. The
percentages for SGD and SGM are similar, but both lower than QGD, indjctitat considering

only planetary vorticity not relative, local vorticity is ficient for horiz-type storms.

For diabatic storms, the picture is less clear. Exactly the same fraction of shoerfeecated above
the 98th percentile in all four baroclinic metrics, so tifieets of including moisture in the SPS are
not apparent here. This analysis could be improved by including moratitediorms; however,
this would lessen the potential depth of the analysis considerably, and sb d®me as part of
the current work. That the same fraction of diab storms are identified im &tric means that,
compared to horiz-type storms, moisture and local vorticity play a more impaouabkntHowever,

their relative importance is flicult to unpick from Table 6.12.

(a) (b)

98th 90th 80th Fall 98th 90th 80th Fail
Horiz 7 5 2 10 Horiz | 29.2% 20.8% 8.3% 41.7%
Diab 4 2 1 0 Diab | 57.1% 28.6% 14.3%

Tasie 6.13: For the barotropic growth rate, (a) the raw numbers (@)dhe percentages of the
storms in each PTE type identified in each percentile thidshg per Tables 6.11 and 6.12.

For the barotropic growth rate, one interesting feature does appeaf:iadl storms that are ‘fails’
(i.e. where the value of BT is less than the 80th percentile) are all horiz-fyige implies that the
barotropic growth rate is more important for diab-type storms than horizg{grens. Again, this
is indicative of the idea of a perfect storm in these diab cases. Since #ilebroclinicity is not

exceptional enough for horizontal temperature advection to dominate¢pexdi@g, then a coming
together of other factors leads to the generation of a severe storm. Windelibiity is still

present for diab-type storms, it is weaker than for the horiz-type stofims. means that diabatic
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QGD | QGM | SGD | SGM | BT
Horiz | 1.18  -0.94| 047 0.71| -1.41
Diab | -1.18 0.94| -0.47 | -0.71| 141

TasLe 6.14: Difference between the number of storms observed and expette@ssociated with
each SPS metric at the 98th percentile threshold, for eaéhtipFe. Shading illustrates whether
the value is positive (pink) or negative (blue).

processes and horizontal wind shear work together, to deepen the stben the baroclinicity

and associated horizontal temperature advection are too weak.

This idea is supported by the data shown in Table 6.14, which considersl#tiee performance
of the diferent metrics. This is similar to Table 6.10, comparing the observed andtedpedues
for each PTE type. More diab storms are associated with a high (above&g&tintile) value of
BT than expected, illustrating that the two processes do work together tyajersome severe
midlatitude cyclones. As already discussed, QGD performs best with tygrézstorms, here
shown by the greater number of horiz storms that are associated with adlighof QGD than
expected. SGD also performs slightly better for horiz-type storms thantgsh-for similar
reasons. QGM is more closely associated with diab-type storms, indicatingpdisture is more
important for diab storms’ development, as expected. However, SGMmesfbetter with horiz-
type storms that diab-type, so the connection between the large-scale méigtis that feed into
the QGM and SGM metrics and the occurrence of small-scale diabatic pes@ssording to PTE

analysis is not clear.

However, there are some nuances to the relationship between the SPS amadrite storms.
Despite the strong link between QGD and the horiz-type storms, there ampksaof storms
where this is not the case. Urania is one such horiz-type storm notiatesbevith a peak in
any of the baroclinic metrics here (Figure 6.23a). This could perhapsaitedibat there is not a
perfect relationship between the extent to which horizontal temperatwectoh dominates in
the PTE analysis, and the strength of the baroclinicity across the largefghe North Atlantic
and Europe used to calculated the SPS metrics. This is to be expectedséotwmtwo are very
different approaches. The way baroclinicity is measured here looks ajeadega and averages
over it, whereas the PTE analysis examines a small box in the region arceistbtim. This is
an important caveat to remember as the analysis continues. Howeveratbareny examples

where the opposite is true. Storm Anatol is also a horiz-type storm, anddsiate] with peaks in
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the four baroclinic growth rates, as can be seen from Figure 6.23b, dlbisgside the statistical

approach already taken, indicates that QGD performs particularly wellheitiz-type storms.

There are also some nuances to the relationship between these metrics diadhitype storms.
It is anticipated that a storm with strong diabatic influences would be more likdie tassoci-
ated with peaks in the moist growth rates. From the PTE analysis, the main dfignthia’s
deepening are diabatic processes, indicating that moisture and the tstoeli@ase of latent heat
is a key factor in her development. This is reflected in the high values of Q@MNVB&M before
Xynthia develops (Figure 6.23c), because these consider the humidiy @i iin their calculation
of stability. Diabatic processes have greater potential to occypatalbe more powerful in air of
higher humidity, because there is more water vapour present that camberted to liquid water
and facilitate latent heat release. However, Lothar is associated wittkarpeee two versions of
the dry growth rate (QGD, SGD), illustrated in Figure 6.23b. This is not witatld be expected;
as Lothar’s deepening is also driven by diabatic processes, acgaodine PTE analysis, moisture
should be key to his development, but this is not associated with peaks in thradisbgrowth
rates (QGM, SGM). This illustrates that the relationship between the moistlyrates and the
diabatic PTE-type storms is imperfect. This is for similar reasons to the impedkdionship
between the baroclinic growth rates and horiz PTE-type storms. The tWayalit analyses take

different approaches, particularly in that they consider veffgdint scales.

Overall, there is a link between the PTE categorisation of the storms and the&R& associated
with them; however, it is not a strong relationship. It is expected that storivesndby horizontal
temperature advection, according to PTE analysis, will be more stronglydlittkéhe baroclinic
rather than the barotropic growth rates. This is because, for horiztamederature advection to
occur, then the atmosphere should have a horizontal temperature gragidrso be baroclinic.
While this is the case for storm Anatol, it is not the case for storm Urania. disis expected
that storms that are diabatically driven will be more strongly related to the moistcsi¢han

the dry, because of the necessity of the presence of moisture for digbatiesses such as latent
heat release to occur. While this is the case with storm Xynthia, it is not fandtothar. This

is probably due to the very fierent approaches taken by the PTE and SPS analysis; the former
examines the drivers of a storm on & 8 3° box, whereas the latter considers the average of
a metric over much of the North Atlantic and Europe. In summary, there is a litkelam the

QGD metric horiz-type storms, where horizontal temperature advection dtesitiee deepening
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Ficure 6.23: Time series of the four versions of baroclinic growdterfor (a) for 1994-10-01 to
1995-03-31 (the black vertical line indicates when storrania passed through Europe on 1995-
01-23), (b) 1999-10-01 to 2000-03-31 (Anatol on 1999-12#2nz on 1999-12-12; Lothar on
1999-12-26; Martin on 1999-12-27; Kerstin on 2000-01-29)] (c) 2009-10-01 to 2010-03-31

(Xynthia on 2010-02-28).
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according to PTE analysis. The expected connection between the moish&R& and diab-
type storms is only weakly apparent. However, there is a link between digbstprms and the
barotropic growth rate. This could demonstrate that in the cases wheeeishardeficiency of
baroclinicity, the horizontal wind shear (barotropicity) and diabatic psees work together to

generate a storm, ficiently severe to be one of those selected here.

6.9 Storm-Prone Situations and Storm Predictability

The next steps examine the links between this work on SPSs, and the wedaped in Chapter 5
regarding the predictability of the storms. The analysis used the 26 stornme Wtear regression
is valid to derive the ‘simple metric for forecast quality’ (Section 5.4), usirgiytbperational fore-
casts. Here, the values forfifirences between the forecast and the analysis (forecast - anatysis)
24 hours calculated from linear regression are compared to the perceiffitiesSPS metric values
associated with each storm. This is done in terms of calculating Pearsomnéation Codicient
(R), and using Spearman’s Rank Correlation fioent (Rs), and the results are shown in Tables
6.15, 6.16 and 6.17. In terms of R, the significance of the correlation is tesied a t-test, and
comparing the value to a reference value for the number of degree=eofdm. Here, the reference
value is 1.711 (Rees, 2001, Table C.5). gy, the ranks of the diierent storms in each variable
are compared and the d@eient calculated. The value is compared to a referencéic@at, to

determine whether the correlation is significant, which is 0.392 (Rees, 2780l C.12).

Test R t sig?| Rs sig?
QGD | -0.094| -0.461| x | -0.009| x
QGM | 0.004| 0.021| x |-0.054| x
SGD | 0.101| 0.497| x |-0.010| x
X
X

SGM | 0.075| 0.368| x 0.022
BT 0.342| 1.783| V 0.229

TasLe 6.15: Testing correlation between the SPS metrics and gedddiity metric for longitude,
using Pearson’s correlation daeient (R), its test for significance (t), Spearman’s rankelation
codficient (Rs), and whether the two tests are significant or not.

Table 6.15 broadly shows that there is no significant correlation betveeecetst quality for longi-
tude of the selected storms and the strength of their storm-prone situatia@re.ilone exception:
positive correlation between longitude and BT, meaning storms associated stithng value of

BT are better forecast in terms of longitude. This is likely because BT sepis horizontal (zonal)



Chapter 6.Storm-Prone Situations 220

wind shear, and an area with a large amount of such shear is likely toagereecyclone. That
this process is well understood means the forecast quality is better fdiolocd he reason it is
particularly in terms of longitude is because the strong horizontal wind sloedat guide the storm
through a particular zonal band, making its speed easier to forecastevdnvit is important to
note that, if correlation is sought in a lot of cases, then some correlationevithdnd by random

chance, and so there may be no physical reason for this correlation.

Test R t sig?| Rs sig?
QGD | -0.323| -1.671| x | -0.464| v
QGM | -0.019| -0.091| x | -0.038| x
SGD | 0.026| 0.129| x |-0.471| V/
X X
X X

SGM | 0.150| 0.743 -0.041
BT -0.097 | -0.479 0.208

TasLe 6.16: Testing correlation between the SPS metrics and @edddiity metric for latitude,
using Pearson’s correlation d@eient (R), its test for significance (t), Spearman’s rankelation
codficient (Rs), and whether the two tests are significant or not.

Table 6.16 shows that there is little correlation between the SPSs metrics amdabast quality
of latitude. There is some negative correlation between the two dry SPS nm{€d3 and SGD)
and the latitude forecast error. This means that storms with a higher valiie &PS metrics
tend to be worse forecast. This is consistent with baroclinicity being a legrfan determining
the region through which the storm moves, due to the storm strengtheningmmbetregions of
strongest north-south temperature gradient. Stronger temperatuiiergsadre harder to model
on a grid, because a high resolution is required to capture the fine dethi¢ dbcation of the
temperature gradient. Therefore, the location of the strongest bardglisioot well captured by

a forecast model, and so these storms tend to be worse forecast in tdooatmh.

Test R t sig?| Rs sig?
QGD | 0.222| 1.114| x 0.286| x

QGM | -0.029| -0.141| x |-0.311| x
SGD | 0.235| 1.185| x 0.276| x
SGM | 0.177| 0.879| x | -0.076| x
BT 0.084| 0411| x |-0.112| x

TasLe 6.17: Testing correlation between the SPS metrics and giaddllity metric for pressure,
using Pearson'’s correlation déieient (R), its test for significance (t), Spearman’s rankelation
codficient (Rs), and whether the two tests are significant or not.
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Table 6.17 shows that there is no correlation, ranked or otherwise, eetieeecast quality of
storm intensity (pressure) and the SPS metrics. This is unexpected becaalationship between
predictability and the SPS metrics makes physical sense. On one handh@ SRS is not ob-
served as often as a weak SPS, and so in theory storms associated withgaS#®S should be
worse forecast. This would be expected particularly with intensity, givahighwas the variable
with the strongest correlation with forecast lead time, as seen in Chapten Shelbther hand,
stronger forcing is likely to give a stronger storm, so more intense storm&dvieurelated to a
stronger SPS. Either way, little correlation between the strength of the SB8sdsved, by any
metric, and forecast quality, in terms of location or intensity. A couple of coailuins exhibit
weak but significant correlation. However, on the whole, the relatiortsttiween storm SPSs and

predictability is feeble.

6.10 Summary

This work has identified five metrics for storm-prone situations (SPSs):

¢ Dry quasi-geostrophic growth rate (QGD)

Moist quasi-geostrophic growth rate (QGM)

Dry semi-geostrophic growth rate (SGD)

Moist semi-geostrophic growth rate (SGM)

Barotropic growth rate (BT)

These consist of four baroclinic growth rates (QGD, QGM, SGD, SGRY ane barotropic
(BT). There are two dferent models used in the derivation of the baroclinic versions: the quasi-
geostrophic and semi-geostrophic, whictigliin their treatment of vorticity. The quasi-geostrophic
versions consider only planetary vorticity, whereas the semi-geostrgptgions consider the ab-
solute (planetary plus relative) vorticity. The treatment of moisture alferdj with the dry ver-
sions using potential temperatu® &nd the moist using saturated equivalent potential temperature
(fes). The barotropic growth rate simply calculates the horizontal wind shadrsa it is not ap-
propriate to consider moisture here. Theg®adent metrics are calculated and averaged over a box

covering much of the North Atlantic and Europe (Figure 6.2). Sensitivity tgstirperformed to
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optimise the levels in the atmosphere that are used in the calculation, the addanesesraging,
and the best measure of moist temperature (Section 6.2.1). Comparing Wil gates (Section
6.3) shows that the baroclinic growth rates are strongly correlated with eher, but not with
the barotropic growth rate. This is consistent with atmospheric stability beingetemining
factor for the baroclinic growth rates, with treatment of moisture and vortioiindp secondary
factors, and the baroclinicity not being strongly related to horizontal wivehs Examining the

relationships between these metrics and a set of severe midlatitude cyclongslis

The success of finding identifying the selected storms and a peak in ableasbetric is high
(Section 6.4.3), with 29 out of 31 storms associated with a value at or ab®@8th percentile in
one or more of the growth rates. Therefore, the link between the asraged growth rates and
midlatitude cyclones is strong. On an individual basis, a high value (oved8trepercentile) of
the QGD growth rate is most often associated with a storm, so from an absetafeeptive, QGD
is the best performing metric (Table 6.3). This underlines the importance diedioclinicity in the
development of these severe midlatitude cyclones. On the same scorerfBifmgepoorly, with
peaks being associated with the fewest storms. This indicates the relativedngeoof moisture

and vorticity over the barotropicity of the atmosphere.

The examples of storms and their storm-prone situations (Section 6.5) illustaatid¢hrelation-
ship between the storms and the value of the SPS metrics varies considéuahly,the diering
relative importance of the fierent factors used to calculate théelient growth rates (e.g. mois-
ture, vorticity). This analysis allows discussion of the idea of a ‘perféming of processes,
whereby barocliniciy, barotropicity and moisture combine to produce extidgepening in the
most intense case (Klaus), but also combine to produce a less intense(®uwimten). In the
rest of the case studies, these processes are seen alone or in paingiatg other members of
the set of severe cyclones. Two storms, not associated with a valug aff dhe SPS metrics
over the 98th percentile, are associated with fairly high values of those méfeble 6.3), and in
both cases there is a peak just outside the window (96 hours beforeu?g dfter). While this
could be an argument for widening the window, this is not done in this wockile it does not
make dynamical sense; intense midlatitude cyclones rarely take longer thaays¢o cross the
Atlantic. Furthermore, in times of ‘storm seriality’ (Stephenson, 2006),wé¢arge number of
storms occur in a short period of time, then the storm-prone situations woatthpvnore if the

window were wider. Therefore, it is left as 96 hours before maximun &&1 24 hours after.
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Once the SPSs that are associated with a selected storms had been exarnsneghortant to
examine the SPSs not associated with a selected storm — here called aseuSection 6.6).
These are mainly associated with a storm that is moving in the wrong directidntioe &vrong
speed to pass over Europe. This illustrates that the SPS metrics alone ewaldbe used to
forecast a potentially damaging storm over Europe, because the diraciibspeed of the storm
track are also important. However, they will not be included here in theldgwent of an SPS
metric, because the aim of this work is to concentrate on developing a péntiregric for the

large-scale configuration of the atmosphere at the time of cyclogensis.

Overall, the strength of the relationship between the SPS metrics and sevéattudd cyclones
is strong. The ‘null cases’ are mainly associated with storms that do nstgvas Europe. This
indicates that, if a model were trying to simulate these severe midlatitude cyclodess need
to simulate the strong SPSs well. This has implications for climate modelling, whicharenk
to have deficiencies in their modelling of severe midlatitude cyclones. On ok Highey are
also deficient in modelling SPSs, then there is a problem with the generatidron§ slarge-
scale baroclinicity. On the other hand, if climate models simulate SPSs realisticalimitiies
there is a limitation in modelling the conversion of the large-scale energy to thiédkereergy
of a cyclone. Determining which is causing climate models to not realistically septesevere
midlatitude cyclones would allow the identification of model limitations and direct éutaodel

development. However, determining this is left to future work.

The next steps of this work explore whether the link between the storms anfRBs metrics
varies, depending on some properties of the storm under considerit@xamines the how the
SPS metrics perform relative to each other when considering storm intamsitthe two dierent
methods of categorisation described in Chapter 4. There is only a weakciin between storm
intensity and the extremity of the SPSs metrics. In most cases, there is onlyassagiation
between the dierent SPS metrics and the categorisation of the storms in terms of their jet stream
(Section 6.8.1). When a similar analysis is performed for the PTE categorisatio more coher-
ent links emerge. Firstly, the horiz-type storms are more strongly related tav¢hery baroclinic
metrics than the moist metrics, which is consistent with the need for a baroclinispl@e (i.e.
one with a horizontal temperature gradient) to facilitate horizontal temperatiwection. This
shows that the two approaches are related: the PTE analysis which esahengrocesses that
govern a storm’s deepening on the small scale, and the large-scale $R@dptaken in this

Chapter. Secondly, the diab-type storms are weakly related to the two mustiber measures
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and strongly related to the barotropic SPS measure, compared to their retpiavith the dry
baroclinic metrics. This indicates that, when the baroclinicity isfifisiently strong for a storm to
be associated with strong horizontal temperature advection, the diabatespes and background

horizontal wind shear work together to generate a strong midlatitude cyclone

When predictability is considered, there is only a weak relationship with tfierent SPS met-
rics. While most combinations of the five SPS metrics and the three measumeaddt quality
(longitude, latitude and core pressure) show no significant correldkiere are a couple of excep-
tions. The storms associated with strongly barotropic initial conditions tend/obetter forecast
longitudes, indicating that barotropicityfacts the speed of the storm. There is also correlation be-
tween the two dry, baroclinic measures (QGD, SGD) and the latitude of thra,storbaroclinicity
influences the zonal region through which the storm moves. Howevetdhislation is negative,
meaning that storms with stronger baroclinicity are worse forecast in terraditofde, probably
because the forecast models cannot fully represent the strong termpegeddients. An unex-
pected result is the lack of correlation between the forecast quality ésspre and the strength of
the SPS, but this may simply mean that intensity is most strorftggted by the chaotic nature of

forecasting.

Overall, these proposed SPS metrics are related to the selected storms, illachohate some
of the subtleties in storm properties. Notably, there is clearly a relationsitipeba the large-
scale approach that the SPS analysis takes, and the small-scale apdrBddh analysis. This
is illustrated by the link between the storms where the baroclinicity is high as shpwhe SPS
analysis, and those where horizontal temperature advection dominateseppenchg according
to the PTE analysis. There is a similar link between storms associated with higks aflthe

barotropic growth rate and those where diabatic processes dominateeiendeg, implying that
these processes can work together to generate a severe storm. Homgvereak links are found
between the strength of the SPS and the predictability of the storms. In sunthiarghapter

has achieved what was set out in Research Question 3: to develop $iRS,raed explore their
relationship with storm type and predictability. It has found that, in combinatienSPS metrics
are strongly linked to the selected storms; an idea that has important implicatratisfate model

development.
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Discussion and Conclusions

Midlatitude cyclones regularly inflict damage, both human and economic, pEuThis work
has investigated a set of such historical storms, which had the potentialitt diafinage due to
the high winds they produced. Analysis concentrated on their NWP fsigdaefore exploring
the relationships between forecast quality and spread, and the stornahibs. The dynamical
analysis included an assessment of the large-scale configuration trinthgpdnere around the time

the storm was generated (a storm-prone situation, or SPS).

The results of this work could help to identify sources of uncertainty indasés of severe mid-
latitude cyclones. Identifying the processes that cause the uncertaintg tined future work can
aim to minimise them through model development, and so improve forecast quaijyoving
the understanding of these processes will facilitate improvements in model 8onalaf these
cyclones, on time scales from those typical of NWP forecasts to those oftelmadels. Climate
model simulations disagree about the evolution of midlatitude cyclones untteopogenic cli-
mate change (Table 2.1), indicating that current understanding of midlatijitienes is wanting.
While some studies have investigated the jet stream in climate models, there is a cortgrlex
play between the jet and the cyclone making sources of uncertaiffityudti to identify. Taking
the ‘seamless’ approach of using shorter simulations to identify sourcesceiftainty provides

insight into the limitations of climate models (e.g. Martin et al., 2010).

The examination of a set of storms of this size (31 storm events) is a nowalagh that allows
each storm to be investigated in greater depth than would be possible if ak atahms in a

season were considered, but gives a broader picture than inveggigasia studies. Linking storms
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and SPSs directly is also a new approach. Furthermore, exploring thiemstaps between the
types of storm and their predictability has not been attempted in previous tedttke best of the
author’'s knowledge. This chapter is divided into sections based on jeetivbs stated in Section
1.3. First, the results from the selection (Section 7.1) and categorisatiotiqi&.2) of storms
are reviewed, followed by the findings from the analysis of NWP foresgg&ection 7.3). The final
sections discuss storm-prone situations (SPSs), first in terms of their idatiifi (Section 7.4)

and then in terms of their relationship with storm categorisation (Section 7.5).

7.1 Storms Selection

The first step was to select a set of severe historical European wingstexplained in Chapter 4.
The current work focusses on wind damage. While precipitation can alssecdamage through
flooding, the flood risk is fiected by a large number of topographical factors (e.g. proximity to
river and floodplain), so this work focusses on wind risk. The metricueeselect the storms

in this work was the Storm Severity Index (SSI), first proposed by &bakch et al. (2008b). In
essence, SSI relates meteorological variables to the damage a storm éautldver an area of
interest; in this case, over a portion of Europe. Another criterion for #hected storms was that
they should be recent, for reasons of data availability, and so thoseetdefbJanuary 1990 were

excluded.

Calculating SSl led to a list of dates with exceptional wind speeds, but sothes# were rejected
for a number of reasons (Section 4.2). Many dates were associated wigaithe high-wind
event, and so were rejected on grounds of duplication. Some of the regndaties were excluded
because they were associated with meteorological phenomena that #re togtic of the current
investigation: Mediterranean cyclones, high pressure, polar lows, ahioh the winds were
influenced by orography. Finally, a set of 31 severe North Atlantic eyedonvere chosen, with the
potential to inflict damage, including many of the most well-known storms fronpéi®d since
1990 (e.g. Daria, Lothar, Kyrill). These were then tracked automaticadlgt{@ 3.3), to facilitate

the next stages of analysis.
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7.2 Storm Categorisation

Chapter 4 also presented results that categorised the storms. Mianemli options are avail-
able for categorising cyclones; for example whether a storm is more similae tNahwegian or
Shapiro-Keyser model (Sections 2.2.1 and 2.2.2), or whether it exhilgtsrog or anticyclonic
wave breaking (Thorncroft et al., 1993) (Section 2.2.6). Howeveggthis work’s aim to investi-
gate SPSs, the categorisation should consider factorsftkat the deepening of the cyclone. Two
approaches were identified. First, the jet streams of the 31 cycloneexeméned relative to the

storms’ tracks, and four categories were determined:

Storms that cross the jet streaarly in their lifetime (7 storms),

Storms that cross the jet stredate in their lifetime (10 storms),

Storms that do not cross the jet, but moved alongeithgeof it (10 storms),

Storms that are associated witlsglit jet (4 storms).

The second approach used a method from Fink et al. (2012): theupgedency equation
(PTE). This quantifies the contribution of various processes to the digpef the storm, using a

3° x 3° cuboid around the centre of the storm, extending from the surface tdPE)Qhassesses
the changes in properties of the column between successive points d@arthis $rack; the upper

lid, the temperature and the moisture profile. The temperature term is dividethontzontal,
vertical and diabaticféects. The percentage contributions of each process to the deepemang we

calculated, and two dominated the picture resulting in two categories:

¢ horizontal temperature advection (‘*horiz’) (24 storms),

¢ diabatic processes (‘diab’) (7 storms).

While some storms have undergone PTE analysis by Fink et al. (2012), this fisst time that
a set of this size has been classified. In addition, using the percentaigdwaiions to divide the
storms into these categories is a new, more objective method for classifymgsstim the future,
PTE analysis could be used to identify NWP model limitations, by comparing the femas

forecast storm to those in the analysis and identifying discrepancies.
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The two methods of categorisation are linked. The strongest associativedrethese two cate-
gories was between the ‘horiz’-type storms and those that move alonggeeoéthe jet stream,
or cross the jet stream early in their lifetimes. The storms where horizontaktatupe advection
dominates the deepening spend much or all of their lifetime on the northernfdiue jet, where

there is little potential for moist processes to occur because the air is coldelrizr. Therefore,

there is little potential for diabatic processes to occur, so these storms agdikedy to be driven

by horizontal temperature advection. There is a weak link between ‘diabhs and those that
cross the jet stream late or have a split jet stream, because on the warmsio®ist the jet there
is greater potential for diabatic processes to occur, meaning these stl@epening is more likely
to have a greater contribution from diabatic processes. These resoWstisat the small-scale
terms of the PTE are linked to the large-scale influences on the storm, stioh jas stream and

background temperature and humidity fields.

7.3 Storm Predictability

The next portion of the work investigated the predictability of these stormsynmstef forecast
quality and spread (Chapter 5). The strategy followed in this section ds\iate most previous
studies, which have taken either a case study or statistical approachgrdenzent with these
previous studies (e.g. Froude, 2010), in the forecasts the storms @es matense, are slower
moving, and are further north, than in the analysis. In the current warknk was found between
the forecast quality and the intensity of the storms, as measured by SSI stotines. This is
because SSI is sensitive to a number of factors, such as the wind climatfitgg area over

which a storm passes, that are not influenced by forecast quality.

Next, this thesis investigated the predictability of th&atient categories of the storms. Analysis
of the jet stream types has shown that the forecast models could have lingsitationlating the
interaction with the jet stream, because the forecast quality and spreadvamgirdonger lead
times for storms that cross the jet stream early, compared to their later gassinterparts. On
the one hand, this could be because the interaction of the jet stream amdcstutre is not well
simulated by the model, because the uncertainty in the forecast redueethimmoint has passed.
This could be improved by studying jet interaction in more depth, through igebtiscase study-
based modelling. This approach would allow exploration of the sensitivityiféérént factors,

along the lines of the approach taken by (Willison et al., 2013) to explorati@processes. On
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the other hand, this uncertainty could be because crossing the jet is tymcsitym’s period
of strongest deepening, so small errors can propagate quickly; ¢éness could be reduced by
improving the initial conditions that feed the forecast, either in terms of obens (number or
quality) or the data assimilation scheme. However, further analysis is reldugfere concluding

definitively that the jet crossing is poorly simulated.

Similar analysis of the PTE categories reveals that ‘horiz’ storms are sligtsthyviell forecast
than their ‘diab’ counterparts, but the spread is greater in ‘diab’ typensto This could mean
that there are deficiencies in the initial conditions or model simulations of hddktemperature
advection, but considerable uncertainty in the diabatic processes rerhlawsver, diabatic pro-
cesses are parametrised similarly in the NWP forecast model, and the NWPuseddo create
the reanalysis. Reanalyses have been shown to be influenced by thend#éPused (Bengtsson
et al., 2004b), so the validity of a comparison between reanalysis and Ni@Rrdterms of the

diabatic processes is open to question.

The current work concludes that there are limitations to the simulation ofesewighatitude cy-
clones in NWP models. Forecast quality and spread could be enhandéeubimying the simu-
lation of ‘classical’ cyclogenetic processes, as well as by improvingnpetréssation schemes for
the diabatic processes. Classical processes include the jet streangadefly providing a source
of divergence aloft and vorticity advection, and the representatiorrgéiacale temperature gra-
dient that is the source of baroclinicity and a source of potential energy midlatitude cyclone.
Alternatively, improving the initial conditions and data assimilation schemesxémgple through
more reliable inclusion of a satellite-derived humidity field, would mean fewargidevelop at
the start, leading to decreased potential for such errors to propag#te &srecast progresses.
Improving short-term forecasts would facilitate mitigating action when sevwai®es occur in

the future, which could lessen the adverse human and economic impacts pashstorms.

7.4 Identifying Storm-Prone Situations

The final results chapter (Chapter 6) concentrated on SPSs. Thiddenttified a metric for SPSs
in the Eady growth rate (Lindzen and Farrell, 1980), and drew in the idasanuel et al. (1987)
and Whitaker and Davis (1994) to include moisture. These papers useffe@dt approaches to
their development of the growth rate: either using the semi-geostrophitiegsiéEmanuel et al.,

1987), or the quasi-geostrophic equations (Lindzen and Farrell, Y8Blaker and Davis, 1994).
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The two sets of equations treat vorticityfidrently (Section 6.1), in that the quasi-geostrophic
equations only contain planetary vorticity, whereas the semi-geostrophétiens also consider
relative vorticity. However, both models include stability and vertical windashie the growth
rates. Moisture is an important factor in the development of midlatitude cycltweeause it im-
plicitly describes the potential for the occurrence of diabatic procegsgs (atent heat release
through condensation of water vapour) and théiee on atmospheric stability. Therefore, the in-
clusion of moisture fiects the growth rate: it significantly increases. In addition to these measures
of baroclinicity, the barotropic growth rate was also calculated (Equatid?) 6la short, there are

five candidate SPS metrics:

Dry quasi-geostrophic growth rate (QGD)

Moist quasi-geostrophic growth rate (QGM)

Dry semi-geostrophic growth rate (SGD)

Moist semi-geostrophic growth rate (SGM)

Barotropic growth rate (BT)

These measures are averaged over a large part of the North Atlantieuaoge, for every winter

in the ERA-Interim data set (1979980 - 20112012). In theory, these measures have a high value
ahead of storm development, representing the energy building up bieéarg converted into
kinetic energy of the storm. The next step involved quantifying whether édies are related

to the selected storms. This was calculated by associating each storm with a tiduwiimat
covered four days before and one day after the storm reached max@8urThis was chosen to
include the typical time period between when a storm undergoes cyclageoeghen it dfects
Europe. The maximum of each of the five SPS metrics within this window was icehtnd the
percentile in which this fell was calculated. If it was over the 98th percertilestorm was said

to be associated with a high value of the SPS metric.

In combination, these metrics are a powerful indicator of storm potential. &4the storms are
associated with a high value in one or more of the five metrics. The next patitmre work
aimed to determine which combinations of the metrics were most often connecteahaitf the
selected storms. Two combinations also had this very high success ratéof3dD, SGM and

BT or QGM, SGD and BT. This is because these combinations of metricsegrerocesses that
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encourage deepening: the classic, dry baroclinicity; moist proceasédsbarotropic processes.
It should be noted that, theoretically these processes are only a rmgcbssaot a stficient
condition to generate a midlatitude cyclone. To release energy throughpifteessses, there must
be a perturbation, which can then use this energy to deepen and gain kinet@y. The high
success rate is promising, in terms of improving the forecast of severe mid&atclones. If a
severe storm occurs, in most cases itis associated with a strong SP&ofédf a model does not
generate strong enough SPSs, then it is unlikely to generate such «/didalking improvements

to the modelling of SPSs would improve the modelling of intense North Atlantic cyslone

These metrics were then examined through examples. Klaus is the storm witlyliesthSSI,
from the storms selected. Klaus is an example of a ‘perfect storm’, whetriaitial conditions (a
strong jet stream, a strong temperature gradient and a strong humidityrgjaatiel cyclogenetic
processes (baroclinic and barotropic energy conversion, andtitiggtacesses) work together to
generate an exceptionally intense storm. While these processes also getlketoto generate
Quinten, a less intense storm, the initial conditions are not as strong meaniagsttess potential
energy for the storm to use. This agrees with previous work (Roelolgdgsehumann, 2011), which
found that the same deepening processes occur in very intense stompsred with those that act
in an average midlatitude cyclone. Case studies that were only identified iatbdpic growth
rate were also examined, because previous work discussing bardtiipences on midlatitude
cyclones has provided evidence that barotropic growth contributesdewigepening (Kucharski
and Thorpe, 2000) but can limit the baroclinic growth of a storm (Jame<may, 1986). The
case studies show that both of these could be true; neither storm waséssdavith strong baro-
clinicity, but both had a dfticiently high SSI to be included in the set of storms. Further work
could include deeper investigation of these case studies, to unpick théuatotr towards their
deepening of barotropic and baroclinic processes. Model simulatiotiesé storms could also
allow further unpicking of development; for example, if the barotropic dbatron were lower,

whether the baroclinicity would increase.

There are two ways in which the SPS metrics can fall short: cases wheeeighee storm but no
SPS, and cases where there is an SPS but no storm. The former only twaice in the set of 31
storms. For the latter, there are 1,143 occasions when there is a peakonrooee SPS metric but
no selected storm. Many of these peaks were associated with midlatitude ey than were not
moving at the right speed or in the right direction, to cause high values lob\&® Europe. This

means that they are unlikely to inflict any damage on Europe, so are ndeaéshto this study.
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Overall, the link between the selected storms and the SPS metric is strong, witlp&Ibming
best.

7.5 Storm-Prone Situations and Storm Categories

The final objective of this work was to investigate links between the SPS megiined in Chapter

6, and the dferent types of storm discussed in Chapter 4 or the predictability discusSdwhpter

5. These results are discussed in Sections 6.7 to 6.9, where the relatorenaace of each metric
is considered. There is little association between the SPS metrics and storgityn{€&1). This
makes physical sense, because not only are other factors contribwtihg deepening that are
not included explicitly in the SPS (such as diabatic processes, which grincluded implicitly),

but also there are many factors th#éteat the value of SSI (such as the wind climatology of the
geographical region through which the storm passes). There is diga areak link between the
SPS metrics and the jet stream types, which means the relationship betwedratiteggclone is

not strongly linked to the type of SPS present.

The relationship between the SPS metrics and the PTE categories is signiffoauty, baroclinic
growth rates (QGD, SGD) perform relatively well to identify the ‘horizpty/storms, compared to
their moist counterparts (QGM, SGM). This can be explained physicallgusscan atmosphere
with a horizontal temperature gradient not parallel to the pressure gitadibaroclinic, and this
is required for horizontal temperature advection to occur. Another implicaifathis result is
that, despite acting on veryftirent spatial scales, the techniques of measuring the SPS (over the
North Atlantic and Europe) and analysing the PTE terms (irf & 3° box) are related. This
suggests that the large-scale forcing of a storm can also be seen omalerscale, and so
the approaches complement each other. The ‘diab’-type storms are traglg linked to the
barotropic growth rate and weakly to the two moist, baroclinic growth ratesMQ&GM). The
link with the moist growth rates occurs because diabatic processes suatetsheat release
require a moist atmosphere to occur. The link with barotropicity implies that, whewrclinicity

is insuficiently strong for horizontal temperature advection to dominate the deepenfogthe
dry baroclinic growth rates to be exceptionally high, then the horizontal wivehr becomes a

more important factor in the SPS, and contributes more strongly towards ¢peiag.

Finally, the SPSs were studied, in terms of storm predictability. Links werglacaetween the

strength of the SPS and the three quantities of interest of forecast quiaditgiiferences between
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forecast and analysis pressure, latitude and longitude. Overall, tingtétref an SPS is generally

not significantly related to forecast quality.

7.6 Future Work

Exploring the implications of this work in terms of model development is left to futvork.
Whether uncertainties in the forecast are related to the initial conditions andldel physics is
difficult to determine, but this could be unpicked usingféedgent approach. Investigating further
the relationship between crossing the jet and forecast quality or spreald Wwe particularly in-
teresting. A method of objectively identifying when the jet is crossed coulddwésed, which
also removes any storms that do not cross the jet (‘edge’ type) or sogiated with more than
one jet (‘split’ type). This could then be applied to a larger set of stormstlagid deterministic
and ensemble forecasts, to identify any model deficiencies. Alternataxdynining the storms
selected for the current work in model simulations would allow sensitivity fi@@int parametri-
sation schemes to be tested, and so shed light on whether it is model errigr lgeding to the
limitations in the forecast. Model simulations could also allow sensitivity to initial dams to
be explored, for example changing the large-scale temperature or humadtityefind analysing the
effect on the storm. A third approach could investigate the terms of the PTE imbteséorecasts

would allow exploration of the sensitivity of each term to the initial conditions.

The strong link between SPSs and the selected storms has implication fonfattkrénto model
development. If SPSs are well forecast but the resulting storms are aatthls would signal a
model limitation in extracting the potential energy from the SPS and convertinghit&inetic
energy of the storm. However, if the initial SPSs are not well forecast, tthis would indicate
a flaw in the large-scale forcing that causes an SPS to form. This analysfstis future work.
A statistical approach would be recommended, comparing the distribution &RBemetrics in
reanalysis data to those in forecast data at a variety of lead times. Alteigaiivestigating some
of the selected storms as case studies would allow deeper analysis andcamtifof the short-
comings of a particular storm’s forecast. Applying these techniques wouldde information
about the limitations of the simulations of midlatitude cyclones, and so direct medelaphment

into upgrading the most important model deficiencies.

A similar question could be asked of climate models. If climate models are to realissoalljate

midlatitude cyclones, then they must be able to simulate the SPS. If the models fiailitate an
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SPS, then this indicates afidirent limitation in the modelling than if the models do simulate an
SPS but then do not generate a storm from it. Again, this could be doneahyiming either case
studies or climatology, compared to reanalysis. Previous work has mappe@GD will evolve
under climate change (e.g. Greeves et al., 2007), and compared thinatysiadata; however, in
contrast to the current work, averaging was typically done over a gp@figears, and not over a
domain. Domain averaging means that the evolution of an SPS metric could lbeseiinrough
time. Furthermore, investigation of the other SPS metrics has not been Wasfe@ad particularly
the moist growth rates could yield interesting results, given the uncertaintg ievibiution of the
moisture field under future climate. Therefore, a future examination of 8P8isnate models is

recommended in the future.

Future work might also include usingftBrent measures of storm intensity, such as minimum
pressure or maximum vorticity, to select the storms, examine correlation withicpability, or
explore the relationship with SPSs. Alternatively, extending the work freimguE CMWF data to
other centres, such as the UK Meffide or NCEP, could prove a fruitful avenue of investigation.
This is not done here, because the tracking algorithm used in this workdweguire extensive
adjustment to cope with lower temporal resolution data, which would make cargghe results

to ECMWEF data diicult.

Another source of future work could be to use a larger set of stornsause this was not feasible in
the current project. If the storms could be categorised automatically, théorduasts of a large set
of storms could be analysed. This would seem more feasible with the PTEda&tmn, which is
simply based on comparing percentage contributions, rather than the fggianevhich involves
examining plots of the jet stream relative to each storm’s track. If automatiootipassible,
future work could update the results to include severe midlatitude cyclonesdka occurred
since 2010, as there have been several periods of damaging storrgtsne and potentially

include investigation of the DIAMET case studies (Vaughan et al., 2014).

Finally, the PTE analysis could also be extended to explore the contributidiffefent processes
to the diabatic heating. Such processes include the release of latenyhmatdensation or by
melting, absorption of short-wave solar radiation, and absorption orselefdong-wave infra-red

radiation.
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7.7 Summary

Severe midlatitude cyclones were investigated in terms of tfierdnt processes that govern their
deepening, their predictability, and the large-scale configuration of thesatmeoe prior to their
development. The approach allowed a set of 31 midlatitude cyclones to Istigated in some
depth, representing the spectrum of North Atlantic cyclones. The storme setected based
on the SSI value (Leckebusch et al., 2008b), which quantifies the pdtardiarm has to inflict
damage. However, some high-SSI dates needed to be rejected beeuseith not associated
with midlatitude cyclones, which is the first time that weather phenomena othesubarcyclones
have been seen to be related to high SSI. The storms were divided in tvgo tivayfirst of which
was to identify the type of jet stream with which each storm was associatedséldond method
of categorising the storms used the processes in the PTE, which builds worthef Fink et al.
(2012) to include more storms and to divide them objectively using the pagecontribution of

each process.

Analysis of the storms’ forecast quality and spread allowed deficiencid#seimodelling to be
identified. Previous studies have concentrated on statistical or caseagtpibaches. This inves-
tigation of 31 midlatitude cyclones takes the best from both of these, in thatistdtiests are
performed, but each storm is also examined in depth. Forecast qualitifes lmat forecast spread
larger in diabatically-driven storms, compared to those where horizontglésature advection
dominates the deepening. Furthermore, the uncertainty in the forecastigles earlier in storms
that cross the jet stream early in their lifetime compared to storms that crogethelate, which
could mean that there is significant uncertainty associated with the stormsigtiter with the jet

stream.

Together, these results indicate there are still limitations in modelling baroclinicityttam jet
stream interaction as well as diabatic processes; the sources of tiobdenms could stem from
model error or from the initial conditions. Improving the model’s repred@maf these processes
could make forecasts of storms more reliable. Alternatively, improving thergatons or the
data assimilation scheme would mean fewer errors in the initial conditions, whitpropagate
to become large errors in the forecast, particularly when the storm is ititegagith the jet and
deepening quickly. Determining whether the limitations are mainly due to model@ripitial

conditions is left to future work.
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Identification of the five SPS metrics allowed their relationship with the set ahstto be inves-
tigated. Between them, the metrics represent several factors that irdlogelogenesis, including
baroclinicity, moisture, vorticity and barotropicity. The barotropic growtteia used (Gill, 1982,
Equation 13.6.12), alongside four baroclinic metrics proposed by theeéoois studies that took
an idealised approach (Emanuel et al., 1987; Lindzen and Farrell, 19Bllaker and Davis,
1994). Previous work has examined the statistical picture of these grateth or used them in a
case study of a midlatitude cyclone, and has concentrated on the dry nexktioe growth rate.
The current work includes somé&ects of moisture in the growth rate, and examines the relation-
ship with a set of real storms. A strong relationship is found: of the 31 stdtthe/ere associated
with an exceptionally high value of one or more of these metrics. There arg high values

of these metrics that are not linked to the selected storms, but these aretlinkedng storms
that do not track over Europe. Thefldirent dynamics of the storms, established by determining
which processes dominate the deepening according to PTE analysissweesssfully related to
the SPS metrics. This has important implications for identifying limitations in modellingregv

midlatitude cyclones on a range of timescales, from NWP to climate models.
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Ficure 1: Differences between the ensemble forecasts and reanalyssingregth lead times
binned by day, the storms divided by jet stream type: (a)slate, (b) cross early, (¢) edge and

(d) split.
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Ficure 2: Differences between the ensemble forecasts and reanalygigldatvith lead times
binned by day, the storms divided by jet stream type: (a)slate, (b) cross early, (¢) edge and

(d) split.
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Ficure 3: Differences between the ensemble forecasts and reanalysisittngith lead times
binned by day, the storms divided by jet stream type: (a)slate, (b) cross early, (¢) edge and

(d) split.
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Ficure 4: Differences between the ensemble forecasts and reanalyssingregth lead times
binned by day, the storms divided by the terms that domired>TE: (a) ‘horiz’, (b) ‘diab’.
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Ficure 5: Differences between the ensemble forecasts and reanalysigdatith lead times
binned by day, the storms divided by the terms that domied>TE: (a) ‘horiz’, (b) ‘diab’.
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Ficure 6: Differences between the ensemble forecasts and reanalysisittngith lead times
binned by day, the storms divided by the terms that domied>TE: (a) ‘horiz’, (b) ‘diab’.
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Ficure 7: Differences between the ensemble forecasts and reanalyssngresth lead times binned by day, and the storms dividedhbyrésolution of the
forecast: (a)7, 255, (b) 7,399, and (c)T;639.
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Appendix B: Tables of Variables

dry adiabatic lapse rate c%,

moist adiabatic lapse ratg,, = g—3%—

ratio of Ry to R,, =0.622

total vorticity of the geostrophic wind
vorticity

potential temperatur®, = T%f_g

potential temperature at the surface

equivalent potential temperature (Bolton, 1980)

O = TROZMIT0.00020) 05 [ (3376) _ 0,00254 (1 + 0.00081)|
number of degrees of freedom

saturated equivalent potential temperature

density

Dry, quasi-geostrophic growth rate

Moist, quasi-geostrophic growth rate

Dry, semi-geostrophic growth rate

Moist, semi-geostrophic growth rate

geopotential
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Cp

S =2 =z~ @™ >

o

Po

Rs
Rq

RH

TicL

specific heat of dry air, at constant pressar£004.0 kg/K
the diference between rankings (used in calculatio® gf
evaporation

partial pressure of water vapour in an air mass

17.67T,

partial pressure of water vapour in a saturated air neass6.112exp [ T 5435

Coriolis Parameter

acceleration due to gravity

latent heat of vapourisation for water, 2.26MJ
Brunt-Vaisala frequency (Equation 6.2)
moist stability (Equation 6.4)

number of members of a population (e.g. data points used to calculate corl
precipitation

pressure (normally mean sea -level pressure)

reference pressuee 1000.0 hPa

diabatic heating rate

specific humidity

mixing ratio, r = ﬁ

Pearson’s correlation céiecient

Spearman’s rank correlation dheient

gas constant for dry air, 287.¢kd/K

gas constant for water vapour, 461/kgIK

relative humidity= ei

temperature in Kelvin

temperature at the lifting condensation level (Bolton, 1980)

TicL = s sz +55

virtual temperature: ((1- q) + &) T (Lynch and Cassano, 2006, Equation 3
total wind speed

zonal wind speed

zonal geostrophic wind speed

meridional wind speed

meridional geostrophic wind speed

vertical wind speed

geopotential height

atio
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