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Abstract

This thesis generalises the theory of harmonic vector fields to the non-compact pseudo-
Riemannian case. After introducing the required background theory we consider the first
variation of the local energies to find the Euler-Lagrange equations for this new case. We
then introduce a natural closed conformal gradient field on pseudo-Riemannian warped
products and find the Euler-Lagrange equations for harmonic closed conformal vector fields
of this sort. We then give examples of such harmonic closed conformal fields, this leads to
a harmonic vector fields on a 2-sphere with a rotationally symmetric singular metric. The
harmonic conformal gradient fields on all hyperquadrics are then categorised up to con-
gruence. The harmonic Killing fields on the 2-dimensional hyperquadrics are found, and
shown to be unique up to congruence.
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Introduction

The progression of the theory of harmonic vector fields begins with harmonic maps. If
vector fields are considered as maps between Riemannian manifolds, it is interesting to
ask under what conditions these maps are harmonic. First a metric must be applied to the
tangent bundle of the manifold, the natural choice being the Sasaki metric. This restricts
harmonic vector fields to precisely those vector fields that are parallel, and thus of constant
length. This further limits consideration to sphere bundles, of zero Euler characteristic. The
introduction of a 2-parameter family of metrics (the generalised Cheeger-Gromoll metrics)
on the tangent bundle removes this restriction. The generalised Cheeger-Gromoll metric
on Riemannian vector bundles is semi-Riemannian for certain parameter values, meaning
it is of variable signature, specifically it has index 1 outside a closed ball. The nature of this
metric leads to our consideration of what happens if we consider harmonic vector fields on
pseudo-Riemannian manifolds.

In Chapter 1 we cover background theory that will allow the thesis to proceed smoothly,
especially the results of Chapter 2. Other theoretical underpinnings are introduced at the
relevant juncture. While the majority of the results contained within Chapter 1 are well
known in the Riemannian case, some additional work is required to ensure they apply in
the pseudo-Riemannian. Thus this chapter is both the required background theory and the
generalisation of said theory to this less familiar situation.

We assume the reader is familiar with Riemannian geometry and tensor calculus; see for
instance [15, 20, 22] for excellent introductions to these. We define the basics of pseudo-
Riemannian geometry from the view point of a Riemannian geometer, and note the simi-
larities and differences this generalisation affords. For this O’Neill’s book, [18], has been
an invaluable resource; both as one of the few books on pseudo-Riemannian geometry and
by tackling it in a clear and precise manner. We introduce vector bundles and principal
bundles, primarily based on the work for the Riemannian case of [21]. These two types
of bundles are combined in associated vector bundles. Ehresmann connections of princi-
pal bundles provide the motivation the connection map; the Ehresmann connection splits
the tangent space into horizontal and vertical spaces. The link between principal bundles
and vector bundles leads us to desire a similar splitting of the tangent space of the vector
bundle. We find this from the connection map.

Key to the definition of the connection map is the concept of a mapping between manifolds.
We therefore consider how principal, vector and associated vector bundles behave under
the action of the pullback through a mapping. We do not define the connection map in the
usual way; rather defining it in terms of the diagonal section of the square bundle. This
gives the same characterising relation between the connection map and a linear connection
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on the vector bundle, which is vital for its use in Chapter 2. The advantage of our method
is that it allows a more intuitive definition.

Chapter 2 begins with an introduction to the concept of a harmonic map, based on the sum-
mary of the compact Riemannian case in [11]. We generalise this to non-compact pseudo-
Riemannian manifolds, finding the Euler-Lagrange equations. We then consider the condi-
tions these impose on sections of a vector bundle, upon which we assign a metric, initially
the natural Sasaki metric. Firstly we try to work with the conditions; restricting ourselves
to sphere bundles, and then work around them; by altering the metric we impose on the
vector bundle.

We assign the vector bundle the Sasaki metric and then examine the conditions on the sec-
tion the Euler-Lagrange equations impose. These are very strong; namely the section is
necessarily parallel, and hence of constant length. To work around this we then consider
sections of the sphere bundle, and generalise the basic result of the Riemannian theory to
pseudo-Riemannian sphere bundles. This only applies to vector bundles of zero Euler char-
acteristic; so to move around these restrictions we next change the metric we impose on the
vector bundle.

We introduce the 2-parameter family of metrics known as the generalised Cheeger-Gromoll
metric. This family was first introduced for the Riemannian case in [3]. In the Riemannian
case this metric is known to have interesting geometry, explored in [4]; most notably it has
a variable signature. In the Riemannian case, for negative values of one parameter there
is a Riemannian ball bundle, a degenerate sphere bundle and the remainder of the bundle
that is of index (n − 1, 1). We find a similar result about the change of signature in the
pseudo-Riemannian case.

For pseudo-Riemannian vector bundles the generalised Cheeger-Gromoll metric needs to
be altered slightly to provide a consistent definition. This altered metric is then applied
to harmonic sections by generalising the work of [3] to non-compact pseudo-Riemannian
vector bundles using our generalised Cheeger-Gromoll metric. The altered metric has a
degenerate measure zero subspace that we exclude in the definition of a (p, q)-harmonic
sections. This results in an Euler-Lagrange equation valid on the entirety of the vector
bundle. If we consider the Euler-Lagrange equations for a section that is entirely within the
degenerate set then the section is trivially harmonic.

We next consider the first examples of pseudo-Riemannian (p, q)-harmonic sections. In
Chapter 3 we examine the well-know class of closed conformal vector fields. There is no
general classification of harmonic closed conformal vector fields, though a class specific re-
duction of the Euler-Lagrange equations can be found in terms of the conformal factor. We
then move to the particular case of warped products, with a real interval as the warping fac-
tor. These have a natural closed conformal vector field, which reduce the Euler-Lagrange
equations to an ordinary differential equation. This ODE is considered in general in Ap-
pendix A, while in Chapter 3 we give some examples of (p, q)-harmonic closed conformal
vector fields. It is interesting to note that each of our examples is in fact a family of ex-
amples. With the harmonicity of the natural closed conformal vector field depending only
on the warping function there is a free choice of any pseudo-Riemannian manifold for the
warped factor. Particular choices of warped factor and warping function yield some of
the hyperquadrics, shown in Chapter 4, and hence some of the pseudo-Riemannian space
forms (including the Riemannian space forms). The same warping functions, however, can
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be applied to other warped factors. This is a generalisation of the results of [3], where
conformal gradient fields were found on Riemannian space forms. We not only return the
same results for a large number of pseudo-Riemannian space forms, but any such warped
product. We use Jacobi elliptic warping functions to find an example of a harmonic vec-
tor field on the 2-sphere with a rotationally symmetric singular metric of constant sectional
curvature.

In Chapter 4 we consider a particular class of manifolds, the hyperquadrics; in many cases
these are isometric to the pseudo-Riemannian space forms. We begin with the general the-
ory, and then look in particular at the dimension 2 space forms. We consider two classes
of vector fields, conformal gradient fields and Killing fields. For conformal gradient fields
we find a complete categorisation of the (p, q)-harmonic fields on each hyperquadric. In
the case of Killing fields however we lack the normal form which would enable this. In-
stead we have a specific Euler-Lagrange equation that would lead to a categorisation when
a normal form is found. In the 2-dimensional case we categorise all Killing fields on the six
hyperquadrics.

The conformal gradient and Killing fields provide us with two classes of harmonic vector
fields on the negative definite 2-sphere. This is an intriguing contrast to the positive definite
2-sphere on which no harmonic vector fields are known.

The classification of (p, q)-harmonic conformal gradient and Killing fields on the dimension
2 hyperquadrics leads us to consider if there is a family of (p, q)-harmonic conformal fields
on these spaces, similar to that found on the hyperbolic space with a Kähler structure. In
Section 4.5 we introduce para-Kähler geometry. This structure can only exist on neutral
manifolds. On the neutral 2-dimensional hyperquadrics it allows us to map conformal
gradient fields to Killing fields. Unfortunately it does not lead to a one parameter family of
(p, q)-harmonic conformal vector fields as the Kähler structure does.



Chapter 1

Preliminaries

We begin with an introduction to the concepts that form the foundation of the content of
this thesis. This covers the choice of conventions of pseudo-Riemannian geometry used
throughout this thesis. We then introduce concepts of vector bundle theory that are key in
defining the generalised Cheeger-Gromoll metric and performing calculus of variations to
find the Euler-Lagrange equations for a harmonic section. Throughout this chapter M is a
smooth orientable manifold of dimension n.

1.1 Pseudo-Riemannian geometry

There are various conventions in pseudo-Riemannian geometry that should be clarified. We
begin with the basic definitions and then make our choice of conventions. All the concepts
here are similar to those in Riemannian geometry, but have been extended from positive
definite metrics to non-degenerate metrics of indefinite signature. The work here is based
on [18]. While semi-Riemannian is often a synonym for pseudo-Riemannian it can also
mean a metric of variable signature. For this reason we favour pseudo-Riemannian in our
writing, and have altered work taken from [18] to match this.
1.1.1 Definition ( [18, p. 54]). A metric tensor g on a smooth manifold M is a symmetric
non-degenerate (2, 0) tensor field on M of constant index. ♦

In Definition 1.1.1 non-degeneracy means that if, for all x ∈ M and any tangent vector
X ∈ TxM , we have g(X,Y ) = 0 for all tangent vectors Y ∈ TxM then X = 0. The definition
of index will be clarified below (Definition 1.1.5).
1.1.2 Definition ( [18, p. 54]). A pseudo-Riemannian manifold is a smooth manifold M fur-
nished with a metric tensor g. ♦

One key difference between Riemannian and pseudo-Riemannian geometry is the notion
of an orthonormal basis. Of necessity such a basis consists of mutually orthogonal vectors
of both positive and negative unit“length”, where by the “length” of a tangent vector X
we understand g(X,X). Henceforward we refer to this as the pseudo-Riemannian length of
X .
1.1.3 Definition. An orthonormal basis of a pseudo-Riemannian manifold at a point x ∈ M

11
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is a set of tangent vectors {Ei} at x that span TxM , such that

gx(Ei, Ej) =

{
0 if i 6= j
±1 if i = j.

♦

Furthermore, vectors can be split into three distinct “causal types”: space-like, light-like
and time-like.
1.1.4 Definition ( [18, p. 56]). A tangent vector X to M is:

• space-like if g(X,X) > 0 or X = 0,

• null or light-like if g(X,X) = 0 and X 6= 0,

• time-like if g(X,X) < 0. ♦

From these we can define the index of (M, g), which may be formulated in two different
ways. It is a global property of the metric tensor and does not change as the point x ∈ M
varies.
1.1.5 Definition. The index of the metric tensor g is either the number of time-like basis
vectors or a pair of numbers representing the number of space-like then time-like basis
vectors. ♦

For example, a metric tensor with 3 space-like basis vectors and 4 time-like basis vectors
has index 4 or index (3, 4).

It will be useful to have shorthand notation for the causal type of the vectors in an orthonor-
mal basis.
1.1.6 Definition. The indicator of an orthonormal basis vector Ei is

εi = g(Ei, Ei) = ±1. ♦

Next we define a connection, then the Levi-Civita connection of a pseudo-Riemannian man-
ifold.
1.1.7 Definition ( [18, p. 58]). A connectionD on a smooth manifoldM is a functionD : Γ(TM)×
Γ(TM)→ Γ(TM) such that:

(D1) DVW is C∞(M) linear in V ,

(D2) DVW is R-linear in W ,

(D3) DV (fW ) = (V f)W + fDVW for f ∈ C∞(M),

where Γ(TM) is the set of all smooth vector fields on M , and C∞(M) is the set of smooth
functions onM . CallDVW the covariant derivative ofW with respect to V for the connection
D ♦
1.1.8 Theorem ( [18, p. 61]). On a pseudo-Riemannian manifold (M, g) there is a unique connec-
tion D, called the Levi-Civita connection, such that:

(D4) [V,W ] = DVW −DWV , and

(D5) Xg(V,W ) = g(DXV,W ) + g(V,DXW ),

for all X,V,W ∈ Γ(TM). The Levi-Civita connection is characterised by the Koszul formula:

2g(DVW,X) = V g(W,X)+Wg(X,V )−Xg(V,W )−g(V, [W,X])+g(W, [X,V ])+g(X, [V,W ]).
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The curvature of a pseudo-Riemannian manifold is defined in the same way as that of a
Riemannian manifold, and has similar properties.
1.1.9 Definition ( [18, p. 74]). Let (M, g) be a pseudo-Riemannian manifold with Levi-Civita
connection D. The function R : Γ(TM)× Γ(TM)× Γ(TM)→ Γ(TM) given by

R(X,Y )Z = [DX , DY ]Z −D[X,Y ]Z

is a (3, 1) tensor field on M called the Riemann tensor of M . Note the reversal of sign con-
vention from [18]. ♦
1.1.10 Proposition ( [18, p. 75]). If X,Y, Z, V,W ∈ Tx(M) then:

1. R(X,Y ) = −R(Y,X),

2. g(R(X,Y )V,W ) = −g(R(X,Y )W,V ),

3. R(X,Y )Z +R(Y,Z)X +R(Z,X)Y = 0,

4. g(R(X,Y )V,W ) = g(R(V,W )X,Y ).

From this we define the sectional curvature of a tangent 2-plane.
1.1.11 Definition. Let Π ⊂ TxM be a non-degenerate 2-dimensional subspace, with basis
{V,W}. The number

K(V,W ) = g(R(V,W )V,W )/Q(V,W ),

where
Q(V,W ) = g(V, V )g(W,W )− g(V,W )2,

is independent of choice of basis {V,W}, and is called the sectional curvature K(Π) of Π. ♦

The non-degeneracy of Π in Definition 1.1.11 ensures the non-vanishing of Q(V,W ).

Orthonormal tangent bases may be extended to local frame fields, as in the Riemannian
case.
1.1.12 Definition ( [18, p. 84]). An orthonormal basis for a tangent space TxM is called a
frame on M at x, and a set {E1, . . . , En} of n mutually orthogonal unit vector fields is called
a frame field (since it assigns a frame at every point). In general there may not be a frame
field on all of M , but local frame fields always exist. ♦

Vector fields can be expanded in terms of a local frame field. A common theme in the change
from Riemannian to pseudo-Riemannian geometry is the incorporation of indicators into
such expansions.
1.1.13 Proposition ( [18, p. 84]). Let V ∈ Γ(TM) and let {Ei} be a local frame field on M . Then
on the domain of this frame field

V =

n∑
i=1

εi g(V,Ei)Ei,

and the metric tensor can therefore be expressed as

g(V,W ) =
∑
i

εi g(V,Ei)g(W,Ei).

The pseudo-Riemannian versions of the gradient, divergence and Laplacian remain the
same in principle as their Riemannian counterparts, with only the addition of indicator
terms where appropriate required.
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1.1.14 Definition ( [18, p. 85]). The gradient grad f of a function f ∈ C∞(M) is the vector
field metrically dual to the differential df ∈ Γ(T ∗M), characterised by

g(grad f,X) = df(X) = Xf for all X ∈ Γ(M).

Thus
grad f =

∑
i

εi df(Ei)Ei.

The notation∇f is also used. ♦
1.1.15 Definition ( [18, p. 86]). The divergence div V of a vector field V ∈ Γ(TM) is the
contraction with the covariant derivative DV :

div V =
∑
i

εi g(DEiV,Ei). ♦

1.1.16 Definition. The Laplacian ∆f of a function f ∈ C∞(M) is the divergence of its gradi-
ent:

∆f = −div grad f ∈ C∞(M). ♦

The Riemann tensor gives rise to two other curvatures, the Ricci curvature and the scalar
curvature, defined as in the Riemannian case, with additional indicator terms.
1.1.17 Definition ( [18, p. 87]). The Ricci curvature tensor Ric of (M, g) is the following con-
traction of the Riemann tensor:

Ric(X,Y ) =
∑
i

εi g(R(X,Ei)Ei, Y ). ♦

1.1.18 Definition ( [18, p. 88]). The scalar curvature S of (M, g) is the contraction of the Ricci
tensor:

S =
∑
i

εi Ric(Ei, Ei) =
∑
i 6=j

K(Ei, Ej) = 2
∑
i<j

K(Ei, Ej). ♦

Finally we define some useful properties of vector fields. This will allow us to calculate
local flows and apply isometries to find congruence classes.
1.1.19 Definition. Let X be a vector field over a manifold M . An integral curve X is a path
α : I → M such that α′ = X(α), i.e. α′(t) = X(α(t)) for all t ∈ I , where I ⊂ R is an open
interval. ♦
1.1.20 Definition. Let X ∈ Γ(TM). For every x ∈ M let αx : Ix → M be the maximal
integral curve of X such that αx(0) = x. Let UX ⊂M × R be the open subset:

UX = {(x, t) : t ∈ Ix}.

The local flow of the vector field X is the map

ψ : UX →M ; ψ(x, t) = αx(t).

For each t ∈ R define Ut ⊂M to be the open set:

Ut = {x ∈M : (x, t) ∈ UX}.

The stages of the flow are the maps

ψt : Ut →M ; ψt(x) = ψ(x, t),

defined for all t such that Ut 6= ∅. The vector field is said to be complete, and the flow global,
if the open set UX = M × R i.e. all maximal integral curves have domain R. ♦
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Proposition 1.1.21 allows stages of flow to be combined easily as well. It also allows the
inverse of the flow to be found from the flow itself.
1.1.21 Proposition ( [18, Lemma 1.54]). Let ψ be the local flow of a vector field X . Then ψ is a
local 1-parameter subgroup of diffeomorphisms of M :

1. U0 = M and ψ0(x) = x for all x ∈M .

2. If x ∈ Ut and ψt(x) ∈ Us then x ∈ Us+t and furthermore ψs(ψt(x)) = ψs+t(x).

It follows from Proposition 1.1.21 that if the vector field X is complete then each stage ψt is
a diffeomorphism of M and the inverse map (ψt)

−1 = ψ−t.

Innocuous looking vector fields may not be complete. The following incomplete planar
vector field is similar to the well known 1-dimensional example [21, Vol. I, §5].
1.1.22 Example. Let M = R2 and let X be the vector field

X(x, y) = (x2 − y2, 2xy);

thus when R2 ∼= C
X(z) = z2.

Then it is easily checked that
ψ(z, t) =

z

1− tz
,

and the local flow domain is therefore

UX = {(z, t) ∈ C× R : tz 6= 1}.

Hence this vector field is not complete. The local 1-parameter subgroup property can be
clearly seen:

ψs(ψt(z)) = ψs(
z

1− tz
)

=
z

1− tz
1− tz

(1− tz)− sz

=
z

1− (s+ t)z
= ψs+t(z),

for all z 6= 1/t and z 6= 1/(s+ t).

In general, if the manifold M is compact or the vector field X is linear then X is com-
plete.

1.2 Vector bundles and linear connections

In this section we explore the properties of vector bundles and connections, and their pull-
backs. We begin with the basic definitions of vector bundle theory, before moving onto
pullbacks and codifferentials. The main sources are [20, 22], each of which offers a fuller
introduction to the concepts described. We begin with the property that defines a bundle,
local triviality.
1.2.1 Definition ( [22, §12.3]). A surjective smooth map π : E → M of manifolds is said to
be locally trivial of rank r if:
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1. each fibre π−1(x) has the structure of a (real) vector space of dimension r and,

2. for each x ∈ M there exists an open neighbourhood U of x and a diffeomorphism
φ : π−1(U)→ U×Rr such that for all y ∈ U the restriction φ|π−1(y) : π−1(y)→ {y}×Rr
is a vector space isomorphism.

Such an open set, U , is called a trivialising open set for E , and φ is called a trivialisation of E
over U ♦

Next, we define a vector bundle over a manifold. This is the basis for everything else we do
throughout this thesis. It is analogous to the tangent bundle of a manifold, but rather than
attaching copies of Rn, we attach copies of a finite dimensional vector space.
1.2.2 Definition ( [22, §12.3]). A C∞ vector bundle of rank r is a triple (E ,M, π) consisting of
manifolds E and M and a surjective smooth map π : E → M that is locally trivial of rank r.
We call the manifold E the total space of the vector bundle and M the base space. With some
abuse of language we say E is a vector bundle over M . The fibre π−1(x) is often denoted Ex.
♦

There are a number of ways of constructing new vector bundles from old. For example, the
dual bundle E∗ → M and, if F → M is another vector bundle, the direct sum E ⊕ F → M ,
the tensor product E ⊗ F → M , the exterior product E ∧ F → M and the symmetric product
E � F →M .
1.2.3 Example. We outline the construction of the dual bundle ξ : E∗ →M .

• The total space is E∗ =
∐
x∈M (Ex)∗, the disjoint union.

• If λ ∈ (Ex)∗ then ξ(λ) = x.

• If U ⊂ M is a trivialising open set for E , with trivialising map φ, then U is also a
trivialising open set for E∗ with trivialising map:

ψ : ξ−1(U)→ U × (Rr)∗; λ 7→ (ξ(λ), θλ),

where
θλ(v) = λ(φ−1(ξ(λ), v)), for all v ∈ Rr.

• The topology of E∗ is the pullback via ξ of the topology ofM . The differential structure
of E∗ is that generated by the atlas:

{ξ−1(U) : U ⊂M is a trivialising open set for E and a chart domain for M}.

Analogous to vector fields on a manifold are sections of a vector bundle.
1.2.4 Definition ( [11, §1.1]). A section of a vector bundle π : E →M is a smooth map σ : M →
E such that π ◦ σ = IM , the identity map on M . We denote the vector space of all such
sections by Γ(E). ♦

We now define a fibre metric in a vector bundle in the context of pseudo-Riemannian ge-
ometry.
1.2.5 Definition. [11, §1.1] A pseudo-Riemannian fibre metric in a vector bundle π : E →M is
a section g ∈ Γ(E∗ � E∗) which induces on each fibre a non-degenerate inner product. For
e1, e2 ∈ Ex we often use the alternative notation gx(e1, e2) = 〈e1, e2〉. ♦

The following definition is analogous to that of a connection on a manifold (Definition 1.1.7).
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1.2.6 Definition ( [11, §1.1]). A linear connection in a vector bundle π : E →M is a pairing

∇ : Γ(TM)× Γ(E)→ Γ(E),

written∇ : (X,σ) 7→ ∇Xσ such that:

1. The connection is additive in both factors:

∇X+Y σ = ∇Xσ +∇Y σ, for all X,Y ∈ Γ(TM),

∇X(σ + τ) = ∇Xσ +∇Xτ, for all σ, τ ∈ Γ(E).

2. The connection is C∞(M)-bilinear in the first factor:

∇fXσ = f ∇Xσ, for all f ∈ C∞(M).

3. The connection obeys a Leibniz type rule:

∇X(fσ) = (Xf)σ + f ∇Xσ, for all f ∈ C∞(M).

It follows from (2) that the localisation ∇Xσ for X ∈ TM is well-defined. This is called the
covariant derivative of σ in the direction X . ♦

The previously described vector bundle constructions may be extended to linear connec-
tions. For example if E ,F are vector bundles over M with linear connections ∇E ,∇F re-
spectively then the linear connection∇ in E ⊗ F may be defined:

∇X(σ ⊗ τ) = (∇EXσ)⊗ τ + σ ⊗ (∇FXτ),

for all σ ∈ Γ(E) and τ ∈ Γ(F).
1.2.7 Definition. A pseudo-Riemannian vector bundle is a vector bundle π : E → M equipped
with a linear connection and holonomy-invariant fibre metric:

X〈σ, τ〉 = 〈∇Xσ, τ〉+ 〈σ,∇Xτ〉, for all X ∈ TM and σ, τ ∈ Γ(E). ♦

The canonical example of a pseudo-Riemannian vector bundle is, of course, the tangent
bundle of a pseudo-Riemannian manifold equipped with the Levi-Civita connection (The-
orem 1.1.8).

Next we define the pullback of a vector bundle by a mapping of manifolds, followed by the
pullback of a fibre metric and linear connection.
1.2.8 Definition. Let ϕ : N → M be a smooth map of manifolds and let π : E → M be a
vector bundle of rank r. The pullback vector bundle π̃ : Ẽ → N has total space

Ẽ = {(y, e) ∈ N × E : ϕ(y) = π(e)},

equipped with subspace topology, and projection map

π̃(y, e) = y.

The alternative notations Ẽ = ϕ∗E = ϕ−1E are also used. ♦
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We claim that Ẽ is indeed a vector bundle of rank r. The vector space structure on the
fibres of Ẽ is clear. If U ⊂ M is a trivialising open set for E with trivialising map φ then
Ũ = φ−1(U) ⊂ N is a trivialising open set for Ẽ with trivialising map:

φ̃ : π̃−1(Ũ)→ Ũ × Rr; (y, e) 7→ (y, φ2(e)),

where φ2(e) is the Rr-component of φ(e) ∈ U × Rr.

Defining the map
ϕ̃ : Ẽ → E ; ϕ̃(y, e) = e

gives rise to the following commutative diagram:

Ẽ E

N M

ϕ̃

ππ̃

ϕ

This is a vector bundle morphism.
1.2.9 Definition. The pullback of a section σ ∈ Γ(E) is the section σ̃ ∈ Γ(Ẽ) defined:

σ̃(y) = (y, σ(ϕ(y)) ∈ Ẽ , for all y ∈ N.

Note that ϕ(y) = π(σ(ϕ(y))) since σ is a section of E ; thus σ̃(y) ∈ Ẽy. The alternative
notations σ̃ = ϕ∗σ = ϕ−1σ are also used. ♦
1.2.10 Definition. Let ∇ be a linear connection in E . The pullback connection ∇̃ in Ẽ is char-
acterised on pullback sections by:

∇̃Y σ̃ = (y,∇dϕ(Y )σ), for all σ ∈ Γ(E) and Y ∈ TyN.

Note that the pullback of a local frame of E is a local frame for Ẽ . The covariant derivative
of an arbitrary section of Ẽ can be formed by expanding it in terms of such local pullback
frames, using the Leibniz property of∇. ♦

In practice the following situation will be important. With a slight change of notation, let
ϕ : M → N . If X ∈ Γ(TM) then a section dϕ(X) of ϕ−1(TN) may be defined as fol-
lows:

dϕ(X)(x) = (x, dϕ(X(x))), for all x ∈M.

Recall that a linear connection in TN is said to be symmetric if for all A,B ∈ Γ(TN):

∇AB −∇BA = [A,B].

The following useful result is proved in [11, p. 5].
1.2.11 Proposition. Let ϕ : M → N be a smooth mapping and let ∇ be a symmetric linear
connection in TN with ϕ-pullback ∇̃. Then for all X,Y ∈ Γ(TM):

∇̃X(dϕ(Y ))− ∇̃Y (dϕ(X)) = dϕ[X,Y ]. (1.1)
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1.2.12 Definition. Let ϕ : (M, g) → (N,h) be a smooth mapping of pseudo-Riemannian
manifolds. Then the second fundamental form of ϕ is defined as follows:

(∇dϕ)(X,Y ) = (∇Xdϕ)(Y ) = DX(dϕ(Y ))− dϕ(DXY ), for all X,Y ∈ Γ(TM),

whereDX denotes covariant differentiation alongX with respect to the Levi-Civita connec-
tions of (M, g) and (N,h) where appropriate.
1.2.13 Corollary. The second fundamental form is symmetric.

The following is an application of this that will be used later.
1.2.14 Definition. A mapping ϕ : (M, g) → (N,h) of pseudo-Riemannian manifolds is an
isometry if it is a diffeomorphism and

h(dϕ(X), dϕ(Y )) = g(X,Y ), for all X,Y ∈ Γ(TM).

1.2.15 Proposition. If ϕ is an isometry then∇dϕ = 0.

Proof. Differentiating the definition of isometry leads to the equation

h((∇Xdϕ)(Y ), dϕ(Z)) = −h(dϕ(Y ), (∇Xdϕ)(Z)).

Then applying the symmetry of∇dϕ:

h((∇Xdϕ)(Y ), dϕ(Z)) = −h(dϕ(Y ), (∇Zdϕ)(X))

= h((∇Zdϕ)(Y ), dϕ(X))

= h((∇Y dϕ)(Z), dϕ(X))

= −h(dϕ(Z), (∇Y dϕ)(X))

= −h(dϕ(Z), (∇Xdϕ)(Y )).

We next define the covariant coderivative and establish its characterising property. Recall
that if E is a vector bundle over M then sections of the vector bundle T ∗M ⊗ E are called
E-valued 1-forms on M . If (M, g) is a pseudo-Riemannian manifold then the Levi-Civita
connection D induces a connection in T ∗M and if E has a linear connection ∇ then taking
the tensor product yields a connection in T ∗M ⊗ E , which for notational simplicity we
continue to denote by∇.
1.2.16 Definition. Let ρ be an E-valued 1-form on a pseudo-Riemannian manifold (M, g).
Define the section∇∗ρ of E , the covariant coderivative of ρ, as follows:

∇∗ρ = −
∑
i

εi (∇Eiρ)(Ei), where {Ei} is a frame of (M, g),

= −
∑
i

εi∇ρ(Ei, Ei)

= − trace∇ρ. (1.2)

If ρ = ∇σ for σ ∈ Γ(E) then∇∗∇σ is also a section of E , called the rough Laplacian of σ. Note
that

∇∗∇σ = − trace∇2σ. ♦

The following result generalises a well-known property of classical vector calculus.
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1.2.17 Proposition. Let ρ be an E-valued 1-form on M . Then for all smooth functions f : M → R
we have:

∇∗(fρ) = f ∇∗ρ− ρ(∇f).

Proof. From Definition 1.2.16:

∇∗(fρ) = −
∑
i

εi (∇Ei(fρ))(Ei)

= −
∑
i

εi (Ei(f)ρ+ f∇Eiρ)(Ei)

= −
∑
i

εiEi(f)ρ(Ei)− f
∑
i

εi (∇Eiρ)(Ei)

= −
∑
i

εi ρ(Ei(f)Ei) + f ∇∗ρ

= −ρ(∇f) + f ∇∗ρ, by Definition 1.1.14.

It is useful to note the following well known differential topological result. Recall that if α
is a E-valued p-form on M then the support of α is

supp(α) = cl{x ∈M : α(x) 6= 0},

where cl denotes the topological closure.
1.2.18 Theorem (Stokes’ Theorem, [21, Vol. I, Theorem 8.4]). LetM be an orientable n-dimensional
manifold-with-boundary, and let ρ be a (n− 1)-form on M with compact support. Then∫

∂M
ρ =

∫
M
dρ.

The following consequence of Stokes’ Theorem is particularly useful. We recall that if (M, g)
is an orientable pseudo-Riemannian manifold the volume element vol(g) is the unique n-
form which takes value 1 on all positively oriented frames.
1.2.19 Theorem (Divergence Theorem). Let Y be a compactly supported vector field on an ori-
entable pseudo-Riemannian manifold (M, g). Then∫

M
div(Y ) vol(g) = 0.

Proof. Let η be the 1-form on M metrically dual to Y :

η(X) = g(Y,X), for all X ∈ Γ(TM).

Then the divergence of Y may be characterised as

div(Y ) = −δη,

where δ is the exterior coderivative of (M, g). Recall that the space of p forms is denoted
Ωp(M). In general, δ : Ωp(M)→ Ωp−1(M) may be expressed:

δα = −s(−1)n(p+1) ∗ d ∗ α,



CHAPTER 1. PRELIMINARIES 21

where d is the exterior derivative and ∗ is the Hodge star operator (see for instance [7]).
The number s = ε1 · · · εn, where the εi are the indicator symbols for any frame of M . (In the
familiar Riemannian case s = 1.) The Hodge star operator is the unique linear isomorphism
∗ : Ωp(M)→ Ωn−p(M) characterised by

α ∧ ∗β = g̃(α, β) vol(g), for all α, β ∈ Ωp(M),

where g̃ is the metric induced on Ωp(M). In particular, if f is a function (0-form) on M then:

∗f = f vol(g).

It follows from this, and the involution formula:

∗ ∗ α = s(−1)p(n−p)α,

that:

(div Y ) vol(g) = ∗(div Y ) = − ∗ δη
= s ∗ ∗d ∗ η
= s2(−1)n−1d(∗η)

= (−1)n−1d(∗η).

If Y is compactly supported then so is η and hence ∗η, so by Stokes’ Theorem (1.2.18):∫
M

(div Y ) vol(g) =

∫
M

(−1)n−1d(∗η) = (−1)n−1
∫
∂M
∗η = 0,

since ∂M = ∅.

1.2.20 Proposition (Integration by Parts). Let σ be a section of a pseudo-Riemannian vector bun-
dle E over an orientable pseudo-Riemannian manifold (M, g) and let ρ be a E-valued 1-form on M ,
with either σ or ρ compactly supported. Then∫

M
〈ρ,∇σ〉 vol(g) =

∫
M
〈∇∗ρ, σ〉 vol(g).

Proof. First note, for all X,Y ∈ TM :

(∇Xρ)(Y ) = ∇X(ρ(Y ))− ρ(DXY ), (1.3)

where, on the right hand side, Y has been extended to a local vector field. Then by defini-
tion, for a frame {Ei} of M :

〈ρ,∇σ〉 =
∑
i

εi 〈ρ(Ei),∇Eiσ〉

=
∑
i

εi [Ei〈ρ(Ei), σ〉 − 〈∇Ei(ρ(Ei)), σ〉], by holonomy invariance

=
∑
i

εi [Ei〈ρ(Ei), σ〉 − 〈∇Eiρ(Ei) + ρ(DEiEi), σ〉], by (1.3)

= 〈−
∑
i

εi∇Eiρ(Ei), σ〉+
∑
i

εi [Ei〈ρ(Ei), σ〉+ 〈ρ(DEiEi), σ〉]

= 〈∇∗ρ, σ〉+
∑
i

εi [Ei(η(Ei)) + η(DEiEi)]

= 〈∇∗ρ, σ〉+
∑
i

εi∇Eiη(Ei),
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where η is the 1-form on M defined:

η(X) = 〈ρ(X), σ〉.

If Y is the vector field on M metrically dual to η:

η(X) = g(Y,X),

then:
(∇Zη)(X) = g(∇ZY,X).

Therefore:

〈ρ,∇σ〉 = 〈∇∗ρ, σ〉+
∑
i

εi g(∇EiY,Ei)

= 〈∇∗ρ, σ〉+ div(Y ).

Since either ρ or σ is compactly supported, η and hence Y is compactly supported. The
result follows on integrating over M , using the Divergence Theorem (1.2.19).

The result of Proposition 1.2.20 generalises to E-valued p-forms, see [7, Theorem 0.2.18], but
we will have no need for p > 1.

1.3 Principal fibre bundles and Ehresmann connections

We next review the basic definitions and theory of principal bundles. This motivates the
definition of the connection map.
1.3.1 Definition. [21, Vol. II, §8]. Let M be a C∞ manifold and G a Lie group. A principal
G-bundle over M is triple (Q, ξ, ·) where:

1. Q is a C∞ manifold (the total space of the principal bundle).

2. ξ : Q → M is a C∞ submersion (the projection map of the bundle) onto M (the base
space of the principal bundle), satisfying

ξ(q · g) = ξ(q), for all q ∈ Q and g ∈ G.

3. The map · (the action of G) is a C∞ map (q, g) 7→ q · g from Q×G to Q such that

q · (gh) = (q · g) · h, for all q ∈ Q and g, h ∈ G.

4. The following version of the local triviality condition is satisfied. For each x ∈ M
there is a neighbourhood U of x and a diffeomorphism ψ : ξ−1(U) → U × G of the
form ψ(q) = (ξ(q), ψ2(q)) where ψ2 is G-equivariant:

ψ2(q · g) = ψ2(q)g, for all q ∈ Q and g ∈ G. ♦
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1.3.2 Definition. Since ξ is a submersion its fibres are smooth submanifolds. Let i : ξ−1(x)→
Q be the inclusion map. The vertical subspace at q ∈ ξ−1(x) is the linear subspace

Vq = di(Tqξ
−1(x)).

Equivalently:
Vq = ker dξ(q).

Tangent vectors in Vq are called vertical tangent vectors at q. ♦

When a Lie group G acts on a manifold P there is a “infinitesimal action” of its Lie algebra
g on the vector fields Γ(TP ), as follows:

• For every a ∈ g we have a curve t 7→ exp ta in G.

• For every p ∈ P this gives a path in P , cp(t) = p · (exp ta).

• Define α(a)(p) = c′p(0). Then α(a) is a vector field on P , and α : g → Γ(TP ) is a Lie
algebra homomorphism.

1.3.3 Definition. The vector field α(a) is called the fundamental vector field generated by a. ♦

We now define a connection in a principal bundle.
1.3.4 Definition ( [21, Vol. II, §8-16]). An Ehresmann connection in a principal G-bundle
ξ : Q→M is a C∞ g-valued 1-form ω on Q such that:

1. fundamental vector fields map to their generating element

ω(α(a)) = a, for all a ∈ g,

2. ω is equivariant in the following sense:

ω(X · g) = Ad(g−1)ω(X), for all g ∈ G and X ∈ TQ,

where Ad is the adjoint action of the group G on its Lie algebra g and X · g = dRg(X)
where Rg : Q→ Q, Rg(q) = q · g. ♦

The connection provides a preferred complement to the vertical distribution on Q.
1.3.5 Definition. The horizontal subspace Hq of TqQ is

Hq = kerω(q).

This is of the same dimension as M because ω(q) : TqQ→ g is surjective. ♦
1.3.6 Proposition. [21, Vol. II, Proposition 8.4] The horizontal distribution H on Q defined by an
Ehresmann connection ω is C∞ and has the following properties:

1. The distribution splits the tangent space at each point q ∈ Q,

TqQ = Vq ⊕Hq.

2. The distribution is invariant under the group action on Q,

Hq·g = Hq · g, for all g ∈ G.
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We now combine the theories of principal bundles and vector bundles.

Let ξ : Q→ M be a principal G-bundle and let V be a r-dimensional real vector space with
a representation of G; i.e. a left group action of G on V by linear isomorphisms. ThenG acts
freely on elements of Q× V on the right by

(q, v) · g = (q · g, g−1 · v),

and the quotient map µ : Q × V → E to the orbit space E is a principal G-bundle. For
convenience we abbreviate µ(q, v) = q · v.

Define a map π : E → M by π(q · v) = ξ(q). This map is well-defined. For, if q′ · v′ = q · v
then there exists g ∈ G such that q′ = q · g, hence ξ(q′) = ξ(q).

Let U ⊂ M be a trivialising open set for Q, with trivialising map ψ and define a mapping
φ : π−1(U)→ U × V by:

φ(q · v) = (ξ(q), ψ2(q) · v).

Then φ is well-defined. For, if q′ · v′ = q · v then there exists g ∈ G such that v′ = g−1 · v,
hence

ψ2(q
′) · v′ = ψ2(q · g) · (g−1 · v) = (ψ2(q) · g) · (g−1 · v) = ψ2(q) · v.

The restrictions φ|π−1x are invertible (because G acts on V by isomorphisms) and may be
used to transfer the vector space structure of V to the fibres of E with respect to which φ|π−1x

is a linear isomorphism. This linear structure is also invariant under change of trivialisation.
We conclude that π is a locally trivial map of rank r (see Definition 1.2.1) and hence that E
is a vector bundle of rank r over M .
1.3.7 Definition. The vector bundle π : E → M constructed above is called the associated
vector bundle, and denoted by Q×G V . ♦

If πQ : Q × V → Q is the projection map then there is the following commutative diagram
of bundles:

Q Q× V

M E

πQ

π

ξ µ

The bundles ξ and µ are principal bundles whereas the bundles π and πQ are vector bun-
dles.

We shall find it useful to lift tangent vectors to M , and sections of E , to Q as follows.
1.3.8 Definition. Let X ∈ TxM then a lift of X to Q is A ∈ TqQ, where ξ(q) = x and
dξ(A) = X . ♦
1.3.9 Definition. Let σ ∈ Γ(E). The equivariant lift of σ is the unique equivariant map s : Q→
V such that

q · s(q) = σ(ξ(q)), for all q ∈ Q.

In this case equivariance means

s(q · g) = g−1s(q), for all g ∈ G. ♦
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We now relate the ideas of an Ehresmann connection in a principal bundle and a linear
connection in a vector bundle.
1.3.10 Definition. Let E = Q×G V and let σ ∈ Γ(E) with equivariant lift s. Suppose ω is an
Ehresmann connection in Q. Then the associated linear connection∇ in E is defined by

∇ωXσ = q ·Dωs(A), for all X ∈ TxM,

where ξ(q) = x, A is a lift of X to TqQ and Dωs(A) = ds(Ah), where Ah is the horizontal
component of A. ♦

In Definition 1.3.10 Ah is called the horizontal lift of X to TqQ and is uniquely determined. It
is easily checked that the definition of∇ω is independent of the choice of q ∈ ξ−1(x).

The definition of a pullback of a principal G-bundle ξ : Q → M by a mapping ϕ : N → M
is analogous to that of a pullback vector bundle. The total space is

Q̃ = {(y, q) ∈ N ×Q : ϕ(y) = ξ(q)},

theG-action is (y, q)·g = (y, q ·g) for all g ∈ G. The bundle projection is therefore ξ̃(y, q) = y.
It is easily checked that Q̃ is locally trivialisable. If the mapping ϕ : Q̃→ Q is defined

ϕ̃(y, q) = (ϕ(y), q), for all (y, q) ∈ Q̃,

then the following commutative diagram:

Q̃ Q

N M

ϕ̃

ϕ

ξ̃ ξ

is a morphism of principal G-bundles.
1.3.11 Definition. Let ω be an Ehresmann connection for Q. Then the pullback Ehresmann
connection ω̃ in Q̃ is defined to be

ω̃(Ã) = ω(dφ̃(Ã)), for all Ã ∈ TQ̃.

Notice that ω̃ = φ̃∗(ω), the pullback form. ♦

It is easily checked that ω̃ defined in Definition 1.3.11 satisfies the properties of an Ehres-
mann connection.

The above described constructions of associated vector bundles and their linear connections
“commute” with the operation of pullback.
1.3.12 Proposition. Let ξ : Q→M be a principalG-bundle with connection ω and let E = Q×GV
be an associated vector bundle. Suppose ϕ : N →M is a smooth mapping.

(1) The pullback vector bundle Ẽ is naturally isomorphic to the associated bundle Q̃×G V .
(2) Under this isomorphism the pullback of the linear connection in E associated to ω is associated
to the pullback Ehreshmann connection ω̃.
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Proof. In summary, the isomorphism Ẽ → Q̃×G V is

(y, q · v) 7→ (y, q) · v,

for all pairs (y, q) ∈ N × Q such that ϕ(y) = ξ(q). If s is the equivariant lift of a section
σ ∈ Γ(E) then the equivariant lift of the pullback section σ̃ ∈ Γ(Ẽ) is s ◦ ϕ̃. Therefore if
Y ∈ TyN and B ∈ T(y,q)Q̃ is a lift of Y then

Dω̃ s̃(B) = ds̃(Bh) = d(s ◦ ϕ̃)(Bh) = ds((dϕ̃(B))h),

since dϕ̃(H̃) = H . The linear connection associated to ω̃ is (Definition 1.3.10):

∇ω̃Y σ̃ = (y, q) · ds((dϕ̃(B))h).

On the other hand, the pullback of the linear connection∇ = ∇ω to Ẽ is (Definition 1.2.10):

∇̃Y σ̃ = (y,∇dϕ(Y )σ) = (y, q ·Dωs(dϕ̃(B))) = (y, q · ds((dϕ̃(B))h).

Thus∇ω̃ = ∇̃ under the natural vector bundle isomorphism.

1.4 The connection map

The connection map for a linear connection in a vector bundle is analogous to the connec-
tion form for an Ehresmann connection in a principal bundle. We outline the construction,
which is based on [23], in a way which we consider to be slightly more insightful than the
standard approach, for example that in [14]. The key idea of our approach is the square of
a vector bundle, which we now define.
1.4.1 Definition. Let π : E → M be a vector bundle. The square of E is the pullback vector
bundle π2 : π∗E → E of E over itself:

π∗E = {(e, f) ∈ E × E : π(e) = π(f)},

where π2(e, f) = e. If we define ξ : π∗E → E by ξ(e, f) = f then there is the following
commutative diagram:

E π∗E

M E

π2π

ξ

π

♦

The square has a natural section.
1.4.2 Definition. The diagonal section χ ∈ Γ(π∗E) is defined as follows:

χ : E → π∗E ; χ(e) = (e, e), for all e ∈ E . ♦

We now assume that E has linear connection∇. This may be pulled back to a linear connec-
tion ∇̃ in π∗E (Definition 1.2.10).
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1.4.3 Definition. We define a π∗E-valued one-form κ on E as follows:

κ(A) = ∇̃Aχ, for all A ∈ TE .

The connection map K : TE → E is then defined

K(A) = ξ ◦ κ(A)). ♦

The connection map defined in Definition 1.4.3 is characterised by the following prop-
erty.
1.4.4 Theorem. Let E be a vector bundle over M with linear connection∇ and connection map K.
Then

∇Xσ = K(dσ(X)), (1.4)

for all X ∈ TM and σ ∈ Γ(E).

Proof. Suppose X ∈ TxM and X = x′(0) for some smooth path x(t) ∈ M with x(0) =
x. Then the covariant derivative of σ may be expressed in terms of parallel translation
ρt : Ex → Ex(t) along the path x(t) as follows:

∇Xσ =
d

dt

∣∣∣
t=0

(ρt)
−1(σ(x(t))).

Define the path e(t) in E by e(t) = σ(x(t)); then e = e(0) = σ(x) and dσ(X) = e′(0). The
∇̃-parallel translation in Ẽ = π∗E along e(t) is:

ρ̃t : Ẽe → Ẽe(t); ρ̃t(e, f) = (e(t), ρt(f)).

Therefore

∇̃dσ(X)χ =
d

dt

∣∣∣
t=0

(ρ̃t)
−1(χ(e(t)))

=
d

dt

∣∣∣
t=0

(ρ̃t)
−1(e(t), e(t))

=
d

dt

∣∣∣
t=0

(ρ̃t)
−1(e(t), σ(x(t)))

=
d

dt

∣∣∣
t=0

(ρ̃t)
−1(e(t), σ ◦ π(e(t)))

=
d

dt

∣∣∣
t=0

(ρ̃t)
−1(σ̃(e(t)))

= ∇̃dσ(X)σ̃

which by Definition 1.2.10 of the pullback linear connection

= (e,∇dπ(dσ(X))σ)

= (e,∇Xσ).

Therefore
K(dσ(X)) = ξ(∇̃dσ(X)χ) = ∇Xσ.
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The connection map plays a similar role to the Ehresmann connection form in a principal
bundle, by splitting the tangent bundle TE into vertical and horizontal subbundles. In
particular this will enable us to define various pseudo-Riemannian metrics on E .
1.4.5 Definition. If π : E → M is any vector bundle then the vertical subbundle V ⊂ TE is
defined as:

Ve ⊂ TeE ; Ve = ker dπ(e).

If E has a linear connection with connection map K then the horizontal subbundle H ⊂ TE is
defined as:

He ⊂ TeE ; He = kerK(e).

1.4.6 Proposition. Each tangent space TeE splits as follows:

TeE = He ⊕ Ve.

Finally we note that if ϕ : N → M is a smooth map then the connection map K̃ : T Ẽ → Ẽ
for the pullback connection ∇̃ in Ẽ = ϕ∗E satisfies the relation

ϕ̃ ◦ K̃ = K ◦ dϕ̃, (1.5)

where
ϕ̃ : Ẽ → E ; ϕ̃(y, e) = e.

To see this let Y ∈ TyN and denote dϕ(Y ) = X ∈ Tϕ(y)M , and let σ̃(y) = (y, σ◦ϕ(y)) ∈ Γ(Ẽ)
for σ ∈ Γ(E). Note

T(y,e)Ẽ = {(Y,A) : Y ∈ TyN, A ∈ TeE , dϕ(Y ) = dπ(A)}.

Then
dϕ̃ : T Ẽ → TE ; dϕ̃(Y,A) = A,

and
dσ̃(Y ) = (Y, dσ(X)),

hence
dϕ̃(dσ̃(Y )) = dϕ̃(Y, dσ(X)) = dσ(X). (1.6)

Then

ϕ̃ ◦ K̃(dσ̃(Y )) = ϕ̃ ◦ ∇̃Y σ̃, by Theorem 1.4.4
= ϕ̃ ◦ (y,∇dϕ(Y )σ), by Definition 1.2.10

= ∇Xσ
= K(dσ(X)), by Theorem 1.4.4
= K(dϕ̃(dσ̃(Y ))), by (1.6)
= K ◦ dϕ̃(dσ̃(Y )).



CHAPTER 1. PRELIMINARIES 29

1.5 Harmonic maps

Harmonic maps were first introduced in 1964 [12] and enjoy a richly developed theory.
With a view to Chapter 2, where it is important to work on non-compact spaces, we will
consider the derivation of the Euler-Lagrange equations arising from local energy and com-
pactly supported variations. Let (M, g) and (N,h) be pseudo-Riemannian manifolds and
let ϕ : (M, g) → (N,h) be a smooth mapping. The energy density of ϕ is defined as fol-
lows:

e(ϕ) =
1

2
h(dϕ, dϕ) =

1

2

∑
εi h(dϕ(Ei), dϕ(Ei)),

where {Ei} is a frame on M .
1.5.1 Definition. An open set U ⊂M is relatively compact if cl(U) is compact. ♦
1.5.2 Definition. The local energies of ϕ : M → N are

E(ϕ;U) =
1

2

∫
U

e(ϕ) vol(g),

for any relatively compact U ⊂ M . If M itself is compact then we simply write E(ϕ;M) =
E(ϕ). ♦

The following definitions are required when applying calculus of variations to these local
functionals.
1.5.3 Definition. Let I ⊂ R be an open interval containing 0. Let Φ: M × I → N be a
smooth map and for each t ∈ I define the smooth map ϕt : M → N by ϕt(x) = Φ(x, t). If
ϕ0 = ϕ then Φ is said to be a 1-parameter variation of ϕ : M → N . The variation Φ is supported
in U ⊂M if ϕt(x) = ϕ(x) for all x ∈M \ U and t ∈ I . ♦
1.5.4 Definition. The variation field of the 1-parameter variation ϕt of ϕ is, for all x ∈M ,

v(x) =
d

dt

∣∣∣
t=0

ϕt(x) ∈ Tϕ(x)N. ♦

Note that v is a section of the pullback bundle ϕ−1(TN) → M . Also, if the variation is
compactly supported then the variation field v will also be compactly supported.

A map is harmonic if it is a critical point of the local energies in the space of smooth maps
M → N .
1.5.5 Definition. A smooth map of manifolds ϕ : M → N is harmonic if

d

dt

∣∣∣
t=0

E(ϕt;U) = 0,

for all relatively compact open U ⊂M and all variations ϕt supported in U . ♦

We now compute the Euler-Lagrange equations for this variational problem, for which the
following definition is important.
1.5.6 Definition. The tension field of the map ϕ : M → N is

τ(ϕ) = trace∇dϕ =
∑
i

εi (∇Eidϕ)(Ei),

where {Ei} is a frame field of M and ∇ is the connection in the bundle T ∗M ⊗ ϕ−1(TN)
obtained by tensoring the Levi-Civita connection of (M, g) with the pullback of the Levi-
Civita connection of (N,h). Note that

τ(ϕ) = −∇∗dϕ,
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when dϕ is regarded as a ϕ−1(TN)-valued 1-form on M . ♦

The following technical lemma is a vital tool for the analysis of mappings between non-
compact pseudo-Riemannian manifolds.
1.5.7 Definition. Let U ⊂M be a neighbourhood of the point x ∈M . Then a bump function
about x is a smooth function Λ: M → [0, 1] ⊂ R such that Λ(x) = 1 and Λ(y) = 0 for all
y ∈M \ U . ♦
1.5.8 Lemma. Let σ be a section of a pseudo-Riemannian vector bundle π : E → M of rank r over
a pseudo-Riemannian manifold (M, g). Suppose that∫

M
〈σ, ζ〉 vol(g) = 0,

for all ζ ∈ Γ(E) compactly supported. Then σ = 0.

Proof. Let x ∈ M be an arbitrary point and let {ei} a local frame of E defined over a rela-
tively compact open set U . Let Λ be a bump function about x vanishing outside U . For each
k ≤ r define the section ςk = Λ〈σ, ek〉ek ∈ Γ(E). This section is compactly supported. Let
ζ = ςk. Then

0 =

∫
M
〈σ, ςk〉 vol(g)

=

∫
M
〈σ,Λ〈σ, ek〉ek〉 vol(g)

=

∫
M

Λ〈σ, ek〉2 vol(g)

The integrand is positive and the bump function Λ is non-zero, thus 〈σ, ek〉2 = 0. Repeating
for each k shows σ vanishes on the neighbourhood U of x. Therefore as x is arbitrary
σ = 0.

1.5.9 Theorem. A smooth mapping ϕ of pseudo-Riemannian manifolds is harmonic if and only if
τ(ϕ) = 0.

Proof. The full technical details of the Riemannian version of the following computation are
given in [11]; we simply note the modifications that are required for the pseudo-Riemannian
case.

d

dt

∣∣∣
t=0

e(ϕt) =
d

dt

∣∣∣
t=0

1

2
h(dϕt, dϕt)

=
1

2

∑
i

εi
d

dt

∣∣∣
t=0

h(dϕt(Ei), dϕt(Ei))

=
∑
i

εi h(dϕ(Ei),∇Eiv)

= h(dϕ,∇v).

The first variation of the local energy is therefore:

d

dt

∣∣∣
t=0

E(ϕt, U) =

∫
U
h(dϕ,∇v) vol(g) =

∫
M
h(dϕ,∇v) vol(g),
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since v hence ∇v is compactly supported. Then Proposition 1.2.20 (integration by parts)
yields ∫

M
h(dϕ,∇v) vol(g) =

∫
M
h(∇∗dϕ, v) vol(g) = −

∫
M
h(τ(ϕ), v) vol(g).

It follows from Lemma 1.5.8 that ϕ is harmonic if and only if τ(ϕ) = 0.



Chapter 2

Harmonic Sections of
Pseudo-Riemannian Vector Bundles

2.1 Harmonic sections of vector bundles and sphere bundles

The standard way to define a pseudo-Riemannian metric on the total space of a vector
bundle is the following construction of Sasaki, [19].
2.1.1 Definition. Let π : E → M be a pseudo-Riemannian vector bundle over a pseudo-
Riemannian manifold (M, g). The Sasaki metric h on E is defined as follows:

h(A,B) = g(dπ(A), dπ(B)) + 〈K(A),K(B)〉, for all A,B ∈ Γ(TE),

where K : TE → E is the connection map for the linear connection in E . Then h is a pseudo-
Riemannian metric on E whose signature is the sum of the signatures of g and 〈 , 〉. ♦

Now let σ be a section of a vector bundle π : E →M .
2.1.2 Definition. The section σ is parallel with respect to a linear connection∇ in E if

∇Xσ = 0,

for all X ∈ TM . ♦

If σ is a parallel section of a pseudo-Riemannian vector bundle then

X〈σ, σ〉 = 2〈∇Xσ, σ〉 = 0, for all X ∈ TM.

Hence σ has constant pseudo-Riemannian length.

If the vector bundle E is pseudo-Riemannian, and the base is a pseudo-Riemannian mani-
fold (M, g), then the possibility of σ being a harmonic map with respect to the Sasaki metric
may be considered. However the following weaker condition is more natural.
2.1.3 Definition. The section σ is said to be a harmonic section of E if

d

dt

∣∣∣
t=0

E(σt;U) = 0,

for all relatively compact open U ⊂ M and all variations σt supported in U , where each σt
is a section of E .

32
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The energy density of σ with respect to the Sasaki metric is easy to calculate:

2 e(σ) = h(dσ, dσ)

=
∑
i

εi h(dσ(Ei), dσ(Ei))

=
∑
i

εi [g(Ei, Ei) + 〈∇Eiσ,∇Eiσ〉], By Definition 2.1.1 and Theorem 1.4.4

= n+ 〈∇σ,∇σ〉. (2.1)

Using the splitting TE = V⊕H (Proposition 1.4.6), the differential may be decomposed

dσ = dvσ + dhσ,

where dvσ(X) is the V -component of dσ(X) etc. This allows us to define the vertical energy
density of σ to be

ev(σ) =
1

2
h(dv(σ), dv(σ)),

and similarly the horizontal energy density eh(σ). Since V and H are orthogonal with re-
spect to the Sasaki metric:

e(σ) = ev(σ) + eh(σ).

Inspection of (2.1) shows that

ev(σ) =
1

2
〈∇σ,∇σ〉; eh(σ) =

n

2
.

It follows that σ is a harmonic section if and only if it is a critical point with respect to
variations through sections of the vertical energy functional:

Ev(σ;U) =

∫
U

ev(σ) vol(g) =
1

2

∫
U
〈∇σ,∇σ〉 vol(g). (2.2)

When the bundle is Riemannian (2.2) shows that parallel sections are harmonic, and the
following result is a partial converse.
2.1.4 Theorem ( [16,17]). A section of a Riemannian vector bundle over a compact pseudo-Riemannian
base manifold, where the vector bundle is equipped with the Sasaki metric, is a harmonic section if
and only if it is parallel.

Proof. Consider the variation σt = σ + tσ = (t+ 1)σ. Then by (2.2):

2 Ev(σt) = (t+ 1)2
∫
M
〈∇σ,∇σ〉 vol(g).

Therefore
d

dt

∣∣∣
t=0

Ev(σt) =

∫
M
〈∇σ,∇σ〉 vol(g).

Hence if σ is a harmonic map and 〈 , 〉 is positive definite then∇σ = 0.

2.1.5 Corollary. If E is a Riemannian vector bundle over a compact pseudo-Riemannian base man-
ifold, and the Euler class χ(E) 6= 0, then the only harmonic section of E is the zero section.

It is not self-evident from (2.2) that parallel sections of a pseudo-Riemannian vector bundle
are harmonic. To see this we need to compute the first variation of the vertical energy.
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2.1.6 Theorem. Let σ be a section of a pseudo-Riemannian vector bundle over a pseudo-Riemannian
base manifold. Then σ is a harmonic section if and only if∇∗∇σ = 0.

Proof. Let U ⊂ M be a relatively compact open set and let σt be a variation of the section
σ through sections with support in U . The variation field may be viewed as a (compactly
supported) section α ∈ Γ(E) as follows:

α(x) =
d

dt

∣∣∣
t=0

σt(x),

bearing in mind that t 7→ σt(x) is a curve in the fibre Ex. Then

d

dt

∣∣∣
t=0

ev(σt) =
1

2

d

dt

∣∣∣
t=0
〈∇σt,∇σt〉

=
1

2

∑
i

εi
d

dt

∣∣∣
t=0
〈∇Eiσt,∇Eiσt〉

=
∑
i

εi 〈∇Eiα,∇Eiσ〉

= 〈∇α,∇σ〉.

Therefore
d

dt

∣∣∣
t=0

Ev(σt;U) =

∫
M
〈∇α,∇σ〉 vol(g) =

∫
M
〈α,∇∗∇σ〉 vol(g),

by Proposition 1.2.20. The result now follows from Lemma 1.5.8.

The restrictions imposed by Theorem 2.1.4 and Corollary 2.1.5 may be overcome to a certain
extent by confining attention to sphere bundles.
2.1.7 Definition. Let π : E →M be a pseudo-Riemannian vector bundle. Then for any k 6= 0
the sphere bundle π : SE(k)→M is the subbundle of E with total space

SE(k) = {e ∈ E : 〈e, e〉 = k}.

Note that if the fibre metric is positive (resp. negative) definite then it is implicit that k > 0
(resp. k < 0). Furthermore this is no longer a vector bundle, but a fibre bundle. ♦

A section σ of E with constant pseudo-Riemannian length k may be regarded as a section
of SE(k). The manifold SE(k) may be given a pseudo-Riemannian metric by restricting the
Sasaki metric of E . Definition 2.1.3 may then be adapted by requiring σ to be a critical point
of vertical energy with respect to variations through sections of pseudo-Riemannian length
k, in which case σ is said to be a harmonic section of SE(k). The following result has been
established in the Riemannian case, see for instance [24].
2.1.8 Theorem. Let E be a pseudo-Riemannian vector bundle over a pseudo-Riemannian manifold,
and let σ ∈ Γ(E) be a section of constant pseudo-Riemannian length k. Then σ is a harmonic section
of SE(k) if and only if it satisfies

∇∗∇σ =
1

k
〈∇σ,∇σ〉σ.

Proof. Let σt be a compactly supported variation of σ through sections of pseudo-Riemannian
length k:

〈σt, σt〉 = k.
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Therefore:
0 =

d

dt

∣∣∣
t=0
〈σt, σt〉 = 〈α, σ〉,

where α is the variation field. By the calculation of Theorem 2.1.6

d

dt

∣∣∣
t=0

E(σt;U) =

∫
M
〈α,∇∗∇σ〉 vol(g).

Define σ̂ = σ/
√
|k|. Then σ̂ is a section of pseudo-Riemannian length ε = k/|k|, and the

component of∇∗∇σ in the direction of σ̂ is ε〈∇∗∇σ, σ̂〉σ̂. Therefore

d

dt

∣∣∣
t=0

E(σt;U) =

∫
M
〈α,∇∗∇σ − ε〈∇∗∇σ, σ̂〉σ̂〉 vol(g).

The integrand is now the inner product of two sections of the vector subbundle σ⊥ ⊂ E .
Applying Lemma 1.5.8 to this subbundle, it follows that σ is a harmonic section of SE(k) if
and only if

∇∗∇σ = ε〈∇∗∇σ, σ̂〉σ̂ =
ε

|k|
〈∇∗∇σ, σ〉σ =

1

k
〈∇∗∇σ, σ〉σ.

Finally we note

−〈∇∗∇σ, σ〉 =
∑
i

εi 〈∇2
Ei,Eiσ, σ〉

=
∑
i

εi [〈∇Ei∇Eiσ −∇∇EiEiσ, σ〉]

=
∑
i

εi [Ei〈∇Eiσ, σ〉 − 〈∇Eiσ,∇Eiσ〉 − 1
2∇EiEi〈σ, σ〉]

=
∑
i

εi [12Ei(Ei〈σ, σ〉)− 〈∇Eiσ,∇Eiσ〉 −
1
2∇EiEi〈σ, σ〉]

= −
∑
i

εi 〈∇Eiσ,∇Eiσ〉, since 〈σ, σ〉 = k

= −〈∇σ,∇σ〉.

The case E = TM where M is a Riemannian manifold and the fibre metric of E is the
Riemannian metric of M has been extensively studied (see for instance [13]). Harmonic
sections in this case, with k = 1, are referred to as harmonic unit vector fields. Of course this
theory is only applicable to manifolds with zero Euler characteristic.

2.2 The generalised Cheeger-Gromoll metric on vector bundles
over pseudo-Riemannian manifolds

From now on we assume that π : E → (M, g) is a pseudo-Riemannian vector bundle over a
pseudo-Riemannian base space (M, g).

The definition of harmonic sections of such a vector bundle E → M (Definition 2.1.3) as-
sumes the Sasaki metric on the total space E . A recent approach to removing the restric-
tions imposed by Theorems 2.1.4 and 2.1.8 and Corollary 2.1.5, proposed in [3], was to
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replace this metric by a member of the family of generalised Cheeger-Gromoll metrics. This
is a 2-parameter family of semi-Riemannian metrics hp,q on E , for all p, q ∈ R, which con-
tains amongst others the Sasaki metric (h0,0), Cheeger-Gromoll metric (h1,1) and the stereo-
graphic metric (h2,0).

In this and subsequent sections, we generalise the work of Benyounes et al. from Rie-
mannian vector bundles over Riemannian manifolds to pseudo-Riemannian vector bundles
over pseudo-Riemannian manifolds. This requires careful modification of the generalised
Cheeger-Gromoll metrics to ensure they remain meaningful in the pseudo-Riemannian
case. The calculation of the Euler-Lagrange equations is also carefully reconsidered. This
necessitates the consideration of non-compact base manifolds.
2.2.1 Definition. Let π : E → (M, g) be a pseudo-Riemannian vector bundle over a pseudo-
Riemannian manifold (M, g). Suppose the fibre metric is 〈 , 〉 and the connection map is
K : TE → E . Define

E ′ = {e ∈ E : 〈e, e〉 6= −1}.

Then E ′ ⊂ E is a dense open subset. For each (p, q) ∈ R2 define a symmetric (2, 0)-tensor
hp,q on E ′ as follows:

hp,q(A,B) =g(dπ(A), dπ(B)) + ωp(e)[〈K(A),K(B)〉+ q〈K(A), e〉〈e,K(B)〉],

for all A,B ∈ TeE ′, where ω(e) = 1/|1 + 〈e, e〉|. If q = 0 then hp,q is a pseudo-Riemannian
metric on E ′ with the same signature as the Sasaki metric. Otherwise hp,q is of variable
signature and therefore defines a semi-Riemannian metric on E ′. More precisely, if q < 0
(resp. q > 0) then hp,q has the same signature as the Sasaki metric in the region where
〈e, e〉 < −1/q (resp. > −1/q). Furthermore hp,q degenerates on the sphere bundle SE(−1/q)
and:

• If q < 0 then the index of hp,q increases by 1 in the space-like region where 〈e, e〉 >
−1/q.

• If q > 0 then the index of hp,q decreases by 1 in the time-like region where 〈e, e〉 <
−1/q.

Proof. First note that the horizontal part of this is always the same signature as the base
manifold and the ωp(e) term is a scaling and does not effect the signature. Denote the
relevant part:

βq(A,B) = 〈K(A),K(B)〉+ q〈K(A), e〉〈e,K(B)〉.

Let q > 0. Consider some e ∈ E with 〈e, e〉 < −1/q. Let {ei} be a frame of E with e = aej for
some ej time-like. Then −a2 < −1/q. Now consider the uniquely determined frame of TE ,
{Ai}, given by K(Ai) = ei. The indicator terms κi of this frame are:

κi = βq(Ai, Ai) = 〈ei, ei〉+ q〈ei, e〉〈e, ei〉

=

{
εi, if i 6= j

εj + qa2, if i = j.

In the first case the indicator terms are the same as the fibre metric of the vector bundle.
In the second case note that εj = −1 and that qa2 > 1. Hence κj > 0 and hence K(Aj) is
space-like. This means the total index of the metric has decreased by one from the Sasaki
metric.
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Similarly in the case q < 0 the index increases by one from the Sasaki metric for 〈e, e〉 >
−1/q.

The parameters (p, q) are known as the metric parameters. ♦
2.2.2 Definition. The (p, q)-energy density of section σ ∈ Γ(E) is

ep,q(σ) = 1
2hp,q(dσ, dσ).

The (p, q)-energy of σ over relatively compact open set U ⊂M is

Ep,q(σ;U) =

∫
U

ep,q(σ) vol(g). ♦

2.2.3 Definition. The section σ is said to be a (p, q)-harmonic section of E if

d

dt

∣∣∣
t=0

Ep,q(σt;U) = 0,

for all relatively compact open U ⊂ σ−1E ′ and all variations σt supported in U , where each
σt is a section of E . Note that σt(U) ⊂ E ′ for all sufficiently small t.

The (p, q)-energy density of σ may be calculated as follows, using Definition 2.2.1 and The-
orem 1.4.4:

2 ep,q(σ) = hp,q(dσ, dσ)

=
∑
i

εi hp,q(dσ(Ei), dσ(Ei))

=
∑
i

εi [g(Ei, Ei) + ωp(σ)(〈∇Eiσ,∇Eiσ〉+ q〈∇Eiσ, σ〉2)]

= n+ ωp(σ)(〈∇σ,∇σ〉+ qg(∇F,∇F )), (2.3)

where F = 1
2〈σ, σ〉. The last step to (2.3) goes as follows:

g(∇F,∇F ) =
∑
i

εi g(∇F,Ei)2), by Proposition 1.1.13

=
∑
i

εi (Ei(F ))2, by Definition 1.1.14

= 1
4

∑
i

εi (Ei〈σ, σ〉)2

=
∑
i

εi 〈∇Eiσ, σ〉2. (2.4)

Note that this requires the vector bundle to be pseudo-Riemannian. Again, using the split-
ting TE = V ⊕H (Proposition 1.4.6), the differential may be decomposed

dσ = dvσ + dhσ,

where dvσ(X) is the V -component of dσ(X) etc. This allows us to define the vertical (p, q)-
energy density of σ to be

evp,q(σ) = 1
2hp,q(d

v(σ), dv(σ)),
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and similarly the horizontal (p, q)-energy density ehp,q(σ). Since V and H are orthogonal
with respect to the metric hp,q:

ep,q(σ) = evp,q(σ) + ehp,q(σ).

Inspection of (2.3) shows that

evp,q(σ) = 1
2ω

p(σ)(〈∇σ,∇σ〉+ qg(∇F,∇F )); ehp,q(σ) =
n

2
.

Notice once again the horizontal energy density is constant. It follows that σ is a (p, q)-
harmonic section if and only if it is a critical point with respect to variations through sections
of the vertical (p, q)-energy functional:

Evp,q(σ;U) =

∫
U

evp,q(σ) vol(g) =
1

2

∫
U
ωp(σ)(〈∇σ,∇σ〉+ qg(∇F,∇F )) vol(g). (2.5)

2.3 Euler-Lagrange equations

From this point we are roughly following the calculation of the Euler-Lagrange equations
in the Riemannian case [3]. Some care is required to take into account both the move to
pseudo-Riemannian geometry and the alterations to the generalised Cheeger-Gromoll met-
ric.

Let σ be a section of E and let σt be a variation of σ through sections that is supported in a
relatively compact open set U ⊂ σ−1E ′. Define:

Σ: M × R→ E ; Σ(x, t) = σt(x).

Let π1 : M × R → M be projection onto the first factor: (x, t) 7→ x. Then Σ may be viewed
as a section of the pullback bundle π−11 E →M × R.
2.3.1 Definition. Let v(t) denote the variation field:

vt = v(t) =
d

dt
σt.

Since σt is a variation through sections v(t) is vertical. Define a family of sections ρt of
π : E →M as follows:

K ◦ vt = ρt. ♦

We note the following well known facts in two Lemmas.
2.3.2 Lemma. Let ∂t be the unit vector field on M × R in the positive R-direction. Then the
covariant derivative of Σ with respect to the π1-pullback connection is the π1-pullback of ρt. That is:

∇∂tΣ = π−11 ρt.

Proof. Recall Theorem 1.4.4, and note that:

vt ◦ π1 = dπ̃1 ◦ dΣ(∂t).
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Then, if K̃ is the connection map for the pullback connection:

π̃1 ◦ ∇∂tΣ = π̃1 ◦ K̃(dΣ(∂t))

= K ◦ dπ̃1(dΣ(∂t)), by (1.5)
= K(vt ◦ π1)
= ρt ◦ π1.

2.3.3 Lemma. The curvature of the pullback connection satisfies: R(TM, TR) = 0.

For the purposes of our main calculation it is convenient to split the first variation into two
pieces V1 and V2 as follows,

d

dt

∣∣∣
t=0

Evp,q(σt;U) =
1

2

∫
U

d

dt

∣∣∣
t=0

ωp(σt)(〈∇σ,∇σ〉+ qg(∇F,∇F )) vol(g)

+
1

2

∫
U
ωp(σ)

d

dt

∣∣∣
t=0

(〈∇σt,∇σt〉+ qg(∇Ft,∇Ft)) vol(g)

= V1 + V2.

We consider each of the components of the calculation in turn, introducing α = dF ⊗ σ, an
E-valued 1-form on M , and denoting ρ = ρ0.
2.3.4 Lemma.

1.
d

dt

∣∣∣
t=0

ωp(σt) = −2pεωp+1(σ)〈σ, ρ〉,
where ε = 1+2F

|1+2F | = ±1 is the sign of 1 + 〈σ, σ〉.

2.
d

dt

∣∣∣
t=0
〈∇σt,∇σt〉 = 2〈∇ρ,∇σ〉.

3.
d

dt

∣∣∣
t=0

g(∇Ft,∇Ft) = 2〈α,∇ρ〉+ 2〈∇∇Fσ, ρ〉.

Proof. 1. By elementary calculus:

d

dt

∣∣∣
t=0

ωp(σt) =
d

dt

∣∣∣
t=0
|1 + 〈σt, σt〉|−p

= −pε|1 + 〈σt, σt〉|−p−1
d

dt

∣∣∣
t=0
〈σt, σt〉

= −2pε|1 + 〈σ, σ〉|−p−1〈ρ, σ〉
= −2pεωp+1(σ)〈σ, ρ〉.

2. Summing over i:

d

dt

∣∣∣
t=0
〈∇σt,∇σt〉 = 2εi 〈∇∂t∇EiΣ,∇Eiσt〉

∣∣∣
t=0

swapping the order of covariant differentiation, using Lemma 2.3.3:

= 2εi 〈∇Ei∇∂tΣ,∇Eiσt〉
∣∣∣
t=0
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and using Lemma 2.3.2 to evaluate the covariant derivative:

= 2εi 〈∇Eiρt,∇Eiσt〉
∣∣∣
t=0

= 2〈∇ρ,∇σ〉.

Note that we make no notational distinction between the connection ∇ in E and its
π1-pullback.

3. Summing over i:

1

2

d

dt

∣∣∣
t=0

g(∇Ft,∇Ft) =
1

2

d

dt

∣∣∣
t=0

εi 〈∇Eiσt, σt〉2, by (2.4)

= εi 〈∇Eiσ, σ〉
d

dt

∣∣∣
t=0
〈∇Eiσt, σt〉

= εiEi(F )(〈∇∂t∇EiΣ, σ〉
∣∣∣
t=0

+ 〈∇Eiσ, ρ〉)

using Lemma 2.3.3 to swap the order of covariant differentiation and Lemma 2.3.2 to
evaluate the covariant derivatives:

= εi g(∇F,Ei)(〈∇Eiρ, σ〉+ 〈∇Eiσ, ρ〉)

and using the definition α = dF ⊗ σ:

= εi 〈∇Eiρ, α(Ei)〉+ 〈∇∇Fσ, ρ〉
= 〈α,∇ρ〉+ 〈∇∇Fσ, ρ〉.

2.3.5 Corollary. The pieces of the first variation are:

V1 = −pε
∫
U
ωp+1(σ)〈σ, ρ〉[〈∇σ,∇σ〉+ qg(∇F,∇F )] vol(g),

V2 =

∫
U
ωp(σ)(〈∇σ + qα,∇ρ〉+ q〈∇∇Fσ, ρ〉) vol(g).

We recall Proposition 1.2.17, for a E-valued 1-form β and smooth function f : M → R:

∇∗(fβ) = f∇∗(β)− β(∇f). (2.6)

Let f = ωp(σ). Then

∇f = pωp−1(σ)∇(ω(σ))

= −2pωp−1(σ)ε|1 + 2F |−2∇F
= −2pωp+1(σ)∇F. (2.7)

2.3.6 Proposition. The codifferential of γ = ωp(σ)(∇σ + qα) is

∇∗γ = ωp(σ)(∇∗∇σ + q∇∗α) + 2pεωp+1(σ)(∇∇Fσ + qg(∇F,∇F )σ).
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Proof. Let β = ∇σ + qα and f = ωp(σ). Then γ = fβ and by (2.7) and (2.6):

∇∗γ = ∇∗(fβ) = ωp(σ)(∇∗∇σ + q∇∗α)− (∇σ + qα)(−2pεωp+1(σ)∇F )

= ωp(σ)(∇∗∇σ + q∇∗α) + 2pεωp+1(σ)(∇∇Fσ + qg(∇F,∇F )σ).

2.3.7 Lemma. The codifferential of α = dF ⊗ σ is:

∇∗α = (∆F )σ −∇∇Fσ.

Proof. Taking the covariant derivative of the tensor product:

∇α = (∇dF )⊗ σ + dF ⊗∇σ,

and applying the definition of the coderivative (Definition 1.2.16):

∇∗α = (∇∗dF )σ −
∑
i

εi dF (Ei)∇Eiσ

= (∆F )σ −
∑
i

εi∇dF (Ei)Eiσ

= (∆F )σ −∇∇Fσ, by Definition 1.1.14.

Applying Lemma 2.3.7 to Proposition 2.3.6 yields:
2.3.8 Proposition. The codifferential of Proposition 2.3.6 is:

∇∗γ = ωp(σ)(∇∗∇σ + q((∆F )σ −∇∇Fσ)) + 2pεωp+1(σ)(∇∇Fσ + qg(∇F,∇F )σ).

We are now in a position to calulate the Euler-Lagrange equations for (p, q)-harmonic sec-
tions.
2.3.9 Theorem. The section σ ∈ Γ(E) is (p, q)-harmonic if and only if

τp,q(σ) = 0, (2.8)

where
τp,q(σ) = Tp(σ)− φp,q(σ)σ,

with

Tp(σ) = (1 + 2F )∇∗∇σ + 2p∇∇Fσ,
φp,q(σ) = p〈∇σ,∇σ〉 − pq g(∇F,∇F )− q(1 + 2F )∆F.

Proof. The first variation of the local vertical (p, q)-energy is

d

dt

∣∣∣
t=0

Evp,q(σt;U) = V1 + V2,

where by Corollary 2.3.5:

V1 = −p
∫
M
εωp+1(σ)〈[〈∇σ,∇σ〉+ qg(∇F,∇F )]σ, ρ〉 vol(g),

V2 =

∫
M
〈∇∗γ + qωp(σ)∇∇Fσ, ρ〉 vol(g).
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Note that we have used integration by parts (Proposition 1.2.20) to rewrite V2 in divergence
form. Now by Proposition 2.3.8:

V2 =

∫
M
〈ωp(σ)(∇∗∇σ + q(∆F )σ) + 2pεωp+1(σ)(∇∇Fσ + qg(∇F,∇F )σ), ρ〉 vol(g),

by a cancellation of terms

=

∫
M
εωp+1(σ)〈ε|1 + 2F |[∇∗∇σ + q(∆F )σ] + 2p(∇∇Fσ + qg(∇F,∇F )σ), ρ〉 vol(g).

Therefore:

V1 + V2 =

∫
M
εωp+1(σ)〈τp,q(σ), ρ〉 vol(g),

noting that
ε|1 + 2F | = 1 + 2F.

The result now follows from Lemma 1.5.8.

2.3.10 Remarks.

1. The Euler-Lagrange equations (2.8) make sense on all of M not just on σ−1(E ′). We
thus redefine “(p, q)-harmonic section” to mean a section of E that satisfies Equa-
tion (2.8).

2. If the section σ has 〈σ, σ〉 ≡ −1, i.e. M \ σ−1(E ′) = ∅, then σ is (0, q)-harmonic for all
q ∈ R.

3. If 〈σ, σ〉 = k 6= −1 then the Euler-Lagrange equations are:

(1 + k)∇∗∇σ = p〈∇σ,∇σ〉σ. (2.9)

Therefore by Theorem 2.1.8 σ is a harmonic section of the sphere bundle SE(k) if and
only if σ is (p, q)-harmonic for p = 1+k

k and all q.

If 〈σ, σ〉 = k = −1 then the sections are (0, q)-harmonic for all q, as noted in Remark
2 and there is no link between the (p, q)-harmonic sections and the harmonic sections
SE(−1).

4. If σ is parallel then σ is (p, q)-harmonic for all (p, q).

2.4 Preharmonic sections

A useful concept it that of a preharmonic section. This is a both relatively quick way to
determine if a section is likely to be harmonic, and a way in which to simplify the Euler-
Lagrange equations.
2.4.1 Definition. A section σ of a pseudo-Riemannian vector bundle π : E →M is p-preharmonic
if Tp(σ) is pointwise collinear with σ, and preharmonic if it is p-preharmonic for all p. Pre-
harmonicity means:

1. There exists a smooth function ν : M → R such that ∇∗∇σ = νσ, for example if σ is
an eigenfunction of the rough Laplacian.
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2. There exists a smooth function ζ : M → R such that∇∇Fσ = ζσ.

The function ζ introduced in the Riemannian case in [5], is called the spinnaker of σ. ♦

The following Weitzenböck formula generalises the calculation used at the end of the proof
of Theorem 2.1.8.
2.4.2 Lemma (Weitzenböck identity). Let σ be a section of a pseudo-Riemannian vector bundle
π : E →M . Then

〈∇∗∇σ, σ〉 = 〈∇σ,∇σ〉+ ∆F.

Proof. Let {Ei} be a frame of M . Then summing over i:

−〈∇∗∇σ, σ〉 = 〈εi∇2
Ei,Eiσ, σ〉

= εi 〈∇Ei∇Eiσ −∇DEiEiσ, σ〉
= εi [Ei〈∇Eiσ, σ〉 − 〈∇Eiσ,∇Eiσ〉]− εi 1

2DEiEi〈σ, σ〉
= εi [Ei(EiF )− (DEiEi)F ]− 〈∇σ,∇σ〉
= −∇∗dF − 〈∇σ,∇σ〉, by Definition 1.2.16,
= −∆F − 〈∇σ,∇σ〉, by Definition 1.1.16.

2.4.3 Theorem. Let σ be a preharmonic section of the vector bundle π : E → M . Then σ is (p, q)-
harmonic if and only if

(p+ q + 2qF )∆F + 2p(1 + qF )ζ + (1 + 2(1− p)F )ν = 0.

Proof. Let∇∗∇σ = νσ and∇∇Fσ = ζσ. Then

Tp(σ) = ((1 + 2F )ν + 2pζ)σ. (2.10)

Now

〈∇F,∇F 〉 = ∇F (F )

= 1
2∇F 〈σ, σ〉

= 〈∇∇Fσ, σ〉
= 〈ζσ, σ〉
= 2Fζ,

and use of the Weitzenböck identity (Lemma 2.4.2) yields

〈∇σ,∇σ〉 = ν〈σ, σ〉 −∆F.

Therefore

φp,q(σ) = p(2Fν −∆F )− pq(2Fζ)− q(1 + 2F )∆F

= 2p(ν − qζ)F − (p+ q + 2qF )∆F. (2.11)

The result follows by applying Theorem 2.3.9 to (2.10) and(2.11).
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2.5 Harmonic vector fields

We now consider the situation where E = TM , and M is a pseudo-Riemannian manifold.
The Levi-Civita connection of M will now be denoted by ∇ and the metric g on M will
often be denoted 〈 , 〉.
2.5.1 Definition. A vector field σ on M is said to be a harmonic vector field if σ is a (p, q)-
harmonic section of the vector bundle TM → M for some (p, q). In this case (p, q) are said
to be metric parameters for σ.

The metric parameters for a harmonic vector field need not be uniquely determined. This
was already known in the Riemannian case from [5] and we will give non-Riemannian
examples, such as Theorem 4.3.8.

There is a natural action of the isometry group of (M, g) on vector fields.
2.5.2 Definition. Let ϕ : (M, g) → (M, g) be an isometry. Then for any vector field σ on M
define a vector field ϕ.σ by:

(ϕ.σ)(x) = dϕ(σ(ϕ−1(x))).

The vector fields σ and ϕ.σ are said to be congruent.

Although the equations for a vector field to be harmonic are somewhat complicated, they
are in fact invariant under this action.
2.5.3 Theorem. Let σ be a harmonic vector field on M and let ϕ be an isometry of M . Then ϕ.σ is
also harmonic, with the same metric parameters.

Proof. It follows from the fact that∇dϕ = 0 (Proposition 1.2.15) that

∇X(ϕ.σ) = ϕ.∇Xσ, for all X ∈ Γ(TM).

Therefore
∇∗∇(ϕ.σ) = ϕ.∇∗∇σ.

Since 〈ϕ.σ, ϕ.σ〉 = 〈σ, σ〉we deduce that

Tp(ϕ.σ) = ϕ.Tp(σ).

Furthermore
〈∇(ϕ.σ),∇(ϕ.σ)〉 = 〈ϕ.∇σ, ϕ.∇σ〉 = 〈∇σ,∇σ〉,

and the remaining terms of φp,q(ϕ.σ) are the same as those of φp,q(σ). Therefore

φp,q(ϕ.σ) = φp,q(σ).

It follows that
τp,q(ϕ.σ) = ϕ.τp,q(σ).

2.5.4 Remark. Although harmonic vector fields are invariant under isometry it is perhaps
surprising to learn that they are not invariant under simple rescaling. Examples of this
were already noted in [3]. As a consequence when solving the Euler-Lagrange equations
scale factors cannot be neglected.



Chapter 3

Harmonic Closed Conformal Vector
Fields

From now on we will deal with tangent bundles and vector fields, rather than vector bun-
dles and sections. We consider the general class of vector fields known as closed conformal
fields. This generalises the class of conformal gradient fields, all of which are preharmonic.
To find examples we consider warped products; specifically where the warping factor is an
interval of the real line. These warped products have a natural closed conformal field that
allows us to reduce the Euler-Lagrange equations for harmonic vector fields to an ordinary
differential equation of the warping function. An analysis of this equation can be found in
Appendix A.

Every pseudo-Riemannian space form may be regarded as a warped product (see for in-
stance [8]). For example, the Riemannian n-sphere is the warped product of the Rieman-
nian (n − 1)-sphere with an interval, warped by the cosine function. This will allow us to
generate examples of harmonic vector fields on most pseudo-Riemannian space forms, but
notably the construction breaks down on the Riemannian 2-sphere.

3.1 Geometry of closed conformal vector fields

We begin by introducing conformal vector fields and considering the geometric objects that
are involved in the Euler-Lagrange equations.
3.1.1 Definition. A conformal vector field σ on a pseudo-Riemannian manifold (M, g) is char-
acterised by

Lσ g = 2ψσg,

for a smooth function ψσ ∈ C∞(M) (see below). ♦
3.1.2 Definition. A closed vector field σ ∈ Γ(TM) is one whose metrically dual 1-form ω is
closed. That is

dω = 0.

♦

For computational purposes the following characterisations are useful.

45
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3.1.3 Lemma. A vector field σ ∈ Γ(TM) is conformal is and only if

g(∇Xσ, Y ) + g(X,∇Y σ) = 2ψσg(X,Y ), for all X,Y ∈ Γ(TM),

where∇ is the Levi-Civita connection.

Proof. We note that

(Lσ g)(X,Y ) = σ〈X,Y 〉 − 〈LσX,Y 〉 − 〈X,Lσ Y 〉
= σ〈X,Y 〉 − 〈[σ,X], Y 〉 − 〈X, [σ, Y ]〉
= 〈∇σX − [σ,X], Y 〉+ 〈X,∇σY − [Y, σ]〉
= 〈∇Xσ, Y 〉+ 〈X,∇Y σ〉.

Notice that both properties of the Levi-Civita connection have been used.

It follows from the lemma that the conformal factor ψσ = 1
n div σ. For:

2nψσ =
∑
i

εi 2ψσg(Ei, Ei) =
∑
i

εi [g(∇Eiσ,Ei) + g(Ei,∇Eiσ)]

= 2
∑
i

εi g(∇Eiσ,Ei)

= 2 div(σ), by Definition 1.1.15.

3.1.4 Lemma. A vector field σ ∈ Γ(TM) is closed if and only if

g(∇Xσ, Y )− g(X,∇Y σ) = 0, for all X,Y ∈ Γ(TM).

Proof. The exterior derivative of a 1-form ω may be written as follows:

dω(X,Y ) = Xω(Y )− Y ω(Y )− ω([X,Y ]).

When ω(X) = g(X,σ) we have:

dω(X,Y ) = X〈Y, σ〉 − Y 〈X,σ〉 − 〈[X,Y ], σ〉
= 〈∇XY, σ〉+ 〈Y,∇Xσ〉 − 〈∇YX,σ〉 − 〈X,∇Y σ〉 − 〈[X,Y ], σ〉
= 〈Y,∇Xσ〉 − 〈X,∇Y σ〉+ 〈∇XY −∇YX − [X,Y ], σ〉
= 〈Y,∇Xσ〉 − 〈X,∇Y σ〉.

Note again, both properties of the Levi-Civita connection are used.

Lemmas 3.1.3 and 3.1.4 can be combined to give the covariant derivative of a closed confor-
mal vector field.
3.1.5 Theorem. Let σ ∈ Γ(TM) be a closed conformal vector field. Then:

∇Xσ = ψσX, for all X ∈ TM,

where ψσ = 1
n div σ.
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Proof. Adding Lemmas 3.1.3 and 3.1.4 yields:

g(∇Xσ, Y ) = ψσ g(X,Y ).

Then for a frame of {Ei} of M :

∇Xσ =
∑
i

εi g(∇Xσ,Ei)Ei

=
∑
i

εi ψσ g(X,Ei)Ei

= ψσ
∑
i

εi g(X,Ei)Ei

= ψσX.

The converse is also true.
3.1.6 Proposition. Let σ ∈ Γ(TM) be a vector field with covariant derivative:

∇Xσ = ψσX, for all X ∈ TM.

Then σ is closed and conformal.

Proof. This follows directly by substituting the covariant derivative into Lemmas 3.1.3 and 3.1.4.

We now calculate the various components of the Euler-Lagrange equation (2.8), to enable
us to see when a closed conformal vector field is harmonic.
3.1.7 Proposition. Let σ ∈ Γ(TM) be a closed conformal vector field with conformal factor ψσ.
Then

〈∇σ,∇σ〉 = nψ2
σ.

Proof. It follows from the result of Theorem 3.1.5

∇Xσ = ψσX,

that

〈∇σ,∇σ〉 =
∑
i

εi 〈∇Eiσ,∇Eiσ〉

=
∑
i

εi 〈ψσEi, ψσEi〉

=
∑
i

εi ψ
2
σ 〈Ei, Ei〉

= nψ2
σ.

3.1.8 Proposition. Let σ ∈ Γ(TM) be a closed conformal vector field with conformal factor ψσ. If
F = 1

2〈σ, σ〉 then
∇F = grad(F ) = ψσ σ,

hence
〈∇F,∇F 〉 = 2ψ2

σF.



CHAPTER 3. HARMONIC CLOSED CONFORMAL VECTOR FIELDS 48

Proof. Decompose the gradient into its components:

grad(F ) =
∑
i

εi 〈∇F,Ei〉Ei

=
∑
i

εiEi(F )Ei

=
∑
i

εi 〈∇Eiσ, σ〉Ei

=
∑
i

εi 〈ψσEi, σ > Ei

= ψσ
∑
i

εi 〈Ei, σ〉Ei

= ψσ σ.

Then the second part follows from

〈∇F,∇F 〉 = 〈ψσ σ, ψσ σ〉 = 2ψ2
σF.

3.1.9 Proposition. Let σ ∈ Γ(TM) be a closed conformal vector field with conformal factor ψσ.
The covariant derivative in the direction of the gradient of F is

∇∇Fσ = ψ2
σσ.

Proof. The result follow directly from Theorem 3.1.5 and Proposition 3.1.8.

3.1.10 Proposition. Let σ ∈ Γ(TM) be a closed conformal vector field with conformal factor ψσ.
Then the rough Laplacian of σ is

∇∗∇σ = −∇ψσ = − grad(ψσ).

Proof. First consider the second covariant derivative

∇2
X,Y σ = ∇X(∇Y σ)−∇∇XY σ

= ∇X(ψσY )− ψσ∇XY
= (Xψσ)Y + ψσ∇XY − ψσ∇XY
= (Xψσ)Y,

then note that the rough Laplacian is

∇∗∇σ = − trace∇2σ

= −
∑
i

εi∇2
Ei,Eiσ

= −
∑
i

εi (Eiψσ)Ei

= − gradψσ.

3.1.11 Proposition. Let σ ∈ Γ(M) be a closed conformal vector field with conformal factor ψσ. The
Laplacian of the function F is

∆F = −nψ2
σ − 〈σ,∇ψσ〉.
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Proof. Consider the Laplacian as ∆F = −div(grad(F )). Then

−∆F =
∑
i

εi 〈∇Ei(ψσσ), Ei〉, by Proposition 3.1.8

=
∑
i

εi 〈(Eiψσ)σ,Ei〉+
∑
i

εi 〈ψσ∇Eiσ,Ei〉

=
∑
i

〈σ, εi (Eiψσ)Ei〉+
∑
i

εi 〈ψ2
σ Ei, Ei〉

= 〈σ,∇ψσ〉+ nψ2
σ.

Combining Propositions 3.1.7 to 3.1.11 yields the following result.
3.1.12 Theorem. Let σ ∈ Γ(TM) be a closed conformal vector field with conformal factor ψσ. Then
by (2.8) of Theorem 2.3.9:

Tp(σ) = −(1 + 2F )∇ψσ + 2pψ2
σ σ,

φp,q(σ) = pnψ2
σ − 2pqψ2

σ F + q(1 + 2F )(nψ2
σ + 〈σ,∇ψσ〉).

In order to make further progress further assumptions on σ are necessary.

3.2 Warped products

We introduce warped products, both in the case of a general warping factor and the case
where the warping factor is a real interval. It is the latter case that provides us with our
first examples of harmonic vector fields on pseudo-Riemannian manifolds. In fact warped
products provide us with a plethora of examples. This is because the solutions to the Euler-
Lagrange equations do not depend on the geometry of the warped factor, so in fact we
can choose any manifold we like and find a harmonic closed conformal vector field on its
warped product with suitable warping function and real interval.

We begin with an introduction to warped products, following [18] which itself summarises
the constructions first introduced in [6]. This is then simplified to the case where the warp-
ing factor is a space-like real interval. The spur to consider this type of manifold was the
paper [8], in which this type of closed conformal field is studied and the link between these
warped products and space forms noted.
3.2.1 Definition. Let (B, 〈 , 〉B), (F, 〈 , 〉F ) be pseudo-Riemannian manifolds, let f : B → R+

be a positive function on B. The warped product M = B×f F is the product manifold B×F
with the warped metric g:

gx(X,Y ) = 〈dπB(X), dπB(Y )〉B + (f ◦ πB(x))2〈dπF (X), dπF (Y )〉F ,

for all X,Y ∈ TxM , where πB : M → B and πF : M → F are the projection maps. Call B
the warping factor, F the warped factor and f the warping function. Note that the index of the
warped metric is the sum of the indices of the factors. ♦

We now consider the Levi-Civita connection of this warped product, followed by its curva-
tures. If X ∈ Γ(TB) then the lift of X to M is the vector field (X, 0) ∈ Γ(TM), and similarly
if V ∈ Γ(TF ) then its lift to M is the vector field (0, V ) ∈ Γ(TM). It is convenient to make
no notational distinction between a vector field and its lift.
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3.2.2 Proposition ( [18, Prop. 7.35]). Let M = B ×f F be a warped product, with vector fields
X,Y ∈ Γ(TB) and V,W ∈ Γ(TF ). Then the connection on M is characterised by:

1. ∇XY ∈ TB is the lift of∇BXY on B,

2. ∇XV = ∇VX = (X(f)/f)V ,

3. nor∇VW = −f 〈V,W 〉F ∇f ,

4. tan∇VW ∈ TF is the lift of∇FVW on F ,

where “ tan” denotes the component tangent to the fibres (the tangent spaces of the warped factor,
TF ) and “ nor” denotes the component tangent to the base (the tangent spaces of the warping factor,
TB).

Proof. We clarify a detail in the proof of [18] arising in (3).

g(∇VW,X) = −g(W,∇VX)

= −(Xf/f)g(W,V ), by (2)
= −(Xf)f〈W,V 〉F , by Definition 3.2.1
= −〈∇f,X〉B f 〈W,V 〉F
= −g(f 〈W,V 〉F ∇f,X).

3.2.3 Proposition ( [18, Prop. 7.42]). Under the same hypotheses as Proposition 3.2.2, the Rie-
mann tensor of M is characterised by:

1. R(X,Y )Z ∈ TB is the lift of RB(X,Y )Z on B,

2. R(V,X)Y = ((∇df)(X,Y )/f)V ,

3. R(X,Y )V = R(V,W )X = 0,

4. R(X,V )W = f 〈V,W 〉F ∇X(∇f),

5. R(V,W )U = RF (V,W )U − 〈∇f,∇f〉B[〈V,U〉FW − 〈W,U〉FV ].

3.2.4 Proposition ( [18, Prop. 7.43]). Under the same hypotheses as Proposition 3.2.2, with d the
dimension of F , the Ricci curvature tensor of M is characterised by

1. Ric(X,Y ) = RicB(X,Y )− (d/f)(∇df)(X,Y ),

2. Ric(X,V ) = 0,

3. Ric(V,W ) = RicF (V,W )− f2〈V,W 〉F f ], where

f ] =
∆f

f
+ (d− 1)

〈∇f,∇f〉
f2

,

where ∆f is the Laplacian on B.

Note that it follows from Corollary 1.2.13 that∇df is symmetric.

We now apply this to the special case where the warping factor is a space-like real interval,
and so the warping function is a strictly positive function of one variable.
3.2.5 Proposition. Let M = I ×f F , where I ⊂ R is an interval. Let ∂t ∈ Γ(TM) be the lift
of the standard tangent vector d/dt on I , and let V,W ∈ Γ(TF ). Then the connection of M is
characterised by:
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1. ∇∂t∂t = 0,

2. ∇∂tV = ∇V ∂t = f ′

f V ,

3. nor∇VW = −〈V,W 〉F ff ′∂t,

4. tan∇VW ∈ TF is the lift of∇FVW on F .

Proof. Note that I is flat and ∂t(f ◦πB) = f ′ ◦πB . Then all follow from Proposition 3.2.2.

In a similar vein the curvatures can also be simplified.
3.2.6 Proposition. Under the same hypotheses as Proposition 3.2.5, the Riemann tensor of M is
characterised by:

1. R(V, ∂t)∂t = f ′′

f V ,

2. R(∂t, ∂t)V = R(V,W )∂t = 0,

3. R(∂t, V )W = −〈V,W 〉F ff ′′∂t,

4. R(V,W )U = RF (V,W )U − (f ′)2[〈V,U〉FW − 〈W,U〉FV ].

Proof. For {Ei} a frame of M , with E1 = ∂t:

∇f =
∑
i

εi 〈∇f,Ei〉Ei

= 〈∇f, ∂t〉∂t +
∑
i>1

εi 〈∇f,Ei〉Ei

= (∂tf)∂t +
∑
i>1

εi (Eif)Ei

= f ′∂t, as f is a function of I only,

and

∇df(∂t, ∂t) = ∂t(df(∂t))− df(∇∂t∂t), by Definition 1.2.12
= ∂t(∂tf)

= ∂t(f
′)

= f ′′.

The result then follows from Proposition 3.2.3.

3.2.7 Proposition. The sectional curvatures of the warped product M = I ×f F are:

K(∂t, V ) = −f
′′

f
,

K(V,W ) =
1

f2
[KF (V,W )− (f ′)2],

where V,W ∈ TF are orthonormal in F .
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Proof. We have:

K(∂t, V ) =
g(R(∂t, V )∂t, V )

g(∂t, ∂t)g(V, V )− g(∂t, V )2

= −f
′′

f
, by Proposition 3.2.6,

K(V,W ) =
g(R(V,W )V,W )

g(V, V )g(W,W )− g(V,W )2

=
1

f4
[g(RF (V,W )V,W )− (f ′)2g([〈V, V 〉FW − 〈W,V 〉FV ],W )], by Prop. 3.2.6

=
1

f2
[KF (V,W )− (f ′)2].

3.2.8 Proposition. Under the same hypotheses as Proposition 3.2.5, where F has dimension n− 1,
the Ricci curvature tensor of M is characterised by:

1. Ric(∂t, ∂t) = (1− n)f
′′

f ,

2. Ric(∂t, V ) = 0,

3. Ric(V,W ) = RicF (V,W )− f2〈V,W 〉F f ], where

f ] = −f
′′

f
− (f ′)2

f2
.

Proof. Note that ∇f = f ′∂t and (∇df)(∂t, ∂t) = f ′′. Let {Ei} be a frame of M with E1 = ∂t.
Then:

∆f = −
∑
i

εi g(∇Ei(∇f), Ei)

= −g(∇∂t(f ′∂t), ∂t)−
∑
i>1

εi g(∇Ei(f ′∂t), Ei)

= −g((∂tf
′)∂t, ∂t)− g(f ′∇∂t∂t, ∂t)−

∑
i>1

εi g(f ′∇Ei∂t, Ei)

= −g(f ′′∂t, ∂t)−
∑
i>1

εi g(f ′(
f ′

f
Ei), Ei), by Proposition 3.2.5

= −f ′′ − (f ′)2

f

∑
i>1

εi g(Ei, Ei)

= −f ′′ + (1− n)
(f ′)2

f
.

Then the result follows from Proposition 3.2.4.

In the extra special case where the warped factor is also one dimensional we can say even
more about the curvature of the warped product, and in fact find the Gauss curvature of
the surface.
3.2.9 Proposition. Let M = I ×f F , where I ⊂ R is an interval and F is a 1-dimensional
Riemannian manifold. Let V be the lift of the standard unit vector field on F , and define the unit
vector field U = V/f . Then the connection of M is characterised by:
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1. ∇∂t∂t = 0,

2. ∇∂tU = (∂t(f)/f)U = f ′

f U ,

3. nor∇UU = −f ′

f ∂t,

4. tan∇UU = 0.

3.2.10 Proposition. Under the same hypotheses as Proposition 3.2.9, the Riemann tensor of M is
characterised by

1. R(U, ∂t)∂t = f ′′

f U ,

2. R(∂t, U)U = −f ′′

f ∂t.

3.2.11 Proposition. Under the same hypotheses as Proposition 3.2.9, the Gauss curvature of M is

κ(t, s) = −f
′′(t)

f(t)
,

for all (t, s) ∈ N .

Proof. Note that the Gauss curvature is the same as the sectional curvature (Definition 1.1.11)
of the 2-plane spanned by ∂t and U :

κ(t, s) = K(∂t, U) =
〈R(∂t, U)U, ∂t〉
〈U,U〉

= 〈−f
′′

f
∂t, ∂t〉

= −f
′′

f
.

3.3 Closed conformal vector fields on warped products

We now consider only the case of a space-like real interval as the warping factor. This gives
rise to a natural closed conformal vector field on the warped product that is tangent to the
warping factor. First we prove that such a vector field is in fact closed and conformal. Note
the change of notation from the previous section.
3.3.1 Lemma. Let N = I ×f M be a warped product of the open interval I ⊂ R and a pseudo-
Riemannian manifold M by the warping function f : I → R+ with metric

g( , ) = 〈 , 〉R + (f ◦ πI)2〈 , 〉M .

Then there exists a closed conformal vector field

σ = a(f ◦ πI)∂t,

where πI : N → I is projection onto the first factor and a ∈ R is constant. This has conformal factor

ψσ = a(f ′ ◦ πI).
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Proof. Consider in turn the covariant derivatives with respect to ∂t ∈ TI and V ∈ TM , and
for convenience write f = f ◦ πI etc. It follows from Proposition 3.2.5 that:

∇∂tσ = ∇∂t(af∂t)
= ∂t(af)∂t + af ∇∂t∂t
= af ′∂t,

and

∇V σ = ∇V (af∂t)

= V (af)∂t + af ∇V ∂t

= 0 + af(
f ′

f
V )

= af ′V.

The result then follows from Proposition 3.1.6.

Applying Theorem 3.1.12 leads to the following result.
3.3.2 Theorem. Let σ be the closed conformal vector field on the warped product N = I ×f M
defined as in Lemma 3.3.1. Then σ is (p, q)-harmonic if the warping function satisfies the second
order non-linear ordinary differential equation:

(g′)2[p(n− 2) + nq + q(n− p)g2]g + g′′(1 + g2)(1 + qg2) = 0, (3.1)

where g = af .

Proof. For a frame {Ei} of N with E1 = ∂t:

∇ψσ = ∇(af ′)

=
∑
i

εiEi(af
′)Ei

= ∂t(af
′)∂t +

∑
i>1

εiEi(af
′)Ei

= (af ′′)∂t = g′′∂t.

Note that:

2F = 〈σ, σ〉 = 〈g∂t, g∂t〉 = g2,

〈σ,∇ψσ〉 = 〈g∂t, g′′∂t〉 = gg′′.

Substituting these into Theorem 3.1.12 yields:

Tp(σ) = −(1 + g2)g′′∂t + 2p(g′)2g∂t,

φp,q(σ)σ = [pn(g′)2 − pq(g′)2g2 + q(1 + g2)(n(g′)2 + gg′′)]g∂t.

Comparison of coefficients of ∂t and rearrangement yields the stated equation.

The ODE (3.1) is analysed in Appendix A.
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3.4 Jacobi elliptic functions

We now consider one particular class of functions that give interesting results in the warped
products defined in Section 3.2. These are the Jacobi elliptic functions. More particularly we
consider them only for real parameters, and hence when they are real valued. A good in-
troduction is provided in [2]. We use their work as a basis for the introduction below.
3.4.1 Definition ( [2, §1.7]). Consider first the integral

x =

∫ ψ

0

dθ√
1− k2 sin2(θ)

.

Then the Jacobi elliptic functions are

sn(x, k) = sin(ψ),

cn(x, k) = cos(ψ),

dn(x, k) =
√

1− k2 sn(x).

Note that the abbreviations sn(x, k) = sn(x) etc. are often used. ♦
3.4.2 Proposition. Let k = 0, 1. Then the Jacobi elliptic functions simplify to the trigonometric
and hyperbolic functions respectively.

Proof. Substitute k = 0, 1 into Definition 3.4.1 and solve.

Note that although k = 1 gives the hyperbolic functions, they are not the expected ones; for
example sn(t, 1) = tanh(t).
3.4.3 Theorem. [2, Theorem 3.4] The Jacobi elliptic functions sn, cn, dn have periods 4K, 4K, 2K
respectively, where

K =

∫ π
2

0

dθ√
1− k2 sin2 θ

.

Proof. Since sin and cos have period 2π, and sin2 and cos2 have period π:

x+ 2K =

∫ ψ

0

dθ√
1− k2 sin2 θ

+

∫ π
2

−π
2

dθ√
1− k2 sin2 θ

=
(∫ ψ

0
+

∫ ψ+π

ψ

) dθ√
1− k2 sin2 θ

=

∫ ψ+π

0

dθ√
1− k2 sin2 θ

.

Noting that sin(ψ + π) = − sinψ:

sn(x+ 2K) = sin(ψ + π) = − sinψ = − sn(x).

Similarly
cn(x+ 2K) = − cn(x).

However:

dn(x+ 2K) =
√

1− k2 sn2(x+ 2K) =
√

1− k2 sn2(x) = dn(x).
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3.4.4 Proposition. The Jacobi elliptic functions satisfy the square identities:

sn2(x) + cn2(x) = 1,

k2 sn2(x) + dn2(x) = 1.

3.4.5 Proposition ( [2, p. 17]). The derivatives of the Jacobi elliptic functions are:

d

dx
sn(x) = cn(x) dn(x),

d

dx
cn(x) = − sn(x) dn(x),

d

dx
dn(x) = −k2 sn(x) cn(x).

It is also useful to record the following addition formulæ.
3.4.6 Proposition ( [2, p. 32]). The addition formulæ for the Jacobi elliptic functions are:

sn(x+ y) =
sn(x) cn(y) dn(y) + sn(y) cn(x) dn(x)

∆(x, y)
,

cn(x+ y) =
cn(x) cn(y)− sn(x) sn(y) dn(x) dn(y)

∆(x, y)
,

dn(x+ y) =
dn(x) dn(y)− k2 sn(x) sn(y) cn(x) cn(y)

∆(x, y)
,

where ∆(x, y) = 1− k2 sn2(x) sn2(y).

The following integrals of the Jacobi elliptic functions will be useful.
3.4.7 Theorem ( [10, §5, p. 46]). The Jacobi elliptic functions have the following integrals:∫

sn(x)dx =
1

k
ln

1 + k sn2(x/2)

1− k sn2(x/2)
,∫

cn(x)dx =
sn(x) arccos(dn(x))√

1− dn2(x)
,

∫
cn3(x)dx =

1

2k2
sn(x)

[
dn(x) +

(2k2 − 1) arccos(dn(x))√
1− dn2(x)

]
.

Proof. Dixon, in [10], has a constructive method for integrating sn using the double angle
formula (Proposition 3.4.6). First make the substitution x = 2u:∫

sn(x)dx = 2

∫
sn(2u)du,

then apply the double angle formula:∫
sn(x)dx =

∫
4 sn(u) cn(u) dn(u)

1− k2 sn4(u)
du.
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Next use the substitution z = sn2(u):∫
sn(x)dx = 2

∫
dz

1− k2z2

=
1

k
ln

1 + kz

1− kz

=
1

k
ln

1 + k sn2(x/2)

1− k sn2(x/2)
.

The remainder may be verified by differentiation of the right hand side.

3.5 Examples

In this section we make use of the results of Section 3.3 to provide our first examples of
harmonic closed conformal vector fields. We first consider space forms as warped products,
using trigonometric and hyperbolic warping functions. We then modify this construction
using Jacobi elliptic warping functions. This ultimately leads us to an interesting example
(Section 3.6): a smooth vector field on the 2-sphere which is harmonic with respect to a
rotationally symmetric singular Riemannian metric of finite total curvature.
3.5.1 Theorem. Let N be the warped product

N = I ×f M,

where f = b sin(t/b), b ∈ R+, t ∈ I = (0, bπ), and M is a pseudo-Riemannian manifold. Then
σ = a(f ◦ πI)∂t is (p, q)-harmonic if and only if:

n > 2,

p = n+ 1,

q = 2− n,

ab = ±
√
−1

q
.

Proof. First note that

f = b sin(t/b), f ′ = cos(t/b), f ′′ =
− sin(t/b)

b
,

and substitute these into (3.1), multiplying through by b2 and substituting c = ab to give:

c2 cos2(t/b)[p(n− 2) + nq + q(n− p)c2 sin2(t/b)]c sin(t/b)

− c sin(t/b)(1 + c2 sin2(t/b))(1 + qc2 sin2(t/b)) = 0.

Noting c2 6= 0 and sin 6= 0 on I this may be expressed as the following polynomial in
cos2(t/b):

c2 cos2(t/b))[p(n− 2) + nq + q(n− p)c2(1− cos2(t/b))]

− (1 + c2(1− cos2(t/b)))(1 + qc2(1− cos2(t/b))) = 0.
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Inspection of the coefficients yields:

cos4 : 0 = −c4q(n− p)− qc4

cos2 : 0 = c2(p(n− 2) + nq) + c4q(n− p) + (1 + c2)qc2 + (1 + qc2)c2

cos0 : 0 = (1 + c2)(1 + qc2).

The leading coefficient gives one of three conditions:

c4 = 0, q = 0, p = n+ 1,

the first of which can only happen if σ is trivial. If q = 0 then it follows from the constant
term that c2 = −1. We deduce that p = n + 1. From the constant term we see c2 = −1/q.
Substituting these into the linear term yields:

0 = −(p(n− 2) + nq) + (n− p)− (q − 1) + q(0)

= −(n+ 1)(n− 2)− nq +−1− q + 1

= −(n+ 1)(n− 2)− q(n+ 1),

which gives q = 2− n.

Note that Theorem 3.5.1 yields a preferred scale for the harmonic vector field, and the met-
ric parameters are uniquely determined. Furthermore the metric parameter q < 0 which
means that even if M is Riemannian the generalised Cheeger-Gromoll metric hp,q is nec-
essarily semi-Riemannian. If the warped factor is the round unit (n − 1)-sphere then the
warped product is the doubly punctured round n-sphere (of radius b) and the result coin-
cides with that of [3]. It is interesting to observe that when generalised to warped products
the dimensional restriction n > 2 still arises.

Applying a phase shift to Theorem 3.5.1 yields the following.
3.5.2 Corollary. Let N be the warped product

N = I ×f M,

where f = b cos(t/b), b ∈ R+, t ∈ I = (−bπ/2, bπ/2), and M is a pseudo-Riemannian manifold.
Then σ = a(f ◦ πI)∂t is (p, q)-harmonic if and only if:

n > 2,

p = n+ 1,

q = 2− n,

ab = ±
√
−1

q
.

We now consider hyperbolic warping functions.
3.5.3 Theorem. Let N be the warped product

N = R+ ×f M,

where f = b sinh(t/b), b ∈ R+, t ∈ R+, and M is a pseudo-Riemannian manifold. Then σ =
a(f ◦ πI)∂t is (p, q)-harmonic if and only if:

n > 2, p =
1

2− n
, q = 0, ab = ±1,
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or:

n ≥ 2, p = n+ 1, q =
1 + n− n2

n
, ab = ±1.

Proof. The first part is similar to that of Theorem 3.5.1. First note that :

f = b sinh(t/b), f ′ = cosh(t/b), f ′′ =
sinh(t/b)

b
,

then substitute these into (3.1), multiply through by b2 and substitute c = ba to obtain:

c2 cosh2(t/b)[p(n− 2) + nq + q(n− p)(cf)2]c sinh(t/b)

+ c sinh(t/b)(1 + c2 sinh2(t/b))(1 + qc2 sinh2(t/b)) = 0.

Noting c2 6= 0 and sinh 6= 0 on I yields the following polynomial in cosh2(t/b):

c2 cosh2(t/b)[p(n− 2) + nq + q(n− p)c2(cosh2(t/b)− 1)]

+ (1 + c2(cosh2(t/b)− 1))(1 + qc2(cosh2(t/b)− 1)) = 0.

Inspection of the coefficients yields:

cosh4 : 0 = c4q(n− p) + qc4,

cosh2 : 0 = c2(p(n− 2) + nq)− q(n− p)c4 + qc2(1− c2) + c2(1− qc2),
cosh0 : 0 = (1− c2)(1− qc2).

The leading coefficient leaves three possibilities:

c4 = 0, q = 0, p = n+ 1,

the first of which can only happen if σ is trivial.

If q = 0 then if follows from the constant term that c2 = 1. Then the linear term yields:

0 = p(n− 2) + 1,

which gives the first result.

Suppose p = n+ 1. Then the constant term yields two possibilities:

c2 = 1, qc2 = 1.

If qc2 = 1 then the linear term yields:

0 = (p(n− 2) + nq)− (n− p) + (q − 1)

= (n+ 1)(n− 2) + (n+ 1)q.

This gives q = 2 − n hence the contradiciton c2 = 1/(2 − n). If c2 = 1 then the linear term
yields:

0 = ((n+ 1)(n− 2) + nq)− q(n− n− 1) + (1− q)
= (n+ 1)(n− 2) + qn+ 1,

and this gives the final result.
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In contrast to Theorem 3.5.1, Theorem 3.5.3 asserts the existence of a harmonic vector fields
for dimension three and higher which has two pairs of metric parameters. Furthermore
there is a unique harmonic vector field in dimension two which is metrically unique with
parameters (3,−1/2). This generalises the situation for conformal gradient fields on the
real hyperbolic space Hn [5], which may be obtained by setting M = Hn−1. For the metric
parameter q = 0 the generalised Cheeger-Gromoll metric hp,q is a warped version of the
Sasaki metric.
3.5.4 Theorem. Let N be the warped product

N = R×f M,

where f = b cosh(t/b), b ∈ R+, t ∈ R, and M is a pseudo-Riemannian manifold. Then σ =
a(f ◦ πI)∂t is (p, q)-harmonic if and only if:

n > 2,

p = n+ 1,

q = 2− n,

ab = ± 1√
n− 2

.

Proof. Using the same method of proof as Theorem 3.5.3 yields the following polynomial in
sinh2(t/b):

c2 sinh2(t/b))[p(n− 2) + nq + q(n− p)c2(1 + sinh2(t/b))]

+ (1 + c2(1 + sinh2(t/b)))(1 + qc2(1 + sinh2(t/b))) = 0,

where c = ab. Inspection of the coefficients yields:

sinh4 : 0 = c4q(n− p) + qc4,

sinh2 : 0 = c2[p(n− 2) + nq + qc2(n− p)] + qc2(1 + c2) + (1 + qc2),

sinh0 : 0 = (1 + c2)(1 + qc2).

These are the same equations as those obtained for the warping function t 7→ b sin(t/b) in
Theorem 3.5.1.

We now turn our attention to the Jacobi elliptic functions.
3.5.5 Theorem. Let N be the warped product

N = I ×f M,

where f(t) = b sn(t/b), b ∈ R+, t ∈ I = (0, 2bK), and M is a pseudo-Riemannian manifold. Then
σ = a(f ◦ πI)∂t. Then σ is (p, q)-harmonic if and only if n > 2 and:

k = 0, p = n+ 1, q = 2− n, ab =
1√
n− 2

,

or
k = 1, p = n+ 2, q = 2− n, ab =

1√
n− 2

.
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Proof. By Proposition 3.4.5:

f = b sn(t/b), f ′ = cn(t/b) dn(t/b), f ′′ =
−1

b
sn(t/b)(dn2(t/b) + k2 cn2(t/b)).

Substituting these into (3.1) yields:

0 = c2 cn2(t/b) dn2(t/b)[p(n− 2) + nq + q(n− p)c2 sn2(t/b)]c sn(t/b)

− c sn(t/b)(dn2(t/b) + k2 cn2(t/b))(1 + c2 sn2(t/b))(1 + qc2 sn2(t/b)).

Use of the identities cn2 + sn2 = 1 and k2 sn2 + dn2 = 1, and noting that c2 6= 0 and sn 6= 0
on I yields:

0 = c2 cn2(t/b)(1− k2 + k2cn2(t/b))[p(n− 2) + nq + q(n− p)c2(1− cn2(t/b))]
− ((1− k2 + k2cn2(t/b)) + k2 cn2(t/b))(1 + c2(1− cn2(t/b)))(1 + qc2(1− 1− cn2(t/b)))

= c2 cn2(t/b)(1− k2 + k2cn2(t/b))[p(n− 2) + nq + q(n− p)c2 − q(n− p)c2cn2(t/b))]
− ((1− k2 + 2k2cn2(t/b))(1 + c2 − c2cn2(t/b)))(1 + qc2 − qc2cn2(t/b))),

which is a cubic polynomial in cn2(t/b). Inspection of the coefficients yields the following
four equations:

cn6 : 0 = −c4k2q(n− p)− 2k2qc4,

cn4 : 0 = −c4(1− k2)q(n− p) + c2k2(p(n− 2) + nq + q(n− p)c2)
− (1− k2)qc4 + 2k2c2(1 + qc2) + 2k2qc2(1 + c2),

cn2 : 0 = c2(1− k2)(p(n− 2) + nq + q(n− p)c2)
+ (1− k2)c2(1 + qc2) + (1− k2)qc2(1 + c2)− 2k2(1 + c2)(1 + qc2),

cn0 : 0 = (1− k2)(1 + c2)(1 + qc2).

The leading coefficient gives the following four possibilities:

c = 0, k = 0, q = 0, p = n+ 2,

the first of which can only happen if σ is trivial. If k = 0 then the remaining equations
reduce to those in the proof of Theorem 3.5.1.

If q = 0 then the remaining equations become:

cn4 : 0 = c2k2p(n− 2) + 2k2c2,

cn2 : 0 = c2(1− k2)p(n− 2)− (1− k2)c2 − 2k2(1 + c2),

cn0 : 0 = (1− k2)(1 + c2).

The constant term gives k = 1, and the second equation leads to the contradiction c2 = −1.

Finally if p = n+ 2 then the remaining equations become:

cn4 : 0 = 2c4(1− k2)q + c2k2((n+ 2)(n− 2) + nq − 2qc2)

− (1− k2)qc4 + 2k2c2(1 + qc2) + 2k2qc2(1 + c2),

cn2 : 0 = c2(1− k2)((n+ 2)(n− 2) + nq − 2qc2)

+ (1− k2)c2(1 + qc2) + (1− k2)qc2(1 + c2)− 2k2(1 + c2)(1 + qc2),

cn0 : 0 = (1− k2)(1 + c2)(1 + qc2).
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The constant term implies either of two possibilities:

k = 1, qc2 = −1.

If k = 1 the remaining equations become:

cn4 : 0 = ((n+ 2)(n− 2) + nq − 2qc2) + 2(1 + qc2) + 2q(1 + c2),

cn2 : 0 = 2(1 + c2)(1 + qc2).

The cn2 coefficient gives qc2 = −1 and then:

0 = ((n+ 2)(n− 2) + nq + 2) + 2(q − 1)

= (n+ 2)(n− 2 + q),

which gives the second result.

If p = n+ 2 and qc2 = −1 then the remaining equations reduce to:

cn4 : 0 = 1− k2((n+ 2)(n− 2) + nq + 2 + 2(q − 1) + 1),

cn2 : 0 = (1− k2)((n+ 2)(n− 2) + nq + 2 + (q − 1)).

The cn2 coefficient gives two possible conditions:

k = 1, q =
3− n2

n+ 1
.

If k = 1 we recover the previous case. However if q = (3− n2)/(n+ 1) then:

k2 =
1

n2 − 3 + (n+ 2)q

=
1

3− n2
,

which is a contradiction.

If k = 0 then the warping function in Theorem 3.5.5 is that of Theorem 3.5.1 and the two
results agree. However if k = 1 then f(t) = b tanh(t/b). In both cases the metric parameters
are uniquely determined and q < 0, and the dimensional restriction n > 2 applies.
3.5.6 Theorem. Let N be the warped product

N = I ×f M

where f(t) = b cn(t/b), b ∈ R+, t ∈ I = (−bK, bK), and M is a pseudo-Riemannian manifold.
Let σ = a(f ◦ πI)∂t. Then σ is (p, q)-harmonic if and only if:

n > 2, k = 0, p = n+ 1, q = 2− n, ab =
1√
n− 2

,

or:

n ≥ 2, k2 =
n+ 1

(n+ 2)(n− 1)
, p = n+ 2, q =

3− n2

n+ 1
, ab =

√
n+ 1

n2 − 3
.
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Proof. By Proposition 3.4.5:

f = b cn(t/b), f ′ = − sn(t/b) dn(t/b), f ′′ =
1

b
cn(t/b)(k2 sn2(t/b)− dn2(t/b)).

Substituting these into (3.1) yields:

0 = c2 sn2(t/b) dn2(t/b)[p(n− 2) + nq + q(n− p)c2 cn2(t/b)]c cn(t/b)+

+ (c cn(t/b)(k2 sn2(t/b)− dn2(t/b)))(1 + c2 cn2(t/b))(1 + qc2 cn2(t/b)).

Using the identities cn2 + sn2 = 1 and k2 sn2 + dn2 = 1, and noting c2 6= 0 and cn 6= 0 on I
yields:

0 = c2(sn2(t/b)− k2 sn4(t/b))[p(n− 2) + nq + q(n− p)c2(1− sn2(t/b))]+

+ (2k2 sn2(t/b)− 1)(1 + c2(1− sn2(t/b)))(1 + qc(1− sn2(t/b)))

= c2(sn2(t/b)− k2 sn4(t/b))[p(n− 2) + nq + q(n− p)c2 − q(n− p)c2 sn2(t/b)]+

+ (2k2 sn2(t/b)− 1)(1 + c2 − c2 sn2(t/b))(1 + qc2 − qc2 sn2(t/b)),

which is a cubic polynomial in sn2(t/b). Inspection of the coefficients yields the following
four equations, for c 6= 0:

sn6 : 0 = k2(q(n− p) + 2q),

sn4 : 0 = k2[p(n− 2) + nq + qc2(n− p)] + c2q(n− p) + qc2 + 2k2[(1 + qc2) + q(1 + c2)],

sn2 : 0 = c2[p(n− 2) + nq + qc2(n− p)] + c2(1 + qc2) + qc2(1 + c2) + 2k2(1 + c2)(1 + qc2),

sn0 : 0 = (1 + c2)(1 + qc2).

The leading coefficient gives three possibilities:

k = 0, q = 0, p = n+ 2,

If k = 0 then the remaining equations reduce to those in the proof of Theorem 3.5.1.

If q = 0 then the remaining equations become:

sn4 : 0 = k2[p(n− 2) + 2],

sn2 : 0 = c2[p(n− 2) + nq + qc2(n− p)] + c2 + 2k2(1 + c2),

sn0 : 0 = 1 + c2,

the constant term provides a contradiction.

Finally if p = n+ 2 then the remaining equations become:

sn4 : 0 = k2[p(n− 2) + nq + qc2(n− p)] + c2q(n− p) + qc2 + 2k2[(1 + qc2) + q(1 + c2)],

sn2 : 0 = c2[p(n− 2) + nq + qc2(n− p)] + c2(1 + qc2) + qc2(1 + c2) + 2k2(1 + c2)(1 + qc2),

sn0 : 0 = (1 + c2)(1 + qc2).

The constant term implies qc2 = −1, whereupon the remaining equations become:

sn4 : 0 = k2[(n+ 2)(n− 2 + q)] + 1,

sn2 : 0 = (n+ 2)(n− 2) + (n+ 1)q + 1.
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The sn2 coefficient gives q = (3− n2)/(n+ 1), and the remaining equation is then:

0 = k2
[n+ 2

n+ 1
((n+ 1)(n− 2) + 3− n2)

]
+ 1

= k2
[n+ 2

n+ 1
(1− n)

]
+ 1.

Rearranging for k2 gives the result.

If k = 0 then the warping function in Theorem 3.5.6 is that of Corollary 3.5.2 and the two
results agree. However if k = (n + 1)/(n + 2)(n − 1) then f(t) is a genuine Jacobi elliptic
function, and in this case there is no restriction on dimension. In both cases the metric
parameters are uniquely determined and q < 0.
3.5.7 Theorem. Let N be the warped product

N = R×f M

where f(t) = bdn(t/b), b ∈ R+, t ∈ R, and M is a pseudo-Riemannian manifold. Let σ =
a(f ◦ πI)∂t. Then σ is (p, q)-harmonic if and only if:

k2 =
(n+ 2)(n− 1)

n+ 1
, p = n+ 2, q =

3− n2

n+ 1
, ab =

√
n+ 1

n2 − 3
.

Proof. By Proposition 3.4.5:

f = bdn(t/b), f ′ = −k2 sn(t/b) cn(t/b), f ′′ =
k2

b
dn(t/b)(sn2(t/b)− cn2(t/b)).

Substituting these into (3.1) yields:

c2k4 sn2(t/b) cn2(t/b)[p(n− 2) + nq + q(n− p)c2 dn2(t/b)]cdn(t/b)

+ k2cdn(t/b)(sn2(t/b)− cn2(t/b)))(1 + c2 dn2(t/b))(1 + qcdn2(t/b)) = 0.

Using the identities cn2 + sn2 = 1, k2 sn2 + dn2 = 1, and noting c2 6= 0 and dn 6= 0 on R
yields:

0 = c2k4(sn2(t/b)− sn4(t/b))[p(n− 2) + nq + q(n− p)c2(1− k2 sn2(t/b))]

+ k2(2 sn2(t/b)− 1)(1 + c2(1− k2 sn2(t/b)))(1 + qc2(1− k2 sn2(t/b))),

= c2k4(sn2(t/b)− sn4(t/b))[p(n− 2) + nq + q(n− p)c2 − k2q(n− p)c2 sn2(t/b)]

+ k2(2 sn2(t/b)− 1)(1 + c2 − k2c2 sn2(t/b))(1 + qc2 − k2qc2 sn2(t/b)),

which is a cubic polynomial in sn2(t/b). Note that if k = 0 then by definition dn2 ≡ 1 and
σ is the parallel vector field c∂t on the unwarped product. Inspection of coefficients yields
the following four equations, for c 6= 0 and k 6= 0:

sn6 : 0 = q(n− p+ 2),

sn4 : 0 = [p(n− 2) + nq + c2q(n− p)] + c2k2q(n− p) + 2[(1 + qc2) + q(1 + c2)] + qc2k2,

sn2 : 0 = c2k2[p(n− 2) + nq + c2q(n− p)] + 2(1 + c2)(1 + qc2)

+ k2([c2(1 + qc2) + qc2(1 + c2)] + 2(1 + c2)(1 + qc2),

sn0 : 0 = (1 + c2)(1 + qc2).
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The leading coefficient gives two possibilities:

q = 0, p = n+ 2,

If q = 0 then the remaining equations become:

sn4 : 0 = p(n− 2)− 2,

sn2 : 0 = c2p(n− 2) + 2k2(1 + c2) + k2c2 + 2(1 + c2),

sn0 : 0 = 1 + c2,

and the constant term provides a contradiction.

If p = n+ 2 then the remaining equations become:

sn4 : 0 = [(n+ 2)(n− 2) + nq − 2c2q]− 2c2k2q + 2[(1 + qc2) + q(1 + a2)] + qc2k2,

sn2 : 0 = c2k2[(n+ 2)(n− 2) + nq − 2c2q] + 2(1 + c2)(1 + qc2)

+ k2([c2(1 + qc2) + qc2(1 + c2)] + 2(1 + c2)(1 + qc2),

sn0 : 0 = (1 + c2)(1 + qc2).

The constant term implies qc2 = −1, in which case the remaining equations are:

sn4 : 0 = (n+ 2)(n− 2 + q) + k2,

sn2 : 0 = (n+ 2)(n− 2) + (n+ 1)q + 1.

The sn2 coefficient then gives q = (3− n2)/(n+ 1), and the remaining equation is:

0 =
n+ 2

n+ 1
((n− 2)(n+ 1) + 3− n2) + k2

=
n+ 2

n+ 1
(1− n) + k2.

Rearranging for k2 gives the result.

3.5.8 Theorem. Let N be the warped product

N = R+ ×f M

where f(t) = bt, b ∈ R+, t ∈ R+, and M is a pseudo-Riemannian manifold. Let σ = a(f ◦ πI)∂t.
Then σ is (p, q)-harmonic if and only if:

p = 0, q = 0,

or:
n = 2, q = 0,

or:
p = n, q = 2− n.

Proof. First note:
f = bt, f ′ = b, f ′′ = 0.
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Substituting these into (3.1) yields:

c3t[p(n− 2) + nq + q(n− p)c2t2] = 0,

which is a polynomial in t. Noting that c 6= 0 and inspecting coefficients yields:

t3 : 0 = p(n− 2) + nq,

t : 0 = q(n− p).

The t coefficient gives two possibilities:

q = 0, p = n.

If q = 0 then the t3 coefficient yields two possibilities:

p = 0, n = 2,

which are the first two results.

If p = n then the t3 coefficient yields q = 2− n, the final result.

Note that the vector fields in Theorem 3.5.8 do not have a preferred scale. If we exclude
the (0, 0)-harmonic case then for n > 2 they are metrically unique. If n = 2 then there is a
continuum of metric parameters, the first such example for harmonic vector fields of non-
constant pseudo-Riemannian length. In the special case when M = Sn−1 we obtain the
harmonic conformal gradient fields on Rn, thus completing the classification on Rieman-
nian space forms, the non-flat cases of which were given in [5].

3.6 The 2-sphere

In this section we consider the warped product of an interval with a circle, with warping
function the second Jacobi elliptic function cn. This warped product can be embedded into
a topological 2-sphere but the metric does not extend smoothly. The harmonic vector field
on the warped product given by Theorem 3.5.6 may be realised as a smooth vector field
on the 2-sphere but the failure of the metric to extend means that this realisation cannot be
regarded as a harmonic vector field.
3.6.1 Theorem. Let N be the warped product

N = I ×f S1

where f(t) = b cn(t/b), b ∈ R+, t ∈ I = (−bK, bK). Then:∫
N
κdA = 4π

√
1− k2.

Proof. Proposition 3.2.11 states the Gauss curvature of a two-dimensional warped product
at a point (t, s) is:

κ(t, s) = −f
′′(t)

f(t)
.
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By Proposition 3.4.5:

f = b cn(t/b), f ′ = − sn(t/b) dn(t/b), f ′′ =
1

b
cn(t/b)(k2 sn2(t/b)− dn2(t/b)).

Therefore:

κ(t, s) =
cn(t/b)(dn2(t/b)− k2 sn2(t/b))

b2 cn(t/b)
.

The surface area element is:

dA = |g|dt ∧ ds
= b cn(t/b)dt ∧ ds.

Hence the total curvature integral is:∫
N
κdA =

∫
N
−f
′′

f
b cn(t/b)dt ∧ ds

=

∫ bK

−bK

cn(t/b)(dn2(t/b))− k2 sn2(t/b)

b2 cn(t/b)
b cn(t/b)dt

∫
S1

ds

= 2π

∫ bK

−bK

1

b
cn(t/b)(dn2(t/b))− k2 sn2(t/b))dt.

Using sn2 + cn2 = 1 and dn2 +k2 sn2 = 1 yields:∫
N
κdA = 2π

∫ bK

−bK

1

b
cn(t/b)(1− 2k2 + 2k2 cn2(t/b))dt.

Substituting bu = t yields:∫
N
κdA = 2π

∫ K

−K
[(1− 2k2) cn(u) + 2k2 cn3(u)]du.

Using Theorem 3.4.7 yields:

1

2π

∫
N
κdA =

[
(1− 2k2)(

sn(u) arccos(dn(u))√
1− dn2(u)

)

+ 2k2(
1

2k2
sn(u)[dn(u) +

(2k2 − 1) arccos(dn(u))√
1− dn2(u)

])
]K
−K

=
[
(1− 2k2)(

sn(u) arccos(dn(u))√
1− dn2 ut)

) + sn(u)(dn(u)− (1− 2k2) arccos(dn(u))√
1− dn2(u)

)
]K
−K

=
[
(1− 2k2)(

sn(u) arccos(dn(u))√
1− dn2(u)

) + sn(u) dn(u) + sn(u)
(2k2 − 1) arccos(dn(u))√

1− dn2(u)
)
]K
−K

= [sn(u) dn(u)]K−K .

Finally use:
sn(K) = − sn(−K) = 1, dn(K) = dn(−K) =

√
1− k2,

to give: ∫
N
κdA = 4π

√
1− k2.
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3.6.2 Corollary. For k ∈ (0, 1] the warped product of Theorem 3.6.1 cannot be isometrically em-
bedded into any Riemannian 2-sphere.

Proof. By the Gauss-Bonnet theorem the existence of such an isometric embedding necessi-
tates the total Gauss curvature is 4π.

Since k =
√

3/2 when n = 2 in Theorem 3.5.6, it follows from Corollary 3.6.2 that the har-
monic vector field constructed on the warped product cannot be regarded as a harmonic
vector field on the 2-sphere. This leaves open the question of whether there is in fact any
harmonic vector field on the 2-sphere, round or otherwise. No such vector fields are cur-
rently known.



Chapter 4

Harmonic Vector Fields on Constant
Curvature Spaces

In this chapter we focus on pseudo-Riemannian spaces of constant curvature and generalise
results of [5] on harmonic conformal gradient and harmonic Killing fields on the Rieman-
nian space forms. This gives rise to some interesting new examples. For instance, in con-
trast to the Riemannian 2-sphere the pseudo-Riemannian space form anti-isometric to it (a
pseudo-Riemannian sphere of index 2) is shown to have harmonic vector fields. Our main
goal is to classify up to congruence the harmonic Killing fields on 2-dimensional spaces of
constant curvature.

4.1 Hyperquadrics and space forms

Our definition of space form is:
4.1.1 Definition ( [18, Definition 8.22]). A space form is a simply connected complete pseudo-
Riemannian manifold of constant sectional curvature. ♦

The classification of space forms depends on the following result.
4.1.2 Proposition. [18, Proposition 8.23] Two space forms are isometric if and only if they have
the same dimension, index and sectional curvature.

The isometry class of the space form of dimension n, index v, and sectional curvature C
is denoted by M(n, v, C). In the following result we show how an appropriate warping of
a positively curved space form yields a simply connected manifold of arbitrary constant
curvature.
4.1.3 Theorem. Each of the following is an n-dimensional pseudo-Riemannian manifold of index
v < n and constant curvature C: If v < n then:

1. R+ ×f M(n− 1, v, 1) where f(t) = t, C = 0,

2. I ×f M(n− 1, v, 1) where f(t) = b sin(t/b) and I = (0, bπ), C = 1/b2,

3. R+ ×f M(n− 1, v, 1) where f(t) = b sinh(t/b), C = −1/b2,

69
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Proof. Note that each of these warped products have dimension n and index v. As products
of simply connected manifolds they are also simply connected. It remains to show that they
have the stated constant sectional curvatures.

If N = R+ ×tM(n− 1, v, 1) then:

f = t, f ′ = 1, f ′′ = 0.

Proposition 3.2.7 then yields the sectional curvatures:

K(∂t, V ) = −f
′′

f
= 0,

K(V,W ) =
1

f2
[KM (V,W )− (f ′)2] =

1

t
[1− 1] = 0.

If N = I ×f M(n− 1, v, 1) then:

f = b sin(t/b), f ′ = cos(t/b), f ′′ = −1

b
sin(t/b).

Proposition 3.2.7 then yields the following sectional curvatures:

K(∂t, V ) = −f
′′

f
=

1

b2
,

K(V,W ) =
1

f2
[KM (V,W )− (f ′)2]

=
1

b2 sin2(t/b)
[1− cos2(t/b)] =

1

b2
.

If N = R+ ×f M(n− 1, v, 1) then:

f = b sinh(t/b), f ′ = cosh(t/b), f ′′ =
1

b
sinh(t/b).

Proposition 3.2.7 then yields the following sectional curvatures:

K(∂t, V ) = −f
′′

f
= − 1

b2
,

K(V,W ) =
1

f2
[KM (V,W )− (f ′)2]

=
1

b2 sinh2(t/b)
[1− cosh2(t/b)] = − 1

b2
.

For practical purposes, and to explore the geometry of space forms with a view to calcula-
tions in later sections, we work with a non-homogeneous model of space forms as hyper-
quadrics: those hypersurfaces of constant pseudo-Riemannian distance from the origin in
pseudo-Euclidean space. Although metrically complete, in some cases these hyperquadrics
are only locally isometric to the corresponding space form.
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4.1.4 Definition. The pseudo-Euclidean space Rn+1
v of index v is the vector space Rn+1 equipped

with the metric:

〈x, y〉 = x1y1 + · · ·+ xn+1−vyn+1−v − · · · − xn+1yn+1.

Define the quadratic form Q by:

Q : Rn+1
v → R; Q(x) = 〈x, x〉. ♦

The hyperquadrics can be divided into two classes: the pseudo-spheres, of positive sec-
tional curvature and the pseudo-hyperbolic spaces, of negative sectional curvature. The
non-flat Riemannian space forms are (connected components of) the index zero case of each
of these classes.
4.1.5 Definition. The pseudo-sphere Snv (r) of dimension n, index v and radius r is the hyper-
quadric:

Snv (r) = {x ∈ Rn+1
v : Q(x) = r2}.

The pseudo-hyperbolic space Hn
v (r) of dimension n, index v and radius r is the hyperquadric:

Hn
v (r) = {x ∈ Rn+1

v+1 : Q(x) = −r2}. ♦

The relationship between hyperquadrics and space forms is described in the following two
propositions.
4.1.6 Proposition ( [18, Corollary 8.24]). For n ≥ 2:

M(n, v, C) =


Snv (r), if C = 1/r2 and 0 ≤ v ≤ n− 2
Rnv , if C = 0
Hn
v (r), if C = −1/r2 and 2 ≤ v ≤ n.

4.1.7 Remark. Since Snv (r) andHn
n−v(r) are homeomorphic to Sn−v×Rv, these hyperquadrics

are all simply connected and hence space forms.
4.1.8 Proposition ( [18, Corollary 8.26]). For n ≥ 2:

• M(n, n,C) is one component, Snn(r)0, of Snn(r) for C = 1/r2.

• M(n, 0, C) is hyperbolic n-space: one component, Hn(r), of Hn
0 (r) for C = −1/r2.

• M(n, n− 1, C) = S̃nn−1(r), the universal pseudo-Riemannian covering manifold of Snn−1(r)
for C = 1/r2.

• M(n, 1, C) = H̃n
1 (r), the universal pseudo-Riemannian covering manifold of Hn

1 (r) for C =
−1/r2.

The necessity for universal covers in Proposition 4.1.8 is illustrated by S2
1(r) which is a

hyperboloid of one sheet in 3-space and hence topologically a cylinder.

We recall from Chapter 3 harmonic vector fields were constructed on warped products;
however many of these manifolds are incomplete. We now show how some of these con-
structions may be completed.
4.1.9 Theorem. The warped products given in Theorem 4.1.3 can be isometrically embedded into
the space-like region Σ of Rnv , or suitable hyperquadrics, for v < n− 1.
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Proof. Consider the space form M(n − 1, v, 1) as the pseudo-sphere embedded in Rnv . We
first consider N = R+ ×tM(n− 1, v, 1). Define:

ϕ : N → Σ \ {0}; (t, x) 7→ tx = y.

Then dy = tdx+ dt and the line element is dy2 = dt2 + t2dx2 as expected.

Now consider N = I ×f M(n− 1, v, 1) where f = b sin(t/b) and I = (0, 2bπ). If p = (b, 0) ∈
Rnv then define:

ϕ : N → Snv (b) \ {±p}; (t, x) 7→ (b cos(t/b), b sin(t/b)x) = y.

Then
d(b cos(t/b)) = − sin(t/b)dt, d(b sin(t/b)x) = b sin(t/b)dx+ cos(t/b)xdt

and the line element is:

dy2 = (Q(x) cos2(t/b) + sin2(t/b))dt2 + b2 sin2(t/b)dx2 = dt2 + b2 sin2(t/b)dx2,

as expected.

Now consider N = R+ ×f M(n − 1, v, 1) where f = b sinh(t/b). If p = (0, b) ∈ Hn
v (b) then

define:
ϕ : N → Hn

v (b) \ {p}; (t, x) 7→ (b sinh(t/b)x, b cosh(t/b)) = y.

Then

d(b cosh(t/b)) = sinh(t/b)dt, d(b sinh(t/b)x) = b sinh(t/b)dx+ cosh(t/b)xdt

and the line element is:

dy2 = (Q(x) cosh2(t/b)− sinh2(t/b))dt2 + b2 sinh2(t/b)dx2 = dt2 + b2 sinh2(t/b)dx2,

as expected.

It follows from Theorem 4.1.9 that if v < n − 1 the harmonic vector fields σ constructed in
Theorems 3.5.1, 3.5.3 and 3.5.8 may be transferred to harmonic vector fields on

Σ \ {0}, Snv (b) \ {±(b, 0)}, Hn
v (b) \ {(0, b)},

respectively, with n > 2 for the pseudo-spheres and n ≥ 2 otherwise. In the first case if v = 0
then σ extends to a smooth harmonic vector field on Σ = Rn which vanishes at the origin,
namely a rotationally symmetric radial field. In the latter two cases σ may then be extended
to smooth harmonic vector fields on Snv (b), Hn

v (b) which vanish at the puncture points. The
restriction on the index is certainly satisfied in the Riemannian case, thus recovering the
results from [5] and adding to them the flat case.

4.1.1 Isometries and anti-isometries

In pseudo-Riemannian geometry the concept of an isometry is complemented by that of an
anti-isometry.
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4.1.10 Definition. A mapping ϕ : (M, g) → (N,h) of pseudo-Riemannian manifolds is an
anti-isometry if

h(dϕ(X), dϕ(Y )) = −g(X,Y ), for all X,Y ∈ Γ(TM).

Note that for two pseudo-Riemannian n-manifolds to be anti-isometric the sum of their
indices must equal n.

There is an anti-isometry that pairs up the pseudo-spheres and pseudo-hyperbolic spaces.
4.1.11 Proposition. The anti-isometry

ϕ : Rn+1
v → Rn+1

n+1−v; ϕ(x1, . . . , xn+1) = (xn+1−v, . . . , xn+1, x1, . . . , xn−v),

carries Snv (r) anti-isometrically onto Hn
n−v(r) and vice-versa.

In pseudo-Riemannian geometry anti-isometric spaces are sometimes considered to be iden-
tical; for example:
4.1.12 Proposition. If ϕ is an anti-isometry then∇dϕ = 0.

Proof. The proof of Proposition 1.2.15 works just as well for anti-isometries.

However from the point of view of harmonic vector fields anti-isometries are not so natu-
ral.
4.1.13 Definition. Let ϕ : (M, g) → (N,h) be an anti-isometry and let σ ∈ Γ(TM). The
push-forward of σ is the vector field ϕ.σ ∈ Γ(TN) defined:

(ϕ.σ)(y) = dϕ(σ(ϕ−1(y))), for all y ∈ N. ♦

Remark. Push-forward is defined for any diffeomorphism between manifolds.

The Euler-Lagrange equations for harmonic vector fields are not invariant under anti-isometry.
That is, if σ is a harmonic vector field in (M, g) then its push-forward ϕ.σ by an anti-
isometry ϕ : (M, g) → (N,h) need not be a harmonic vector field on (N,h). This is be-
cause:

h(ϕ.σ, ϕ.σ) ◦ ϕ = −g(σ, σ).

Hence the term 1 + 2F in the Euler-Lagrange equations does not transform correctly. A
concrete example is given in Section 4.3 (see Remark 4.3.11).

We now introduce the pseudo-orthogonal groups (called the semi-orthogonal groups by
O’Neill), which are the symmetry groups of most of the space forms.
4.1.14 Definition ( [18, p. 234]). The pseudo-orthoganal group Ov(n) is the subgroup of all
matrices A ∈ GL(n,R) that preserve the scalar product of Rnv :

〈Ax,Ay〉 = 〈x, y〉, for all x, y ∈ Rnv .

This is a closed subgroup of GL(n,R) and is thus a Lie group. ♦

4.1.15 Proposition ( [18, p. 237]). Elements of the pseudo-orthoganal group Ov(n) can be block
decomposed as follows:

A =

(
AS B
Bt AT

)
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where AS ∈ O(n − v) and AT ∈ O(v) are orthogonal matrices, and B is an arbitrary (n − v) × v
matrix. Thus Ov(n) decomposes into four disjoint sets according to the signs of detAS and detAT :

O++
v (n), O+−

v (n), O−+v (n), O−−v (n).

4.1.16 Proposition ( [18, Prop. 9.8, 9.9]). The isometry groups of the hyperquadrics (or their
components) are as follows:

I(Snv ) = Ov(n+ 1) if v < n,

I(Hn
v ) = Ov+1(n+ 1) if v > 0,

I(Hn) = O++
1 (n+ 1) ∪O−+1 (n+ 1),

I(Snn(r)0) = O++
n (n+ 1) ∪O+−

n (n+ 1).

4.2 The 2-dimensional case

We consider more carefully the two dimensional hyperquadrics, and alternative projective
models for those that are non-compact.

We recall that there are six two dimensional hyperquadrics, namely:

• The Riemannian 2-sphere and its anti-isometric counterpart, which are spheres in R3
0

and R3
3 respectively.

• The hyperbolic plane and its anti-isometric counterpart, which are connected compo-
nents of hyperboloids of two sheets in R3

1 and R3
2 respectively.

• The neutral hyperquadrics, S2
1 andH2

1 , which are hyperboloids of one sheet in R3
1 and

R3
2 respectively.

Note that the index 0 and 2 hyperquadrics are in fact space forms, whereas the neutral
hyperquadrics are not.

We recall the following result of standard vector calculus.
4.2.1 Lemma. The differential of a map F : R3

v → R3
u at a point x = (x1, x2, x3) ∈ R3

v acting on
the vector y = (y1, y2, y3) ∈ TR3

v is

dFx :TxR3
v → TF (x)R3

u,

dF(x)(y) = (
∑
i

∂F 1

∂xi
yi,
∑
i

∂F 2

∂xi
yi,
∑
i

∂F 3

∂xi
yi).

To examine the behaviour at infinity of vector fields on the non-compact hyperquadrics, it
is helpful to project them onto a bounded model space. The Beltrami disc can be used for
the hyperbolic plane and its anti-isometric counterpart. For the neutral hyperquadrics we
consider an analogous model, the cylinder model. This is obtained by projecting points on
the hyperboloid along rays through the origin, onto an enclosed cylinder.

Let C2(b) be the set:

C2(b){(x, y, z) ∈ R3
2 : −b < x < b, y2 + z2 = b2}
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Let H2
1 ⊂ R3

2 be parametrised as

H2
1 (b) = {(b sinh(u), b cosh(u) cos(v), b cosh(u) sin(v)) : u ∈ R, v ∈ (0, 2π)}

The projection is the point on the line through (x, y, z) ∈ H2
1 (b) and (0, 0, 0) intersecting the

cylinder. The line is
L = (1− t)(0, 0, 0) + t(x, y, z) = t(x, y, z)

Substitute in the parametrisation of H2
1 and solve for points on the cylinder. Note that y2 +

z2 = b2 + x2, from the definition of the pseudo-hyperbolic space. Therefore t = b/
√
b2 + x2.

This gives the projection

F : H2
1 (b)→ C2; F : (x, y, z) 7→ (

bx√
b2 + x2

,
by√
b2 + x2

,
bz√

b2 + x2
).

Note also that the inverse can be calculated, and is

F−1 : C2 → H2
1 ; F−1 : (x, y, z) 7→ (

x

r
,
y

r
,
z

r
),

where r2 = −x2 + y2 + z2. Also of note is the differential

dF : TH2
1 → TC; dF(x,y,z)(u, v, w) = b(

u

(b2 + x2)3/2
,
−xyu+ v(b2 + x2)

(b2 + x2)3/2
,
−xzu− w(b2 + x2)

(b2 + x2)3/2
).

The pseudo-sphere S2
1(b) ⊂ R3

1 also has a projective cylinder model C2(b). This can be
constructed in a similar way to that of H2

1 (b).

4.3 Harmonic conformal gradient fields

We now consider conformal gradient fields on the hyperquadrics. This is an adaptation of
work done in [5] on Riemannian space forms. The methods used are extrinsic by nature,
making full use of the ambient pseudo-Euclidean space.
4.3.1 Definition. Let M = Snv (1) or M = Hn

v (1) in the appropriate pseudo-Euclidean space
V with metric 〈 , 〉, where ε = ±1 is the curvature of the hyperquadric. Note that the equa-
tion of the hyperquadric is 〈x, x〉 = ε. Let a ∈ V and µ = 〈a, a〉. Let α : M → R be the
restriction of the covector field metrically dual to a:

α(x) = 〈x, a〉, for all x ∈M.

Then the conformal gradient field σ on M with pole a is:

σ = gradα = ∇α.

The gradient is, of course, that intrinsic to the hyperquadric given by 〈∇α,X〉 = dα(X) for
all X ∈ TM .
4.3.2 Proposition. For all X ∈ TM :

〈σ,X〉 = 〈a,X〉.
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Proof. By Definition 4.3.1:

〈σ,X〉 = 〈∇α,X〉
= dα(X),

and the linearity of α gives:
dα(X) = α(X) = 〈a,X〉.

4.3.3 Proposition. The conformal gradient field is:

σ(x) = a− εα(x)x.

Proof. Let {Ei} be frame of M at x; then {x,Ei} is a frame of V. Decompose σ:

σ(x) =
∑
i

εi〈σ(x), Ei〉Ei =
∑
i

εi〈a,Ei〉Ei,

by Proposition 4.3.2. Next note that:

a =
∑
i

εi〈a,Ei〉Ei + 〈x, x〉〈a, x〉x.

Thus:
σ(x) = a− ε〈a, x〉x.

The pseudo-Riemannian length, 2F , is a key measurement.
4.3.4 Proposition. If σ is a conformal gradient field with pole a then:

2F = 〈σ, σ〉 = µ− εα2.

Proof. From Proposition 4.3.3:

2F = 〈a− ε〈a, x〉x, a− ε〈a, x〉x〉
= 〈a, a〉 − 2〈a, ε〈a, x〉x〉+ 〈ε〈a, x〉x, ε〈a, x〉x〉
= µ− 2εα2(x) + ε3α2(x).

It follows from Proposition 4.3.4 that F (x) = 0 if and only if µε > 0 and x = ±a/
√
|µ|.

However in this case σ(x) = 0, therefore σ is either space-like or time-like, although it is not
possible to discern which from the signs of µ and ε. If µε < 0 then σ has no zeros.
4.3.5 Proposition. If σ is a conformal gradient field then:

∇Xσ = −εαX, for all X ∈ TM.

Proof. Note the Gauss formula for all vector fields Y ∈ Γ(TM) and X ∈ TxM (see for
instance [18]):

∇XY = DXY + ε〈X,Y 〉x,



CHAPTER 4. CONSTANT CURVATURE SPACES 77

where D is directional differentiation in V and x is interpreted as a unit normal vector.
Therefore:

∇Xσ = DXσ + ε〈X,σ〉x
= DX(a− εα(x)x) + εα(X)x, by Propositions 4.3.2 and 4.3.3
= −εα(X)x− εα(x)X + εα(X)x

= −εα(x)X.

4.3.6 Proposition. If σ is a conformal gradient field then:

∇2
X,Y σ = −ε〈σ,X〉Y.

Proof. The second covariant derivative is:

∇2
X,Y σ = ∇X(∇Y σ)−∇∇XY σ.

By Proposition 4.3.5:

∇2
X,Y σ = ∇X(−εαY ) + εα∇XY

= −εα(X)Y − εα∇XY + εα∇XY,

and Proposition 4.3.2 gives the result.

We consider next the terms of Tp(σ) in (2.8) and conclude σ is preharmonic.
4.3.7 Lemma. If σ is a conformal gradient field then σ preharmonic, with:

ν = ε, ζ = ε(µ− 2F ).

Proof. By calculation:

∇∗∇σ = − trace∇2σ

= −
∑
i

εi∇2
Ei,Eiσ

=
∑
i

εi ε〈σ,Ei〉Ei, by Proposition 4.3.6

= εσ,

hence ν = ε. Furthermore:

∇F = −εα(x)
∑
i

εi 〈σ, (Ei)〉Ei

= −εασ. (4.1)

Therefore:

∇∇Fσ = −εα(x)(∇F )

= −εα(x)(−εασ)

= α2σ

= ε(µ− 2F )σ, by Proposition 4.3.4,

hence ζ = ε(µ− 2F ).
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4.3.8 Theorem. Let σ be a conformal gradient field with pole a on a hyperquadric M ⊂ V. If µ ≥ 0
then σ is (p, q)-harmonic if and only if:

n > 2, µ = 1/(n− 2), p = n+ 1, q = 2− n.

If µ < 0 then σ is (p, q)-harmonic if and only if µ = −1 and:

p = n+ 1, q =
1 + n− n2

n
.

or:
n > 2, p = 1/(2− n), q = 0.

Proof. By Lemma 4.3.7 σ is preharmonic. Hence the harmonic equations simplify to:

(p+ q + 2qF )∆F + 2p(1 + qF )ζ + (1 + 2(1− p)F )ν = 0,

where ν = ε and ζ = ε(µ− 2F ). The Laplacian of F is:

∆F = −div gradF

= −
∑
i

εi 〈∇Ei(∇F ), Ei〉

= −
∑
i

εi 〈∇Ei(−εασ), Ei〉, by (4.1)

=
∑
i

εi 〈εα(Ei)σ + εα∇Eiσ,Ei〉, by Proposition 4.3.5

= ε〈σ,
∑
i

εi 〈σ,Ei〉Ei〉+
∑
i

εi〈−ε2α2Ei, Ei〉, by Proposition 4.3.5 again

= ε〈σ, σ〉 − nα2

= ε2F (1 + n)− εnµ, by Proposition 4.3.4.

Therefore the harmonic equations reduce to the following polynomial in F :

0 = (p+ q + 2qF )(2F (1 + n)− nµ) + 2p(1 + qF )((µ− 2F )) + (1 + 2(1− p)F ).

Note the cancellation of ε and hence the independence of the result from the sign of the
curvature of the hyperquadric. Inspection of coefficients yields:

F 2 : 0 = q(n+ 1− p),
F : 0 = 1 + p(n− 2) + q(n+ 1) + qµ(p− n),

F 0 : 0 = 1 + µ(p(2− n)− nq).

The leading term gives two possibilities:

q = 0, p = n+ 1.

If p = n+ 1 the remaining equations become:

F : 0 = 1 + (n+ 1)(n− 2 + q) + qµ,

F 0 : 0 = 1 + µ((n+ 1)(2− n)− nq),
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which imply:
(n− 2 + q)(1 + µ) = 0.

Thus either q = 2− n or µ = −1. If q = 2− n then µ = 1/(n− 2), the first result. If µ = −1
then:

nq = 1 + n− n2,

which is the second result.

If q = 0 the remaining equations become:

F : 0 = 1 + p(n− 2),

F 0 : 0 = 1 + µp(2− n).

The F -coefficient implies p = 1/(2− n) and the constant coefficient µ = (n− 2)p = −1, the
last result.

It is interesting to note that this result does not depend on the curvature of the hyperquadric.
It does however depend on the index of the ambient space: if the ambient space is strictly
positive (resp. negative) definite then necessarily µ > 0 (resp. µ < 0). It should also be
noted that these harmonic conformal gradient fields are not necessarily metrically unique;
if n > 2 and µ < 0 there are two sets of metric parameters.
4.3.9 Example. LetM = S2

1 , the 2-dimensional de Sitter space. Then the conformal gradient
field with pole (0, 0, 1) is (3,−1/2)-harmonic. This vector field has no fixed points, and up
to congruence it is the unique conformal gradient field that is harmonic (Theorem 4.3.12).
4.3.10 Example. Let M = H2

2 , the negative definite 2-sphere. Then the conformal gradi-
ent field with pole (0, 0, 1) is (3,−1/2)-harmonic. This vector field has two fixed points at
±(0, 0, 1), and up to congruence it is the unique conformal gradient field that is harmonic
(Theorem 4.3.12). This is a contrast to the positive definite 2-sphere, which has no harmonic
conformal gradient fields.
4.3.11 Remark. Example 4.3.10 is the first example of a harmonic vector field on a smooth
2-sphere. That being said the sphere in question is not Riemannian. Although H2

2 and S2
0

are anti-isometric, and are often therefore thought of of being equivalent, the anti-isometry
does not transport the harmonic vector field on H2

2 to one on S2
0 . The anti-isometry ϕ from

H2
2 to S2

0 is in fact the identify map, hence ϕ.σ = σ. This is also a conformal gradient field
on S2

0 , the difference being 〈ϕ.σ, ϕ.σ〉 = −〈σ, σ〉. That σ is harmonic but ϕ.σ is not shows
that the Euler-Lagrange equations for harmonic vector fields are not invariant under anti-
isometry.

4.3.1 Congruence of conformal gradient fields on hyperquadrics

Whilst there is a lot of choice in the pole vector used to generate the harmonic conformal
gradient fields, they do have specified length. We shall show that any two conformal gra-
dient field generated by vectors of the same length are congruent, and hence these should
be considered to be one harmonic vector field.
4.3.12 Theorem. The congruence classes of conformal gradient fields on the hyperquadrics are de-
fined by µ = 〈a, a〉, where a is the pole vector of the field.
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Proof. Let M be a hyperquadric and let σ, σ̃ ∈ Γ(TM) be conformal gradient fields with
poles a, ã respectively, such that µ = µ̃. We aim to find a congruence between σ and σ̃.

Consider the isometry groups of the hyperquadrics, given in Proposition 4.1.16. Then there
is some F ∈ O++(n + 1, u), where u is the index of the ambient pseudo-Euclidean space,
such that ã = F (a), and thus µ = µ̃. The function α̃(x) is:

α̃(x) = 〈ã, x〉 = 〈F (a), x〉 = 〈a, F−1(x)〉.

Thus:
α̃ = α ◦ F−1.

For all X ∈ TxM :

〈∇α̃,X〉 = dα̃(X)

= dα(dF−1(X))

= 〈∇α, dF−1(X)〉
= 〈∇α, F−1(X)〉
= 〈F (∇α), X〉
= 〈dF (∇α), X〉,

where∇α is evaluated at F−1(x). Therefore

σ̃(x) = ∇α̃(x) = dF (∇α(F−1(x))) = dF ◦ σ(F−1(x)),

which shows that σ̃ is congruent to σ.

4.4 Harmonic Killing fields

We now consider Killing fields on the hyperquadrics. This is an adaptation of work done
in [5] on Riemannian space forms. The methods used are extrinsic by nature, making full
use of the ambient pseudo-Euclidean space. First we recall the definition, and some useful
properties of, Killing fields.
4.4.1 Definition. A Killing field σ of pseudo-Riemannian manifold (M, g) is characterised
by

Lσ g = 0. ♦

We state two well known properties of Killing fields.
4.4.2 Proposition ( [18, Prop. 9.23]). A vector field σ is Killing if and only if the stages φt of its
(local) flow are isometries.
4.4.3 Lemma ( [25]). If σ is a Killing field on a pseudo-Riemannian manifold then:

∇∗∇σ = Ric(σ).

The Lie algebra of O(n + 1, u) is the space of linear transformations of Rn+1
u that are skew-

symmetric with respect to 〈 , 〉 in the following sense:

〈A(x), y〉+ 〈x,A(y)〉 = 0, for all x, y ∈ Rn+1
u .
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The isometry group of the hyperquadric isO(n+1, u), given in Proposition 4.1.16, hence the
Killing fields on the hyperquadric are the restrictions of skew-symmetric transformations
to the hyperquadric.
4.4.4 Proposition. Let Rn+1

u be the pseudo-Euclidean space of dimension n + 1, index u and let
A be a skew-symmetric linear transformation. Then the components of the matrix A = (aij) with
respect to a frame {ei} satisfy:

aij = −εi εj aji,

where εi = 〈ei, ei〉.

Proof. Let x, y ∈ Rn+1
u and decompose:

x =
∑
i

εi x
iei, y =

∑
i

εi y
iei.

Then:

〈A(x), y〉 = 〈εi aij xjei, y〉 = εi aij x
jyi

〈x,A(y)〉 = 〈εi x, aij yjei〉 = εi aij y
jxi.

Therefore by skew-symmetry:

0 = εi aij x
jyi + εj aji y

ixj

= (aij + εi εj aji)y
ixj .

We now find the covariant derivative of the Killing field.
4.4.5 Proposition. Let σ be a Killing field on hyperquadric M ⊂ V with curvature ε represented
by skew-symmetric matrix A. Then, for all X ∈ TxM :

∇Xσ(x) = A(X)− ε〈A(X), x〉x.

Proof. The covariant derivative is characterised by the Gauss formula (see for instance [18]):

∇XY = DXY + ε〈X,Y 〉x.

Applying this to σ:

∇Xσ(x) = DXA(x) + ε〈X,A(x)〉x,

and since A is linear and skew symmetric:

∇Xσ(x) = A(X)− ε〈A(X), x〉x.

Next we consider the rough Laplacian and investigate the preharmonicicty of a Killing
field. The calculation given in the proof of the following result provides a cross-check of
the expression for the covariant derivative obtained in Proposition 4.4.5.
4.4.6 Proposition. If σ is a Killing field on a hyperquadric M of curvature ε then:

∇∗∇σ = ε(n− 1)σ.
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Proof. Consider the second covariant derivative, given by

∇2
X,Y σ = ∇X∇Y σ −∇∇XY σ.

Using the result of Proposition 4.4.5:

∇2
X,Y σ = ∇X(A(Y )− ε〈A(Y ), x〉x)−A(∇XY ) + ε〈A(∇XY ), x〉x.

We now use the Gauss formula once again:

∇2
X,Y σ = DX(A(Y ) + ε〈A(Y ), x〉x) + ε〈X,A(Y ) + ε〈A(Y ), x〉x〉x

−A(DXY − ε〈X,Y 〉x)− ε〈A(DXY − ε〈X,Y 〉x), x〉x
= 2ε〈X,A(Y )〉x− ε〈X,Y 〉A(x)− ε〈A(Y ), x〉X,

noting that 〈X,x〉 = 0, 〈A(x), x〉 = 0 and DXx = X . The rough Laplacian is:

∇∗∇σ = − trace∇2σ

=
∑
i

εi [−2ε〈Ei, A(Ei)〉x+ ε〈Ei, Ei〉A(x) + ε〈A(Ei), x〉Ei],

=
∑
i

εi [ε〈Ei, Ei〉A(x)− ε〈Ei, A(x)〉Ei], by the skew-symmetry of A

= εσ
∑
i

εi − ε
∑
i

〈Ei, A(x)〉Ei

= ε(n− 1)σ.

4.4.7 Proposition. If σ is a Killing field on a hyperquadric M of curvature ε then:

∇∇Fσ(x) = −A3(x)− 2εFσ(x).

Remark. Since A is skew-symmetric so is A3 and therefore defines a vector field on M .

Proof. First consider∇F , where 2F = 〈σ, σ〉

∇F =
∑
i

εidF (Ei)Ei

=
∑
i

εi〈∇Eiσ, σ〉Ei

=
∑
i

εi〈A(Ei)− ε〈A(Ei), x〉x, σ〉Ei

=
∑
i

εi〈A(Ei), A(x)〉Ei

= −
∑
i

εi〈Ei, A2(x)〉Ei

= −A2(x) + ε〈A2(x), x〉x
= −A2(x)− ε〈σ, σ〉x.
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Consider the covariant derivative of σ in the direction of∇F , noting that the skew-symmetry
of A3(x) implies 〈A3(x), x〉 = 0:

∇∇Fσ = A(∇F )− ε〈A(∇F ), x〉x
= A(−A2(x)− ε〈σ, σ〉x)− ε〈A(−A2(x)− ε〈σ, σ〉x), x〉x
= −A3(x)− ε〈σ, σ〉A(x)

= −A3(x)− 2εFσ.

4.4.8 Proposition. A Killing field on a hyperquadric is preharmonic if and only if the corresponding
matrix A satisfies:

A3(x) = λA(x),

where λ ∈ R, in which case the spinnaker is:

ζ = −(λ+ 2εF ).

Proof. From Proposition 4.4.7 we know that σ is preharmonic if and only if

A3(x)− λ(x)A(x) = 0,

for some smooth function λ : M → R. We differentiate this equation:

A3(X)− λ(x)A(X) = dλ(X)A(x), for all X ∈ TxM.

It follows from these two equations that for each x ∈M the linear map A3−λ(x)A has rank
at most one. However non-trivial skew-symmetric transformations of pseudo-Euclidean
space have rank at least two by Proposition 4.4.4. ThereforeA3−λ(x)A = 0, hence dλ(X)A(x) =
0. Since ker(A) is a subspace of codimension at least 2, whose intersection with M is a sub-
manifold of dimension at most n − 1, it follows that dλ = 0 on an open dense subset and
hence by continuity everywhere. Since M is connected it follows that λ is constant. The
expression for ζ then follows from Proposition 4.4.7.

Finally, we calculate the Laplacian of the pseudo-Riemannian length of the Killing field.
4.4.9 Proposition. If σ is a Killing field on a hyperquadric M of curvature ε then the Laplacian of
F = 1

2〈σ, σ〉 is:
∆F = 2(n+ 1)εF − 〈A,A〉,

where 〈A,A〉 is the norm squared of A in the ambient pseudo-Euclidean space.

Proof. Recall ∆F = −div∇F and from Proposition 4.4.7 ∇F = −A2(x) − ε〈σ, σ〉x. We use
the Gauss formula to calculate covariant derivative of∇F :

∇X(∇F ) = DX(−A2(x)− ε〈σ, σ〉x) + ε〈X,−A2(x)− ε〈σ, σ〉x〉x
= −A2(X)− ε〈σ, σ〉X + ε〈X,−A2(x)− ε〈σ, σ〉x〉x
= −A2(X)− ε〈σ, σ〉X − ε〈A(X), A(x)〉x
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Therefore:

div(∇F ) =
∑
i

εi 〈∇Ei(∇F ), Ei〉

=
∑
i

εi 〈−A2(Ei)− ε〈σ, σ〉Ei − ε〈A(Ei), A(x)〉x,Ei〉

=
∑
i

εi 〈−A2(Ei)− ε〈σ, σ〉Ei, Ei〉

=
∑
i

εi 〈−A2(Ei), Ei〉 −
∑
i

εi〈ε〈σ, σ〉Ei, Ei〉

= −nε〈σ, σ〉+
∑
i

εi 〈A(Ei), A(Ei)〉

= −nε〈σ, σ〉+ 〈A,A〉 − ε〈A(x), A(x)〉
= 〈A,A〉 − ε〈σ, σ〉 − nε〈σ, σ〉, since A(x) = σ(x).

4.4.10 Proposition. Let Rnv be the pseudo-Euclidean space of dimension n, index v and let A be a
skew-symmetric linear transformation with matrix (aij) with respect to a frame. Then:

〈A,A〉 = 2
∑
i<j

εi εj a
2
ij .

Proof. If {ei} is a frame of Rnv then:

〈A,A〉 =
∑
i

εi 〈A(ei), A(ei)〉

=
∑
i

εi 〈
∑
j

aijej ,
∑
j

aijej〉

=
∑
i,j

εi εja
2
ij .

Note from Proposition 4.4.4 that a2ji = a2ij .

4.4.11 Remark. From Propositions 4.4.6, 4.4.7 and 4.4.9 and Theorem 2.4.3 the Euler-Lagrange
equation for a Killing field on a hyperquadric to be (p, q)-harmonic is:

0 = (p+ q + q2F )(ε(n+ 1)2F − 〈A,A〉)− p(2 + q2F )(λ+ ε2F )

+ (1 + (1− p)2F )ε(n− 1)

= ε(q(n+ 1)− pq)(2F )2

+ (ε(p+ q)(n+ 1)− q〈A,A〉 − pqλ− 2pε+ ε(1− p)(n− 1))(2F )

− ((p+ q)〈A,A〉+ 2p− ε(n− 1)). (4.2)

Since A3 − λA = A(A−
√
λI)(A+

√
λI) standard matrix theory ensures A has eigenvalues

0,±
√
λ over C, and when λ 6= 0 A must be diagonalisable over C since its minimal polyno-

mial must have linear factors. The implications of this for 〈A,A〉, λ and F , and the analysis
of (4.2), is however unclear.
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4.4.1 The 2-dimensional case

We consider now the Killing fields on the 2-dimensional hyperquadrics. Firstly we find a
general relationship between 〈A,A〉, the pseudo-Riemannian length of A, and the eigen-
value λ (Proposition 4.4.8) and then solve equation (4.2) with this relation.
4.4.12 Proposition. Let σ be a Killing field on a 2-dimensional hyperquadric of curvature ε, whose
representing matrix A with respect to a frame of R3

u is:

A =

 0 a b
−ε1 ε2 a 0 c
−ε1 ε3 b −ε2 ε3 c 0

 ,

where a, b, c ∈ R. Then σ is preharmonic, and:

λ = −ε1 ε2 a2 − ε1 ε3 b2 − ε2 ε3 c2.

Proof. We calculate A3 and compare with A:

A3 =

 0 a b
−ε1 ε2 a 0 c
−ε1 ε3 b −ε2 ε3 c 0

3

=

 0 a b
−ε1 ε2 a 0 c
−ε1 ε3 b −ε2 ε3 c 0

 −ε1 ε2 a2 − ε1 ε3 b2 −ε2 ε3 ac ac
−ε1 ε3 bc −ε1 ε2 a2 − ε2 ε3 c2 −ε1 ε2 ab
ε1 ε3 ac −ε1 ε3 ab −ε1 ε3 b2 − ε2 ε3 c2


= (−ε1 ε2 a2 − ε1 ε3 b2 − ε2 ε3 c2)

 0 a b
−ε1 ε2 a 0 c
−ε1 ε3 b −ε2 ε3 c 0

 .

It follows from Proposition 4.4.8 that σ is preharmonic.

4.4.13 Corollary. Under the same hypotheses as Proposition 4.4.12 the Laplacian of F = 1
2〈σ, σ〉

is:
∆F = 6εF + 2λ,

and the rough laplacian is:
∇∗∇σ = εσ.

Proof. It follows from Propositions 4.4.10 and 4.4.12 that 〈A,A〉 = −2λ, and the expression
for ∆F follows from Proposition 4.4.9. The rough Laplacian follows from Proposition 4.4.6
with n = 2.

With this information we can now solve the Euler-Lagrange equations for harmonic Killing
fields on dimension two hyperquadrics.
4.4.14 Theorem. Let σ be a Killing field of non-constant pseudo-Riemannian length on a 2-dimensional
hyperquadric of curvature ε. Then σ is (p, q)-harmonic if and only if:

p = 3, q = −1/2, λ = ε.
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Proof. The Killing field σ is the restriction of the action of the skew-symmetric matrix A to
M . Now σ is preharmonic (Proposition 4.4.12) with ν = ε (Corollary 4.4.13) and ζ = ε(2F −
λ) (Proposition 4.4.8) where λ follows from Proposition 4.4.12.Therefore by Theorem 2.4.3
σ is (p, q)-harmonic if and only if:

0 = 2(p+ q + 2qF )(3εF + λ) + 2p(1 + qF )(−λ− 2εF ) + ε(1 + 2(1− p)2F ).

This is a polynomial in F , giving the equations:

F 2 : 0 = (3− p)q,
F 1 : 0 = (p+ q)3ε+ 2qλ− 2pε+ pq(−λ) + ε(1− p),
F 0 : 0 = 2λ(p+ q) + 2p(−λ) + ε.

The leading coefficient implies two possibilities:

q = 0, p = 3.

If q = 0 then the F coefficient leads to a contradiction. If p = 3 then the remaining equations
are:

F 1 : 0 = ε+ 3εq − qλ,
F 0 : 0 = ε+ 2qλ.

Adding these equations implies q = −1/2. Then the constant term gives λ = ε.

4.4.15 Remark. In the case where σ is of constant pseudo-Riemannian length then we refer
to Remarks 2.3.10. If 〈σ σ〉 = −1 then σ is (0, q)-harmonic for all q. If 〈σ σ〉 = k 6= −1 then,
noting ∆F = 0, by Lemma 2.4.2:

〈∇σ,∇σ〉 = εk,

and the Euler-Lagrange equations simplify to that of (2.9), in particular:

(1 + k)εσ = pεkσ,

and thus σ is (p, q)-harmonic for all q when p = 1+k
k , and hence σ is also a harmonic section

of the sphere bundle S(TM)(k).

Note that once again the Riemannian 2-sphere is excluded from having harmonic vector
fields.
4.4.16 Theorem. There are no harmonic Killing fields on the Riemannian 2-sphere.

Proof. In the Riemannian case λ < 0 (Proposition 4.4.12), but ε > 0.

We can deduce a number of additional results from Theorem 4.4.14. For example, we
can pick any suitable skew-symmetric matrix and use it to generate a harmonic Killing
field.
4.4.17 Example. Let M = H2

1 , the neutral pseudo-hyperbolic space in R3
2, otherwise known

as anti-de Sitter space. Then the Killing field generated by:

A =

 0 0 0
0 0 1
0 −1 0


is (3,−1/2)-harmonic. For, in this case ε = −1 and λ = −1, and the result follows from
Theorem 4.4.14.
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4.4.18 Example. Let M = H2
2 , the index 2 pseudo-hyperbolic space in R3

3 anti-isometric to
the Riemannian 2-sphere. Then the Killing field generated by

A =

 0 1 0
−1 0 0
0 0 0


is (3,−1/2)-harmonic. For, in this case ε = −1 and λ = −1, thus the result follows fromThe-
orem 4.4.14.

4.4.2 Congruences of Killing fields on 2-dimensional hyperquadrics

Now we shall show that although there may seem to be many harmonic Killing fields on a
given hyperquadric (apart from the Riemannian 2-sphere), modulo the action of the isom-
etry group the harmonic Killing field is unique. Note that the Lie algebra of the isometry
group is three dimensional.

First we shall note that congruence classes for Killing fields on the index two, dimension
two pseudo-hyperbolic space can be found by comparison with those of the 2-sphere.
4.4.19 Theorem. All Killing fields on H2

2 have two fixed points, and are determined up to congru-
ence by the value of λ.

Proof. Let σ and σ̄ be two Killing fields on H2
2 . We first show that the anti-isometry ϕ of

Proposition 4.1.11 between H2
2 and S2

0 preserves Killing fields. For X,Y ∈ Γ(TS2
0) we have:

〈∇X(ϕ.σ), Y 〉+ 〈X,∇Y (ϕ.σ)〉 = 〈ϕ.(∇ϕ−1.X)σ, Y 〉+ 〈X,ϕ.(∇ϕ−1.Y )σ〉,

because ϕ is totally geodesic (Proposition 4.1.12)

= −〈∇ϕ−1.Xσ, ϕ
−1.Y 〉 − 〈ϕ−1.X,∇ϕ−1.Y σ〉,

because ϕ is an anti-isometry

= 0, because σ is Killing.

Since Killing fields on S2
0 have two fixed points it follows that the same will be true for

Killing fields on H2
2 . Furthermore if σ and σ̄ are congruent with a congruence T , then ϕ.σ̄

and ϕ.σ are congruent with congruence ϕ ◦ T ◦ ϕ−1. For if σ̄ = T.σ:

ϕ.σ̄ = ϕ.T.σ

= ϕ.T.ϕ−1.(ϕ.σ)

= (ϕ ◦ T ◦ ϕ−1).(ϕ.σ),

and ϕ ◦ T ◦ ϕ−1 is an isometry of S2
0 . The congruence classes of Killing fields on S2

0 are
determined by the value of λ [5], which is invariant under the anti-isometry.

To enable us to find the congruence classes of the Killing fields on other hyperquadrics we
first consider a familiar case, the hyperbolic plane H2 (note that this is the upper sheet of
the hyperquadric H2

0 ). We start by considering the fixed points of the Killing fields using
the well-known Beltrami disc model.
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4.4.20 Theorem. The fixed points of Killing fields on H2 are categorised by λ = c2 − a2 − b2. The
Killing fields have:

1. one fixed point if λ < 0,

2. one fixed point on the boundary at infinity if λ = 0,

3. two fixed points on the boundary at infinity if λ > 0.

Proof. Project H2 onto the Beltrami disc:

B2 = {(x, y) ∈ R2 : x2 + y2 < 1},

with the map
F : H2 → B2; F : (x, y, z) 7→ (x/z, y/z).

The inverse map is

F−1 : B2 → H2; F−1 : (x, y) 7→ (
x√

1− r2
,

y√
1− r2

,
1√

1− r2
),

where r2 = x2 + y2.

The differential of the map F is

dF(x,y,z)(u, v, w) = (
zu− xw

z2
,
zv − yw
z2

).

Then σ projects to σ̃ on B2, where

σ̃(x, y) = (F.σ)(x, y) = dF (σ(F−1(x, y))) = (b+ ay − bx2 − cxy, c− ax− bxy − cy2).

Note that σ̃ extends smoothly across ∂B2. Then σ̃(x, y) = (0, 0) for (x, y) ∈ B2 ∪ ∂B2 if and
only if

b(1− x2) + y(a− cx) = 0,

c(1− y2)− x(a+ by) = 0.

If λ < 0 then the unique solution is (x̄, ȳ) = (c/a,−b/a), which corresponds to the point
1√
λ

(c,−b, a) ∈ H2. If λ = 0 then the unique solution is (x̄, ȳ) = (c/a,−b/a), which has
x̄2 + ȳ2 = 1 and is hence on ∂B2 and therefore corresponds to a point at infinity of H2.
Finally if λ > 0 then there are two solutions

x∞ =
ac± b

√
λ

b2 + c2
,

y∞ = −ab± c
√
λ

b2 + c2
,

both of which lie in ∂B2 and hence correspond to points at infinity of H2.

We now exhibit a matrix normal form for Killing fields on H2
0 in each of the three classes

described by Theorem 4.4.20. Since H2
0 has two sheets the Killing fields have twice the

number of fixed points as those on H2.
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4.4.21 Lemma. Let σ ∈ Γ(TH2
0 ) be a Killing field on H2

0 with generating skew-symmetric matrix
A = (aij). Suppose λ < 0, where λ = −

∑
i<j εiεja

2
ij . Then σ is congruent to σ̃, the Killing field

with generating skew-symmetric matrix:

Ã =

 0 a0 0
−a0 0 0

0 0 0

 ,

where a20 = −λ.

Proof. Consider the infinitesimal isometry of H2
0 represented by skew-symmetric matrix of

R3
1:  0 0 u

0 0 v
u v 0

 .

When considered as a linear vector field on R3
1 this has flow given by the following 1-

parameter family of matrices:

Φt =

 1 + u2(cosh(t)− 1) uv(cosh(t)− 1) u sinh(t)
uv(cosh(t)− 1) 1 + v2(cosh(t)− 1) v sinh(t)

u sinh(t) v sinh(t) cosh(t)

 .

This is an elementary calculation involving a linear system of first order ODEs.

Choose u and v to be:
u =

−c√
b2 + c2

, v =
b√

b2 + c2
,

where a = a12, b = a13, c = a23. Let t0 is the unique parameter such that Φto(ρ) = ρ̃,
where ρ is the zero of σ and ρ̃ is the zero of σ̃. Then using ρ = 1√

λ
(c,−b, a) from the proof of

Theorem 4.4.20 it follows that

cosh(t0) = a/a0, sinh(t0) =

√
b2 + c2

a0
.

We claim that the desired congruence is Φt0 . Writing d = (a0 − a)/
√
b2 + c2 we compute:

a20Φ−t0AΦt0

=

 −a0 + c2d −bcd c
−bcd −a0 + b2d −b
c −b −a

 0 a b
−a 0 c
b c 0

 −a0 + c2d −bcd −c
−bcd −a0 + b2d b
−c b −a


=

 0 a30 0
−a30 0 0

0 0 0

 .

Therefore Φ−t0AΦt0 = Ã and hence σ and σ̃ are congruent.

4.4.22 Lemma. Suppose σ and A are as defined in Lemma 4.4.21, and λ = 0. Then σ is congruent
to σ̃, the Killing field with generating skew-symmetric matrix:

Ã =

 0 a0 0
−a0 0 c0

0 c0 0

 ,

where a20 = b2 − a2 and c0 = −c.
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Proof. Consider the infinitesimal isometry of H2
0 represented by skew-symmetric matrix of

R3
1:  0 0 0

0 0 1
0 1 0

 .

When considered as a linear vector field on R3
1 this has flow given by the following 1-

parameter family of matrices:

Φt =

 1 0 0
0 cosh(t) sinh(t)
0 sinh(t) cosh(t)

 .

The desired congruence is then Φt0 where

cosh(t0) = −a/a0, sinh(t0) = b/a0.

For:

Φ−t0AΦt0 =

 1 0 0
0 cosh(t0) − sinh(t0)
0 − sinh(t0) cosh(t0)

 0 a b
−a 0 c
b c 0

 1 0 0
0 cosh(t0) sinh(t0)
0 sinh(t0) cosh(t0)


=

1

a20

 a0 0 0
0 −a −b
0 −b −a

 0 a b
−a 0 c
b c 0

 a0 0 0
0 −a b
0 b −a


=

1

a20

 0 aa0 ba0
a2 − b2 −bc −ac

0 −ac −bc

 a0 0 0
0 a −b
0 −b a


=

1

a20

 0 a2a0 − b2a0 −aba0 + aba0
(−a2 + b2)a0 −abc+ abc b2c− a2c

0 −a2c+ b2c abc− abc


=

 0 a0 0
−a0 0 c0

0 c0 0

 .

Therefore Φ−t0AΦt0 = Ã and hence σ and σ̃ are congruent.

4.4.23 Lemma. Suppose σ and A are as defined in Lemma 4.4.21, and λ > 0. Then σ is congruent
to σ̃, the Killing field with generating skew-symmetric matrix:

Ã =

 0 0 0
0 0 c0
0 c0 0

 ,

where c20 = λ.

Proof. This time consider the infinitesimal isometry of H2
0 represented by the following

skew-symmetric matrix of R3
1:  0 α 0

−α 0 γ
0 γ 0

 ,
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with
α =

c− c0√
(c− c0)2 − a2

, γ =
a√

(c− c0)2 − a2
.

Then γ2 − α2 = −1. This has flow matrix:

Φt =

 −γ2 + α cos(t) α sin(t) αγ(1− cos(t))
−α sin(t) cos(t) γ sin(t)

αγ(cos(t)− 1) γ sin(t) α2 − γ cos(t)

 .

Let t0 ∈ R satisfy:

sin(t0) =
b
√

(c− c0)2 − a2
c0(c− c0)

.

Then:

Φt0ÃΦ−t0 =

 −γ2 + α cos(t0) α sin(t0) αγ(1− cos(t0))
−α sin(t0) cos(t0) γ sin(t0)

αγ(cos(t0)− 1) γ sin(t0) α2 − γ cos(t0)

 ·
 0 0 0

0 0 c0
0 c0 0

 ·
·

 −γ2 + α cos(t0) −α sin(t0) αγ(1− cos(t0))
α sin(t0) cos(t0) −γ sin(t0)

αγ(cos(t0)− 1) −γ sin(t0) α2 − γ cos(t0)


= c0

 0 αγ(1− cos(t0)) α sin(t0)
−αγ(1− cos(t0)) 0 α2 cos(t0)− γ2

α sin(t0) α2 cos(t0)− γ2 0


=

 0 a b
−a 0 c
b c 0

 ,

using the values of sin(t0), α, γ. Hence σ and σ̃ are congruent.

Finally, we summarise these results in Theorem 4.4.24. The H2
0 is the already known Rie-

mannian case of [5].
4.4.24 Theorem. The congruence classes of Killing fields onH2

0 and S2
2 are determined by the value

of λ. In particular there is a unique, up to congruence, harmonic Killing field on each hyperquadric.

Proof. Lemmas 4.4.21 to 4.4.23 show that all Killing fields with the same value of λ are
congruent. Recall that σ is harmonic if and only if λ = ε. Thus if M = H2

0 then σ has a
unique fixed point whereas if M = S2

2 then σ has two fixed points at infinity and in both
cases σ is uniquely determined up to congruence.

We now conduct an analogous analysis of congruence classes of Killing fields on the the
neutral hyperquadrics. Since these are anti-isometric it suffices to consider H2

1 . We study
fixed points using the cylinder model of Section 4.2.
4.4.25 Theorem. The fixed points of Killing fields on H2

1 are categorised by λ = a2 + b2 − c2. The
Killing fields have:

1. no fixed points if λ < 0,

2. two ideal fixed points, one on each component of the boundary at infinity, if λ = 0,

3. two fixed points if λ > 0.
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Proof. We first map the Killing field to the cylinder model of H2
1 given in Section 4.2 and

then consider the fixed points there. The components of σ(x) are

u = ay + bz, v = ax+ cz, w = bx− cy.

The differential of the map F : H2
1 → C2 is:

dF(x,y,z)(u, v, w) =

(
u

(1 + x2)3/2
,
−xyu+ v(1 + x2)

(1 + x2)3/2
,
−xzu− w(1 + x2)

(1 + x2)3/2

)
.

The inverse map is:

(x, y, z) = F−1(x̄, ȳ, z̄) =

(
x̄√

1− x̄2
,

ȳ√
1− x̄2

,
z̄√

1− x̄2

)
.

The projection σ̄ of σ to the cylinder is therefore:

σ̄ = dF(x,y,z)(u, v, w)

=

(
ay + bz

(1 + x2)3/2
,
−xy(ay + bz) + (ax+ cz)(1 + x2)

(1 + x2)3/2
,
−xz(ay + bz)− (bx− cy)(1 + x2)

(1 + x2)3/2

)
= ((aȳ + bz̄)(1− x̄2),−x̄ȳ(aȳ + bz̄) + (ax̄+ cz̄),−x̄z̄(aȳ + bz̄)− (bx̄− cȳ)).

Note that σ̄ extends smoothly across ∂C2; i.e. when x̄ = ±1. Then σ̄(x̄, ȳ, z̄) = 0 for
(x̄, ȳ, z̄) ∈ C2 ∪ ∂C2 if and only if the following simultaneous equations are satisfied:

0 = (aȳ + bz̄)(1− x̄2),
0 = −x̄ȳ(aȳ + bz̄) + (ax̄+ cz̄),

0 = −x̄z̄(aȳ + bz̄)− (bx̄− cȳ).

The first of these gives two possibilities:

aȳ + bz̄ = 0, x̄ = ±1.

If aȳ + bz̄ = 0 then, noting that on C we have ȳ2 + z̄2 = 1:

ȳ = ± b√
a2 + b2

, z̄ = ∓ a√
a2 + b2

.

The remaining simultaneous equations then give

x̄ = ± c√
a2 + b2

.

If λ = 0 then a2 + b2 = c2 and there are two fixed points, namely ±(1, b/c,−a/c) ∈ ∂C, one
on each component of the boundary at infinity.

If λ > 0 then a2 + b2 > c2 and so −1 < c/
√
a2 + b2 < 1 and there are two fixed points at

±(
c√

a2 + b2
,

b√
a2 + b2

,
−a√
a2 + b2

) ∈ C.
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These correspond to:

±(
c√

a2 + b2 − c2
,

b√
a2 + b2 − c2

,
−a√

a2 + b2 − c2
) ∈ H2

1 .

Finally if λ < 0 then a2 + b2 < c2, hence c/
√
a2 + b2 > 1, therefore there are no fixed points

in C ∪ ∂C and hence none in H2
1 .

If x̄ = ±1 then we recover fixed points at ±(1, b/c,−a/c) ∈ ∂C as before.

We can then use Theorem 4.4.25 to find a normal form for each type of Killing field and
show that any other Killing field of the same type is congruent to it.
4.4.26 Lemma. Let σ ∈ Γ(TH2

1 ) be a Killing field on H2
1 with generating skew-symmetric matrix

A. Suppose λ < 0, where λ = a2 + b2 − c2. Then σ is congruent to σ̃, the Killing field with
generating skew-symmetric matrix:

Ã =

 0 0 0
0 0 c0
0 −c0 0

 ,

where c20 = −λ.

Proof. Consider infinitesimal isometry: 0 α γ
α 0 0
γ 0 0


where α = b/

√
a2 + b2 and γ = −a/

√
a2 + b2. Then α2 + γ2 = 1. This has flows matrix:

Φt =

 cosh(t) γ sinh(t) α sinh(t)
γ sinh(t) α2 − γ2 cosh(t) −αγ(1− cosh(t))
α sinh(t) −αγ(1− cosh(t)) γ2 + α2 cosh(t)

 .

The desired congruence is then Φt0 for cosh(t0) = −c/c0. For:

c20Φ−t0AΦt0 =

 −c a −b
a b2c0−a2c

a2+b2
ab(c0−c)
a2+b2

−b ab(c0−c)
a2+b2

a2c0+b2c
a2+b2


 0 a b

a 0 c
b −c 0


 −c −a b

−a b2c0−a2c
a2+b2

ab(c0−c)
a2+b2

b ab(c0−c)
a2+b2

a2c0+b2c
a2+b2


=

 0 0 0
0 0 c30
0 −c30 0

 .

4.4.27 Lemma. Suppose σ and A are as defined in Lemma 4.4.26, and λ = 0. Then σ is congruent
to σ̃, the Killing field with generating skew-symmetric matrix:

Ã =

 0 1 0
1 0 1
0 −1 0

 .
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Proof. Consider the infinitesimal isometry: 0 0 0
0 0 γ
0 −γ 0

 .

This has flow matrix:

Φt = γ

 1 0 0
0 cos(t) sin(t)
0 − sin(t) cos(t)

 .

The desired congruence is then Φt0 for γ2 = 1/c, cos(t0) = ac
a2+b2

, sin(t0) = −bc
a2+b2

. For:

Φ−t0AΦt0 = γ2

 1 0 0
0 cos(t0) − sin(t0)
0 sin(t0) cos(t0)

 0 a b
a 0 c
b −c 0

 1 0 0
0 cos(t0) sin(t0)
0 − sin(t0) cos(t0)


=

1

c(a2 + b2)

 a2 + b2 0 0
0 ac bc
0 −bc ac

 0 a b
a 0 c
b −c 0

 a2 + b2 0 0
0 ac −bc
0 bc ac


=

 0 1 0
1 0 1
0 −1 0

 .

4.4.28 Lemma. Suppose σ and A are as defined in Lemma 4.4.26, and λ > 0. Then σ is congruent
to σ̃, the Killing field with generating skew-symmetric matrix:

Ã =

 0 a0 0
a0 0 0
0 0 0

 ,

where a20 = λ.

Proof. Consider  0 α 0
α 0 −γ
0 −γ 0

 ,

where

α =
c√

(a− a0)2 − c2
, γ =

(a− a0)√
(a− a0)2 − c2

.

Then α2 − γ2 = −1. This has flow:

Φt =

 µ2 − α2 cos(t) α sin(t) αµ(1− cos(t))
α sin(t) cos(t) µ sin(t)

αµ(cos(t)− 1) −µ sin(t) µ2 cos(t)− α2

 .
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Then the desired congruence is Φt0 , where t0 is the unique parameter such that φt0(ρ±) =
ρ̃±, for ρ± the zeros of σ and ρ̃± the zeros of σ̃:

sin(t0) =
b
√

(a− a0)2 − c2
a0(a− a0)

.

Then:

Φt0AΦ−t0 =

 µ2 − α2 cos(t0) α sin(t0) αµ(1− cos(t0)
α sin(t0) cos(t0) µ sin(t0)

αµ(cos(t0)− 1) −µ sin(t0) µ2 cos(t0)− α2

 ·
 0 a0 0

a0 0 0
0 0 0

 ·
·

 µ2 − α2 cos(t0) −α sin(t0) αµ(1− cos(t0))
−α sin(t0) cos(t0) −µ sin(t0)

αµ(cos(t0)− 1) µ sin(t0) µ2 cos(t0)− α2


=

 0 −a0α2 + a0µ
2 cos(t0) −µa0 sin(t0)

−a0α2 + aoµ
2 cos(t) 0 −αµa0 + αµa0 cos(t0)

−µa0 sin(t0) αµa0 − αµa0 cos(t0) 0


=

 0 a b
a 0 c
b −c 0

 ,

using the values of sin(t0), α, γ. Hence σ and σ̃ are congruent.

These can be combined into the following result:
4.4.29 Theorem. The congruence classes of Killing field on H2

1 and S2
1 are determine by λ. There-

fore there is a unique, up to congruence, harmonic Killing field on each hyperquadric.

Proof. Lemmas 4.4.26 to 4.4.28 show that all Killing fields with the same value of λ are
congruent. Since the harmonic Killing fields are determined by λ = ε they are unique up to
congruence.

4.5 Para-Kähler geometry

We now consider a generalisation of Kähler geometry to pseudo-Riemannian manifolds.
The introduction to this theory is based on the survey article [9], which also covers other
cases of para-complex geometry. We go on to use the theory to provide a link between
conformal and Killing fields, and then harmonic vector fields on neutral hyperquadrics.
This is similar to the work in [5] linking conformal gradient fields to Killing fields through
the Kähler structure of the hyperbolic plane.

We begin by formally defining a term that has already appeared in our discussion of 2-
dimensional hyperquadrics.
4.5.1 Definition. A neutral pseudo-Riemannian manifold is one with dimension 2n and index
n. ♦

Next we define the class of para-complex structures that are particularly relevant to pseudo-
Riemannian geometry.
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4.5.2 Definition. An almost para-Hermitian (APH) structure J on a pseudo-Riemannian man-
ifold (M, g) is a (1, 1) tensor field on M satisfying:

• APH1 J2(X) = X for all X ∈ TM ,

• APH2 g(JX, Y ) = −g(X, JY ) for all X,Y ∈ TxM , all x ∈M .

♦
4.5.3 Lemma. Let (M, g) be a pseudo-Riemannian manifold with APH structure J . Then J inter-
changes time-like and space-like vectors.

Proof. If X ∈ TM then using (APH2):

g(JX, JX) = −g(X, J2(X)),

and using (APH1):
−g(X, J2(X)) = −g(X,X),

4.5.4 Corollary. A pseudo-Riemannian manifold with almost para-Hermitian structure is neutral.

This limits the number of possible para-Hermitian manifolds considerably, especially amongst
the hyperquadrics. In each even dimension it leaves us with one anti-isometric pair.
4.5.5 Proposition. Let (M, g) be a pseudo-Riemannian manifold with APH structure J . Then J
satisfies

∇XJ(JY ) = −J∇XJ(Y ),

and
g(∇XJ(Y ), Z) = −g(Y,∇XJ(Z)),

for all X,Y, Z ∈ TxM

Proof. First consider the derivative of the identity J2 = 1:

0 = (∇XJ) ◦ J + J ◦ ∇XJ,

which is the first relation. Expand g(∇XJ(Y ), Z) using the skew-symmetry of J and the
metric property of covariant derivation:

g(∇XJ(Y ), Z) = g(∇X(JY )− J(∇XY ), Z)

= X.g(JY, Z)− g(JY,∇XZ) + g(∇XY, JZ)

= −X.g(Y, JZ) + g(Y, J(∇XZ)) + g(∇XY, JZ)

= −g(∇XY, JZ)− g(Y,∇XJZ) + g(Y, J(∇XZ)) + g(∇XY, JZ)

= −g(Y,∇XJZ − J(∇XZ))

= −g(Y,∇XJ(Z)).

We now define a para-Kähler structure, a sub class of almost para-Hermitian structures.
4.5.6 Definition. A para-Kähler structure J on pseudo-Riemannian manifold (M, g) is an
almost para-Hermitian structure on M satisfying

∇J = 0. ♦
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We prove that for a neutral 2-dimensional pseudo-Riemannian manifold such a structure
can always be defined.
4.5.7 Definition. Let (M, g) be a 2-dimensional neutral orientable pseudo-Riemannian man-
ifold. Then there exists globally defined line subbundles L1, L2 ⊂ TM with each Li light-like
and L1 ∩ L2 = 0. Label these such that if {A,B} is a positively oriented basis of TxM with
A ∈ L1, B ∈ L2 then A+B is space-like and A−B is time-like. Then define J as

JA = A, JB = −B. ♦

4.5.8 Proposition. Let (M, g) be a dimension 2 neutral orientable pseudo-Riemannian manifold.
Then the structure J defined in Definition 4.5.7 is a para-Kähler structure on M .

Proof. The structure J satisfies (APH1). To see that it satisfies (APH2):

g(JA,A) = g(A,A) = 0,

g(JA,B) = g(A,B) = −g(A,−B) = −g(A, JB),

g(JB,B) = −g(B,B) = 0.

Therefore J is almost para-Hermitian. Let {S, T} be an orthonormal basis, where S is space-
like and T is time-like. Because J interchanges space-like and time-like vectors (Lemma 4.5.3)
we may assume T = JS. It is sufficient to consider the components of ∇J with respect to
such a basis. Using the relations of Proposition 4.5.5, we first consider∇SJ(S):

g(∇SJ(S), S) = −g(S,∇SJ(S)) = 0,

g(∇SJ(S), T ) = −g(S,∇SJ(JS))

= g(S, J∇SJ(S))

= −g(T,∇SJ(S)).

So ∇SJ(S) = 0. Next consider∇SJ(T ):

g(∇SJ(T ), S) = −g(T,∇SJ(S)) = 0,

g(∇SJ(T ), T ) = −g(T,∇SJ(T )) = 0.

Therefore∇SJ = 0. Similarly:

g(∇TJ(S), S) = −g(S,∇TJ(S)) = 0,

g(∇TJ(S), T ) = −g(S,∇TJ(JS)) = g(S, J∇T (JS)) = −g(T,∇T (JS)) = 0,

so ∇TJ(S) = 0. Finally consider∇TJ(T ):

g(∇TJ(T ), S) = −g(T,∇TJ(S)) = 0,

g(∇TJ(T ), T ) = −g(T,∇TJ(T )) = 0.

Therefore∇TJ = 0 and so∇J = 0.
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4.5.1 Application to harmonic fields

We now apply the theory of para-Kähler geometry to harmonic vector fields. In particu-
lar we consider how the para-Kähler structure acts on closed conformal fields and Killing
fields. We then produce a map under which the Euler-Lagrange equations of a harmonic
vector field are invariant, by combining the para-Kähler structure and the anti-isometry of
hyperquadrics.
4.5.9 Lemma. Let (M, g) be a neutral pseudo-Riemannian manifold with para-Kähler structure J .
Let σ be a closed conformal field on M . Then Jσ is a Killing field.

Proof. The vector field σ is closed conformal, so has the property, for all X ∈ TM :

∇Xσ = ψσX,

by Theorem 3.1.5. A Killing field τ satisfies:

g(∇Xτ, Y ) + g(X,∇Y τ) = 0,

for all X,Y ∈ TM . Consider:

g(∇X(Jσ), Y ) + g(X,∇Y (Jσ)) = g(J∇Xσ, Y ) + g(X, J∇Y σ),

since J is para-Kähler

= g(J(ψσX), Y ) + g(X, J(ψσY ))

= −ψσg(X, JY ) + ψσg(X, JY ) = 0,

hence Jσ is Killing.

4.5.10 Remark. In general the para-Kähler structure does not map Killing fields to closed
conformal fields. This can be seen by comparing the dimension of the Lie algebra of Killing
with the vector space of closed conformal fields.

For example on space forms the Lie algebra of Killing fields has dimension n(n + 1)/2,
given in [18]. However since the pole vector of a conformal gradient field may be arbitrarily
chosen the space of conformal gradient fields on space forms has dimension n + 1. These
two dimensions coincide only when n = 2.

In fact in two dimensions the para-Kähler structure acting on a Killing field does produce a
closed conformal field.
4.5.11 Lemma. Let (M, g, J) be a dimension 2 neutral para-Kähler manifold. Let τ be a Killing
field on M . Then Jτ is a closed conformal field.

Proof. It suffices to show that J maps closed conformal fields injectively into Killing fields.
If σ is a closed conformal field such that Jσ = 0 then, since σ is either time-like or space-like
by Proposition 4.3.4 and J swaps time-like and space-like vectors, it follows that σ = 0.

The culmination of this is the invariance of the Euler-Lagrange equations under the combi-
nation of para-Kähler structure and anti-isometry.
4.5.12 Lemma. Let (M, g) be a neutral pseudo-Riemannian manifold with para-Kähler structure J
and let ϕ : (M, g) → (N,h) be an anti-isometry. Then the Euler-Lagrange equations for harmonic
vector fields, (2.8), are invariant under the map σ 7→ ϕ.(Jσ).
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Proof. Since J is para-Kähler:

∇X(Jσ) = J∇Xσ, g(Jσ, Jσ) = −g(σ, σ).

Let σ̃ = ϕ.(Jσ). Note that:

h(σ̃, σ̃) = h(ϕ.(Jσ), ϕ.(Jσ))

= −g(Jσ, Jσ)

= g(σ, σ).

Now by Proposition 4.1.12:

∇∗∇σ̃ = ϕ.(J∇∗∇σ),

∇∇F̃ σ̃ = ϕ.(J∇∇Fσ),

〈∇F̃ ,∇F̃ 〉 = 〈ϕ.(J∇F ), ϕ.(J∇F )〉 = 〈∇F,∇F 〉,
〈∇σ̃,∇σ̃〉 = 〈ϕ.(J∇σ), ϕ.(J∇σ)〉 = 〈∇σ,∇σ〉,

∆F̃ = ∆F

1 + 〈σ̃, σ̃〉 = 1 + 〈σ, σ〉.

Thus the components of the harmonic equations under this transformation are:

Tp(σ̃) = ϕ.(J(Tp(σ)),

φp,q(σ̃) = φp,q(σ),

and thus
Tp(σ̃)− φp,q(σ̃)σ̃ = ϕ.(J(Tp(σ)− φp,q(σ)σ)).

Then σ̃ is (p, q)-harmonic if and only if σ is (p, q)-harmonic.

From this we can conclude that there are (p, q)-harmonic Killing fields on any even di-
mensional neutral hyperquadric on which there exists a para-Kähler structure; namely the
images of (p, q)-harmonic closed conformal fields under the aforementioned correspon-
dence.

In particular, the harmonic closed conformal and Killing fields found on H2
1 and S2

1 are
related in this way.
4.5.13 Remark. There is no way to recreate the generation of a family of harmonic conformal
vector fields using para-Kähler geometry on neutral space forms, as [3] did with Kähler
geometry on the hyperbolic plane. This is due to the difficulty in combining space-like
and time-like vector fields into a family, while maintaining the Euler-Lagrange equations.
The problem, once again, is the metric term, 1 + 〈σ, σ〉. To preserve this term implies that
all members of the family have the same pseudo-Riemannian length, which cannot be the
case.



Further Work

There have been a number of questions left unanswered as a result of the work in this thesis.
The area of (p, q)-harmonic sections is a very new one, but the generalisations to pseudo-
Riemannian spaces we have given open up even more avenues of exploration.

The first notable open conjecture is that there are no (p, q)-harmonic vector fields on the Rie-
mannian 2-sphere. This could perhaps be approached analogously to the Hopf differential
of minimal surface theory to translate the problem into one of holomorphic geometry.

The geometry of the pseudo-Riemannian generalised Cheeger-Gromoll metric should be
explored, in the vein of [4]. Whilst we have described its signature in Chapter 2 we have
not explored the geometry any further. This may provide insight into the differences arising
in the pseudo-Riemannian case.

The second variation of local energy for (p, q)-harmonic sections could be looked at. As
yet there is no result even for the Riemannian case, so both could be considered in one.
This is an exercise in calculus of variations that will tax the resolve of the most ardent
computational differential geometer.

The generalisation of the results on warped products to time-like intervals as well as space-
like intervals is a small amendment to the work in this thesis. With an additional term to
indicate the casual type of the interval this generalisation would modify the Euler-Lagrange
equations found for the natural closed conformal vector field on a warped product. This
would provide additional solutions for a given warping function, when the interval is time-
like. It would also allow more manifolds to be represented as warped products. For exam-
ple all hyperquadrics can be represent as warped products, if we allow a time-like interval,
and the well-known Robertson-Walker space-time is such an example.
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Appendix A

General Analysis of the Warping
Function Ordinary Differential
Equation

The ODE given by Theorem 3.3.2 is:

(g′)2[p(n− 2) + nq + q(n− p)g2]g + g′′(1 + g2)(1 + qg2) = 0. (A.1)

Although this is non-linear second order it can be solved using standard techniques.

Define v(g) = g′, and rewrite (A.1) as the following system of first order equations:

v(g) = g′

dv

dg
= vR(g), (A.2)

where R(g) is the rational function:

R(g) = − [p(n− 2) + nq + q(n− p)g2]g
(1 + g2)(1 + qg2)

.

Then (A.2) has solution: ∣∣∣∣dgdt
∣∣∣∣ = exp

∫
R(g)dg. (A.3)

We evaluate the integral using partial fractions [1].

If q = 0 then:

R(g) =
p(2− n)g

1 + g2
,

and ∫
R(g)dg =

p(2− n)

2
ln|1 + g2|+ C.

If q = 1 then:

R(g) = − [p(n− 2) + n+ (n− p)g2]g
(1 + g2)2

= −(n− p)g
1 + g2

− p(n− 1)g

(1 + g2)2
,

101
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and ∫
R(g)dg =

p− n
2

ln|1 + g2|+ p(n− 1)

2

1

1 + g2
+ C.

If q > 0 and q 6= 1 then:

R(g) = − [p(n− 2) + nq + q(n− p)g2]g
(1 + g2)(1 + qg2)

=
p(n− 2 + q)

q − 1

g

1 + g2
+
q(n+ p− np− nq)

q − 1

g

1 + qg2
,

and ∫
R(g)dg =

p(n− 2 + q)

2(q − 1)
ln|1 + g2|+ n+ p− np− nq

2(q − 1)
ln|1 + qg2|+ C.

If q < 0 then:

R(g) = − [p(n− 2) + nq + q(n− p)g2]g
(1 + g2)(1 +

√
|q|g)(1−

√
|q|g)

=
p(n− 2 + q)

q − 1

g

1 + g2
+
q(n+ p− np− nq)

2(q − 1)

[
g

1 +
√
|q|g

+
g

1−
√
|q|g

]
,

and ∫
R(g)dg =

p(n− 2 + q)

2(q − 1)
ln|1 + g2|

+
q(n+ p− np− nq)

2|q|(1− q)
[ln|1 +

√
|q|g|+ ln|1−

√
|q|g|] + C

=
p(n− 2 + q)

2(q − 1)
ln|1 + g2|+ n+ p− np− nq

2(q − 1)
ln|1 + qg2|+ C.

The general form of differential equation (A.3), for suitable α and β, is then:∣∣∣∣dgdt
∣∣∣∣ = C|1 + g2|α|1 + qg2|β, (A.4)

if q 6= 1, or ∣∣∣∣dgdt
∣∣∣∣ = C|1 + g2|α exp

(
β

1 + g2

)
, (A.5)

if q = 1.

For any triple p, q, n local solutions exist; however these may not extend to a global solution
on the interval.

We briefly indicate how the solutions of Section 3.5 may be obtained.

The solution is linear if α = β = 0, in which case:∣∣∣∣dgdt
∣∣∣∣ = C.
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If q = 0 then:

α =
p(2− n)

2
, β = 0,

hence either p = 0 or n = 2 (c.f. Theorem 3.5.8). Similarly if q 6= 0, 1 then:

α =
p(n− 2 + q)

2(q − 1)
, β =

n+ p− np− nq
2(q − 1)

, (A.6)

hence p = n, q = 2 − n (c.f. Theorem 3.5.8). If q = 1 then β = 0 only if n = 1, which is
impossible.

In general if q 6= 0, 1 then (A.4) may be written:∣∣∣∣dgdt
∣∣∣∣ = C|1 + g2|α|1 + qg2|β,

where α, β are given by (A.6). It follows that α = β = 1/2 if and only if

p = n+ 2, q =
3− n2

n+ 1
, (A.7)

in which case g is the inverse of an elliptic integral. This explains the appearance of the Ja-
cobi elliptic functions as solutions in Section 3.5 when the parameters are given by (A.7).

Similar analyses are possible for trigonometric and hyperbolic functions by taking one of
α, β to be zero.
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