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Abstract

We develop a theory of Lie algebroids over differentiable stacks that extends the standard theory of Lie

algebroids over manifolds. In particular we show that Lie algebroids satisfy descent for submersions,

define the category of Lie algebroids over a differentiable stack, construct a cohomology theory for these

objects, and explain the relation to the theory of LA-groupoids. We construct a number of examples.
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1 Introduction

Differentiable stacks are a generalisation of smooth manifolds that include, as examples, orbifolds, quo-

tients of manifolds by Lie group actions, and classifying stacks of principal bundles. The definition of a

differentiable stack is formulated in terms of the theory of stacks over a Grothendieck site, which can be

seen as a ‘categorification’ of the theory of sheaves. In contrast to manifolds, differentiable stacks form

a 2-category, and studying their geometry necessarily involves 2-categorical ideas.

Lie algebroids are vector bundles equipped with a Lie bracket on their space of sections and a map

to the tangent bundle of the underlying manifold, satisfying some conditions. Basic examples include

tangent bundles, Lie algebras and integrable distributions. Other examples arise from actions of Lie alge-

bras, Poisson structures, and complex structures. There are notions of representations and cohomology

for Lie algebroids, and these unify many seemingly different objects, such as flat vector bundles, Pois-

son modules and holomorphic structures on vector bundles, and correspondingly de Rham cohomology,

Poisson cohomology and Dolbeault cohomology.

In this thesis we develop a theory of Lie algebroids over differentiable stacks which includes notions

of representations and cohomology of these objects. There exists some work in this direction already. In

the algebro-geometric setting, the theory of Lie algebroids over algebraic stacks has been developed by

Beilinson and Bernstein in [4]. In particular, they prove that Lie algebroids satisfy smooth descent and

define Lie algebroids over Artin stacks. (In fact, they mostly work not with the Lie algebroids themselves,

but with their enveloping algebras. The two are related by an adjunction.)

In [15], it was suggested by Mehta that ‘LA-groupoids’ might be used to describe Lie algebroids over

orbifolds, but he remarks that one needs to show that this definition does not depend on the groupoid one

chooses to represent a given stack (LA-groupoids are groupoid objects in the category of Lie algebroids,

see section 6).

In [21], Roggiero Ayala gives a definition of Lie algebroids over orbifolds in terms of étale Lie groupoids,

and a definition of Lie algebroids over more general Lie groupoids that uses the notion of an ‘étalification’.

However, it is not clear that whether these notions are Morita invariant and therefore whether or not

they represent structures over the stacks defined by these groupoids.

The way we have chosen to define Lie algebroids over stacks is analogous to the way they are defined

over algebraic stacks by Beilinson and Bernstein. We prove that in the differential-geometric setting

Lie algebroids form a stack LA that satisfies descent for submersions (Theorem 9). This allows us to

define Lie algebroids over a stack X in terms of maps to LA (Definition 12). Such a map is determined

by giving a Lie algebroid over U for every submersion U → X from a manifold U , together with some

compatibility conditions (see section 5.2.4).

Given an atlas X → X, one gets a Lie groupoid X×XX ⇒ X, and we show that a Lie algebroid over

X defines a Lie algebroid over X together with an ‘action’ of this groupoid (Proposition 13). In the case
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of étale stacks, we show that this gives a definition of an action of an étale groupoid on a Lie algebroid

that is similar to that given by Roggiero Ayala, but slightly stricter (Proposition 7.3). In the case of

general stacks the corresponding notion seems to be unrelated to the approach using étalifications that

he suggests.

In section 6 we show how LA-groupoids do arise naturally from Lie algebroids over stacks. Moreover,

we characterise the LA-groupoids that arise this way (Definition 39) and prove a theorem that describes

their structure (Theorem 45). The description of this class of LA-groupoids is similar to the theory of

‘vacant’ LA-groupoids and ‘matched pairs’ developed by Mackenzie in [12].

We now give an overview of this thesis. In section 2 we give a brief introduction to the general

notions of presheaves of categories, fibered categories, descent and stacks, and recall the basic definitions

concerning differentiable stacks and Lie groupoids. In section 3 we recall the relevant notions from the

theory of Lie algebroids. We have not provided any proofs in these two sections, but have suggested a

number of references.

In section 4 we prove that the category of Lie algebroids is a stack over the category Mansub of

manifolds and submersions equipped with the submersion topology. We prove an analogous statement

for the category Rep of representations of Lie algebroids.

In section 5 we define Lie algebroids over differentiable stacks. We use the results of section 4 to

show that such objects are determined by certain data on an atlas of a given stack. We then define

representations of Lie algebroids over stacks, and give the analogous result involving atlases. We note

that a Lie algebroid over a stack is not a vector bundle in the usual sense, in particular it does not have

a well defined rank. Next, we use the sheaf cohomology for differentiable stacks, developed by Behrend

and Xu, and by Bunke, Schick, and Spitzweck, to define Lie algebroid cohomology for Lie algebroids

over differentiable stacks. Under some reasonable conditions we show that it can be computed using

certain double complexes. In the case of Deligne-Mumford stacks / orbifolds the columns of these double

complexes are acyclic except in degree 0, and the total cohomology is isomorphic to the cohomology of a

single cochain complex. We prove several other results in the étale setting. In particular, we show that

Lie algebroids over étale stacks do have a well defined rank, and we describe the relation between such

objects and the definitions given by Roggiero Ayala.

In section 6 show how one can construct an LA-groupoid from a Lie algebroid over a differentiable

stack. We define a class of LA-groupoids that we call ‘!-vacant’ and prove that it is exactly these that

arise from Lie algebroids over stacks. This clarifies the relationship between these objects, as suggested

by Mehta. We then use the LA-groupoids we have constructed to construct differentiable stacks that

represent the ‘total spaces’ of Lie algebroids over stacks.

In section 7 we discuss several examples of Lie algebroids over differentiable stacks, including tangent

bundle Lie algebroids and Lie algebroids associated to Poisson structures on étale stacks.
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2 Differentiable Stacks

We give a brief overview of the theory of sheaves and stacks. For the general theory of sites and stacks

see [14],[28], and for the theory of differentiable stacks see [3],[9],[16]. For the theory of Lie groupoids

see [13],[17],[18].

2.1 Presheaves

2.1.1 Presheaves of sets and the Yoneda lemma

Let C be a category. A presheaf over C is a contravariant functor C → Set. Morphisms between

presheaves are natural transformations of functors. The category of presheaves over C , which we’ll

denote by PSh(C ), is then the functor category [C op,Set].

Assuming C is locally small (i.e. that HomC (x, y) is a set for all pairs of objects x, y of C ) then we

have, for each object x, the presheaf:

x ≡ HomC (−, x)

Explicitly:

y 7→ HomC (y, x)

(f : z → y) 7→ f∗ : HomC (y, x)→ HomC (z, x)

where f∗ means precomposition with f . Presheaves isomorphic to a presheaf of this form are called

representable.

The Yoneda lemma states that for any presheaf F over C , and any object x in C , there is a bijection

HomPSh(C )(x, F ) ∼= F (x)

(φ : x→ F ) 7→ φ(idx)

and in particular we have

HomPSh(C )(x, y) ∼= HomC (x, y)

These bijections are natural in both variables. Using the Yoneda lemma, we get a fully-faithful embed-

ding, called the Yoneda embedding :

C → PSh(C )

x 7→ x

2.1.2 Weak presheaves of categories and the 2-Yoneda lemma

One can ‘categorify’ the notion of presheaf by considering functors that take values in categories rather

than sets, and replacing maps by functors and associativity ‘on the nose’ by associativity up to natural

isomorphism. Let C be a category. Then a weak presheaf of categories is a contravariant weak 2-functor

C → Cat. Weak presheaves form a 2-category, where the morphisms are natural transformations of
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2-functors, and the 2-morphisms are modifications. In particular, given two weak presheaves F ,G : C →

Cat, there is a category

Hom(F ,G)

of morphisms between F and G, rather than just a set.

Explicitly, a weak presheaf F over C is given by the following data:

• For each object x of C a category F(x).

• For each morphism f : x→ y in C a functor F(f) : F(y)→ F(x).

• For each composable pair of morphisms

x
f
// y

g
// z

in C a natural isomorphism of functors F(g, f) : F(gf)→ F(f) ◦ F(g)

F(z)

F(gf)
**

F(f)◦F(g)

44�� F(g,f)F(x)

This data must satisfy the condition that for any composable triple of morphisms

x
f
// y

g
// z

h // w

in C the following diagram must commute:

F(hgf)

F(h,gf)

��

F(hg,f)
// F(f)F(hg)

idF(h)•F(h,g)

��

F(gf)F(h)
F(g,f)•idF(h)

// F(f)F(g)F(h)

(where • denotes the horizontal composition of natural transformations). A weak presheaf F is called

strict if the natural isomorphisms F(g, f) are all identities. A weak presheaf F is a weak presheaf of

groupoids if for every x the category F(x) is a groupoid.

A morphism φ : F → G between weak presheaves over C is given by:

• For each object x of C a functor φ(x) : F(x)→ G(x)

• For each morphism f : x→ y in C a natural isomorphism φ(f) : φ(x) ◦ F(f)→ G(f) ◦ φ(y)

F(y)

F(f)

��

φ(y)
// G(y)

G(f)

��

F(x)

φ(f)

8@

φ(x)
// G(x)

This data must satisfy the condition that for any composable pair of morphisms

x
f
// y

g
// z
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in C , the following diagram commutes:

φ(x)F(gf)
idφ(f)•F(g,f)

ww

φ(gf)
// G(gf)φ(z)

G(g,f)•idφ(z)

''

φ(x)F(f)F(g)
φ(f)•idF(x)

// G(f)φ(y)F(g)
idG(f)•φ(g)

// G(f)G(g)φ(z)

A 2-morphism α : φ → ψ between morphisms φ, ψ : F → G is given by a natural transformation

α(x) : φ(x) → ψ(x) for each object x of C such that for every morphism f : x → y in C the following

diagram commutes:

φ(x)F(f)

α(x)•idF(f)

��

φ(f)
// G(f)φ(y)

idF(g)•α(y)

��

ψ(x)F(f)
ψ(f)

// G(f)ψ(y)

We can consider any set as a ‘discrete’ category, i.e. as a category with only identity morphisms.

This gives a fully-faithful embedding

Set→ Cat

and for any category C a fully-faithful embedding of the category of presheaves of sets into the category

of weak presheaves of categories. From now on we’ll denote the category of weak presheaves over C by

PSh(C ) and consider the category of presheaves of sets as a subcategory of PSh(C ).

The 2-Yoneda lemma states that for any object x of C and any weak presheaf F there is an equivalence

of categories:

HomPSh(C )(x,F) ' F(x)

(φ : x→ F) 7→ φ(idx)

2.1.3 Fibered categories and the Grothendieck construction

Weak presheaves can be described in a different way using fibred categories. For some statements and

constructions this description can be easier to work with.

Let C be a category, then a category over C is a functor πD : D → C . We can depict a category over

C as

D

πD

��

C

If x is an object of C , then the fibre Dx of πD : D → C over x is the subcategory of D consisting of

objects d such that πD(d) = x and morphisms f such that πD(f) = idx.

Categories over C form a (strict) 2-category denoted Cat/C (the slice 2-category of Cat over C ): a

morphism

φ : (πD : D → C )→ (πE : E → C )
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is a functor

φ : D → E

such that πD = πE ◦ φ, i.e. the diagram

D

πD
  

φ
// E

πE
��

C

commutes, and a 2-morphism between a pair of morphisms φ, ψ : (πD : D → C ) → (πE : E → C ) is a

natural transformation

α : φ→ ψ

which is ‘vertical’ in the sense that

α • idπE = idπD

In terms of components, this last condition is the condition that for each object x of C and each object

d of the fibre Dx, the component αd ∈ HomE (φ(d), ψ(d)) of α satisfies πE (αd) = idx, i.e. that αd is a

morphism in the fibre Ex.

If πD : D → C is a category over C then a morphism F ′ : d′ → d in D is called Cartesian with respect

to πD (or just Cartesian if πD is understood), if it satisfies the following property: for all morphisms

F ′′ : d′′ → d in D , and all morphisms f : πD(d′′) → πD(d′) in C such that πD(F ′′) = πD(F ′) ◦ f , there

exists a unique morphism F : d′′ → d in D such that πD(F ) = f and F ′′ = F ′ ◦F . The situation can be

depicted as follows:

d′′

F ′′

##F // d′
F ′ // d

πD(d′′)

πD(F ′′)

::f
// πD(d′)

πD(F ′)

// πD(d)

A category πD : D → C over C is called a category fibred over C and the functor πD is called a

Grothendieck fibration, if for all morphisms f : x → y in C and all objects d ∈ Dy there is a Cartesian

morphism F : d′ → d such that πD(F ) = f . Such a morphism is called a pullback of d along f .

A morphism between fibred categories over C is a morphism of categories over C that maps Cartesian

morphisms to Cartesian morphisms, and a 2-morphism between a pair of such morphisms is a 2-morphism

between morphisms of categories over C . We’ll denote the 2-category of fibred categories over C by

Fib(C ).

The Grothendieck construction, denoted
∫

C , gives an equivalence of 2-categories:∫
C

: PSh(C )→ Fib(C )
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Given a weak presheaf F : C → Cat, the category
∫

C F has as objects pairs (x, d), where x is an object

in C and d is an object in F(x). A morphism from (x, d) to (x′, d′) is a pair (f, F ), where f : x→ x′ is

a morphism in C and F : d → F(f)(d′) is a morphism in F(x). Projecting onto the first factor gives a

functor ∫
C F

prC

��

C

which makes
∫

C F into a category fibred over C .

Conversely, if πD : D → C is a category fibred over C then one can construct a weak presheaf that

maps an object x to the fibre Dx and by choosing a pullback F : d′ → d for all f : x → y and d in Dy,

one can construct a functor f∗ : Dy → Dx for each morphism f : x → y in C . The fact that this data

then determines a weak presheaf follows from the universal property of Cartesian morphisms.

If F is a weak presheaf then we’ll sometimes denote
∫

C F also by F . Whether we are considering F

as a weak presheaf or fibred category will usually be clear from the context.

2.1.4 Representable morphisms

A morphism φ : F → G of weak presheaves over C is called representable if for all morphisms ψ : x→ G

the fibre product

F ×G x

��

// x

ψ

��

F
φ

// G

is representable, i.e. that F ×G x is equivalent to y for some object y of C .

2.2 Sheaves and Stacks

If one considers a weak presheaf as a categorified presheaf, then a stack can be thought of as a categorified

sheaf. In order to formulate the gluing condition that distinguishes sheaves from presheaves we need the

notion of a Grothendieck topology.

2.2.1 Grothendieck topologies and sites

A Grothendieck topology on a category C is given by specifying for each object x of C a collection of

families of morphisms {fi : yi → x}i∈I , called covering families of x, such that:

• If f : y → x is an isomorphism then {f : y → x} is a covering family

• If {fi : yi → x}i∈I is a covering family and g : z → x is a morphism then all of the fibre products

yi ×x z exist in C and the family of projections {yi ×x z → z}i∈I is a covering family of z

• If {fi : yi → x}i∈I is a covering family of x and for each i ∈ I we are given a covering family

{gj : zj → yi}j∈Ji of yi, then {(fi ◦ gj) : zj → x}i∈I,j∈Ji is a covering family of x.
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A category together with a choice of Grothendieck topology is called a site.

The covering sieve U determined by a covering family {f : y → x} is the sub-presheaf U ↪→ x of x

consisting of morphisms z → x that factor through one of the fi’s. Two Grothendieck topologies are

called equivalent if they determine the same covering sieves.

2.2.2 Sheaves of sets

Let C be a site. Then a presheaf of sets F : C → Set is a sheaf if it satisfies either of the following

equivalent conditions:

• For any covering family {fi : yi → x}i∈I the map

F(x)→ Des({fi : yi → x}i∈I ,F)

d 7→ {F(fi)(d)}i∈I

is a bijection. Here, Des({fi : yi → x}i∈I ,F) is the set consisting of collections {di ∈ F(yi)}i∈I
such that

F(pryi)(di) = F(pryj )(dj)

for all i, j ∈ I, where pryi is the projection map yi ×x yj → yi.

• For any covering family {fi : yi → x}i∈I with associated covering sieve U ↪→ x, the restriction map

HomPSh(C )(x,F)→ HomPSh(C )(U,F)

is a bijection.

Morphisms of sheaves are morphisms of the underlying presheaves. The category of sheaves over a site

C is denoted by Sh(C ). A Grothendieck topology is called subcanonical if all representable presheaves

are sheaves.

It follows from the second of the characterisations of sheaves that two equivalent topologies on a fixed

category determine the same sheaves.

2.2.3 Stacks of categories

Let C be a site. Then a weak presheaf of categories F : C → Cat is a stack if it satisfies either of the

following equivalent conditions:

• For any covering family {fi : yi → x}i∈I the functor

F(x)→ Des({fi : yi → x}i∈I ,F)

d 7→
(
{F(fi)(d)}i∈I , {F(fi,pri) ◦ F(fj ,prj)

−1}i,j∈I
)

(g : d→ d′) 7→ {F(fi)(g)}i∈I
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is an equivalence of categories. Here, Des({fi : yi → x}i∈I ,F) is the category whose objects are

collections

({di}i∈I , {γij}i,j∈I)

where di is an object in F(yi) and γij is an isomorphism γij : F(pryj )(dj) → (pryi)(di) in the

category F(yi ×x yj), such that the cocycle condition

(γij |yijk)(γjk|yijk) = γik|yijk

holds, where yijk = yi×x yj ×x yk and we have used the shorthand that γij |yijk = F(prij)(γij) and

we have suppressed several isomorphisms of the form F(pri,prij). A morphism

{gi}i∈I : ({di}i∈I , {γij}i,j∈I)→
(
{d′i}i∈I , {γ′ij}i,j∈I

)
in the category Des({fi : yi → x}i∈I ,F) is a collection {gi}i∈I where gi : di → d′i is a morphism in

F(yi), such that

γ′ij ◦ F(prj)(gj) = F(pri)(gi) ◦ γij

An object ({di}i∈I , {γij}i,j∈I) is called a descent datum for F .

• For any covering family {fi : yi → x}i∈I with associated covering sieve U ↪→ x, the restriction map

HomPSh(C )(x,F)→ HomPSh(C )(U,F)

is an equivalence of categories.

The category Des({fi : yi → x}i∈I ,F) is called the category of descent data for F and the covering

family {fi : yi → x}i∈I . If the functor described above is an equivalence then F is said to satisfy descent

for the covering {fi : yi → x}i∈I .

If x is an object of C , then the slice category C /x inherits a Grothendieck topology from that of C :

we have the functor

C /x

prC

��

C

that maps an object y → x of C /x to y, then we define a family of morphisms in C /x to be a covering

family if and only if its image under prC is a covering family for the Grothendieck topology on C . We

then have that a weak presheaf F : C → Cat is a stack if and only if it satisfies the two conditions:

1. For all objects x of C and all elements d, d′ of F(x), the presheaf of sets

HomF (d, d′) : C /x→ Set

(f : y → x) 7→ HomF(y)(F(f)(d),F(f)(d′))

is a sheaf.
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2. For all covering families {fi : yi → x}i∈I and all descent datum ({di}i∈I , {γij}i,j∈I) there exists an

object d of F(x) and isomorphisms

gi : di → F(pri)(d)

such that

γij ◦ F(prj)(gj) = F(pri)(gi)

If a stack satisfies the first of these conditions then it is said to be separated. The second condition

is that ‘descent datum are effective’. There is a ‘stackification’ functor PSh(C ) → PSh(C ) that maps

weak presheaves to stacks [22].

Morphisms of stacks are morphisms of weak presheaves. The 2-category of stacks over a site C is

denoted by St(C ). As in the case of sheaves (of sets) we have that two equivalent topologies on the same

category determine the same stacks.

The conditions for a weak presheaf to be a stack can be reformulated in terms of fibered categories.

2.3 Stacks over the category of manifolds

2.3.1 The sites Man, Mansub and Manét

Most of the stacks we will consider will be stacks over the category Man of manifolds and smooth

maps. We will also need to consider the subcategories Mansub and Manét, consisting of manifolds and

submersions, and manifolds and étale maps (local diffeomorphisms) respectively.

There are several natural topologies on Man. A family {fi : Ui → X} of jointly surjective smooth

maps is a covering family for:

• the open cover topology if each fi is an open embedding,

• the étale topology if each fi is an étale map,

• the submersion topology if each fi is a submersion.

These topologies are all equivalent as topologies on Man, because submersions admit local sections.

However, when restricted to Mansub the submersion topology is strictly stronger than the étale and

open cover topologies. When restricted to Manét the open cover and étale topologies are equivalent.

The open cover topology has the property that a weak presheaf F is a stack with respect to it if and

only if F satisfies descent for all covering families of the form {Ui ↪→ X}i∈I , where {Ui}i∈I is an open

covering of a manifold X.

These topologies on Man are subcanonical, so that for any manifold X the presheaf

X = HomMan(−, X)

is a sheaf.
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2.3.2 Stacks over Man

We write St(Man) for the 2-category of stacks over Man, defined with respect to any of the equivalent

topologies mentioned above. When considering stacks over Mansub we will specify which topology we

are referring to. We’ll usually denote stacks over Man by the letters X,Y,Z, and use U, V,X, Y, Z for

manifolds.

Via the Yoneda embedding

X 7→ X = HomMan(−, X)

we can consider Man as a full subcategory of St(Man), so we will sometimes not distinguish between a

manifold X and the sheaf X.

A morphism X → Y of stacks over Man is called a representable submersion if for all morphisms

X → Y, where X is a manifold, the fibre product X×YX is representable (it is equivalent to Y for some

manifold Y ), and the projection morphism X×Y X → X is a submersion. Similarly we have the notion

of representable étale map.

We define the subcategories St(Man)sub and St(Man)ét to be the sub 2-categories of St(Man) con-

sisting of stacks over Man and representable submersions / representable étale morphisms respectively,

and 2-morphisms between them.

2.4 Lie groupoids

2.4.1 Lie groupoids

Given manifolds X,Y, Z and smooth maps f : X → Z, g : Y → Z, we define their fibre product Xf×g Y

by

Xf×g Y = {(x, y) ∈ X × Y |f(x) = g(y)}

If either f or g is a submersion, then Xf×g Y is a manifold. When there is no risk of confusion, we will

sometimes drop the labels f, g and denote the fibre product by X ×Z Y .

A groupoid is a (small) category where every morphism is an isomorphism. A Lie groupoid is a

groupoid object in Man, where the source and target maps are submersions. More explicitly, a Lie

groupoid consists of two manifolds G and X, and smooth maps s, t,m, u, i:

s, t : G→ X

m : Gs×t G→ G

u : X → G

i : G→ G

called respectively the source, target, multiplication, unit and inverse maps, which satisfy the axioms of
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a groupoid:

s(m(g, h)) = s(h)

t(m(g, h)) = t(g)

m((g, h), k) = m(g,m(h, k))

s(u(x)) = t(u(x)) = x

m(u(t(g)), g) = m(g, u(s(g))) = g

s(i(g)) = t(g)

t(i(g)) = s(g)

m(i(g), g) = u(s(g))

m(g, i(g)) = u(t(g))

and where s and t are submersions. We’ll often denote a Lie groupoid by G ⇒ X, with the structure

maps understood, denote Gs×t G by G2, and denote m(g, h) by gh.

A morphism of Lie groupoids from G ⇒ X to G′ ⇒ X ′ consists of smooth maps φ : G → G′ and

f : X → X ′, which satisfy the axioms of a functor. Given a pair of morphisms

(φ, f), (φ′, f ′) : G⇒ X → G′ ⇒ X ′

a 2-morphism from (φ, f) to (φ′, f ′) is a smooth map α : X → G′ which satisfies the axioms of a

natural transformation. With these notions of morphisms and 2-morphisms Lie groupoids form a strict

2-category, which we’ll denote by LieGpd.

2.4.2 Actions of Lie groupoids on manifolds

If Y is a manifold then a left action of G⇒ X on Y along a smooth map ε : Y → X is a map

Gs×ε Y → Y

(g, y) 7→ gy

satisfying the axioms of a left action, i.e.

ε(gy) = t(g)

uε(y)y = y

g(g′y) = (gg′)y

Right actions are defined similarly.

2.4.3 Representations of Lie groupoids

If π : E → X is a vector bundle, then a (linear) action or representation of G⇒ X on E is an action of

G⇒ X on E along π, such that each morphism g ∈ G acts as a linear map

Es(g) → Et(g)
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Such an action is equivalent to the data of an isomorphism

s∗E → t∗E

of vector bundles over G, that satisfies the cocycle condition over G2 = Gs ×t G.

2.5 Differentiable stacks

2.5.1 Stacks associated to Lie groupoids

Given any manifold X there is a Lie groupoid X ⇒ X, where the structure maps are all identities, so

that as a category X ⇒ X has only identity morphisms. This gives a fully-faithful embedding:

Man→ LieGpd

X 7→ X ⇒ X

Given any Lie groupoid G⇒ X we then have a strict presheaf of groupoids:

Y 7→ HomLieGpd(Y ⇒ Y,G⇒ X)

which is in fact separated. The stackification of this strict presheaf is a stack over Man called the

classifying stack of G⇒ X, and denoted [G⇒ X].

The stack [G ⇒ X] can be described more concretely as follows. If Y is a manifold then a principal

G ⇒ X bundle over Y is a manifold P , together with a submersion π : P → Y and a right action of

G⇒ X on P along a smooth map ε : P → X, such that the map

Pε ×t G→ Pπ ×π P

(p, g) 7→ (p, pg)

is a diffeomorphism. A morphism between principal bundles P and P ′ over Y is a smooth map P → P ′

that commutes with the maps to Y and X and with the actions of G ⇒ X. Such a morphism is

necessarily a diffeomorphism, so that the category BunG⇒X(Y ) of principal G⇒ X bundles over Y is a

groupoid. [G⇒ X] is then the stack which on objects is

Y 7→ BunG⇒X(Y )

2.5.2 Atlases and differentiable stacks

If X is a stack over Man then an atlas of X is a morphism X → X which is a representable submersion

and an epimorphism in the category St(Man). If X → X is an atlas then the fibre product X ×XX has

the structure of a Lie groupoid over X, and there is an equivalence of stacks

[X ×X X ⇒ X] ' X
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Conversely, if G ⇒ X is a Lie groupoid then the natural morphism (X ⇒ X) → (G ⇒ X) induces a

morphism

X → [G⇒ X]

which is an atlas.

A differentiable stack is a stack of groupoids over Man for which there exists an atlas, or equivalently,

a stack which is equivalent to the classifying stack of some Lie groupoid.

2.5.3 Some classes of differentiable stacks

A differentiable stack X is called étale if there exists an atlas X → X which is a representable étale map,

or equivalently X is equivalent to the classifying stack of an étale Lie groupoid, which is a Lie groupoid

whose structure maps are all étale.

A differentiable stack is called proper if it is equivalent to the classifying stack of a proper Lie groupoid,

which is a Lie groupoid G⇒ X where the map (s, t) : G→ X ×X is proper.

A differentiable stack is Deligne-Mumford, or an orbifold, if it is equivalent to the classifying stack of

a proper étale Lie groupoid.

2.5.4 Examples

Some examples of differentiable stacks are:

• The sheaf X associated to a manifold X by the Yoneda embedding. X is the classifying stack of

the trivial Lie groupoid X ⇒ X.

• The sheaf X 7→ C∞(X), which is equal to R.

• The classifying stack BG of a Lie group G. BG(X) is the groupoid of principal G-bundles over

X. If φ : X → Y is a smooth map then the functor BG(Y ) → BG(X) is given by the pullback of

principal G-bundles along φ. BG is étale if G is a discrete group. BG is the classifying stack of the

Lie groupoid G⇒ ∗, where G is considered as a Lie groupoid over a point ∗.

• The stack Vectn that maps X to the groupoid of rank n real vector bundles over X and isomorphims

between them. If φ : X → Y is a smooth map then the functor Vectn(Y ) → Vectn(X) is given

by the pullback of vector bundles along φ. The associated bundle construction gives a morphism

BGLn → Vectn that is an equivalence.

• The Deligne-Mumford stack associated to an orbifold. One can construct a proper étale groupoid

from an orbifold atlas and then take its classifying stack. Up to equivalence, this does not depend

on the choice of atlas.

• The quotient stack X//G associated to an action of a Lie group G on X. A morphism from a

manifold Y to X//G is given by a principal G-bundle P over Y and a G-equivariant map P → X.

If G acts freely and properly on X, then X//G is equivalent to (the sheaf represented by) the
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quotient manifold X/G. X//G is Deligne-Mumford if G is compact and acts locally freely with

finite stabilisers. With respect to the trivial action of G on a point ∗, we have ∗//G = BG. X//G

is the classifying stack of the Lie groupoid GnX ⇒ X associated to the action of G on X.

Some examples of stacks that are not differentiable are:

• The sheaf X 7→ Ωk(X), which is not representable if k ≥ 1.

• The stack Vect of all vector bundles and morphisms between them.

• The stack of Lie algebroids LA, see section 4.
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3 Lie Algebroids

For the theory of Lie algebroids see [13]. See also [7] for details about representations of Lie algebroids

and their pullbacks, [26] for the dual characterisation of Lie algebroid morphisms in terms of de Rham

algebras, and [10] and [23] for the construction of fibre products of Lie algebroids.

3.1 Lie algebroids and morphisms between them

3.1.1 Lie algebroids

A Lie algebroid over a manifold X is a vector bundle A over X together with a Lie bracket [, ] on

Γ(A) and a morphism a : A → TX of vector bundles over X, which induces a Lie algebra morphism

Γ(A)→ Γ(TX), and

[ξ, fν] = a(ξ)(f)ν + f [ξ, ν]

for all ξ, ν ∈ Γ(A) and f ∈ C∞(X). The map a is called the anchor map of A, and the last condition in

the definition is called the Leibniz rule. We’ll often drop the anchor map and write ξ(f) for a(ξ)(f).

A morphism of Lie algebroids over X is a morphism of vector bundles over X which induces a Lie

algebra morphism between spaces of sections and commutes with the anchor maps. We’ll denote the

category of Lie algebroids over X by LAX .

A Lie algebroid is called transitive if its anchor map is surjective. We’ll denote the category of

transitive Lie algebroids over X by LAtr
X .

Complex Lie algebroids are defined similarly, by replacing real by complex vector bundles, TX by

TXC, and C∞(X) by C∞(X,C). We’ll denote the category of complex Lie algebroids over X by LAC
X .

3.1.2 Examples

Some basic examples of Lie algebroids are:

• For any manifold X, the tangent bundle TX is a Lie algebroid over X. The Lie bracket is the

usual Lie bracket of vector fields, and the anchor map is the identity.

• If F ⊂ TX is an involutive distribution, then F is a Lie algebroid with anchor map the inclusion

F ↪→ TX.

• Finite dimensional R-Lie algebras are Lie algebroids over a point.

• A bundle V → X of (finite dimensional real) Lie algebras is a Lie algebroid with Lie bracket given

pointwise and anchor map the zero map V → TX.

• If X is a complex manifold then T 0,1X is a complex Lie algebroid with Lie bracket restricted from

TXC and anchor map the inclusion T 0,1X ↪→ TXC.
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3.1.3 The locality of the Lie bracket

It follows from the Leibniz rule that the Lie bracket on a Lie algebroid A over X is automatically local:

for any sections ξ, ν ∈ Γ(A), the germ at x ∈ X of [ξ, ν] only depends on the germs of ξ and ν at x. It

follows that for any open subset U ⊂ X the vector bundle A|U over U inherits the structure of a Lie

algebroid over U , and the sheaf A = Γ(−, A) is a sheaf of Lie algebras.

3.1.4 Base Changing Morphisms

Let A be a Lie algebroid over X and B be a Lie algebroid over Y . Consider a vector bundle morphism

(φ, f):

A

��

φ
// B

��

X
f
// Y

This induces a map of vector bundles over X:

A

!!

φ′
// f∗B

��

X

and therefore a morphism of C∞(X) modules:

Γ(A)
φ′
// C∞(X)⊗C∞(Y ) Γ(B)

where we have used (the inverse of) the isomorphism

C∞(X)⊗C∞(Y ) Γ(B)→ Γ(f∗B)

g ⊗ ξ 7→ g(f∗ξ)

Let ξ, ν ∈ Γ(A), and

φ′ξ =
∑
i

gi ⊗ ξ′i

φ′ν =
∑
i

hi ⊗ ν′j

for some functions gi, hi ∈ C∞(X) and sections ξ′i, ν
′
i ∈ Γ(B). Then (φ, f) is a morphism of Lie algebroids

if

φ′([ξ, ν]) =
∑
i,j

gihj ⊗ [ξ′i, ν
′
j ] +

∑
j

ξ(hj)⊗ ν′j −
∑
i

ν(gi)⊗ ξ′i

and

b ◦ φ = f∗ ◦ a
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that is, the following diagram commutes:

A

a

��

φ
// B

b
��

TX
f∗

// TY

With this definition of morphisms, Lie algebroids form a category that we’ll denote by LA. Similarly,

we have the category of transitive Lie algebroids LAtr and the category of complex Lie algebroids LAC.

There is a functor LA →Man that maps a Lie algebroid A over X to the manifold X. The category

LAX (see 3.1.1) of Lie algebroids over X is then the fibre (see 2.1.3) over X of this functor.

If f : X → Y is a smooth map, then the bundle map

TX

��

f∗ // TY

��

X
f
// Y

is a morphism of Lie algebroids. This gives a fully faithful embedding

Man ↪→ LA

of the category of smooth manifolds into the category of Lie algebroids.

3.2 The de Rham functor

3.2.1 The de Rham algebra of a Lie algebroid

If A is a Lie algebroid over X then there is a degree 1 differential

dA : Γ

(∧k
A∗
)
→ Γ

(∧k+1
A∗
)

on the graded algebra Γ
(∧•

A∗
)

that makes it into a DGA (differential graded algebra). dA is determined

by

df(ξ) = ξ(r)

dα(ξ, ν) = ξ(α(ν))− ν(α(ξ))− α([ξ, ν])

where f ∈ C∞(X), ξ, ν ∈ Γ(A) and α ∈ Γ(A∗), and the graded Leibniz rule:

d(β ∧ γ) = dβ ∧ γ + (−1)|β|β ∧ dγ

where β, γ ∈ Γ
(∧•

A∗
)
. We’ll write Ω•(A) for this DGA, and call it the de Rham algebra of A. The

differential dA is local, so it induces a differential on the sheaf of graded algebras
∧•

C∞X
A∗, where A∗ is

the sheaf of sections of A∗. We’ll write Ω•A for this sheaf of DGAs, for which we have

Γ (Ω•A) = Ω•(A)

For any manifold X, the de Rham algebra Ω•(TX) of the Lie algebroid TX is the usual de Rham

complex of differential forms on X.
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3.2.2 The de Rham functor

If A is a Lie algebroid over X and B a Lie algebroid over Y , then given a morphism of vector bundles

A

��

φ
// B

��

X
f
// Y

there is the associated morphism of graded algebras

φ∗ : Ω•(B)→ Ω•(A)

It is shown in [26] that (φ, f) is a morphism of Lie algebroids if and only if φ∗ is a morphism of DGAs,

i.e. if we have

dA ◦ φ∗ = φ∗ ◦ dB

Therefore there is a faithful (contravariant) functor

Ω•(−) : LA → R-DGA

that maps a Lie algebroid A to its de Rham algebra Ω•(A). We’ll call this the de Rham functor.

The de Rham functor is local in the sense that a morphism of Lie algebroids (φ, f) : A→ B as above

gives a morphism of sheaves of algebras

Ω•B → f∗Ω
•
A

because for any open U ⊂ Y we have Lie algebroids B|U and A|f−1(U).

3.3 Representations and Cohomology

3.3.1 Representations of Lie algebroids

If A is a Lie algebroid over a manifold X then a representation of A is a smooth vector bundle E over

X together with an R-bilinear map

∇ : Γ(A)× Γ(E)→ Γ(E)

(ξ, e) 7→ ∇ξe

such that

∇fξe = f∇ξe

∇ξ(fe) = ξ(f)e+ f∇ξe

∇[ξ,ν]e = ∇ξ∇νe−∇ν∇ξe

for all ξ, ν ∈ Γ(A), f ∈ C∞(X), e ∈ Γ(E). A morphism between two representations of A is a morphism

of vector bundles over X that commutes with the actions of A. Representations are also called ‘flat

A-connections’. We’ll denote the category of representations of a Lie algebroid A by RepA.
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It follows from the definition that representations of Lie algebroids are automatically local: the germ

of ∇ξe at x ∈ X only depends on the value of ξ at x and the germ of e at x. The map ∇ therefore

determines a map of sheaves of R-modules

∇ : A× E → E

where A and E are the sheaves of sections of A and E. In particular, a representation can be restricted

to an open set U ⊂ X to give a representation

∇|U : Γ(A|U )× Γ(E|U )→ Γ(E|U )

of A|U on E|U .

3.3.2 The de Rham complex with coefficients in a representation

A representation ∇ of A on E determines a map

dA,∇ : Γ(E)→ Γ(A∗ ⊗ E)

by the formula

dA,∇(e)(ξ) = ∇ξe

for e ∈ Γ(E) and ξ ∈ Γ(A). dA,∇ satisfies

dA,∇(fe) = dA(f)e+ f ⊗ dA,∇(e)

for all e ∈ Γ(E) and f ∈ C∞(X), and extends to a differential

dA,∇ : Γ

(∧k
A∗ ⊗ E

)
→ Γ

(∧k+1
A∗ ⊗ E

)
by the formula

dA,∇(β ⊗ e) = dAβ ⊗ e+ (−1)|β|β ∧ dA,∇(e)

This gives a complex of vector spaces

Γ
(∧•

A∗ ⊗ E
)
∼= Ω•(A)⊗C∞(X) Γ(E)

which is a DG-module over Ω•(A). We’ll write Ω•(A,E,∇) (or just Ω•(A,E) when ∇ is understood) for

this complex, and refer to it as the de Rham complex of A with coefficients in E.

The differential dA,∇ associated to a representation ∇ is local, so there is a complex of sheaves

Ω•A ⊗C∞X
E

and we have

Γ
(
Ω• ⊗C∞X

E
)

= Ω•(A)⊗C∞(X) Γ(E)
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3.3.3 Lie algebroid Cohomology

If A is a Lie algebroid then the cohomology of the de Rham algebra Ω•(A) of A is called the Lie algebroid

cohomology of A, and denoted H•(A). Since Ω•(A) is a DGA, H•(A) is a graded algebra. Lie algebroid

cohomology is a contravariant functor

H•(−) : LA → R-GrAlg

where R-GrAlg is the category of graded algebras over R, because it is given by the composition of the

functors

LA
Ω•(−)

// R-DGA
H•(−)

// R-GrAlg

If ∇ is a representation of a Lie algebroid A on E then the cohomology of A with coefficients in E,

denoted H•(A,E,∇) or just H•(A,E), is defined to be the cohomology of the complex Ω•(A)⊗C∞(X)Γ(E).

H•(A,E) is a graded module over H•(A).

3.4 Pullbacks of Lie algebroids

3.4.1 The pullback construction

If φ : X → Y is a smooth map and E → Y a vector bundle then we have the pullback bundle φ∗E → X,

with total space the fibre product

X ×Y E //

��

E

��

X
φ

// Y

and fibre Eφ(x) over x ∈ X.

Let φ : X → Y be a smooth map and π : A → Y be a Lie algebroid. Then, if it exists, the pullback

Lie algebroid φ!A is defined as:

φ!A = {(v, w) ∈ TX ×A|φ∗(v) = a(w)}

or equivalently as the kernel of the map

(φ∗ ⊕−φ∗a) : TX ⊕ φ∗A→ φ∗TY

(v, (x, ξ)) 7→ (x, φ∗(v)− a(ξ))

Therefore φ!A exists whenever (φ∗⊕−φ∗a) has constant rank or if φ∗ and a are transverse. In particular,

φ!A exists if φ is a submersion or if A is transitive.

Assuming φ!A exists, its vector bundle projection is the restriction of that of TX⊕φ∗A, and its anchor

is the projection onto TX. Considering φ!A as a subbundle of TX ⊕ φ∗A and using the isomorphism of

C∞(X) modules

C∞(X)⊗C∞(Y ) Γ(Y,A)→ Γ(X,φ∗A)

f ⊗ ξ 7→ fφ∗(ξ)
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we can view sections of φ!A as elements v⊕
∑
i(fi⊗ ξi) of Γ(TX)⊕ (C∞(X)⊗C∞(Y ) Γ(Y,A)) satisfying

the condition:

φ∗(vx) =
∑
i

fi(x)a((ξi)φ(x))

for all x ∈ X, and the Lie bracket on sections of φ!A is then defined as:v ⊕∑
i

(fi ⊗ ξi), v′ ⊕
∑
j

(f ′j ⊗ ξ′j)

 = [v, v′]⊕

∑
i,j

fif
′
j ⊗ [ξi, ξ

′
j ] +

∑
j

v(f ′j)⊗ ξ′j −
∑
i

v′(fi)⊗ ξi


If f : X → Y is a submersion, then by choosing a splitting of the exact sequence

0 // Kerf∗ // TX
f∗ // f∗TY // 0

of vector bundles over X, one can check that there is an isomorphism

f !A ∼= Kerf∗ ⊕ f∗A

of vector bundles over X. In particular, if f : X → Y has relative dimension k, then we have

rank
(
f !A

)
= rank (A) + k

3.4.2 The universal property of pullbacks

If φ!A is the pullback of a Lie algebroid along a smooth map φ : X → Y then there is a Lie algebroid

morphism φ] : φ!A→ A covering φ

φ!A

��

φ]
// A

��

X
φ
// Y

which is given by projecting onto the second factor:

φ] : φ!A→ A

(v, ξ) 7→ ξ

This morphism satisfies the usual universal property for pullbacks: if we have a morphism of Lie alge-

broids:

A′

��

ψ̃
// A

��

Z
ψ
// Y

and ψ = φ ◦ ψ′ for some smooth map ψ′, giving a commutative triangle:

Z

ψ
  

ψ′
// X

φ

��

Y
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then ψ̃ factors uniquely into φ] ◦ ψ̃′ for some Lie algebroid morphism ψ̃′ covering ψ′:

A′

ψ̃

$$

��

ψ̃′
// φ!A

��

φ]
// A

��

Z

ψ

::ψ′
// X

φ
// Y

The morphism ψ̃′ is given by the formula

ψ̃′ : ξ 7→
(
ψ′∗(a

′(ξ)), ψ̃(ξ)
)

In short, the morphism φ] : φ!A→ A is cartesian with respect to the functor LA →Man which maps a

Lie algebroid to its base manifold.

3.4.3 Pullbacks along étale maps

If φ : X → Y is étale and A a Lie algebroid over Y then there is a vector bundle isomorphism:

φ∗A→ φ!A

(x,w) 7→ ((φ∗|−1
x ◦ a)(w), w)

This induces a Lie algebroid structure on φ∗A which is determined by the statement that for any open

set U ⊂ X for which φ|U is a diffeomorphism onto its image, the vector bundle isomorphism:

(φ∗A)|U
prA //

��

A|φ(U)

��

U
φ|U

// φ(U)

is an isomorphism of Lie algebroids. If we denote the sheaf of sections of A by A, then this is equivalent

to the statement that the canonical isomorphism of sheaves of vector spaces:

Γ(−, φ∗A)→ φ∗A

is an isomorphism of sheaves of Lie algebras, and that the anchor map on φ∗A, denoted a∗, is given by:

a∗ : φ∗A→ TX

(x,w) 7→ (φ∗|−1
x ◦ a)(w)

3.4.4 Pullbacks of representations

Let A be a Lie algebroid over X, ∇ a representation of A on a vector bundle E over X, and f : Y → X

a submersion (or more generally a smooth map f such that f !A exists). Then there is a representation

f !∇ : Γ(f !A)× Γ(f∗E)→ Γ(f∗E)
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of f !A on f∗E defined by

(f !∇)v⊕(g⊗ξ)(g
′ ⊗ e) = v(g′)⊗ e+ gg′ ⊗∇ξe

where v ⊕ (g ⊗ ξ) ∈ Γ(f !A) and g′ ⊗ e ∈ Γ(f∗E) as in 3.4.1.

Combining the map Ω•(A) → Ω•(f !A) associated to the pullback morphism f !A → A by the de

Rham functor, with the pull back map Γ(E)→ Γ(f∗E), gives a map

Ω•(A,E)→ Ω•(f !A, f∗E)

which is a morphism of cochain complexes [7].

3.5 Fibre products of Lie algebroids

Given Lie algebroids A1, A2, B over manifolds X1, X2, Y , and a diagram in LA of the form

X2

f1

��

A2

66

φ2

��

X1
f2

// Y

A1

66

φ1

// B

66

the fibre product

X1 ×Y X2

��

// X2

f1

��

A1 ×B A2

��

//

44

A2

44

φ2

��

X1
f2

// Y

A1

44

φ1

// B

44

exists in the category LA whenever the fibre products A1 ×B A2 and X1 ×Y X2 exist as manifolds. In

particular, the fibre product exists if either both φ1 and f1 or both φ2 and f2 are submersions (such

morphisms are called Lie algebroid fibrations in [13]).

The pullback of a Lie algebroid A → Y along a map f : X → Y can be identified with the fibre

product of the morphisms

Y

id
��

A

66

a

��

X
f

// Y

TX

66

f∗

// TY

66

32



4 The stack of Lie algebroids

In this section we show that the categories LA of Lie algebroids, and Rep of representations of Lie

algebroids, are stacks over Mansub with respect to the submersion topology. We prove this in two steps:

Theorem 5 is the statement that LA satisfies descent for open covers, and Theorem 9 is the statement

that LA satisfies descent for surjective submersions.

4.1 The category of Lie algebroids

4.1.1 LA as a fibered category

There is the functor from LA to Man which takes a Lie algebroid to the base manifold, therefore LA is

a category over Man:

LA

��

Man

As described in 3.4.2, the morphism

φ!A

��

φ]
// A

��

X
φ
// Y

induced by the pullback of a Lie algebroid A → Y along a map φ : X → Y is cartesian with respect to

this functor. Since pullbacks of transitive Lie algebroids always exist we can restrict the functor to LAtr

and we have:

Proposition 1. The functor

LAtr

��

Man

is a Grothendieck fibration.

In the general case we must restrict to the subcategory Mansub of Man consisting of manifolds and

submersions:

Proposition 2. The functor

LA

��

Mansub

is a Grothendieck fibration.

We’ll mostly work with LA →Mansub and therefore restrict to Mansub, but all of our results apply

to LAtr →Man as well.
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4.1.2 LA as a weak presheaf of categories

The pullback construction gives a ‘choice of pullbacks’ in the sense of fibered categories, associated to

which is a weak presheaf of categories

LA : Mansub → Cat

which we’ll also denote by LA. Explicitly, LA maps a manifold to its category of Lie algebroids:

X 7→ LAX

and maps a submersion to the associated pullback functor:

(φ : X → Y ) 7→ (φ! : LAY → LAX)

If ρ : A → B is a morphism of Lie algebroids over Y , then the functor φ! maps ρ to the morphism

φ!ρ : φ!A→ φ!B determined by the universal property of the pullback φ!B and the morphism

φ!A

��

ρ◦φ]
// B

��

X
φ
// Y

and φ!ρ is therefore given by the formula

(v, ξ) 7→ (v, ρ(ξ))

For any composable pair of submersions:

X
φ1 // Y

φ2 // Z

there is a natural isomorphism:

cφ2,φ1
: (φ2φ1)! → φ!

1φ
!
2

such that for any composable triple of submersions:

X
φ1 // Y

φ2 // Z
φ3 // W

the following diagram commutes:

(φ3φ2φ1)!

cφ3,φ2φ1

��

cφ3φ2,φ1// φ!
1(φ3φ2)!

id
φ!

1
•cφ3,φ2

��

(φ2φ1)!φ!
3cφ2,φ1

•id
φ!

3

// φ!
1φ

!
2φ

!
3

These natural isomorphisms are given by the formula:

cφ2,φ1(A) : (φ2φ1)!A→ φ!
1φ

!
2A

(v, w) 7→ (v, ((φ1)∗v, w))
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4.1.3 Restriction to étale maps and open inclusions

In 3.4.3 we showed that if φ : X → Y is an étale map and A → Y is a Lie algebroid then there is a

canonical isomorphism of vector bundles

φ∗A ∼= φ!A

Moreover, if ρ : A → B is a morphism of Lie algebroids over Y then with respect to these canonical

isomorphisms φ!ρ corresponds to the map

φ∗ρ : φ∗A→ φ∗B

It follows that there is a weak presheaf

LA′ : Manét → Cat

that agrees with LA on objects:

LA′ : X 7→ LAX

and maps an étale map to the vector bundle pullback functor

LA′ : (φ : X → Y ) 7→ (φ∗ : LAY → LAX)

We then have:

Proposition 3. The restriction of LA to the subcategory Manét of Mansub is equivalent to LA′.

Proof. We just need to check that the isomorphisms

FA : φ∗A→ φ!A

(x, ξ) 7→ ((φ∗)|−1
x (a(ξ)), ξ)

are natural for all étale maps X → Y and Lie algebroids A over Y . Let ρ : A→ B be a morphism of Lie

algebroids over Y , and (x, ξ) ∈ φ∗A, then we have:

(φ!ρ ◦ FA)(x, ξ) = φ!ρ
(
(φ∗)|−1

x (a(ξ)), ξ
)

=
(
(φ∗)|−1

x (a(ξ)), ρ(ξ)
)

(FA ◦ φ∗ρ)(x, ξ) = FA (x, ρ(ξ))

=
(
(φ∗)|−1

x (a(ρ(ξ))), ρ(ξ)
)

=
(
(φ∗)|−1

x (a(ξ)), ρ(ξ)
)

If X is a manifold and U ⊂ X an open subset then restricting Lie algebroids from X to U gives a

functor

|U : LAX → LAU

35



This gives a strict presheaf:

LAOpenX : OpenX → Cat

We can consider the category OpenX as a subcategory of Manét and therefore also of Mansub, then we

have:

Proposition 4. For any manifold X, the restrictions of LA and LA′ to OpenX are equivalent to

LAOpenX .

Proof. By Proposition 3 it suffices to prove that the restriction of LA′ to OpenX is equivalent to LAOpenX ,

which follows from the sheaf-theoretic description in 3.4.3 of the Lie algebroid structure on the pullback

of a Lie algebroid along an étale map.

4.1.4 Lie algebroids vs vector bundles

If X is a manifold then we have a pair of functors:

LAX → VectX

VectX → LAX

The first is the functor which forgets the Lie algebroid structure (the Lie bracket and anchor map) and

maps a Lie algebroid to its underlying vector bundle, the second equips a vector bundle with the ‘zero’

Lie algebroid structure, i.e. the zero Lie bracket and zero anchor map. However, in general Lie algebroid

pullbacks are not isomorphic to vector bundle pullbacks and therefore these functors do not give us

morphisms of weak presheaves / fibered categories over Mansub. One result of this will be that a Lie

algebroid over a stack is not a vector bundle in the usual sense, see 5.2.6.

From 4.1.3 we have that the functors LAX → VectX and VectX → LAX above do give morphisms

of stacks over Manét. This will result in the fact that over étale stacks, Lie algebroids do have a well

defined rank as vector bundles, see 5.5.

4.2 Descent

Theorem 5. LAOpenX is a stack over OpenX with respect to the open cover topology.

Proof. We first show that LAOpenX is a prestack. Let U ∈ OpenX and A,B ∈ LAU . Then we must

show that the presheaf of sets

HomU : OpenU → Set

V 7→ HomLAV (A|V , B|V )

is a sheaf. Let {Ui}i∈I be an open cover of U and {ρi : A|Ui → B|Ui}i∈I a family of morphisms that

agree on intersections. As morphisms of Lie algebroids are in particular morphisms of vector bundles the

ρi’s glue into a unique vector bundle morphism ρ : A → B such that ρ|Ui = ρi for all i ∈ I. We must
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show that ρ is in fact a morphism of Lie algebroids. For each i ∈ I we have that ρi is a morphism of Lie

algebroids and therefore

b|Ui = (ρi ◦ a|Ui) = (ρ|Ui ◦ a|Ui) = (ρ ◦ a)|Ui

and so

b = ρ ◦ a

Associated to ρ we have the morphism of sheaves of vector spaces

A ≡ Γ(−, A)→ Γ(−, B) ≡ B

which can be obtained by gluing the morphisms of sheaves A|Ui → B|Ui associated to the vector bundle

maps ρi. Since each ρi is a morphism of Lie algebroids we have that each sheaf morphism A|Ui → B|Ui
is a morphism of sheaves of Lie algebras, and therefore so is A → B. In particular, the map

Γ(A)→ Γ(B)

induced by ρ is a morphism of Lie algebras. Therefore ρ : A→ B is a morphism of Lie algebroids.

It remains to show that LAOpenX is in fact a stack - that is, that we can glue objects. Let U ∈ OpenX

and {Ui}i∈I be an open cover of U , and let Uij = Ui ∩ Uj and Uijk = Ui ∩ Uj ∩ Uk. Consider a descent

datum ({Ai}i∈I , {θij}i,j∈I):

Ai ∈ LAUi

θij ∈ IsomLAUij (Aj |Uij , Ai|Uij )

such that

(θij |Uijk) ◦ (θjk|Uijk) = θik|Uijk

for all i, j, k ∈ I. Denote the vector bundle projections and anchors of the Ai’s by π : Ai → Ui and

ai : Ai → TUi respectively. Since {θij}i,j∈I is in particular a family of vector bundle isomorphisms

satisfying the cocycle conditions we have the vector bundle

A ≡ (
⊔
i∈I

Ai)/ ∼

over U , where if we represent an element of
⊔
i∈I Ai by a pair (i, ξ) for i ∈ I and ξ ∈ Ai, then the

equivalence relation is given by (i, ξ) ∼ (j, θij(ξ)). Denote the equivalence class of an element (i, ξ) by

[(i, ξ)]. The vector bundle projection π : A → U is the map π[(i, ξ)] = πi(ξ). For each i ∈ I we have a

vector bundle isomorphism

ψi : Ai → A|Ui

ψi(ξ) = [(i, ξ)]

and these isomorphisms satisfy

ψ−1
i |Uij ◦ ψj |Uij = θij
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For each i ∈ I we can pushforward the Lie algebroid structure from Ai to A|Ui using the vector bundle

isomorphism ψi. Explicitly, we define

ãi ≡ ai ◦ (ψi)
−1 : A|Ui → TX|Ui

and for any two sections ν, ν′ ∈ Γ(Ui, A) we define

[̃ν, ν′]i ≡ ψi
(
[ψ−1
i (ν), ψ−1

i (ν′)]
)

We need to show that the Lie algebroid structures defined this way agree on the intersections Uij . Firstly,

over Uij we have:

ãi|Uij = (ai ◦ ψ−1
i )|Uij

= ai|Uij ◦ ψ−1
i |Uij

= ai|Uij ◦ θij ◦ ψ−1
j |Uij

= aj ◦ ψ−1
j |Uij

= ãj |Uij

where between the third and fourth lines we have used the fact that θij is a Lie algebroid morphism so

commutes with the anchor maps. The anchor maps ãi therefore glue together to form a vector bundle

map

ã : A→ TU

Let ν, ν′ ∈ Γ(A), and put νi = ν|Ui and νij = ν|Uij , similarly for ν′, then:(
[̃νi, ν′i]i

)
|Uij =

(
ψi[ψ

−1
i (νi), ψ

−1
i (ν′i)]

)
|Uij

= ψi|Uij
[
(ψ−1
i |Uij )(νij), (ψ

−1
i |Uij )(ν

′
ij)
]

= (ψi|Uij ◦ θij ◦ θji)
[
(ψ−1
i |Uij )(νij), (ψ

−1
i |Uij )(ν

′
ij)
]

= (ψi|Uij ◦ θij)
[
(θji ◦ ψ−1

i |Uij )(νij), (θji ◦ ψ
−1
i |Uij )(ν

′
ij)
]

= (ψj |Uij )
[
(ψ−1
j |Uij )(νij), (ψ

−1
j |Uij )(ν

′
ij)
]

=

(
˜[νj , ν′j]j

)
|Uij

where we have used the fact that θij is a Lie algebroid morphism and so is a Lie algebra morphism on

sections. There is therefore a Lie bracket on Γ(A) defined by

([ν, ν′]) |Ui = [̃νi, ν′i]i

and the Leibniz identity holds because it holds over each Ui. We therefore have a Lie algebroid A

over U and by construction the maps ψi : Ai → A|Ui are isomorphisms of Lie algebroids and satisfy

ψ−1
i ◦ ψj = θij over Uij .

Corollary 6. LA is a stack over Mansub with respect to the open cover and étale topologies.
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Proof. This follows from Theorem 5, the fact that the open cover and étale topologies are equivalent

over Mansub, and that with respect to the open cover topology it is sufficient to check descent for open

covers of manifolds.

4.3 Descent along submersions

Since the submersion and étale topologies are not equivalent over Mansub it does not automatically

follow from Theorem 5 that LA satisfies descent for submersions. We prove this directly by roughly

the same method as the analogous statement (Lemma 1.5.4) in [4]. We will need the following (fairly

standard) results:

Proposition 7. Let {φi : Xi → Y }i∈I be a cover in the submersion topology. Let X =
∐
iXi and

φ =
∐
i φi, then φ : X → Y is a cover of which {φi : Xi → Y }i∈I is a refinement. For any weak presheaf

F the refinement induces a functor between the categories of descent data:

Des({φi : Xi → Y }i∈I ,F)→ Des(φ : X → Y,F)

which is an equivalence of categories.

Proof. Since X =
∐
iXi there is a bijection between objects of F(X) and collections {Ei ∈ F(Xi)}i∈I .

We have a commutative diagram:

(
∐
iXi)×Y (

∐
iXi)

pr1

��

∼= //
∐
i,j (Xi ×Y Xj)∐

i,j pr1

��

X
id

//
∐
iXi

and similarly with pr2 in place of pr1. For any E ∈ F(X) with corresponding {Ei ∈ F(Xi)}i∈I there is

therefore a bijection between isomorphisms

pr∗1E → pr∗2E

over X ×Y X and collections of isomorphisms

{(pr∗1Ei → pr2
∗Ej) ∈ Isom(F(Xi ×Y Xj))}i,j∈I

It is easy to see that the cocycle condition for an isomorphism pr∗1E → pr∗2E is equivalent to the cocycle

condition for the corresponding collection of isomorphisms.

Proposition 8. Let F be a stack over Mansub with respect to the open cover topology. Then F is a

stack with respect to the submersion topology if and only if it satisfies descent for surjective submersions

that admit global sections.
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Proof. One direction is clear. For the converse it is sufficient to check that F satisfies descent for surjective

submersions by the Proposition 7. Let φ : X → Y be a surjective submersion. Then there exists an

open cover {Ui}i∈I of Y and local sections {fi : Ui → X}i∈I of φ. Let U =
∐
i∈I Ui, f =

∐
i∈I fi, and

g : U → Y be the map induced by the inclusions Ui → Y . Then we have a commutative diagram:

U

g
  

f
// X

φ

��

Y

Note that f is an immersion (since each fi is a section of a submersion) and g is étale and surjective.

We can form the fibre product:

U ×Y X

φ̄

��

ḡ
// X

φ

��

U
g

// Y

where φ̄ and ḡ are the pullbacks of φ and g, and therefore φ̄ is a surjective submersion and ḡ is surjective

and étale. As f ◦ φ = g the maps

id : U → U

f : U → X

induce a map

f̄ : U → U ×Y X

y 7→ (y, f(y))

which is a global section of φ̄. As F is a stack for the open covers topology it satisfies descent for

surjective étale maps. Therefore F satisfies descent along φ if and only if it satisfies descent along φ̄.

We can now prove:

Theorem 9. LA is a stack over Mansub with respect to the submersion topology.

Proof. By the previous proposition it is enough to check that LA satisfies descent along surjective

submersions that admit global sections. Let φ : X → Y be a surjective submersion and f : Y → X a

section of φ. We’ll construct a quasi-inverse functor to the descent functor

φ! : LA(Y )→ Des(φ : X → Y,LA)

Denote the two projections X ×Y X ⇒ X by s and t. Let (A,ψ) be a descent datum. We will show that

the pullback f !A exists. We have the following diagram of Lie algebroid morphisms:

kers∗

��

� � // s!A

��

ψ
// t!A

��

t! // A

��

X ×Y X
id
// X ×Y X

id
// X ×Y X t

// X
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The composition ρ of these morphisms is a morphism covering t and therefore

kers∗� _

��

ρ
// A

a

��

T (X ×Y X)
t∗

// TX

commutes. If we identify T (X ×Y X) with TX ×TY TX then we have

(kers∗)(x,x′) = {(0, v)|φ∗(v) = 0}

and

t∗(0, v) = v

It follows that the image of a : A→ TX contains kerφ∗. Since f : Y → X is a section of φ we have

f∗(TyY )⊕ (kerφ∗)f(y) = Tf(y)X

for all y ∈ Y . It follows that f∗ is transverse to a and therefore the Lie algebroid f !A exists. We therefore

have a functor

f ! : Des(φ : X → Y,LA)→ LA(Y )

(A,ψ) 7→ f !A

(χ : (A,ψ)→ (A′, ψ′)) 7→ f !χ : f !A→ f !A′

and

f !φ! ' (φ ◦ f)! = (idY )! ' idLA(Y )

It remains to show that φ!f ! ' idDes(φ:X→Y,LA). We have

φ ◦ (f ◦ φ) = (φ ◦ f) ◦ φ = φ

and so the maps

f ◦ φ : X → X

id : X → X

induce a map

(f ◦ φ, id) : X → X ×Y X

Since

s ◦ (f ◦ φ, id) = f ◦ φ

t ◦ (f ◦ φ, id) = id

and for any descent datum (A,ψ) the pullbacks (f ◦φ)!A, s!A and t!A all exist, we have that (f ◦φ, id)!s!A

and (f ◦ φ, id)!t!A exist. Composing the isomorphisms:

φ!f !A
∼= // (f ◦ φ)!

∼= // (f ◦ φ, id)!s!A
(f◦φ,id)!ψ

// (f ◦ φ, id)!t!A
∼= // A
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gives an isomorphism of Lie algebroids Σ(A,ψ):

Σ(A,ψ) : φ!f !A→ A

that is given explicitly by the formula

(v, φ∗v, ξ) 7→ ψ̃ (((f ◦ φ)∗(v), v)ξ)

Moreover this is an isomorphism of descent datum

Σ(A,ψ) : (φ!f !A, ψ̄)→ (A,ψ)

where ψ̄ is the composition of the isomorphisms

s!φ!f !A ∼= (φ ◦ s)!f !A = (φ ◦ t)!f !A ∼= t!φ!f !A

That Σ(A,ψ) is a morphism of descent data is the condition that the diagram

s!φ!f !A

s!Σ(A,ψ)

��

ψ̄
// t!φ!f !A

s!Σ(A,ψ)

��

s!A
ψ

// t!A

commutes, which follows from a direct computation using the cocycle condition for ψ. Finally, given a

morphism χ : (A,ψ)→ (A′, ψ′) of descent data a similar computation, using the fact that ψ′◦s!χ = t!χ◦ψ,

shows that the diagram

φ!f !A

Σ(A,ψ)

��

φ!f !ρ
// φ!f !A′

Σ(A′,ψ′)

��

A
χ

// A′

commutes and therefore the isomorphisms Σ(A,ψ) give a natural isomorphism φ!f ! ' idDes(φ:X→Y,LA).

4.4 The stack Rep of representations

It will be useful later to know that representations of Lie algebroids satisfy descent along submersions.

We’ll collect together all representations of Lie algebroids into a single weak presheaf over Mansub. The

proof that it satisfies descent along submersions is similar to that of Theorem 9.

4.4.1 The category RepX

Let X be a manifold. Then we can consider the category RepX , whose objects are triples

(A,E,∇)

where A is a Lie algebroid over X, E is a vector bundle over X, and ∇ is a representation of A on E. A

morphism in RepX is given by a pair of maps

(φ, ψ) : (A,E,∇)→ (A′, E′,∇′)
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where

φ : A→ A′

is a morphism of Lie algebroids over X and

ψ : E → E′

is a morphism of vector bundles over X, such that

∇′φ(ξ)ψ(e) = ψ (∇ξe)

for all ξ ∈ Γ(A), e ∈ Γ(E).

4.4.2 The presheaf Rep

Let f : X → Y be a submersion and (A,E,∇) ∈ RepY . Then we have

(f !A, f∗E, f !∇) ∈ RepX

(see 3.4.4). Given a morphism

(φ, ψ) : (A,E,∇)→ (A′, E′,∇′)

in RepY we have the maps

f !φ : f !A→ f !A′

f∗ψ : f∗E → f∗E′

and if v⊕ (g⊗ ξ) ∈ Γ(f !A) and g′⊗ e ∈ Γ(f∗E) (see 3.4.1 for the description of sections of f !A) then we

have:

(f∗ψ)
(
(f !∇)v⊕(g⊗ξ)(g

′ ⊗ e)
)

= (f∗ψ) (v(g′)⊗ e+ gg′ ⊗∇ξe)

= v(g′)⊗ ψ(e) + gg′ ⊗ ψ(∇ξe)

= v(g′)⊗ ψ(e) + gg′ ⊗∇′φ(ξ)ψ(e)

= (f !∇′)v⊕(g⊗φ(ξ))(g
′ ⊗ ψ(e))

= (f !∇′)(f !φ)(v⊕(g⊗ξ))((f
∗ψ)(g′ ⊗ e))

and therefore

(f !A, f∗E, f !∇) ∈ RepX

Since f ! and f∗ are functors we have a functor

RepY → RepX

and it follows from the fact that LA and Vect are weak presheaves that in a natural way we have a weak

presheaf:

Rep : Mansub → Cat
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There are obvious morphims of presheaves:

Rep

""||

Vect LA

that map an object (A,E,∇) to either E or A.

4.4.3 Descent for representations

Proposition 10. Rep is a stack over Mansub in the open cover and étale topologies.

Proof. The main part of the proof is essentially the same as that of Theorem 5 and Corollary 6. The

analogues of Propositions 3 and 4 hold for the presheaf Rep, so that when restricted to the category

OpenX for a manifold X, Rep is equivalent to the strict presheaf obtained by replacing the pullback

functors by restrictions.

Let X be a manifold, U ∈ OpenX , and

(A,E,∇), (A′, E′,∇′) ∈ RepU

Let {Ui}i∈I be an open cover of U and

{(φi, ψi) : (A|Ui , E|Ui ,∇|Ui),→ (A′|Ui , E′|Ui ,∇′|Ui)}i∈I

a family of morphisms that agree on intersections. Then since LA and Vect are stacks the φi’s and ψi’s

glue uniquely into a pair of morphisms:

φ : A→ A′

ψ : E → E′

It follows from the fact that connections are local, i.e. that for ξ ∈ Γ(A), e ∈ Γ(E) we have:

(∇ξe) |Ui = (∇|Ui)ξ|Ui (e|Ui)

that

∇′φ(ξ)ψ(e) = ψ (∇ξe)

and therefore

(φ, ψ) ∈ HomRep ((A,E,∇), (A′, E′,∇′))

Now consider a descent datum

({(Ai, Ei,∇i)}i∈I , {(φij , ψij)}i,j∈I)

Then, in particular, we have that

({Ai}i∈I , {φij}i,j∈I)
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is a descent datum for LA, and

({Ei}i∈I , {ψij}i,j∈I)

is a descent datum for Vect. We therefore have objects

A ∈ LAU

E ∈ VectU

Using the canonical identifications

Γ(Ui, A) ∼= Γ(Ai)

Γ(Ui, E) ∼= Γ(Ei)

we can define a representation of A on E by

(∇ξe) |Ui = (∇i)ξ|Ui (e|Ui)

for ξ ∈ Γ(A) and e ∈ Γ(E). This is well defined because over Uij we have

ψi ((∇i)ξiei) = (∇j)φi(ξi)(ψi(ei))

for ξi ∈ Γ(Ai) and ei ∈ Γ(Ei).

Proposition 11. Rep is a stack over Mansub with respect to the submersion topology.

Proof. The proof is similar to that of Theorem 9. We can restrict to the case where g : X → Y is a

surjective submersion and f : Y → X a section of g. Denote the two projections X ×Y X ⇒ Y by s, t.

We need to construct a quasi-inverse to the descent functor

(g!, g∗) : RepY → Des(g : X → Y,Rep)

Let ((A,E,∇), (φ, ψ)) be a descent datum:

(A,E,∇) ∈ RepX

(φ, ψ) : (s!A, s∗E, s!∇)→ (t!A, t∗E, t!∇)

Then, (A, φ) is a descent datum for LA and (E,ψ) is a descent datum for Vect. From the proof of

Theorem 9 the Lie algebroid f !A exists and so we have

(f !A, f∗E, f !∇) ∈ RepY

This gives a functor

Des(g : X → Y,Rep)→ RepY

The same proof as that of Theorem 9 then shows that this is quasi-inverse to the descent functor.
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5 Lie algebroids over differentiable stacks

5.1 Restricting stacks to Mansub and Manét

In order to use LA as a classifying stack and define Lie algebroids over a stack X as maps from X to LA

we need to restrict X to Mansub. We have to do this in such a way that if X is equivalent to a manifold

X, then we recover the category of Lie algebroids over X.

5.1.1 Preserving representability

If X is a manifold then we can restrict the presheaf X from Man to Mansub, but this does not preserve

representability, i.e.

X|Mansub
� HomMansub

(−, X)

Therefore we do not necessarily have that

HomSt(Mansub)(X|Mansub
,LA) ' LAX

We could attempt to correct this by defining a functor

−sub : PSh(Man)→ PSh(Mansub)

that maps represented presheaves to represented presheaves:

HomMan(−, X) 7→ HomMansub
(−, X)

and then extending to PSh(Man) by declaring that −sub commutes with homotopy colimits (using the

fact that every weak presheaf of groupoids is a colimit of representables). We will instead take a more

concrete approach, which will amount to replacing a stack by the analogue of its smooth site in algebraic

geometry.

5.1.2 The restriction functors −sub and −ét

Let X be a weak presheaf of groupoids over Man. For any manifold U , we define Xsub(U) to be the

groupoid consisting of representable submersions from U to X. By the Yoneda lemma we can consider

Xsub(U) to be a full subgroupoid of X(U). If f : U → V is a submersion of manifolds and φ : V → X a

representable submersion, then (φ ◦ f) : U → X is a representable submersion. It follows that we have a

weak presheaf:

Xsub : Mansub → Gpd

If φ : X→ Y is a representable submersion of weak presheaves over Man, U is a manifold, and f : U → X

a representable submersion, then (φ ◦ f) : U → Y is a representable submersion. It follows that we have

a functor:

−sub : PSh(Man)sub → PSh(Mansub)
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where PSh(Man)sub is the subcategory of PSh(Man) consisting of weak presheaves and representable

submersions.

Since morphisms of representable presheaves over Man are representable if and only if they correspond

via the Yoneda lemma to submersions (this is proved in [16]), we have that for any manifold X

Xsub = HomMansub
(−, X)

as desired. We define the functor

−ét : PSh(Man)ét → PSh(Manét)

in exactly the same way as −sub, except we replace representable submersions by representable étale

morphisms.

5.1.3 The submersion and étale sites

If X is a weak presheaf over Man then the fibered category∫
Mansub

Xsub

��

Mansub

corresponding to Xsub is equivalent to the category whose objects (U, u) are representable submersions:

u : U → X

and whose morphisms (f, α) : (U, u)→ (V, v) are 2-commutative triangles of representable submersions:

U

f

��

u // X

V

v

??

with α : u→ v ◦ f an isomorphism (we use the notation of, for example, [8]). We’ll equip this category

with the open cover topology induced from Mansub and call the resulting site the submersion site of X.

This is the C∞ analogue of the smooth site of an algebraic stack. Similarly we have the étale site of X

whose underlying category is the category fibred over Manét corresponding to Xét.

We’ll usually just write Xsub instead of
∫
Mansub

Xsub, but whether we are considering the weak presheaf

or the corresponding fibered category will hopefully be clear.

5.2 Lie algebroids over stacks

We will define Lie algebroids over stacks essentially by declaring that they are classified by the stack LA.

We’ll then show that a Lie algebroid over a stack X is determined by a Lie algebroid over U for every

submersion U → X from a manifold U , together with isomorphisms corresponding to each 2-commutative

triangle of such submersions. Using the fact that LA satisfies descent for submersions, we then show

how the category of Lie algebroids over a differentiable stack can be described in terms of a Lie groupoid

representing it.
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5.2.1 Definition via the classifying stack

Definition 12. If X is a differentiable stack, or more generally a weak presheaf of groupoids over Man,

then we define the category LAX, of Lie algebroids over X, as the hom category:

LAX ≡ HomPSh(Mansub)(Xsub,LA)

By this definition a Lie algebroid over a stack X is a morphism A : Xsub → LA of stacks over Mansub,

and a morphism between two Lie algebroids A and A′ over X is a 2-morphism ψ : A → A′. We have

for any manifold X:

LAX = HomPSh(Mansub)(Xsub,LA) ' LAX

5.2.2 Pullbacks

We can pull back Lie algebroids along representable submersions: if φ : X → Y is a representable

submersion of weak presheaves over Man then applying the functor −sub gives a morphism

φsub : Xsub → Ysub

and therefore a functor

(φsub)
!
: HomPSh(Mansub)(Ysub,LA)→ HomPSh(Mansub)(Xsub,LA)

A 7→ A ◦ φsub

and so by the definition of LAX and LAY we have a functor

(φsub)
!
: LAY → LAX

Under the equivalence LAX ' LAX these pullback functors are compatible with the standard pullback

functors associated to submersions between manifolds.

5.2.3 Base changing morphisms

Using the pullback functors above we can define morphisms between Lie algebroids over different stacks,

at least in the case that the underlying morphism of stacks is a submersion. Let A be a Lie algebroid

over X and B be a Lie algebroid over Y. Then a morphism from the pair (X,A) to the pair (Y,B)

is a pair of morphisms (φ, ψ), where φ : X → Y is a representable submersion and ψ : A → φ∗B is a

morphism in the category LAX. Diagrammatically we have:

X

A
))

B◦φ
55�� ψ LA

If X and Y are manifolds then it follows from the universal property of pullbacks of Lie algebroids that

under the equivalences LAX ' LAX and LAY ' LAY this definition agrees with the standard notion

of base changing morphisms of Lie algebroids.
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5.2.4 The data determining a morphism Xsub → LA

If we work with the corresponding fibered categories, then we have that a Lie algebroid over a stack X

is a morphism of categories fibered over Mansub:

Xsub

$$

// LA

��

Mansub

The data A of such a morphism consists of a Lie algebroid AU,u over U for each object (U, u) of Xsub,

together with a morphism of Lie algebroids

AU,u

��

Af,α
// AV,v

��

U
f

// V

for each morphism (f, α) : (U, u)→ (V, v) in Xsub, or equivalently, a morphism

AU,u

$$

Āf,α
// f !AV,v

��

V

The morphisms Af,α and Āf,α are related by:

Af,α = f ! ◦ Āf,α

where f ! is the pullback morphism f !AV,v → AV,v. Given a composable pair of morphisms in Xsub:

(U, u)
(f,α)

// (V, v)
(g,β)
// (W,w)

the functoriality condition

Agf,βα = Ag,β ◦Af,α

is then equivalent to the condition that the following diagram commutes:

AU,u

Āgf,βα

��

Āf,α
// f !AV,v

g!(Āv,β)

��

(gf)!AW,w ca,b
// f !g!AW,w

Morphisms between Lie algebroids over X are by definition natural transformations that are vertical with

respect to the projections to Mansub. In terms of the description above, such a morphism φ between

two collections of data A and B consists of a morphism

AU,u

##

φU,u
// BU,u

��

U
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for each (U, u). The naturality condition is equivalent to the condition that the diagram

AU,u

φU,u

��

Āf,α
// f !AV,v

φU,u

��

BU,u
B̄f,α

// f !BV,v

commutes for all (f, α) : (U, u)→ (V, v).

5.2.5 Lie algebroids in terms of atlases

Let X be a differentiable stack and X → X be an atlas. We then have the Lie groupoid X ×X X ⇒ X

and the 2-commutative diagram

X ×X X

pr1

��

pr2 // X

��

X // X

Let Y be a stack over Man. Then we can define a category:

Des(X → X,Y)

The objects are pairs (φ, α) where

φ : X → Y

is a morphism of stacks and α is a 2-morphism:

X ×X X

φ◦pr1

))

φ◦pr2

55�� α Y

that satisfies the cocycle condition over X×X×X×XX. A morphism β : (φ, α)→ (φ′, α′) is a 2-morphism

X

φ
((

φ′

66�� β Y

such that the diagram

φ ◦ pr1

α

��

pr∗1(β)
// φ′ ◦ pr1

α′

��

φ ◦ pr2 pr∗2(β)
// φ′ ◦ pr2

commutes. The morphism X → X induces a functor

HomSt(Man)(X,Y)→ Des(X → X,Y)

which is an equivalence of categories [9]. By the Yoneda lemma, Des(X → X,Y) is equivalent to the

category whose objects are pairs (ξ, α), where ξ ∈ Y(X) and α is an isomorphism α : pr∗1ξ → pr∗2ξ that

satisfies the cocycle condition. More generally, for any Lie groupoid G⇒ Y , we can define the category

Des(G⇒ Y,Y) as above.
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In our situation we have that LA is only a stack over Mansub. However, the key point of the proof

of the above equivalence of categories is that if U → X is a morphism from a manifold U to X, then an

object (φ, α) in Des(X → X,Y) induces a descent datum for Y and the submersion U ×X X → U , and

therefore, an object in Y(U). Since LA satisfies descent for submersions (Theorem 9) the same proof

works.

We define:

LAG⇒Y = Des(G⇒ Y,LA)

and applying the above to the case of Lie algebroids, and using the Yoneda lemma, we have:

Proposition 13. If X is a differentiable stack then any atlas X → X induces an equivalence of categories:

LAX ' LAX×XX⇒X

In particular, if G ⇒ X and G′ ⇒ X ′ are Morita equivalent Lie groupoids then there is an equivalence

of categories:

LAG⇒X ' LAG′⇒X′

This gives us a simple way to work with Lie algebroids over a differentiable stack X: choose a Lie

groupoid G ⇒ X presenting X, then a Lie algebroid over X is given by pair (A,α), where A is a Lie

algebroid over X, and α is an isomorphism α : s!A→ t!A that satisfies the cocycle condition. We’ll use

this in Section 7 to describe the categories of Lie algebroids over some examples of differentiable stacks.

In general, for any Lie groupoid G ⇒ X, we’ll refer to pairs (A,α) as ‘Lie algebroids over G ⇒ X’.

We study these in Section 6 and show how they are related to LA-groupoids.

5.2.6 Lie algebroids over stacks are not vector bundles

As discussed in 4.1.4 we do not have a natural morphism of stacks LA → Vect, and so a Lie algebroid

A : Xsub → LA over a stack X does not determine a vector bundle over X in any natural way. This is

familiar from the case of the tangent bundle of a differentiable stack, see e.g. [2] or [9].

In fact, a Lie algebroid A over a differentiable stack X does not even have a well defined rank: if

x : X → X is an atlas, and AX,x has rank r as a vector bundle over X, then for any submersion

f : Y → X, we have that (Y → X → X) is an object of the site Xsub, and if Y → X has relative

dimension s, then AY,x◦f has rank r + s.

However, we’ll show in 6.3.2 that one can construct a stack A together with a morphism A → X,

that represents the ‘total stack’ of the Lie algebroid A. As in the case of tangent stacks, the morphism

A→ X is not representable in general.

5.3 Representations

5.3.1 Defining representations

Definition 14. Let A : Xsub → LA be a Lie algebroid over a stack X. Then the category RepA,

of representations of A, is the full subcategory of HomPSh(Mansub)(Xsub,Rep) consisting of morphisms
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Xsub → Rep such that the diagram

Rep

��

Xsub

<<

A
// LA

commutes, where Rep → LA is the morphism described in 4.4.2 that maps an object (A,E,∇) to the

Lie algebroid A.

Via the morphism Rep→ Vect, every representation Xsub → Rep has an underlying vector bundle in

the sense that it determines a morphism Xsub → Vect. We can therefore define a representation of a Lie

algebroid A over X on a fixed vector bundle E:

Definition 15. Given a Lie algebroid A : Xsub → LA and a vector bundle E : Xsub → Vect over a stack

X, a representation of A on E is a morphism Xsub → Rep such that the diagram

LA

Xsub

A

;;

E
##

// Rep

OO

��

Vect

commutes.

5.3.2 The data determining a representation

If we think in terms of fibered categories, as in 5.2.4, then we can describe representations as follows.

Fix a stack X. Then a Lie algebroid A over X is given by fixing a Lie algebroid AU,u over U for each

representable submersion u : U → X, together with a morphism χ̄f,α : AU,u → f !AV,v for each 2-

commutative triangle (f, α) : (U, u) → (V, v). Similarly, a vector bundle E over X is given by fixing a

vector bundle EU,u over U for each representable submersion u : U → X, together with a morphism

χ̄′f,α : EU,u → f∗EV,v for each 2-commutative triangle (f, α) : (U, u)→ (V, v). The morphisms χ̄f,α and

χ̄′f,α must satisfy the required compatibility condition. A representation of A on E is then determined

by a representation

∇U,u : Γ(AU,u)× Γ(EU,u)→ Γ(EU,u)

for each (U, u), and these representations must be compatible in the sense that the diagram

Γ(AU,u)× Γ(EU,u)

χ̄U,u×χ̄′U,u
��

∇U,u
// Γ(EU,u)

χ̄′U,u

��

Γ(f !AV,v)× Γ(f∗EV,v)
f !∇V,v

// Γ(f∗EV,v)

commutes for each (f, α) : (U, u)→ (V, v).
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5.3.3 Representations in terms of atlases

As in 5.2.5 we can work with representations in terms of atlases: the functor

HomPSh(Mansub)(Xsub,Rep)→ Des(X → X,Rep)

is an equivalence for any differentiable stack X and atlas X → X because the weak presheaf Rep satisfies

descent for submersions. If X → X is an atlas of a differentiable stack and A : Xsub → LA is a Lie

algebroid over X then we have a Lie algebroid AX over X and an isomorphism ψ : s!AX → t!AX , where

s, t are the projections X ×X X ⇒ X. A representation Xsub → LA of A determines a vector bundle

EX over X, an isomorphism ψ′ : s∗EX → t∗EX , and a representation

∇X : Γ(AX)× Γ(EX)→ Γ(EX)

which satisfies the condition that the diagram

Γ(s!AX)× Γ(s∗EX)

ψ×ψ′

��

s!∇X // Γ(s∗EX)

ψ′

��

Γ(t!AX)× Γ(t∗EX)
t!∇X

// Γ(t∗EX)

commutes. A morphism ρ : E → E′ between representations E and E then determines a morphism of

vector bundles ρX : EX → E′X which commutes with the actions of AX and X ×XX ⇒ X, i.e. that the

diagrams

Γ(AX)× Γ(EX)

id×ρ
��

∇X // Γ(EX)

ρ

��

Γ(AX)× Γ(E′X)
∇′X
// Γ(E′X)

and

s∗EX

��

s∗ρ
// s∗E′X

��

t∗EX
t∗ρ
// t∗E′X

commute.

For an arbitrary Lie groupoid G ⇒ X and a Lie algebroid (A,ψ) over G ⇒ X, we then define the

category Rep(A,ψ) to be the category whose objects are tuples ((E,ψ′),∇), where E is a vector bundle

over X, ψ : s∗E → t∗E is an isomorphism satisfying the cocycle condition, and ∇ is a representation of

A on E that satisfies the above conditions.

The above discussion shows that if A is a Lie algebroid over X and X → X is an atlas, then we have

a Lie algebroid (AX , ψ) over X ×X X ⇒ X and an equivalence of categories:

RepA ' Rep(AX ,ψ)
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5.4 Cohomology

5.4.1 Sheaves over stacks

We will use the sheaf cohomology for differentiable stacks developed in [3] and [5], which we summarise

below (5.4.2). Recall from 5.1.3 that for any stack X over Man we have a site called the submersion site

of X, which we’ll denote by Xsub. For a stack X we therefore have the category Sh(Xsub) of sheaves (of

sets) over Xsub, and the category ShR(Xsub) of sheaves of R-vector spaces over Xsub.

If F is a sheaf over Xsub and (U, u) is an object of Xsub then there is an induced sheaf (in the usual

sense of sheaves over topological spaces) FU,u over U : if i : V ↪→ U is an open subset of U then we define

FU,u(V ) = F (V, u ◦ i)

FU,u is called the ‘small sheaf’ over U associated to F (and the map u : U → X). A sheaf F over Xsub

can then be defined by a collection of small sheaves FU,u together with morphisms

FV,v → f∗FU,u

for each morphism (f, α) : (U, u)→ (V, v) in Xsub (these morphisms must satisfy a certain compatibility

condition).

Xsub has a structure sheaf C∞X defined by

(U, u) 7→ C∞(U)

((f, α) : (U, u)→ (V, v)) 7→ (f∗ : C∞(V )→ C∞(U))

This makes (Xsub,C
∞
X ) into a ringed site, and we therefore have the category C∞X -mod of sheaves of C∞X -

modules. We can take tensor products of C∞X -modules ‘objectwise’, this makes C∞X -mod into a monoidal

category. Given a vector bundle E over X, considered as a functor E : Xsub → Vect, we have a sheaf E

of C∞X -modules which associates to an object (U, u) the C∞(U)-module Γ(EU,u).

5.4.2 Sheaf cohomology for differentiable stacks

We summarise the relevant results from [3] and [5]. The category ShR(Xsub) is abelian and has enough

injectives. We’ll denote by Ch+(ShR(Xsub)) the category of bounded below chain complexes in ShR(Xsub),

and by D+(ShR(Xsub)) its derived category (see [29] for the relevant concepts from homological algebra).

We define the global sections functor Γ(Xsub,−) by

Γ(Xsub,−) : ShR(Xsub)→ R-mod

F 7→ HomShR(Xsub)(RX, F )

where RX is the sheaf that associates to an object (U, u) the R-vector space of locally constant functions

U → R. If X → X is an atlas then

Γ(Xsub, F ) = Ker (F (X) ⇒ F (X ×X X))
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where the right hand side is the kernel of the alternating sum of the two maps F (X) → F (X ×X X)

given by the two projections X ×X X ⇒ X. The global sections functor is left exact and so has right

derived functors

Hi(Xsub,−) = RiΓ : ShR(Xsub)→ R-mod

If F is a sheaf of R-vector spaces over Xsub then Hi(Xsub, F ) is the i’th sheaf cohomology group of F .

More generally, there is a total right derived functor

RΓ : D+(ShR(Xsub))→ D+(R-mod)

If F • is a bounded below complex of sheaves of R-vector spaces over Xsub then we define

Hi(Xsub, F
•) = Hi(RΓ(F •))

and call it the i’th hypercohomolgy group of F •.

If X is a differentiable stack and X → X is an atlas then we have the simplicial manifold X•:

. . .
//
//
//
//
X2

//
//
// X1

//
// X

where Xn is the n+1-fold fibre product of X over X (X• is the nerve of the Lie groupoid X ×XX ⇒ X).

If F is a sheaf of R-vector spaces over Xsub then (by choosing for each n one of the maps Xn → X) we

get a diagram

. . . F (X2)
oo
oo
oo
oo

F (X1)oo
oo
oo

F (X)oo
oo

which is a semi-cosimplicial R-vector space, associated to which is its (un-normalized) cochain complex

Č(X•, F ) (see [29]). The n’th term in Č(X•, F ) is F (Xn), and the differentials are the alternating sums

of the maps F (Xn) → F (Xn+1). The cohomology groups Ȟi(X•, F ) of Č(X•, F ) are called the Čech

cohomology groups of F with respect to the atlas X → X.

More generally, if F • is a bounded below complex then we get a double complex Č(X•, F
•), with

vertical differentials given by the simplicial structure of X• and horizontal differentials coming from the

complex F •. The cohomology groups Ȟi(X•, F •) of the total complex of Č(X•, F
•) are called the Čech

cohomology groups of F • with respect to the atlas X → X.

The main result we will use is that if, for all n,m, the small sheaf (Fm)Xn over Xn induced by Fm

is acyclic (as a sheaf over the manifold Xn), then there is an isomorphism of cohomology groups:

Ȟi(X•, F •) ∼= Hi(Xsub, F
•)

5.4.3 The de Rham complex of a Lie algebroid over a stack

Let A be a Lie algebroid over a stack X. We will construct a complex of sheaves over the submersion

site of X. For k ≥ 0 we set:

ΩkA : (U, u) 7→ Ωk(AU,u)

and

ΩkA : ((f, α) : (U, u)→ (V, v)) 7→ (Af,α)∗ : Ωk(AV,v)→ Ωk(AU,u)
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If

(U, u)
(f,α)

// (V, v)
(g,β)
// (W,w)

is a composable pair of morphisms in Xsub then we have

(Af,α)∗ ◦ (Ag,β)∗ = (Ag,β ◦Af,α)
∗

= (Agf,βα)
∗

and therefore we have a presheaf of R-vector spaces:

ΩkA : Xsub → R-mod

In terms of ‘small sheaves’ we have the following;

ΩkA : (U, u) 7→ ΩkAU,u

and

ΩkA : ((f, α) : (U, u)→ (V, v)) 7→ (Af,α)∗ : ΩkAV,v → f∗

(
ΩkAU,u

)
This shows that ΩkA is a sheaf over Xsub in the open cover topology.

For each (U, u) we have the differential

dAU,u : Ωk(AU,u)→ Ωk+1(AU,u)

and for each (f, α) : (U, u)→ (V, v) these commute with the pullback maps:

dAU,u ◦ (Af,α)∗ = (Af,α)∗ ◦ dAV,v

We therefore have morphisms of sheaves

dA : ΩkA → Ωk+1
A

and a complex of sheaves over Xsub, which we’ll denote by (Ω•A,dA) or just Ω•A.

Note that if X is a differentiable stack then the de Rham complex of A will always be concentrated

in infinitely many degrees: as described in 5.2.6, if x : X → X is an atlas, and AX,x has rank r as a

vector bundle over X, then for any submersion f : Y → X, we have that (Y → X → X) is an object of

the site Xsub, and if Y → X has relative dimension s, then AY,x◦f has rank r+ s. Therefore Ωk(AY,x◦f )

is non-zero for all k ≤ r + s, and there exist submersions Y → X of arbitrarily high relative dimension

s. However, Ω•A is bounded below, so is an object in Ch+(ShR(Xsub)) and D+(ShR(Xsub)).

Definition 16. (Ω•A,dA) is the de Rham complex of A. It is an object in D+(ShR(Xsub)).

The construction above is functorial for morphisms of Lie algebroids over stacks, so for any stack X

there is a contravariant functor

Ω• : LAX → D+(ShR(Xsub))
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5.4.4 The de Rham complex with coefficients a representation

Let A be a Lie algebroid over X and (E,∇) be a representation of X. Then we define the sheaf Ωk(A,E)

as the tensor product in the category of sheaves of C∞X -modules:

Ωk(A,E) ≡ ΩkA ⊗C∞X
E

where E is the sheaf of sections of E. Explicitly, we have for each object (U, u) of Xsub :

Ωk(A,E) : (U, u) 7→ Ωk(AU,u)⊗C∞(U) Γ(EU,u)

= Γ(
∧k

A∗U,u ⊗ EU,u)

and for each morphism (f, α) : (U, u)→ (V, v) we have the map (see 3.4.4):

(Af,α)∗ ⊗ (Ef,α)∗ : Ωk(AV,v)⊗C∞(U) Γ(EV,v)→ Ωk(AU,u)⊗C∞(U) Γ(EU,u)

The compatibility condition for the representations ∇U,u (see 5.3.2) imply that the differentials

d(AU,u,∇U,u) : Ωk(AU,u)⊗C∞(U) Γ(EU,u)→ Ωk+1(AU,u)⊗C∞(U) Γ(EU,u)

give a morphism of sheaves of vector spaces over Xsub:

d(A,∇) : Ωk(A,E) → Ωk+1
(A,E)

We therefore have a bounded below complex which we’ll denote by (Ω•(A,E),d(A,∇)) or just Ω•(A,E).

Definition 17. (Ω•(A,E),d(A,∇)) is the de Rham complex of A with values in the representation (E,∇).

It is an object in D+(ShRXsub).

5.4.5 Cohomology

We can now define Lie algebroid cohomology for Lie algebroids over stacks:

Definition 18. If A is a Lie algebroid over a stack X then we define the Lie algebroid cohomology

H•(A) of A as the hypercohomology

H•(A) = H•(Xsub,Ω
•
A)

of the de Rham complex of A.

If (E,∇) is a representation of A then we define the Lie algebroid cohomology H•(A,E,∇) with

coefficients in (E,∇) as the hypercohomology

H•(A,E,∇) = H•(Xsub,Ω
•
(A,E))

of the de Rham complex of A with values in the representation (E,∇).
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Since the de Rham functor Ω• and the hypercohomology functor RΓ are both functors, Lie algebroid

cohomology is a contravariant functor

H• : LAX → R-mod

Under some reasonable assumptions on a stack X we can compute Lie algebroid cohomology groups

in terms of the Čech cohomology described in 5.4.2:

Proposition 19. Let A be a Lie algebroid over a differentiable stack X, and X → X be an atlas. If the

manifolds Xn are all Hausdorff then there are isomorphims of cohomology groups:

H•(A) ∼= Ȟ•(X•,Ω•A)

Under the same assumptions, if (E,∇) is a representation of A then there are isomorphisms:

H•(A,E,∇) ∼= Ȟ•(X•,Ω•(A,E))

Proof. For each n and k the small sheaf (ΩkA)Xn over the manifold Xn induced by ΩkA is the sheaf of

sections of the vector bundle
∧k

A∗Xn . The result then follows from the results of [3] and [5] described in

5.4.2 and the fact that the sheaf of sections of a vector bundle over a Hausdorff manifold is acyclic. The

case of cohomology with coefficients is the same.

5.5 Lie algebroids over étale stacks

5.5.1 The rank of a Lie algebroid over an étale stack

If X is an étale differentiable stack then it is sufficient to work over the étale site of X: if X → X is an

étale atlas then we have equivalences of categories:

HomPSh(Manét)(Xét,LA) ' Des(X → X,LA) ' HomPSh(Mansub)(Xsub,LA)

Over Manét we have a natural morphism of stacks LA → Vect (see 4.1.4), and therefore a Lie algebroid

over an étale stack X determines a morphism Xét → Vect in a natural way.

In particular, unlike the case of Lie algebroids over general stacks, a Lie algebroid A over an étale

stack X has a well defined rank - the rank of the vector bundle AU,u over U for any étale map u : U → X.

5.5.2 Cohomology of Lie algebroids over étale stacks

In the case of orbifolds / Deligne-Mumford differentiable stacks, the Čech complex associated to a Lie

algebroid simplifies. Let x : X → X be an étale atlas of such a stack, so that X1 ⇒ X is a proper étale

Lie groupoid (recall that X1 = X ×X X). This implies that the simplicial maps

. . .
//
//
//
//
X2

//
//
// X1

//
// X

are all étale. Choose, for each n, one of the maps Xn → X, and label it xn. If A is a Lie algebroid over

X then since each map xn is étale we have:

AXn,x◦xn
∼= (xn)!AX,x ∼= (xn)∗AX,x
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Moreover, for each n and each k ≥ 0, the corresponding term in the Čech complex Č(X•,Ω
•
A) is

Ωk(AXn,(x◦xn)) = Γ

(∧k
A∗Xn,x◦xn

)
∼= Γ

(
(xn)∗

∧k
A∗X,x

)
The same argument as given in [25], Lemma 3.1, now applies: under the isomorphisms above, the vertical

differentials in the double complex Č(X•,Ω
•
A) correspond to pulling back sections of the vector bundles

(xn)∗
∧k

A∗X,x along the maps Xn+1 → Xn, and so the cohomology of the k’th column is isomorphic

to the groupoid cohomology of X1 ⇒ X with coefficients in the vector bundle
∧k

A∗X,x (see [7] for the

general definition of groupoid cohomology). It then follows from the fact, proved in [7], that groupoid

cohomology of proper Lie groupoids is always zero in positive degrees, and in degree zero is equal to the

space of invariant sections of the coefficient vector bundle, and the proof given in [25], that there is an

isomorphism of cohomology groups:

Ȟ•(X•,Ω•A) ∼= H•
(
Ω•(AX,x)X1⇒X

)
where the right hand side is the cohomology of the subcomplex of Ω•(AX,x) given by X1 ⇒ X invariant

sections of the
∧k

A∗X,x’s. Recalling the description of the global sections functor given in 5.4.2 we then

have:

Proposition 20. Let A be a Lie algebroid over a Deligne-Mumford differentiable stack X. If there exists

an étale atlas X → X such that the manifolds Xn are all Hausdorff then there are isomorphisms:

H•(A) ∼= H• (Γ (Xsub,Ω
•
A))

where the right hand side is the cohomology of the complex of global sections of the de Rham complex of

A.

Applying this to the case of manifolds we get:

Proposition 21. If X is a Hausdorff manifold, then the canonical equivalence of categories LAX ' LAX
induces isomorphisms between the stack-theoretic and standard Lie algebroid cohomology groups.

Proof. The stack X is Deligne-Mumford and X → X is an atlas, the Lie groupoid X ×X X ⇒ X is just

the trivial Lie groupoid X ⇒ X, and the manifolds Xn
∼= X are Hausdorff. If A is a Lie algebroid over

X with induced Lie algebroid A over X, then from Proposition 20 we have

H•(A) ∼= H•
(
Ω•(A)X⇒X

)
= H•(A)

5.5.3 Lie algebroids over étale Lie groupoids

If we fix an étale atlas X → X of an étale stack X then we’ll show that we get a description of Lie

algebroids over X that almost coincides with the definition given in [21] in terms of étale groupoids.
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Recall that if E is a vector bundle with a left action of an étale groupoid then there is also a

naturally defined action on the sheaf of sections of E. The tangent bundle TX of the base of an étale

groupoid G ⇒ X has a natural left action of G ⇒ X because each morphism g ∈ G defines a germ of a

diffeomorphism from s(g) to t(g), see for example [17] and [18] for this and more generally for the theory

of sheaves over étale groupoids.

Proposition 22. Let G ⇒ X be an étale Lie groupoid, A a Lie algebroid over X, and ψ : s∗A → t∗A

an isomorphism of vector bundles that satisfies the cocycle condition. Then the following are equivalent:

• ψ : s∗A → t∗A is an isomorphism of Lie algebroids, where s∗A and t∗A are equipped with Lie

algebroid structures via the isomorphisms of vector bundles s∗A ∼= s!A and t∗A ∼= t!A.

• The anchor map a : A→ TX is equivariant with respect to the actions of G⇒ X, and the sheaf A

of sections of A is a G⇒ X-sheaf of Lie algebras.

Proof. Let W ⊂ G be a bisection, by which we mean an open subset of G such that the restrictions of s

and t to W are diffeomorphisms onto their images. Associated to W is a diffeomorphism

lW = t ◦ (s|s(W ))
−1

: s(W )→ t(W )

The action of G⇒ X on A gives an isomorphism LW of vector bundles covering lW :

A|s(W )

��

LW // A|t(W )

��

s(W )
lW

// t(W )

where LW is defined as the composition of the diffeomorphisms

A|s(W )
// (s∗A)|W

ψ
// (t∗A)|W // A|t(W )

It then follows that ψ : s∗A → t∗A is an isomorphism of Lie algebroids over G if and only if LW is an

isomorphism of Lie algebroids for every bisection W .

The action of G⇒ X on TX is given by

g : Ts(g)X → Tt(g)X

v 7→ (lW )∗(v)

where g ∈ G and W is a bisection containing g, and the action of G⇒ X on A is given by

g : As(g) → At(g)

[ξ]s(g) 7→ [LW (ξ)]t(g)

where [ξ]s(g) is an element of the stalk As(g) represented by a local section ξ ∈ Γ(s(w), A), and LW (ξ) ∈

Γ(t(W ), A) is the section of A over t(W ) corresponding to ξ under the bijection Γ(s(W ), A) ∼= Γ(t(W ), A)

induced by LW .
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The map LW : A|s(W ) → A|t(W ) corresponding to a bisection W is an isomorphism of Lie algebroids

if and only if

a ◦ LW = (lW )∗ ◦ a

and

[LW (ξ), LW (ξ′)] = LW [ξ, ξ′]

for all ξ, ξ′ ∈ Γ(s(W ), A). It is then clear that LW is an isomorphism of Lie algebroids for all bisections W

if and only if the anchor map a : A→ TX is equivariant and for each g ∈ G, the map As(g) → At(g) is an

isomorphism of Lie algebras, which is exactly the condition that A is a G⇒ X-sheaf of Lie algebras.

5.5.4 Comparison with the work of Roggiero Ayala

In [21] a Lie algebroid over an étale groupoid G⇒ X is defined to be a Lie algebroid A over X together

with a left action of G⇒ X such that the anchor map is equivariant and the space of G⇒ X invariant

sections is closed under the Lie bracket. The condition that A is a G⇒ X-sheaf of Lie algebras implies

that the space of invariant sections is closed under the Lie bracket, but is in general a stronger condition.

For example, if G is a discrete group, considered as a Lie groupoid G ⇒ ∗ over a point, and g is a Lie

algebra with a linear action of G, then the weaker condition is that [gG, gG] ⊂ gG, which is vacuous if G

acts irreducibly on g, whereas the stronger condition is that G acts by Lie algebra automorphisms.
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6 Lie algebroids and LA-groupoids

In this section we explain the relationship between Lie algebroids over Lie groupoids, as defined in 5.2.5,

and LA-groupoids, which are groupoid objects in the category of Lie algebroids. The main result is

Theorem 45, which gives an equivalence between the category of Lie algebroids over Lie groupoids,

and a certain subcategory !-GpdLA of the category GpdLA of LA-groupoids. The definition of this

subcategory, and the details of the equivalence, are similar to the theory of ‘vacant’ LA-groupoids

developed in [12].

In particular, the results of this section show that a Lie algebroid A over a differentiable stack X

induces a LA-groupoid with base X×XX ⇒ X for every atlas X → X of X. This clarifies the relationship

between Lie algebroids over stacks and LA-groupoids, as suggested in [15].

Most of the material in this section is independent of the results of sections 4 and 5 and this section

is more or less self-contained.

6.1 Actions of Lie groupoids on Lie algebroids

We first formulate the notion of action in terms of an isomorphism between the two pullbacks of a Lie

algebroid along the source and target maps. Since Lie algebroid pullbacks are not vector bundle pullbacks

this does not give an action of the groupoid on the underlying vector bundle in the usual sense. However,

it turns out that there is an induced action of the tangent groupoid, and it is possible to formulate the

definition purely in terms of this action.

6.1.1 Actions in terms of !-cocycles

Definition 23. A Lie algebroid over a Lie groupoid G ⇒ X is a Lie algebroid A over X together with

an isomorphism:

ψ : s!A→ t!A

of Lie algebroids over G that satisfies the cocycle condition:

m!ψ = pr!
1ψ ◦ pr!

2ψ

over G2 = Gs×t G, where pr1,pr2 are the projections

pr1,pr2 : Gs×t G→ G

pr1(g, h) = g

pr2(g, h) = h

We’ll denote a Lie algebroid over a Lie groupoid by a triple (G⇒ X,A,ψ) or just (A,ψ) or A when

G⇒ X is clear.
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Remark 24. We have suppressed the natural isomorphisms in the cocycle condition. Written out in full,

the cocycle condition is:

(ct,pr1
◦ c−1

t,m) ◦m!ψ ◦ (cs,m ◦ c−1
s,pr2

) = pr!
1ψ ◦ (cs,pr1

◦ c−1
t,pr2

) ◦ pr!
2ψ

as maps from pr!
2s

!A to pr!
1t

!A, where the maps of the form ct,pr1
are the isomorphisms determined by

the universal property of pullbacks of Lie algebroids, see 4.1.2.

Definition 25. If (A,ψ) is a Lie algebroid over G ⇒ X and (A′, ψ′) is a Lie algebroid over G′ ⇒ X ′,

then a morphism from (G⇒ X,A,ψ) to (G′ ⇒ X ′, A′, ψ′) is a triple of smooth maps (φ, f, ρ) where:

G

�� ��

φ
// G′

�� ��

X
f
// X ′

is a morphism of Lie groupoids,

A

��

ρ
// A′

��

X
f
// X ′

is a morphism of Lie algebroids, and the diagram:

s!A

ψ
��

(φ∗,ρ)
// s!A′

ψ′

��

t!A
(φ∗,ρ)

// t!A′

commutes. We’ll denote such a morphism by:

(φ, f, ρ) : (G⇒ X,A,ψ)→ (G′ ⇒ X ′, A′, ψ′)

Remark 26. The horizontal maps in the last diagram are the Lie algebroid morphisms constructed as

follows. Applying the tangent functor to the groupoid morphism (φ, f) we get a morphism (φ∗, f∗)

between tangent groupoids, which implies that the following diagram commutes:

(s′)!A

��

// A′

��

s!A

��

// A

��

ρ

55

TG′
(s′)∗

// TX ′

TG
s∗
//

φ∗
55

TX

f∗

55

where the vertical maps are the anchor maps. Viewing (s′)!A′ as a fibre product in the category of Lie

algebroids, it follows that there is a Lie algebroid morphism from s!A to (s′)!A′ given by the formula:

(φ∗, ρ) : s!A→ (s′)!A′

(v, ξ) 7→ (φ∗(v), ρ(ξ))
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Similarly, there is a morphism:

(φ∗, ρ) : t!A→ (t′)!A′

(v, ξ) 7→ (φ∗(v), ρ(ξ))

Proposition 27. Given two morphisms:

(φ, f, ρ) : (G⇒ X,A,ψ)→ (G′ ⇒ X ′, A′, ψ′)

and:

(φ′, f ′, ρ′) : (G′ ⇒ X ′, A′, ψ′)→ (G′′ ⇒ X ′′, A′′, ψ′′)

as in Definition 25, their composition, defined as:

(φ′ ◦ φ, f ′ ◦ f, ρ′ ◦ ρ) : (G⇒ X,A,ψ)→ (G′′ ⇒ X ′′, A′′, ψ′′)

is a morphism.

Proof. It is immediate that:

G

�� ��

φ′◦φ
// G′′

�� ��

X
f ′◦f
// X ′′

is a morphism of Lie groupoids and:

A

��

ρ′◦ρ
// A′′

��

X
f ′◦f
// X ′′

is a morphism of Lie algebroids. Since (φ, f, ρ) and (φ′, f ′, ρ′) are morphisms the following diagram

commutes:

s!A

ψ

��

(φ∗,ρ)
// (s′)!A′

ψ′

��

(φ′∗,ρ
′)
// (s′′)!A′′

ψ′′

��

t!A
(φ∗,ρ)

// (t′)!A′
(φ′∗,ρ

′)

// (t′′)!A′′

It then follows from the fact that (φ′ ◦ φ)∗ = φ′∗ ◦ φ∗ that the diagram:

s!A

((φ′◦φ)∗,(ρ
′◦ρ))

��

ψ
// t!A

((φ′◦φ)∗,(ρ
′◦ρ))

��

(s′′)!A′
ψ′′
// (t′′)!A′′

commutes as required.

Definition 28. Lie algebroids over Lie groupoids and morphisms defined as in Definition 25 form a

category, which we’ll denote LieGpdn LA.
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Definition 29. For a fixed Lie algebroid G ⇒ X, we define the subcategory LAG of LieGpd n LA to

consist of Lie algebroids over G⇒ X and morphisms of the form (idG, idX , ρ).

Remark 30. There is an obvious forgetful functor from LieGpd n LA to the category of Lie groupoids,

and the categories LAG are exactly the fibres of this functor.

6.1.2 Actions in terms of tangent groupoids

We will show that Lie algebroids over a Lie groupoid G⇒ X can be described in terms of actions of the

tangent groupoid TG ⇒ TX. Recall that if G ⇒ X is a Lie groupoid with structure maps s, t,m, u, i

then the tangent groupoid TG ⇒ TX consists of the manifolds TG and TX, and has structure maps

s∗, t∗,m∗, u∗, i∗. The tangent groupoid construction gives a functor

LieGpd→ LieGpd

Definition 31. Let G⇒ X be a Lie groupoid and A a Lie algebroid over X, with anchor map a. Then

a compatible action of TG⇒ TX on A is an action of the groupoid TG⇒ TX on A along a : A→ TX,

such that the map:

TGs∗×a A→ A

defining the action is a Lie algebroid morphism covering the target map t : G → X, where we consider

TGs∗×a A as a Lie algebroid over G by identifying it with the Lie algebroid pullback along the source

map:

TGs∗×a A = s!A

Proposition 32. Let G⇒ X be a Lie groupoid and A be a Lie algebroid over X. Then there is a bijection

between isomorphisms s!A→ t!A satisfying the cocycle condition and compatible actions TGs∗×aA→ A

of TG on A.

Proof. Let A be a Lie algebroid over X. Then by the universal property of pullbacks there is a bijection

between morphisms ψ : s!A→ t!A over G, and morphisms ψ̃ : s!A→ A covering t. The correspondence

is given by:

ψ(v, ξ) = (v, ψ̃(v, ξ))

for (v, ξ) ∈ s!A. We can view A as a space over TX via the anchor map a : A→ TX, then we have:

s!A = (s∗)
∗A

t!A = (t∗)
∗A

If ψ : s!A→ t!A is an isomorphism of Lie algebroids over G then it commutes with the anchor maps, so

we can consider it as an isomorphism of spaces over TG:

(s∗)
∗A

%%

ψ
// (t∗)

∗A

��

TG
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We can then write the !-cocycle condition for ψ

m!ψ = pr!
1ψ ◦ pr!

2ψ

as

(m∗)
∗ψ = ((pr1)∗)

∗ψ ◦ ((pr2)∗)
∗ψ

The canonical identification of (TG)2 with T (G2) identifies the map

(pr1)∗ : T (G2)→ TG

with the projection

pr1 : (TG)2 → TG

and similarly for (pr2)∗. Therefore the !-cocycle condition for ψ is exactly the standard cocycle condition

for ψ to determine an action of TG⇒ TX on A along a : A→ TX.

Alternatively, if we set ψ(v, ξ) = (v, ψ̃(v, ξ)) as above, and use the identification TGs∗ ×t∗ TG, then

if we write out the terms appearing in the cocycle condition explicitly we get:

pr!
2ψ : pr!

2s
!A→ pr!

2t
!A

((v, w), (w, ξ)) 7→ ((v, w), ψ(w, ξ))

= ((v, w), (w, ψ̃(w, ξ)))

pr!
1ψ : pr!

1s
!A→ pr!

1t
!A

((v, w), (v, ξ)) 7→ ((v, w), ψ(v, ξ))

= ((v, w), (v, ψ̃(v, ξ)))

m!ψ : m!s!A→ m!t!A

((v, w), (m∗(v, w), ξ)) 7→ ((v, w), ψ(m∗(v, w), ξ))

= ((v, w), (m∗(v, w), ψ̃(m∗(v, w), ξ)))

Including the natural isomorphisms we then have:(
(ct,pr1

◦ c−1
t,m) ◦m!ψ ◦ (cs,m ◦ c−1

s,pr2
)
)

((v, w), (w, ξ)) =
(
(ct,pr1

◦ c−1
t,m) ◦m!ψ

)
((v, w), (m∗(v, w), (w, ξ)))

=
(
ct,pr1

◦ c−1
t,m

)
((v, w), (m∗(v, w), ψ̃(m∗(v, w), ξ)))

= ((v, w), (v, ψ̃(m∗(v, w), ξ)))

(
pr!

1ψ ◦ (cs,pr1
◦ c−1

t,pr2
) ◦ pr!

2ψ
)

((v, w), (w, ξ)) =
(

pr!
1ψ ◦ (cs,pr1

◦ c−1
t,pr2

)
)

((v, w), (w, ψ̃(w, ξ)))

= (pr!
1ψ)((v, w), (v, ψ̃(w, ξ)))

= ((v, w), (v, ψ̃(v, ψ̃(w, ξ))))
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Therefore, the cocycle condition for ψ is equivalent to the condition:

ψ̃(m∗(v, w), ξ) = ψ̃(v, ψ̃(w, ξ))

which is exactly the condition that the map ψ̃ : TGs∗ ×a A→ A is an action of TG⇒ TX on A.

Proposition 33. Let (A,ψ) and (A′, ψ′) be Lie algebroids over Lie groupoids G⇒ X and G′ ⇒ X ′ re-

spectively, and let ψ̃ and ψ̃′ denote the corresponding actions of TG and TG′ as determined by Proposition

32. Let (φ, f, ρ) be a triple of smooth maps such that:

G

�� ��

φ
// G′

�� ��

X
f
// X ′

is a morphism of Lie groupoids and

A

��

ρ
// A′

��

X
f
// X ′

is a morphism of Lie algebroids. Then the diagram:

s!A

ψ

��

(φ∗,ρ)
// (s′)!A′

ψ′

��

t!A
(φ∗,ρ)

// (t′)!A′

commutes, and therefore (φ, f, ρ) is a morphism in the sense of Definition 25, if and only if ρ is equiv-

ariant with respect to the actions of TG and TG′ on A and A′ respectively and the groupoid morphism:

TG

�� ��

φ∗ // TG′

�� ��

TX
f∗

// TX ′

Proof. This follows immediately if we consider A and A′ as spaces over TX and TX ′ respectively, so

that the diagram

s!A

ψ

��

(φ∗,ρ)
// (s′)!A′

ψ′

��

t!A
(φ∗,ρ)

// (t′)!A′

becomes

(s∗)
∗A

ψ

��

(φ∗,ρ)
// (s∗)

∗A′

ψ′

��

(t∗)
∗A

(φ∗,ρ)
// (t∗)

∗A′
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the commutativity of which is exactly the statement that ρ is equivariant.

Alternatively, let (v, ξ) ∈ s!A, then we compute:

((φ∗, ρ) ◦ ψ) (v, ξ) = (φ∗, ρ)(v, ψ̃(v, ξ))

= (φ∗(v), (ρ ◦ ψ̃)(v, ξ))

(ψ′ ◦ (φ∗, ρ)) (v, ξ) = ψ′(φ∗(v), ρ(ξ))

= (φ∗(v), ψ̃′(φ∗(v), ρ(ξ)))

Therefore we have the required commutativity if and only if

(ρ ◦ ψ̃)(v, ξ) = ψ̃′(φ∗(v), ρ(ξ))

which is exactly the condition that ρ is equivariant.

6.2 LA-groupoids

The previous proposition shows that given a morphism (φ, f, ρ) of Lie algebroids over Lie groupoids:

(φ, f, ρ) : (G⇒ X,A,ψ)→ (G′ ⇒ X ′, A′, ψ′)

there is a groupoid morphism ((φ∗, ρ), ρ):

TGnA

�� ��

(φ∗,ρ)
// TG′ nA′

�� ��

A
ρ

// A′

where the groupoids TG n A and TG′ n A′ are the action groupoids associated to the actions of TG

and TG′ on A and A′ respectively. Since s!A = TG n A as manifolds, the manifold s!A has both the

structure of a Lie groupoid over A and of a Lie algebroid over G, and (φ∗, ρ) is a Lie algebroid morphism

covering φ as described in Remark 26. We therefore have a commutative diagram:

(s′)!A′

��

//
// A′

��

s!A

��

(φ∗,ρ)
66

//
// A

��

ρ

55

G′ //
// X ′

G //
//

φ
66

X

f

55

each face of which is either a morphism of Lie groupoids or Lie algebroids. We’ll show that the squares

(s!A,G,A,X) and ((s′)!A′, G′, A′, X ′) form Lie algebroid groupoids, i.e. groupoid objects in the category

of Lie algebroids. Furthermore, there is a fully-faithful embedding of the category LieGpd n LA of Lie

algebroids over groupoids, into the category GpdLA of Lie algebroid groupoids. This embedding gives

rise to an equivalence between LieGpdn LA and a certain subcategory !-GpdLA of GpdLA which we

will define.

68



6.2.1 LA-groupoids

For the general theory of LA-groupoids see [12].

Definition 34. A Lie algebroid groupoid, or LA-groupoid for short, is a groupoid object in the category

of Lie algebroids. More explicitly, an LA-groupoid is a square:

Ω

��

//
// A

��

G //
// X

where Ω ⇒ A and G ⇒ X are Lie groupoids, Ω and A are Lie algebroids over G and X respectively,

and the groupoid structure maps of Ω are Lie algebroid morphisms covering the corresponding structure

maps of G. If we denote the structure maps of Ω by (s̃, t̃, m̃, ũ, ĩ) and those of G by (s, t,m, u, i), then

the domain of the multiplication map m̃ is the fibre product Lie algebroid:

Ωs̃ ×t̃ Ω

pr1

��

pr2 // Ω

t̃
��

Ω
s̃

// A

which is a Lie algebroid over Gs ×t G. This fibre product exists because s̃, t̃, s and t are all surjective

submersions, so that (s̃, s) and (t̃, t) are Lie algebroid fibrations. We’ll usually denote an LA-groupoid

by (Ω, G,A,X), with the structure maps understood. (Note that we do not require that the ‘double

source map’ is a submersion, as defined in [12]).

Remark 35. If (Ω, G,A,X) is an LA-groupoid then one can show that the vector bundle projections

Ω→ G and A→ X form a groupoid morphism from Ω ⇒ A to G ⇒ X, and the anchor maps Ω→ TG

and A→ TX form a groupoid morphism from Ω ⇒ A to TG⇒ TX (see [12]).

Definition 36. A morphism of LA-groupoids from (Ω, G,A,X) to (Ω′, G′, A′, X ′) is a morphism of

groupoid objects in LA, or more explicitly a quadruple of smooth maps (Φ, φ, ρ, f):

Ω′

��

//
// A′

��

Ω

��

Φ

77

//
// A

��

ρ

66

G′ //
// X ′

G //
//

φ
77

X

f

66

such that (Φ, ρ) and (φ, f) are Lie groupoid morphisms, and (Φ, φ) and (ρ, f) are Lie algebroid morphisms.

We’ll denote such a morphism by:

(Φ, φ, ρ, f) : (Ω, G,A,X)→ (Ω′, G′, A′, X ′)

These morphisms can be composed in the obvious way, and we denote the resulting category by GpdLA.
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Given any Lie groupoidG⇒ X, the tangent groupoid TG⇒ TX forms an LA-groupoid (TG,G, TX,X)

and for any LA-groupoid (Ω, G,A,X) the anchor maps form a morphism of LA-groupoids:

TG

��

//
// TX

��

Ω

��

ã

66

//
// A

��

a

66

G //
// X

G //
//

id
66

X

id

66

6.2.2 LA-groupoids from actions

We will show how to construct an LA-groupoid from a Lie algebroid (A,ψ) over a Lie groupoid G⇒ X.

The key point, mentioned above, is that as manifolds:

s!A = TGs∗ ×a A

which is the total space of the action groupoid:

TGnA⇒ TX

determined by the action of TG ⇒ TX on A. This means that s!A has both the structure of a Lie

algebroid over G, and of a Lie groupoid over A.

Theorem 37. Let G⇒ X be a Lie groupoid and A be a Lie algebroid over X, with anchor a : A→ TX

and vector bundle projection π : A→ X. Denote the anchor and bundle projection of s!A by ã : s! → TG

and π̃ : s!A → G respectively. Let ψ̃ : s!A → A be a compatible action of TG ⇒ TX on A. Then the

square:

s!A

π̃

��

//

s̃,t̃
// A

π

��

G //

s,t
// X

is an LA groupoid, where s!A⇒ A is the action groupoid for the action of TG on A.

Proof. We need to prove that the groupoid structure maps of s!A ⇒ A are Lie algebroid morphisms

covering the corresponding structure maps of G⇒ X. Denote the structure maps of the action groupoid

TGnA⇒ A by s̃, t̃, m̃, ũ and ĩ. As manifolds we have:

TGnA = TGs∗ ×a A = s!A
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The structure maps of TGnA are:

s̃(v, ξ) = ξ

t̃(v, ξ) = ψ̃(v, ξ)

m̃
(

(v, ψ̃(v′, ξ)), (v′, ξ)
)

= (m∗(v, v
′), ξ)

ũ(ξ) = (u∗(a(ξ)), ξ)

ĩ(v, ξ) =
(
i∗(v), ψ̃(v, ξ)

)
Firstly, s̃ is the projection s!A → A so it is a morphism covering s. Secondly, t̃ is the map defining the

action of TG on A, which is a morphism covering t by the definition of compatible actions (Definition

31). In order to show that the multiplication maps (m̃,m) constitute a Lie algebroid morphism we’ll

need to describe the Lie algebroid structure on (TGn A)2 = (s!A)s̃ ×t̃ (s!A). We will do this using the

universal property of fibre products of Lie algebroids. We define two maps:

χ1 : m!s!A→ s!A

((v, v′), (m∗(v, v
′), ξ)) 7→ (v, ψ̃(v′, ξ))

χ2 : m!s!A→ s!A

((v, v′), (m∗(v, v
′), ξ)) 7→ (v′, ξ)

Both χ1 and χ2 are Lie algebroid morphisms because they can be written as compositions of certain

morphisms:

χ1 = ψ−1 ◦ prt!A ◦ ct,pr1
◦ c−1

t,m ◦m!ψ

χ2 = prs!A ◦ cs,pr1
◦ c−1

s,m

The maps χ1 and χ2 cover pr1 : G2 → G and pr2 : G2 → G respectively. Since s̃ ◦ χ1 = t̃ ◦ χ2 we have a

commutative diagram:

m!s!A

χ1

��

χ2 // s!A

t̃

��

s!A
s̃

// A

The universal property of fibre products then determines a canonical base preserving morphism of Lie

algebroids (χ1, χ2):

(χ1, χ2) : m!s!A→ (s!A)s̃ ×t̃ (s!A)

((v, v′), (m∗(v, v
′), ξ)) 7→ (χ1((v, v′), (m∗(v, v

′), ξ)), χ2((v, v′), (m∗(v, v
′), ξ)))

=
(

(v, ψ̃(v′, ξ)), (v′, ξ)
)

The fibres over (g, h) ∈ G2 of the vector bundlesm!s!A and (s!A)s̃×t̃(s!A) are both canonically isomorphic

to the vector space (TgG)s∗ ×t∗ (ThG)s∗ ×a A. Moreover, (χ1, χ2) respects these isomorphisms which
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implies that it is a fibrewise isomorphism and therefore an isomorphism of Lie algebroids. Composing m̃

with (χ1, χ2) gives:

(m̃ ◦ (χ1, χ2)) : m!s!A→ s!A

((v, v′), (m∗(v, v
′), ξ)) 7→ (m∗(v, v

′), ξ)

which is the pullback morphism m!s!A → s!A. As (χ1, χ2) is an isomorphism this implies that m̃ is a

Lie algebroid morphism covering m.

It remains to show that the unit and inverse maps constitute Lie algebroid morphisms. Consider the

identity morphism A→ A covering the identity map on X. We can factor idX as idX = s◦u. Therefore,

by the universal property of the pullback s!A, idA factors as idA = prA ◦ σ for some unique morphism

σ : A→ s!A covering u. The morphism σ is given by:

σ : A→ s!A

ξ 7→ (u∗(a(ξ)), ξ)

= ũ(ξ)

and therefore ũ is a Lie algebroid morphism covering u. Similarly, the target map t̃ : s!A → A is a

morphism covering t, and t can be factored as t = s ◦ i. Therefore t̃ factors into prA ◦σ′ = s̃ ◦σ′ for some

unique morphism σ′ : s!A→ s!A covering i. The morphism σ′ is given by:

σ′ : s!A→ s!A

(v, ξ) 7→ (i∗(v, ξ), t̃(v, ξ))

= (i∗(v), ψ̃(v, ξ))

= ĩ(v, ξ)

and therefore ĩ is a Lie algebroid morphism covering i.

6.2.3 Functoriality

The construction of an LA-groupoid from a Lie algebroid over a Lie groupoid is functorial with respect

to the morphisms of Definition 25:

Proposition 38. There is a fully-faithful functor:

F1 : LieGpdn LA → GpdLA

which maps an object (G⇒ X,A,ψ) in LieGpdn LA to the LA-groupoid (s!A,G,A,X):

s!A

��

//
// A

��

G //
// X
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and maps a morphism (φ, f, ρ) : (G ⇒ X,A,ψ) → (G′ ⇒ X ′, A′, ψ′) in LieGpd n LA to the morphism

of LA-groupoids ((φ∗, ρ), φ, ρ, f):

(s′)!A′

��

//
// A′

��

s!A

��

(φ∗,ρ)
66

//
// A

��

ρ

55

G′ //
// X ′

G //
//

φ

66

X

f

55

Proof. As discussed at the beginning of 6.2, ((φ∗, ρ), φ, ρ, f) is a morphism of LA-groupoids, and the

assignment:

(φ, f, ρ) 7→ ((φ∗, ρ), φ, ρ, f)

is clearly functorial and faithful, so we need to show that it is also full. Let (G ⇒ X,A,ψ) and

(G′ ⇒ X ′, A′, ψ′) be objects in LieGpd n LA, and let (Φ, φ, ρ, f) be a morphism between the associ-

ated LA groupoids:

(s′)!A′

��

//
// A′

��

s!A

��

Φ

66

//
// A

��

ρ

55

G′ //
// X ′

G //
//

φ
66

X

f

55

Let (v, ξ) ∈ s!A. Since (Φ, ρ) is a morphism of groupoids it commutes with the source maps and we have:

ρ(ξ) = (ρ ◦ s)(v, ξ)

= (s′ ◦ Φ)(v, ξ)

and therefore Φ(v, ξ) = (v′, ρ(ξ)) for some v′ ∈ TX ′. But (Φ, φ) is a morphism of Lie algebroids so it

commutes with the anchor maps and we have:

φ∗(v) = (φ∗ ◦ ã)(v, ξ)

= (ã′ ◦ Φ)(v, ξ)

and therefore Φ(v, ξ) = (φ∗(v), ξ′) for some ξ′ ∈ A′. Combining these, we have Φ = (φ∗, ρ), which shows

that (Φ, φ, ρ, f) = ((φ∗, ρ), φ, ρ, f) is in the image of the functor.

6.2.4 !-vacant LA-groupoids

The functor F1 of Proposition 38 embeds the category LieGpdnLA into GpdLA. We will describe the

LA groupoids which arise this way.
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Definition 39. An LA groupoid (Ω, G,A,X):

Ω

π̃
��

//

s̃,t̃
// A

π

��

G //

s,t
// X

is !-vacant if the map:

(ã, s̃) : Ω→ s!A

ω 7→ (ã(ω), s̃(ω))

is an isomorphism of Lie algebroids over G. The category !-GpdLA is the full subcategory of GpdLA

consisting of !-vacant LA-groupoids and morphisms between them.

Remark 40. The condition that the map (ã, s̃) : Ω → s!A is an isomorphism is exactly the condition

that the Lie algebroid morphism (s̃, s) is a pullback morphism in the category of Lie algebroids, or an

‘inductor’ in the terminology of [13]. Compare this with the notion of a vacant LA-groupoid, given in

[12], which is the condition that the map:

(π̃, s̃) : Ω→ s∗A

ω 7→ (π̃(ω), s̃(ω))

is an isomorphism, or equivalently, that (s̃, s) is a pullback morphism in the category of vector bundles,

or an ‘action morphism’ of Lie algebroids.

By definition an LA-groupoid of the form (s!A,G,A,X), where A is a Lie algebroid over G⇒ X, is

!-vacant. Therefore we can consider the functor F1 of Proposition 38 as a functor

F1 : LieGpdn LA → !-GpdLA

We’ll construct a quasi-inverse to this functor by associating to each !-vacant LA-groupoid a certain

action morphism of Lie groupoids.

6.2.5 From !-vacant LA-groupoids to actions

Definition 41. A morphism of Lie groupoids:

G′

��

s′,t′

��

φ
// G

��

s,t

��

X ′
f
// X

is an action morphism if the induced map:

(φ, s′) : G′ → f∗G

g′ 7→ (φ(g), s′(g))

is a diffeomorphism.
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Theorem 42. ([13]). If (φ, f) : G′ → G is an action morphism then the map:

t′ ◦ (φ, s′)−1 : Gs ×f X ′ → X ′

defines an action of G on X ′ along f . The map (φ, s′) is a base preserving isomorphism of Lie groupoids

from G′ to the action groupoid GnX ′:

G′

����

(φ,s′)
// GnX ′

����

X ′
idX′

// X ′

Conversely, given an action of a Lie groupoid G ⇒ X on a manifold X ′ along a map f : X ′ → X, the

map:

GnX ′

����

prG // G

����

X ′
f

// X

is an action morphism and the induced action of G on X ′ is the original one.

We can give an alternate characterisation of !-vacant LA-groupoids in terms of action morphisms.

Given an LA-groupoid (Ω, G,A,X) the anchor maps of Ω and A form a morphism of Lie groupoids:

Ω

��

s̃,t̃

��

ã // TG

��

s∗,t∗
��

A
a
// TX

We immediately have:

Proposition 43. An LA-groupoid is !-vacant if and only if the Lie groupoid morphism (ã, a) is an action

morphism.

Given a !-vacant LA-groupoid (Ω, G,A,X), Theorem 42 then determines an action of TG⇒ TX on

A:

Proposition 44. Let (Ω, G,A,X) be a !-vacant LA-groupoid. Then the map:

t̃ ◦ (ã, s̃)−1 : s!A→ A

defines an action of TG⇒ TX on A along a, and is a Lie algebroid morphism covering t.

Proof. Since (Ω, G,A,X) is !-vacant the groupoid morphism (ã, a) is an action morphism, so by Theorem

42 the map t̃ ◦ (ã, s̃)−1 defines an action of TG on A along a. The map (ã, s̃)−1 is an isomorphism of

Lie algebroids over G, and t̃ is a Lie algebroid morphism covering t because (Ω, G,A,X) is an LA-

groupoid.

We can use this result to construct a functor from !-GpdLA to LieGpdn LA.
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Theorem 45. There is a functor

F2 : !-GpdLA → LieGpdn LA

which maps a !-vacant LA-groupoid (Ω, G,A,X) to (G⇒ X,A,ψ), where

ψ : s!A→ t!A

is the isomorphism associated to the action of TG⇒ TX on A

t̃ ◦ (ã, s̃)−1 : s!A→ A

determined by Proposition 44, and which maps a morphism

(Φ, φ, ρ, f) : (Ω, G,A,X)→ (Ω′, G′, A′, X ′)

of !-vacant LA-groupoids to the morphism

(φ, f, ρ) : (G⇒ X,A,ψ)→ (G′ ⇒ X ′, A′, ψ′)

in the category LieGpd n LA. This functor is quasi-inverse to the functor F1 of Proposition 38. In

particular, there is an equivalence of categories:

LieGpdn LA ' !-GpdLA

Proof. We first need to show that the assignment (Φ, φ, ρ, f) 7→ (φ, f, ρ) does indeed map morphisms in

!-GpdLA to morphisms in LieGpdnLA. Let (Φ, φ, ρ, f) be a morphism in !-GpdLA from (Ω, G,A,X)

to (Ω′, G′, A′, X ′):

Ω′

��

//
// A′

��

Ω

��

Φ

77

//
// A

��

ρ

66

G′ //
// X ′

G //
//

φ
77

X

f

66

Then in particular, (φ, f) : G → G′ is a morphism of groupoids, and ρ : A → A′ is a morphism of Lie

algebroids covering f . Therefore, to show that

(φ, f, ρ) : (G⇒ X,A,ψ)→ (G′ ⇒ X ′, A′, ψ′)

is a morphism in LieGpd n LA we need to show that ρ is equivariant with respect to the actions of

TG⇒ TX and TG′ ⇒ TX ′ on A and A′ respectively. The actions are given by:

ψ̃ = t̃ ◦ (ã, s̃)−1

ψ̃′ = t̃′ ◦ (ã′, s̃′)−1
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As maps from Ω to (s′)!A′ we have:

(ã′, s̃′) ◦ Φ = (ã′ ◦ Φ, s̃′ ◦ Φ)

= (φ∗ ◦ ã, ρ ◦ s̃)

= (φ∗, ρ) ◦ (ã, s̃)

where we have used the facts that Φ is a Lie algebroid morphism covering φ and (Φ, ρ) is a Lie groupoid

morphism. Since (ã, s̃) and (ã′, s̃′) are diffeomorphisms, we then have:

Φ ◦ (ã, s̃)−1 = (ã′, s̃′)−1 ◦ (φ∗, ρ)

and therefore the upper square of the following diagram commutes:

s′!A′

(ã′,s̃′)−1

��

(φ∗,ρ)
// s!A

(ã,s̃)−1

��

Ω′

t̃′

��

Φ // Ω

t̃
��

A′
ρ
// A

The lower square commutes because (Φ, ρ) is a groupoid morphism, and therefore we have that

s′!A′

ψ̃′

��

(φ∗,ρ)
// s!A

ψ̃

��

A′
ρ
// A

commutes, which is the statement that ρ is equivariant as required. It is clear that (φ, f, ρ) depends

functorially on (Φ, φ, ρ, f).

It remains to show that the functors F1 and F2 are quasi-inverse to each other. Let (G ⇒ X,A,ψ)

be an object of LieGpdn LA, then

(F2 ◦ F1)(G⇒ X,A,ψ) = (G⇒ X,A,ψ′)

where ψ′ is the action of TG ⇒ TX on A determined by the !-vacant LA groupoid (s!A,G,A,X).

However, by Theorem 42 this action coincides with the action ψ. Explicitly, we have:

ψ′ = t̃ ◦ (ã, s̃)−1 = t̃ ◦ ids!A = t̃ = ψ

Therefore (F2 ◦ F1) is the identity on objects, and it is also the identity on morphisms:

(F2 ◦ F1)(φ, f, ρ) = F2((φ∗, ρ), φ, ρ, f)) = (φ, f, ρ)

and so

(F2 ◦ F1) = idLieGpdnLA
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Now let (Ω, G,A,X) be an object of !-GpdLA, then

(F1 ◦ F2)(Ω, G,A,X) = (s!A,G,A,X)

with LA-groupoid structure determined by Theorem 37. Since (Ω, G,A,X) is !-vacant we have an

isomorphism of LA-groupoids:

((ã, s̃), idG, idA, idX) : (Ω, G,A,X)→ (s!A,G,A,X)

s!A

��

//
// A

��

Ω

��

(ã,s̃)

66

//
// A

��

idA

66

G //
// X

G //
//

idG
66

X

idX

66

This is indeed a morphism, because

Ω

��

(ã,s̃)
// s!A

��

G
idG

// G

is the morphism of Lie algebroids induced by s̃ : Ω→ A, and

Ω

�� ��

(ã,s̃)
// s!A

�� ��

A
idA

// A

a morphism of Lie groupoids by Theorem 42. Lastly we need to check that these isomorphisms are

natural. Let

(Φ, φ, ρ, f) : (Ω, G,A,X)→ (Ω′, G′, A′, X ′)

be a morphism in !-GpdLA, then the naturality square is:

(Ω, G,A,X)

((ã,s̃),idG,idA,idX)

��

(Φ,φ,ρ,f)
// (Ω′, G′, A′, X ′)

((ã′,s̃′),idG,idA,idX)

��

(s!A,G,A,X)
((φ∗,ρ),φ,ρ,f)

// ((s′)!A′, G′, A′, X ′)

This commutes because (ã′, s̃′) ◦ Φ = (φ∗, ρ) ◦ (ã, s̃), as shown above.

6.2.6 Lie algebroids over a fixed base groupoid

In a natural way we can define Lie algebroids and LA-groupoids over a fixed base groupoid, and consider

base preserving morphims:

Definition 46. Let G ⇒ X be a Lie groupoid. Then (LieGpd n LA)G⇒X is the subcategory of

LieGpd n LA consisting of objects of the form (G ⇒ X,A,ψ), for varying A and ψ, and morphisms of

the form (idG, idX , ρ). The subcategory (!-GpdLA)G⇒X of !-GpdLA consists of !-vacant LA-groupoids

of the form (Ω, G,A,X), and morphisms of the form (Φ, idG, ψ, idX).
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Theorem 47. For any Lie groupoid G ⇒ X the functors F1 and F2, defined in Proposition 38 and

Theorem 45 respectively, restrict to an equivalence of categories:

(LieGpdn LA)G⇒X ' (!-GpdLA)G⇒X

Proof. The proof is essentially the same as that of Theorem 45.

6.2.7 Vacant vs !-vacant LA-groupoids

We will compare the notions of !-vacant and vacant. Recall from 6.2.4 that an LA groupoid (Ω, G,A,X):

Ω

π̃
��

//

s̃,t̃
// A

π

��

G //

s,t
// X

is called !-vacant if the vector bundle map (s̃, s) is a pullback morphism in the category of Lie algebroids,

and vacant if (s̃, s) is a pullback morphism in the category of vector bundles. We then have:

Proposition 48. If an LA-groupoid (Ω, G,A,X) is both !-vacant and vacant then G ⇒ X is an étale

groupoid. Conversely, if G⇒ X is étale then (Ω, G,A,X) is !-vacant if and only if it is vacant.

Proof. This follows immediately from the fact that s!A ∼= s∗A if and only if s is an étale map.

Proposition 49. Let (Ω, G,A,M) be an LA groupoid and the base groupoid G ⇒ M be étale. Then

(Ω, G,A,M) is vacant if and only if the groupoid Ω ⇒ A is also étale. If G ⇒ M is étale and proper,

then (Ω, G,A,M) is vacant if and only if Ω ⇒ A is also étale and proper.

Proof. Let G⇒M be étale. If Ω ⇒ A is also étale, then in particular we have that in the vector bundle

morphism:

Ω

��

s̃ // A

��

G
s
// M

both s and s̃ are étale, so s̃ must be a fibrewise isomorphism, which is equivalent to (s̃, s) being a pullback

morphism of vector bundles. Conversely, if (Ω, G,A,M) is vacant then the fibres of Ω and A (as vector

bundles over G and M respectively) must have the same dimension, but as G ⇒ M is étale G and M

have the same dimension, and so Ω and A have equal dimensions, which implies that Ω ⇒ A is étale.

Now assume that G ⇒ M is étale and proper. If Ω ⇒ A is also étale and proper then by the above

(Ω, G,A,M) is vacant. Conversely, if (Ω, G,A,M) is vacant, then Ω ⇒ A is étale, and by Theorem 4.11

in [12] there is an isomorphism of Lie groupoids Ω ⇒ A ∼= AoG for some action of G on A, and action

groupoids of actions of proper groupoids are proper.

6.3 Applications to Lie algebroids over stacks

We can apply the results of 6.1 and 6.2 to the study of Lie algebroids over differentiable stacks.
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6.3.1 Lie algebroids over stacks as LA-groupoids

Combining Proposition 13 in 5.2.5 with Theorem 47 above we have:

Theorem 50. Let X be a differentiable stack and X → X be an atlas. Then there are equivalences of

categories

LAX ' LAX×XX⇒X ' (!-GpdLA)G⇒X

between the categories of Lie algebroids over X, Lie algebroids over the Lie groupoid X ×X X ⇒ X, and

!-vacant LA-groupoids with base X ×X X ⇒ X.

It was suggested in sections 5.4 and 7 of [15] that vacant LA-groupoids could be used to define Lie

algebroids over orbifolds (see 2.5.3 for the terminology), though as discussed there one needs to prove

that this is a Morita invariant notion. Theorem 50 shows that !-vacant LA-groupoids do arise naturally

in the description of Lie algebroids over differentiable stacks, and Propositions 48 and 49 above show

that in the case of étale stacks, and in particular orbifolds, the relevant LA-groupoids are in fact vacant.

6.3.2 Total stacks of Lie algebroids over stacks

We can use the construction of LA-groupoids of Theorem 37 to construct the ‘total stack’ of a Lie

algebroid over a differentiable stack, and a morphism of stacks from this total stack to the tangent stack

of X.

Let A : Xsub → LA be a Lie algebroid over a differentiable stack X, and let X → X be an atlas. We’ll

write X1 for X ×X X. Then we have a Lie algebroid AX over X, together with an action of X1 ⇒ X,

and Theorem 37 gives an LA-groupoid:

s!AX

π̃

��

//

s̃,t̃
// A

π

��

X1
//

s,t
// X

In particular, we have a Lie groupoid s!AX ⇒ A, and a morphism (π̃, π) of Lie groupoids from s!AX ⇒ A

to X1 ⇒ X. Recall from 6.2.1 that the anchor maps ã and a of s!A and A give a morphism of LA

groupoids:

TX1

��

//
// TX

��

s!AX

��

ã

66

//
// AX

��

a

66

X1
//
// X

X1
//
//

id
66

X

id

66

If we pass from Lie groupoids to their classifying stacks we therefore have a (strictly) commutative
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diagram of morphisms of differentiable stacks:

[s!AX ⇒ X]

''

a // [TX1 ⇒ TX]

��

[X1 ⇒ X]

where a is the morphism of stacks induced by the anchor maps. Let A = [s!A ⇒ A], identify [X1 ⇒ X]

with X (they are equivalent stacks), and recall from [2] that [TX1 ⇒ TX] is the tangent stack TX of X,

then we have a diagram:

A

!!

a // TX

��

X

The morphism A→ X is the ‘stacky analogue’ of the vector bundle projection of a Lie algebroid over a

manifold, and a : A → TX is the analogue of the anchor map of a Lie algebroid. In general neither of

these maps will be representable. In particular, as expected from the discussion in section 5.2.6 and the

case of the tangent stack, A → X is not a vector bundle in the usual sense (for example see Definition

3.1 and Proposition 3.2 of [2]).

Propositions 48 and 49 above show that if X is an étale stack and X → X is an étale atlas then A

will be an étale stack, and similarly if X is an orbifold then so will A be.
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7 Examples and applications

In this section we describe some examples of Lie algebroids over stacks.

7.1 Tangent bundle Lie algebroids

We’ll define the tangent bundle Lie algebroid of an arbitrary stack and show that it has several properties

analogous to those of the tangent bundle of a manifold. We then sketch a description of its representations

and cohomology.

7.1.1 The definition of TX for a stack X

For any stack X over Man there is a Lie algebroid TX : Xsub → LA defined as follows. For each object

(U, u) of Xsub we set

TXU,u = TU

and for each morphism (f, α) : (U, u)→ (V, v) we associate the canonical isomorphism

TU → f !TV

given by the formula

v 7→ (v, f∗v)

for v ∈ TU .

7.1.2 Some properties of TX

For any manifold U , TU is a final object in the category LAU of Lie algebroids over U . It follows from the

description of morphisms between Lie algebroids given in 5.2.4 that TX is a final object in the category

LAX of Lie algebroids over X: if A is a Lie algebroid over X then the anchor maps

aU,u : AU,u → TU

form the unique morphism

A→ TX

Recall from 5.2.2 that we can pull back Lie algebroids along representable submersions. If φ : X→ Y

is a representable submersion of stacks over Man, then we have

(
φ!TY

)
U,u

= TYU,φ◦u = TU

and therefore

φ!TY = TX
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7.1.3 Representations of TX, local systems, and representations of π1(X)

We’ll sketch the relationship between representations of TX, local systems, and representations of π1(X).

By a local system over a manifold we’ll mean a locally constant sheaf of R-vector spaces. We’ll denote

the category of local systems over X by LocX .

First, recall the relationship between local systems and flat vector bundles: if X is a manifold and

(E,∇) is a vector bundle E over X together with a flat connection ∇, then the sheaf of flat sections of

E, denoted E∇, is a local system on X. Conversely, if F is a local system on X, then the sheaf C∞X ⊗RF

is a locally free sheaf of C∞X -modules, so is the sheaf of sections of some vector bundle F , and there is a

flat connection ∇ on C∞X ⊗R F defined by

∇v(f ⊗ ξ) = v(f)⊗ ξ

for v a local section of TX. These constructions give an equivalence of categories:

FlatX ' LocX

where FlatX is the category of flat vector bundles over X.

Let φ : X → Y be a submersion. Then flat vector bundles and local systems can be pulled back along

φ, giving functors

φ∗ : FlatY → FlatX

φ∗ : LocY → LocX

and if (E,∇) is a flat vector bundle of Y then there is a canonical isomorphism of local systems

φ∗(E∇) ∼= (φ∗(E,∇))
φ∗∇

given by pulling back flat sections of E. The result is that there are weak presheaves Flat and Loc over

Mansub, and a equivalence

Flat→ Loc

Both Flat and Loc satisfy descent for submersions.

Recall that for any manifold X, representations of the Lie algebroid TX are exactly flat vector bundles

over X, so in a natural way Flat is a substack of Rep (the stack of representations of Lie algebroids, see

4.4). Let X be a stack over Man. It follows from the way we defined representations (Definition 14) that

a representation TX→ Rep takes values in the substack Flat, and we have:

RepTX = HomPSh(Mansub)(Xsub,Flat) ' HomPSh(Mansub)(Xsub,Loc) = LocX

where the last equality we take as the definition of the category LocX of local systems on X.

Now assume that X is a differentiable stack and X → X is an atlas. Since Loc satisfies descent for

submersions there is an equivalence of categories:

LocX ' LocX×XX⇒X
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where LocX×XX⇒X is the category of local systems over X together with a left action of the groupoid

X ×X X ⇒ X. Recall that a sheaf over X is a local system if and only if its étale space is a covering

space over X. Then the same proof as that of Theorem 3.18 in [18] shows that if X is connected (which is

equivalent to the quotient space X/X ×XX being connected) then there is an equivalence of categories:

LocX×XX⇒X ' R[π1(X)]-mod

where the right hand side is the category of finite dimensional real representations of the fundamental

group π1(X) of X. (In [18] the fundamental group of a connected differentiable stack X is defined to be

the isotropy group of the fundamental groupoid of a Lie groupoid representing X. See [18] for details, and

[19],[20] for the homotopy theory of topological and differentiable stacks). Summarising the discussion

above, we have:

Proposition 51. If X is a stack over Man then there is an equivalence of categories

RepTX ' LocX

If X is a connected differentiable stack then there is also an equivalence

LocX ' R[π1(X)]-mod

7.1.4 Cohomology of TX

For any manifold U the de Rham complex Ω•(TU) of the Lie algebroid TU is the usual de Rham complex

of differential forms over U . Therefore the de Rham complex

Ω•TX ∈ D+(ShR(Xsub))

of the the tangent Lie algebroid is the de Rham complex ΩX of X as defined in [3] and [5] and

H•(TX) = H•dR(X),

the de Rham cohomology of X. In [3] and [5] it is shown that the de Rham complex of a differentiable

stack is a resolution of the constant sheaf RX, and one therefore has

H•(TX) = H•(Xsub,RX)

The same argument can be used in the case of cohomology with coefficients. If (E,∇) is a representation

of TX then from the discussion in 7.1.3 we get a map Xsub → Loc. This induces a sheaf E∇ over the site

Xsub with the property that for any object (U, u) the induced small sheaf E∇U,u over U is locally constant,

and the complex of sheaves Ω•U ⊗C∞U
E is a resolution of it. We then have

H• (TX, (E,∇)) = H•(Xsub, E∇)
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7.1.5 TX and the tangent stack TX

If X → X is an atlas of a differentiable stack then the LA groupoid corresponding to TX under the

construction of Theorem 37 in section 6 is

s!TX

��

//
// TX

��

X1
//
// X

which is canonically isomorphic to

TX1

��

//
// TX

��

X1
//
// X

The total stack (see 6.3.2) of TX is therefore equal to the tangent stack TX of X.

7.2 Poisson structures on étale stacks

Throughout this and the following section (7.2 and 7.3) all stacks will be assumed to be étale, and we’ll

consider Lie algebroids, vector bundles and other structures over an étale stack X as morphisms out of

the étale site Xét of X (see 5.5.1). In particular, the restriction of TX to Xét is a vector bundle in this

sense. We’ll use vector bundle pullbacks instead of Lie algebroid pullbacks where its convenient, see

Proposition 3.

7.2.1 Poisson structures on manifolds

We recall the relevant results concerning Poisson structures, see [27] and [11] for details. If X is a

manifold then a Poisson bracket on X is a Lie bracket

{, } : C∞(X)× C∞(X)→ C∞(X)

that satisfies the Leibniz identity

{f, gh} = {f, g}h+ g{f, h}

for all smooth functions f, g, h on X. There is a bijection between Poisson brackets on X and bivector

fields

Π ∈ Γ

(∧2
TX

)
for which

[Π,Π] = 0

where [, ] is the Schouten-Nijenhuis bracket on Γ
(∧•

TX
)
. The Poisson bracket {, }Π corresponding to

such a bivector field Π is given by

{f, g}Π = Π(df, dg)
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Either of these objects is called a Poisson structure on X, and (X, {, }) or (X,Π) is then called a Poisson

manifold. Poisson brackets are automatically local, so that one in fact has a Lie bracket

{, } : C∞X × C∞X → C∞X

on the sheaf C∞X . If X and Y are Poisson manifolds then a smooth map φ : X → Y is called a Poisson

map if and only if

φ∗ : C∞(Y )→ C∞(X)

is a morphism of Lie algebras.

Associated to a Poisson structure Π on X is a Lie algebroid structure T ∗ΠX on T ∗X. The anchor is

given by the map

Π] : T ∗ΠX → TX

α 7→ Π(α,−)

and the Lie bracket is given locally by

[df, dg] = d{f, g}

If φ : X → Y is an étale map between Poisson manifolds then φ is a Poisson map if and only if the

associated bundle map

T ∗ΠXX

��

φ∗ // T ∗ΠY Y

��

X
φ

// Y

is a morphism of Lie algebroids over X. The Lie algebroid cohomology H•(T ∗Π) is called the Poisson

cohomology of X.

One class of examples of Poisson manifolds arises from Lie algebroids. If A is a Lie algebroid over

X, with vector bundle projection π : A→ X, then there is a Poisson structure on the total space of the

vector bundle A∗ that is determined by: {
ξ̃, ν̃
}
≡ [̃ξ, ν]

{π∗f, π∗g} ≡ 0{
ξ̃, π∗f

}
≡ π∗(ξ(f))

where ξ, ν ∈ Γ(A), f, g ∈ C∞(X), and for any ξ ∈ Γ(A), ξ̃ is the corresponding fibrewise linear function

on A∗. (This is enough to determine the Poisson bracket on A∗ because the differentials of the functions

of the form ξ̃ and π∗f span the cotangent spaces of A∗). This Poisson structure is fibrewise linear, in the

sense that the space of fibrewise linear functions on A∗ is closed under the bracket, and this construction

gives a bijection between such Poisson structures and Lie algebroid structures on A.

86



7.2.2 Defining Poisson structures on étale stacks

It follows from the fact that a Poisson bracket on C∞(X) induces a Poisson bracket on the sheaf C∞X

that for any manifold X the assignment

U 7→ PoissU ≡ {Poisson brackets on C∞(U)}

is a sheaf over X. If φ : X → Y is an étale map, then a Poisson structure Π on Y induces a Poisson

structure φ∗Π on X. There is therefore a presheaf

Poiss : Manét → Set

X 7→ PoissU

which is a sheaf with respect to the open cover (and therefore the étale) topology. If φ : X → Y is an

étale map between Poisson manifolds then φ is a Poisson map if and only if φ∗ΠY = ΠX . If φ : X → Y

is étale and Π is a Poisson structure on Y then the natural map

T ∗φ∗ΠX → φ∗ (T ∗ΠY )

is an isomorphism of Lie algebroids. This shows that there is a morphism of sheaves over Manét:

T∗ : Poiss→ LA

PoissX 3 Π 7→ T ∗ΠX

The pullback of a regular Poisson structure / Lie algebroid along an étale map is regular, so there are

subsheaves Poissreg and LAreg and T∗ restricts to a morphism

T∗ : Poissreg → LAreg

We can now define:

Definition 52. A Poisson structure Π on an étale stack X is a morphism

Π : Xét → Poiss

of stacks over Manét, and a pair (X,Π) is a Poisson étale stack. Associated to such a Poisson structure

Π is a Lie algebroid T∗ΠX defined as the composition

Xét
Π // Poiss

T∗ // LA

We define the Poisson cohomology of (X,Π) to be the Lie algebroid cohomology of T∗ΠX.

Explicitly, a morphism Xét → Poiss is determined by the choice of a Poisson structure ΠU,u for every

object (U, u) of Xét, such that for every morphism (f, α) : (U, u) → (V, v) in Xét we have f∗ΠV,v =

ΠU,u. The following shows that this is a reasonable generalisation of the notion of Poisson structures on

manifolds:
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Proposition 53. If X is a manifold then there is a bijection between Poisson structures on X and

Poisson structures on the étale stack X. If X is Hausdorff then this bijection induces isomorphisms

between Poisson cohomology groups.

Proof. The bijection is given by the Yoneda lemma:

HomPSh(Manét) (X,Poiss) ∼= PoissX

The isomorphisms between cohomology groups follow from Proposition 21 applied to the Lie algebroid

T∗ΠX.

7.2.3 Poisson structures in terms of atlases

If X → X is an étale atlas of an étale stack X then since Poiss is a sheaf with respect to the étale topology

there is a bijection:

{Poisson structures on X} = HomPSh(Manét)(Xét,Poiss) ∼= {Π ∈ PoissX |s∗Π = t∗Π}

where s, t are the source and target maps of the Lie groupoid X1 ⇒ X. In general, we’ll call such Poisson

structures on the base of an étale groupoid ‘invariant’. These structures have been studied in [24]. (In

fact, if G ⇒ Y is an étale groupoid then there is a natural left action of G on the bundle
∧2
TY , and

a Poisson structure is invariant in the sense above exactly if it is a G-invariant section of
∧2
TY ). It is

easy see that a Poisson structure Π on X is invariant if and only if there exists a (necessarily unique)

Poisson structure Π on X1 such that the structure maps of X1 ⇒ X are all Poisson maps.

7.2.4 Associated LA-groupoids and the total stack

Now let Π be a Poisson structure on X, and fix an étale atlas X → X, so we have a X1 ⇒ X-invariant

Poisson structure Π on X, and a Poisson structure

Π = s∗Π = t∗Π

on X1. The LA-groupoid associated to the Lie algebroid T∗ΠX is

s∗ (T ∗ΠX)

��

//
// T ∗ΠX

��

X1
//
// X

which is isomorphic to

T ∗ΠX

��

//
// T ∗ΠX

��

X1
//
// X

It was suggested in [16], Example 5.14, that LA-groupoids of this form might be used to describe Poisson

structures over orbifolds. By definition, the classifying stack of the Lie groupoid [T ∗X1 ⇒ T ∗X] is the
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cotangent stack T ∗X of X. Therefore the total stack (see 6.3.2) T ∗ΠX of the Lie algebroid T∗ΠX is T ∗X

(as expected from the manifold case), and we have a diagram

T ∗ΠX

""

// TX

��

X

7.2.5 Poisson structures on duals of Lie algebroids

We can construct some examples of Poisson structures as follows. Let A be a Lie algebroid over X, let

X → X be an étale atlas, and AX be the induced Lie algebroid over X, so we have the LA-groupoid

AX1

��

//
// AX

��

X1
//
// X

where AX1 = s∗AX . Since AX1 ⇒ AX is an étale groupoid we can dualise its structure maps to give a

groupoid object in the category of vector bundles:

A∗X1

��

//
// A∗X

��

X1
//
// X

Recall from 7.2.1 that the manifolds A∗X and A∗X1
carry natural fibrewise linear Poisson structures, and

it follows from the fact that (AX1
, X1, A,X) is an LA-groupoid that the structure maps of the étale

groupoid A∗X1
⇒ A∗X are Poisson maps. In particular, the Poisson structure on AX is invariant and

therefore determines a Poisson structure on the étale stack [A∗X1
⇒ A∗X ].

7.2.6 Symplectic structures

Another class of examples of Poisson structures are those arising from symplectic forms. (See [6] for

the relevant aspects of symplectic geometry, and [27] and [11] for the relationship to Poisson geometry).

Recall that a symplectic form on a manifold X is a 2-form ω ∈ Ω2(X) which is closed and nondegenerate.

Associated to a symplectic form ω is a Poisson structure {, }ω given by

{f, g}ω = ω(vf , vg)

where, for a function f ∈ C∞(X), vf is the vector field obtained by the composition of the maps

C∞(X)
d // Ω1(X)

ω] // Γ(TX)

The corresponding bivector Πω is the ‘inverse’ ω−1 of ω. Since ω is nondegenerate the anchor map of

the Lie algebroid T ∗ω−1X is an isomorphism

T ∗ω−1X → TX
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It follows that the Poisson cohomology of (X, {, }ω) is canonically isomorphic to the de Rham cohomology

of X.

Since the exterior derivative commutes with pullbacks, closed 2-forms form a presheaf over Man:

Ω2
cl : Man→ Set

X 7→ Ω2
cl(X)

where Ω2
cl(X) is the set of closed 2-forms on X. Nondegeneracy is in general not preserved by pullbacks,

but is preserved under pullbacks along étale maps. It follows that there is a presheaf over Manét:

Symp : Manét → Set

X 7→ SympX

where SympX is the set of symplectic forms on X. Since being closed and nondegenerate is a local

condition, Symp is a sheaf with respect to the open cover and étale topologies on Manét. The construction

of a Poisson structue {, }ω from a symplectic structure ω commutes with étale pullbacks of symplectic

and Poisson structures, so there is a natural morphism of sheaves

Symp→ Poiss

Definition 54. A symplectic form ω on an étale stack X is a morphism

ω : Xét → Symp

of stacks over Manét. A pair (X, ω) is called a symplectic étale stack. Associated to a symplectic form

ω on X is a Poisson structure Πω defined as the composition

Xét
ω // Symp // Poiss

Explicitly, a morphism Xét → Symp is determined by the choice of a symplectic form ωU,u for every

object (U, u) of Xét, such that for every morphism (f, α) : (U, u)→ (V, v) in Xét we have f∗ωV,v = ωU,u.

Let X → X be an étale atlas of an étale stack X. Then because Symp is a sheaf with respect to the

étale topology there is a bijection

{Symplectic forms on X} ∼= {ω ∈ SympX |s∗ω = t∗ω}

In particular, if X is a manifold then there is a bijection between symplectic forms on the étale stack X

and symplectic forms in the usual sense on X.

Consider the Lie algebroid T∗Πω
X over X associated to a symplectic form ω on X (recall Definition

52). Then for every object (U, u) of Xét we have that the anchor map(
ΠωU,u

)]
:
(
T∗Πω

X
)
U,u
→ TU

is an isomorphism because ΠωU,u is the Poisson structure associated to the symplectic form ωU,u. The

anchor maps therefore give an isomorphism:

T∗Πω
X→ TX
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It then follows from the functoriality of Lie algebroid cohomology (see the remark after Definition 18)

that there is an isomorphism

H•
(
T∗Πω

X
) ∼= H•dR(X)

Therefore, as in the case of manifolds, the Poisson cohomology of a Poisson étale stack (X,Πω), where

Πω is the Poisson structure associated to a symplectic form ω on X, is isomorphic to the de Rham

cohomology of X.

7.3 Lie algebroid structures on line bundles over étale stacks

For any manifold X there is a bijection between Lie algebroid structures on the trivial line bundle

R×X → X and the set of vector fields Γ(TX): the anchor map

R×X

$$

a // TX

��

X

is determined by the vector field v = a(1), where 1 is the constant section x 7→ 1 of R×X, and identifying

sections of R×X with smooth functions on X, the Lie bracket is then forced to be

[f, g] = fv(g)− gv(f)

and so the Lie algebroid structure is completely determined by the anchor map. If a : R × X → TX

and a′ : R×X → TX are two different Lie algebroid structures, then a simple calculation shows that a

morphism of vector bundles φ : R×X → R×X is a morphism of Lie algebroids if and only a = a′ ◦ φ.

More generally let L be a Lie algebroid over X that has rank 1 as a vector bundle. Then the anchor

map a : L→ TX is determined by a section

χ ∈ Γ (L∗ ⊗ TX)

If ξ is a local trivialising section of L, then ξ∗ gives a local trivialisation of L∗, and locally χ = ξ∗ ⊗ v

for some unique local section of TX. If fξ, gξ are arbitrary local sections of L then we have

[fξ, gξ] = a(fξ)(g)ξ − a(gξ)(f)ξ + fg[ξ, ξ]

= (fv(g)− gv(f)) ξ

and so the Lie bracket is completely determined by the section χ and we have:

Proposition 55. If L is a real line bundle over a manifold X then there is a bijection

{Lie algebroid structures on L} ∼= HomVectX (L, TX)

A similar calculation to that mentioned above shows that if L,L′ are two rank 1 Lie algebroids over

X with anchor maps a : L → TX and a′ : L′ → TX ′, then a morphism of vector bundles φ : L → L′ is

a morphism of Lie algebroids if and only if a = a′ ◦ φ.
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If Y → X is an étale map and L is a rank 1 Lie algebroid on X, with anchor a : L→ TX, then φ∗L

is a rank 1 Lie algebroid over Y with anchor given by the composition

φ∗L
φ∗
// φ∗TX

∼= // TY

(see 3.4.3).

Now let X be an étale stack, and L : Xét → Vect be a line bundle over X. For each object (U, u) of

Xét we have a line bundle LU,u, and for each morphism (f, α) : (U, u) → (V, v) an isomorphism of line

bundles

Lf,α : LU,u ∼= f∗LV,v

A Lie algebroid structure on L is then determined by anchor maps

aU,u : LU,u → TU

that are compatible with the isomorphisms Lf,α, which is exactly the condition that they determine a

morphism of vector bundles

L→ TX

We therefore have:

Proposition 56. Let L : Xét → Vect be a line bundle over an étale stack X. Then there is a bijection

{Lie algebroid structures on L} ∼= HomVectX(L,TX)

One can prove an equivalent statement by choosing an atlas X → X and checking that a map

LX → TX defines a Lie algebroid structure satisfying the conditions of Proposition if and only if the

map is X ×X X ⇒ X-equivariant, in which case it corresponds to a morphism of vector bundles over X.

7.4 Trivial transitive Lie algebroids

Let ∗ be a one point space, considered as a presheaf over Mansub, then by the Yoneda lemma we have

an equivalence

HomPSh(Mansub)(∗,LA) ' LA∗

and LA∗ is just the category of finite dimensional R-Lie algebras. For each such Lie algebra g we therefore

have a Lie algebroid g over ∗. As ∗ is a terminal object in PSh(Mansub) there is, for any stack X over

Man a unique morphism p : Xsub → ∗. Therefore, for any finite dimensional R-Lie algebra g we have a

morphism

Xsub
p
// ∗ g

// LA

which defines a Lie algebroid g⊕TX over X. If (U, u) is an object in Xsub then we have

(g⊕TX)U,u = g
U,p◦u

∼= (p ◦ u)
!
g ∼= (g× U)⊕ TU
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where (g × U) ⊕ TU is the Lie algebroid over U with underlying vector bundle (g × U) ⊕ TU , anchor

map given by the projection onto TU , and Lie bracket

[(ξ, v), (ξ′, v′)] = ([ξ, ξ′] + v(ξ′)− v′(ξ′), [v, v′])

for sections ξ, ξ′ of g × U and v, v′ of TU . This is the ‘trivial transitive Lie algebroid with isotropy Lie

algebra g’, see [13]. In particular, if g = 0, then

0 = T∗

and

0⊕TX ∼= TX
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8 Notation

• x = HomC (−, x) - representable presheaf corresponding to object x in a category C

• x 7→ x - Yoneda embedding

• PSh(C ) - category of presheaves of sets / weak presheaves of groupoids over site C

• Sh(C ) - category of sheaves of sets over site C

• St(C ) - 2-category of stacks over site C

• Man - category of smooth manifolds and smooth maps

• Mansub - category of smooth manifolds and submersions

• Manét - category of smooth manifolds and étale

• St(Man) - 2-category of stacks over Man

• St(Man)sub - 2-category of stacks over Man and representable submersions between them

• St(Man)ét - 2-category of stacks over Man and representable étale maps between them

• X,Y, Z, U, V - smooth manifolds

• X,Y,Z,A,B - stacks over Man

• Xsub - submersion site of stack X

• Xét - étale site of stack X

• G⇒ X - Lie groupoid

• s, t - source and target maps of Lie groupoid

• m,u, i - other structure maps (multiplication, unit, inverse)

• [G⇒ X] - classifying stack of G⇒ X

• X•, Y•, Z• - simplicial manifolds

• E,F - vector bundles

• E , F - sheaves of sections of vector bundles E,F

• φ∗E - pullback of vector bundle E along a map φ
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• Vect - category of smooth real vector bundles

• VectX - category of smooth real vector bundles over a manifold X

• A,B - Lie algebroids

• a, b - anchor maps of Lie algebroids A,B

• A,B - sheaves of sections of A,B

• Ω•(A) - de Rham algebra of Lie algebroid A

• ΩA - sheaf of de Rham algebras of Lie algebroid A

• RepA - category of representations of a Lie algebroid A

• φ!A - Lie algebroid pullback of Lie algebroid A along a map φ

• LA - category of Lie algebroids over smooth manifolds

• LAX - category of Lie algebroids over a manifold X

• Rep - the stack of representations of Lie algebroids

• RepX - the category of representations of Lie algebroids over a manifold X

• A - Lie algebroid over a stack

• E - vector bundle over a stack

• RepA - category of representations of a Lie algebroid A over a stack

• (A,ψ) - Lie algebroid over a Lie groupoid

• Rep(A,ψ) - category of representations of a Lie algebroid (A,ψ) over a Lie groupoid

• FlatX - Category of flat vector bundles over X

• Flat - Stack over Mansub of flat vector bundles

• LocX - Category of local systems over X

• Loc - Stack over Mansub of local systems
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• PoissX - Set of Poisson structures on X

• Poiss - Sheaf over Manét of Poisson structures

• SympX - Set of symplectic forms on X

• Symp - Sheaf over Manét of symplectic forms

96



9 References

[1] Behrend, Kai. Cohomology of stacks. Intersection theory and moduli, 249-294, ICTP Lect. Notes,

XIX, Abdus Salam Int. Cent. Theoret. Phys., Trieste, 2004.

[2] Behrend, Kai; Ginot, Grégory; Noohi, Behrang; Xu, Ping. String topology for stacks. Astrisque

No. 343 (2012), xiv+169 pp.

[3] Behrend, Kai; Xu, Ping Differentiable stacks and gerbes. J. Symplectic Geom. 9 (2011), no. 3,

285-341.

[4] Beilinson, Alexander; Bernstein, Joseph. A proof of Jantzen conjectures. I. M. Gelfand Seminar,

1-50, Adv. Soviet Math., 16, Part 1, Amer. Math. Soc., Providence, RI, 1993.

[5] Bunke, Ulrich; Schick, Thomas; Spitzweck, Markus. Sheaf theory for stacks in manifolds and

twisted cohomology for S1-gerbes. Algebr. Geom. Topol. 7 (2007), 1007-1062.

[6] Cannas da Silva, Ana. Lectures on symplectic geometry. Lecture Notes in Mathematics, 1764.

Springer-Verlag, Berlin, 2001.

[7] Crainic, Marius. Differentiable and algebroid cohomology, van Est isomorphisms, and characteristic

classes. Comment. Math. Helv. 78 (2003), no. 4, 681-721

[8] Eyssidieux, Philippe; Sala, Francesco. Instantons and framed sheaves on Khler Deligne-Mumford

stacks. http://arxiv.org/abs/1404.3504v1

[9] Heinloth, J. Notes on differentiable stacks. Mathematisches Institut, Georg-August-Universitt Gt-

tingen: Seminars Winter Term 2004/2005, 1-32, Universittsdrucke Gttingen, Gttingen, 2005.

[10] Higgins, Philip J.; Mackenzie, Kirill. Algebraic constructions in the category of Lie algebroids. J.

Algebra 129 (1990), no. 1, 194-230. 58H05 (17B99 20L17 22E60)

[11] Laurent-Gengoux, Camille; Pichereau, Anne; Vanhaecke, Pol. Poisson structures. Grundlehren der

Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], 347. Springer,

Heidelberg, 2013.

[12] Mackenzie, Kirill C. H. Double Lie algebroids and second-order geometry. I. Adv. Math. 94 (1992),

no. 2, 180-239

[13] Mackenzie, Kirill C. H. General theory of Lie groupoids and Lie algebroids. London Mathematical

Society Lecture Note Series, 213. Cambridge University Press, Cambridge, 2005

[14] Mac Lane, Saunders; Moerdijk, Ieke. Sheaves in geometry and logic. A first introduction to topos

theory. Corrected reprint of the 1992 edition. Universitext. Springer-Verlag, New York, 1994.

[15] Mehta, Rajan Amit Q-groupoids and their cohomology. Pacific J. Math. 242 (2009), no. 2, 311-332

97



[16] Metzler, David. Topological and Smooth Stacks. http://arxiv.org/abs/math/0306176
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