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Abstract

The ITER baseline scenario is foreseen to be a type I ELMy H-mode.

This mode of operation is characterised by a steep pressure gradient at the

plasma edge termed the pedestal. Quantifying the pedestal structure and its

role on confinement for current Tokamaks, such as JET, is key to gaining an

insight into the operation of future devices. Furthermore, to identify the phys-

ical mechanism(s) governing the pedestal structure, it is essential to compare

measurements to modelling results. This thesis focuses on the JET high res-

olution Thomson scattering (HRTS) system, a key diagnostic, as it provides

radial electron temperature and density profiles.

This thesis first presents how the performance of the HRTS system poly-

chromators was improved by performing a realignment and optimisation. Con-

sequently, all the electron temperature profile data after the installation of the

JET ITER-Like-Wall are independently calibrated (instead of cross-calibrated

via the ECE diagnostic).

The JET pedestal structure is quantified by performing a modified hyper-

bolic tangent fit to the HRTS profiles. The JET pedestal fitting tool incorpor-

ates the diagnostic measurement accuracy (the instrument function) resulting

in a deconvolved fit. This is necessary in order to accurately determine the

pedestal width. It has previously been shown that the systematic error in the

fit parameters due to the deconvolution technique is negligible in comparison

to the statistical error, as long as the pedestal is wider than the instrument

function. Furthermore, this thesis shows that the systematic error due to

ELM synchronisation is also negligible by replicating the fitting process and

performing a Monte-Carlo simulation using synthetic HRTS-like profiles.

The JET pedestal fitting tool has been used to quantify the variation in

pedestal structure for a database of JET baseline type I ELMy H-mode deu-

terium fuelling and nitrogen seeding plasmas before and after the installation

of the ITER-like wall. Across a high triangularity deuterium fuelling scan for

JET plasmas with a carbon wall there is a widening of the pedestal and an

increase in the pedestal height, which accounts for the improvement in edge

performance. After the installation of the ITER-like-wall, the energy confine-

ment of equivalent JET plasmas was degraded by up to 40% due to a reduction

in pedestal performance and a strong pedestal-core coupling. However, this

performance could be partially recovered with nitrogen seeding. Measurements

of the pedestal structure show that with increasing nitrogen seeding there is

an increase in both the pedestal height and width, which is not yet captured

by the EPED model. A key result of this thesis is, with increasing deuterium

fuelling, the pedestal now widens whilst the pedestal height remains constant.

These measurements pose the biggest challenge for the EPED model as they

deviate from the square root relation between the pedestal width and normal-

ised pedestal height acting as the kinetic ballooning constraint.
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Chapter 1

Introduction

1.1 The global energy challenge

In July 2013 the total global population was estimated at 7.2 billion and is predicted

to increase to 9.6 billion by 2050 [1]. This will further increase demand for key

resources such as energy, with the global energy demand expected to more than

double by 2050 in comparison to recent consumption (2012) [2].

Furthermore, energy consumption is not uniformly distributed worldwide and is tra-

ditionally concentrated in developed Western OECD1 countries. In 1973 OECD

countries accounted for 60.4 % of the global energy consumption [3]. However, in

2011 this reduced to 41.0 % due to the rapid growth of emerging economies such as

China, India and the Middle East which drive global energy consumption one third

higher [3, 4].

In 2011 fossil fuels (coal, gas and oil) accounted for nearly 80 % of the energy demand

equating to the release of over 1013 kg of CO2 [3]. The release of CO2 (a greenhouse

gas) has been comprehensively monitored since 1950 with results showing a 25 %

increase in atmospheric CO2 concentration over 50 years. Although the carbon cycle

is a complex system with multiple sources and sinks it is clear that there is a net

warming of the climate with consequences such as melting of the polar ice caps and

increased sea levels [5]. The environmental impact of the continued use of fossil fuels

is unacceptable. In addition, the reserves of fossil fuels are fast diminishing. For

example, an estimate for the most abundant fossil fuel, coal, predicts that it could

last for approximately 150 years at the current consumption rate [6].

Alternatives to fossil fuels are required to meet this rising demand whilst also being

environmentally sustainable. Possible options include nuclear fission and renewable

1Organisation for Economic Co-operation and Development (OECD)

19



Chapter 1. Introduction 1.2. Nuclear fusion

energy such as wind, solar, biofuel and hydroelectric. However these all have limit-

ations.

Nuclear fission is capable of large-scale energy production with power stations typic-

ally producing of the order of 1 GW [7]. There are significant (but limited) reserves

of the fuel (uranium) and fission is carbon-free (no direct release of CO2). Despite

these positive factors there are a number of challenges including the disposal of long

lived2 high level nuclear waste, the capital cost of building a power station and the

negative perception to the public.

Renewable energy methods are regarded as carbon-free. However, in general, they

require a substantial initial financial spend, offering a low energy return and are

intermittent. For example, the current generation of wind turbines, with a diameter

of 100 m, produce 5 MW, thus requiring 200 to produce a 1 GW facility [9]. Such a

large number is expensive and requires a substantial amount of land with the turbines

highly visible to the surrounding countryside. Nevertheless, the most fundamental

limitation is that the turbines do not produce energy when there is too little or too

much wind. Similarly, solar cells do not work when there is no sunlight. In the

future, this intermittency challenge could be over come by developing efficient large

scale electricity storage or by means of long distance grids to even out fluctuations

(but both these solutions are themselves a considerable challenge).

Although renewable energy can significantly contribute to the primary energy need,

it will be a major feat to replace fossil fuels entirely. Therefore, the most pragmatic

solution to the energy challenge is utilising a combination of alternative fuels. This

would mean the acceptance of nuclear fission with the contribution of renewables

increasing as efficiency improves and the technology becomes more affordable. An-

other possible alternative option is nuclear fusion. However, it is not yet commercially

available.

1.2 Nuclear fusion

Fusion is the combination of nuclei. When combining light elements such as hydrogen

(or isotopes of hydrogen) the mass of the resulting nucleus is lighter than the sum of

the constituent nuclei. The difference in mass is released as kinetic energy[10]. Fusion

reactions are ubiquitous throughout the universe, occuring naturally in stars such

as the Sun. In the Sun, the proton-proton chain, a series of reactions staring with

Hydrogen and ending with Helium, dominates. The premise behind fusion research

is to produce an economically viable fusion reactor on Earth. However, using the

2The half life of long lived high level radioactive waste can range from thousands up to millions
of years [8]
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proton-proton chain is not suitable as the reaction rate is too small. Equation 1.1 is

the hard-sphere reaction rate (number of fusion reactions per second) between two

species of density n1 and n2 [10].

R12 = n1n2 < συ > V (1.1)

σ is the cross-section of interaction, v is the relative velocity of the reactants, <

συ > is referred to as the reactivity and V is the volume. The reactivity can be

considered as a proportionality constant, dependent on the reactant species and

reactant temperature. When the density and volume are constant, the reactivity

determines the reaction rate. The first step of the proton-proton chain has a very

small reactivity [11]. Fusion reactions with a higher reactivity, more suitable for

a reactor include the Deuterium-Tritium (D-T), Deuterium-Deuterium (D-D) and

Deuterium-Helium (D-He) reactions, where Deuterium and Tritium are isotopes of

Hydrogen.

Figure 1.1: Reactivity < συ > for D − T , D − D and D − He3 reactions as a
function of temperature [12].

The most suitable reaction is the D-T reaction as it has the highest reactivity at

relatively low temperatures (see figure 1.1). The D-T reaction releases 17.6 MeV;

14.1 MeV carried by a neutron and 3.5 MeV carried by a Helium ion as shown in

equation 1.2,[10, 12].

D + T −→ He4(3.5MeV) + n(14.1MeV) (1.2)
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1.3 Definition of a plasma

The core temperature of a fusion reactor must be in excess of ≈ 10 keV (≈ 100

million oC) to achieve a sufficient reaction rate to make the reactor viable. This is

equivalent to a temperature 10 times hotter than the centre of the Sun (≈ 10 million
oC). At temperatures this high, the gaseous fuel will exist as a plasma; a partially

ionised gas, as the electrons have sufficient energy to dissociate from the nucleus.

An ionised gas can be referred to as a plasma subject to three basic parameters; the

Debye length (λD), the plasma parameter (ΛD) and the frequency of collisions (ω).

The conditions are summarised by equation 1.3.

λD << L (1.3a)

ΛD >> 1 (1.3b)

ωτc >> 1 (1.3c)

The Debye length (λD) is a characteristic length describing the size of a shielding

cloud of charge within an ionised gas. L is the system length (the spatial extent of

a plasma). ΛD is the plasma parameter, the number of particles within a sphere of

radius λD (the Debye sphere). ω is the total frequency of all types of collisions and

τc is the time period between neutral-charged particle collisions.

Condition 1.3a and 1.3b ask if the ionised gas is sufficiently dense to be a plasma.

Condition 1.3c asks if the neutral concentration is sufficiently low such that the

motion is governed by electrostatic forces over hydrodynamic forces [13]; i.e. is

the ionised gas sufficiently hot. To summarise, Chen [13] describes a plasma as

‘a quasineutral gas of charged and neutral particles which exhibits collective beha-

viour’.

1.4 Ignition and fusion gain

Fusion reactor concepts rely on capturing and harnessing the D-T fusion products.

In principle, the proposed method is the 14.1 MeV neutrons are used to generate

electricity as they pass through the plasma and deposit their energy in a surrounding

blanket. Whereas, the other product of the D-T reaction, the 3.5 MeV alpha particles,

deposit their energy in the plasma which further heats the plasma [12]. Initially

external heating of the fusion reactants is required to reach temperatures greater

than 10 keV. However, once D-T fusion occurs a plasma can become self-sustaining;

burn without the aid of external heating, which is termed ignition. To initiate
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ignition, as well as the particles being heated to a sufficient temperature, there must

be a sufficient number of particles confined for a sufficient amount of time. This

is quantified by the fusion triple product, a condition for ignition, see equation 1.4

[12].

nτET > 3 × 1021m−3keVs, (1.4)

where n is the density, τE is the energy confinement time and T is the temperature.

A measure of the efficiency of a reactor is the physics gain factor (Q). This is defined

as the net thermal power out (POUT,NET ) to the heating power in (PIN) [10].

Q =
POUT,NET

PIN

(1.5)

There is no gain when Q < 1, it is breakeven when Q = 1 and there is gain when Q >

1. Ignition (also termed full ignition) is when Q ≈ ∞ as the input power required

to sustain the plasma burn falls to zero. Achieving a net gain poses major technical,

engineering and physics challenges. Nonetheless, once over the initial hurdle of the

cost of research and development, fusion has many advantages in comparison to

other energy alternatives. It has a small carbon footprint. There is minimal low

level and short lived radioactive waste. It will be able to replace GW power stations

and hence produce energy on a sufficiently large scale. It is not directly dependent

on factors beyond human control such as the weather (solar/wind). Most notably,

the potential fuel resources could last for thousands of years in contrast to the few

hundred at most for fossil fuels [10].

1.5 Confinement methods

There are two popular confinement techniques extensively researched throughout the

international scientific community: Inertial Confinement Fusion (ICF) and Magnetic

Confinement Fusion (MCF). Both are briefly described below.

1.5.1 Inertial Confinement Fusion

Inertial fusion utilises high-powered lasers incident on a pellet with a diameter typic-

ally of the order of 1 mm. The pellet contains approximately a milligram of D-T fuel,

which compresses resulting in a hot central spot. This spot initiates a burn wave

propagating out through the pellet into the denser cooler fuel layers. The National

Ignition Facility (NIF) at the Lawrence Livermore National Laboratory (LLNL) in
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the USA is the largest inertial confinement experiment with 192 beams. NIF aims

to achieve ignition in the near future with projected yields of 5 − 10 MJ for a laser

energy of 1.3 MJ [14]. Nevertheless, inertial fusion faces a number of challenges

including directly or indirectly irradiating the target with sufficient uniformity to

mitigate the formation of instabilities, for example, the Rayleigh-Taylor instability.

This instability mixes different density layers of the target which ultimately impedes

the symmetric compression and ignition of target.

1.5.2 Magnetic Confinement Fusion

Magnetic fusion exploits the interaction between charged particles and magnetic

fields. The motion of a single charged particle within a fusion plasma is governed by

the Lorentz force [10, 12, 13], as described in equation 1.6.

m
dv

dt
= Ze(E + v × B)

dr

dt
= v (1.6)

Where m is the mass of the particle, v is the velocity, Ze is the charge of the

particle, E is the electric field and B is the magnetic field. In the case where E = 0

and assuming B is uniform in time and space a charged particle will simply gyrate

about the magnetic field at the gyro frequency [10, 12, 13], as described in equation

1.7.

Ω =
ZeB

m
(1.7)

The radius of orbit is called the gyro radius3 [10, 12, 13], as defined in equation

1.8.

rL =
v⊥

Ω
=

mv⊥

ZeB
(1.8)

v⊥ is the velocity of the particle perpendicular to the magnetic field. This gyro

motion describes the circular motion of charged particles on a plane perpendicular

to the magnetic field. A charged particle can move parallel to the magnetic field if

there is an E field parallel to B or a gradient in B parallel to B [12].

The gyro motion of a charged particle along a field can be perturbed by a perpen-

dicular force (F ⊥) due to, for example, a perpendicular E field. The equation of
3Also known as the Larmor radius.

24



Chapter 1. Introduction 1.6. The Tokamak

motion, equation 1.6, can be modified to include F ⊥, as shown in equation 1.9.

m
dv

dt
= F ⊥ + Ze(v × B) (1.9)

It can be shown that the charged particle drifts at a constant velocity perpendicular

to F ⊥ and B as given by equation 1.10.

v⊥ =
1

Ze

F ⊥ × B

B2
(1.10)

The important drifts when considering magnetic fusion devices are: E×B, curvature,

∇B, polarization and the diamagnetic drifts, all described by Chen [13]. The dia-

magnetic drift arises from a fluid description of a plasma, i.e. multiple particles

instead of a single particle [13].

A measure of how effective a magnetic fusion device is at confining a plasma is

Beta (β). Beta is defined as the ratio of particle pressure to magnetic pressure, as

described by equation 1.11 [10, 12, 13].

β =
p

B2/2µ0

=
Particle Pressure

Magnetic Pressure
(1.11)

p is the particle pressure, B is the magnitude of the magnetic field, µ0 is the per-

meability of free space and B2/2µ0 is the magnetic pressure. Ideally, beta should

be large implying that a high particle pressure is achieved for minimal magnetic

pressure. Equivalently, large beta implies high confinement for low investment of

magnetic fusion energy [15].

1.6 The Tokamak

The gyro motion of charged particles about a magnetic field can be utilised when

conceiving a magnetic fusion device that guides and confines a plasma, such as a

Tokamak. A Tokamak is a torus shaped device [12]. A toroidal field is generated by

multiple toroidal field coils surrounding the torus, see figure 1.2.

R is major radius, a is the minor radius and φ̂ and θ̂ are the unit vectors defining

the toroidal and poloidal directions respectively. The toroidal field Bφ, is in the

direction of φ̂. The magnetic field strength is not uniform across the major radius of

a Tokamak. It can be shown via integrating Ampere’s Law [11] that the magnetic

field varies with the inverse of the major radius, as illustrated by figure 1.3.
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Figure 1.2: a) 3-dimensional and b) top down view schematic of a Tokamak
showing toroidal field coils (blue).

Figure 1.3: Variation of toroidal magnetic field with respect to the major radius,
R.

A plasma confined by a purely toroidal field by will exhibit vertical charge separ-

ation due to the curvature and ∇B drift. This generates a vertical E field and

combined with the toroidal magnetic field results in a radially outward E × B drift,

compromising confinement, see figure 1.4.

To overcome the charge separation a poloidal field is required to provide a poloidal

rotational transform, mixing the ions and electrons. The poloidal field is produced

by a toroidal plasma current. The plasma current is driven by transfomer action.

According to Faraday’s Law a changing magnetic flux through the centre of the

Tokamak dB/dt by ramping the current in the central solenoid results in an induced

current in the secondary winding, the plasma, see figure 1.5.
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Figure 1.4: Vertical E field generated by charge separation due to curvature and
∇B drift resulting in E × B drift.
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Figure 1.5: Schematic of conventional Tokamak toroidal, poloidal and net helical
fields, plasma current and magnetic coils. Image provided by Russell
Perry, Culham Publication Services.
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The toroidal and poloidal magnetic fields combine to form a net helical magnetic field.

To generate the change in magnetic flux for the transformer action, the current is

ramped from −Imax to +Imax through a central solenoid. This process is inherently

pulsed hence imposing a major limitation for the Tokamak. Non-solenoid start-up

is an area of Tokamak research [12].

There are many operational research Tokamaks worldwide such as the Joint European

Torus (JET, UK), DIII-D (USA), ASDEX-Upgrade (AUG, Germany), JT-60 (Japan)

and Alcator C-Mod (USA). The Tokamak to date is the most advanced proven mag-

netic fusion device as JET achieved the record ratio of fusion power to input power

(Q) of ≈ 0.6 in 1997 during a D-T phase of operation [16]. This pulse produced a

maximum fusion power of 16.1 MW. ITER is the next large Tokamak to be built,

with a major radius approximately double the radius of JET (RIT ER ≈ 6 m). ITER

is a collaboration between China, Europe, India, Japan, Korea, Russia and the USA.

The project aims to achieve a net fusion gain of Q ≈ 10 [17]. ITER is under con-

struction in Cadarache, France and the first plasmas are foreseen in 2019. ITER is

an essential experiment on the road to a demonstration fusion power plant.

There exist alternative magnetic fusion devices such as the stellarator. The stellar-

ator exploits a complex set of modular coils, computationally designed to produce

a magnetic field with a rotational transform whilst minimising plasma currents [10].

Minimising currents is advantageous as they drive instabilities within a Tokamak,

which requires a plasma current for the poloidal field. As a result, a Stellarator

design is less prone to instabilities in comparison to a Tokamak. On the other hand,

the challenge for Stellarators is the complexity of the design and the manufactur-

ing precision required. Depending on the outcome of the Wendelstein 7-X project,

a Stellarator could be favoured over a Tokamak for a demonstration fusion power

plant, the step after ITER.

1.7 H-mode and Edge Localised Modes (ELMs)

The ultimate goal of a fusion powerplant has not yet been realised as the magnetic

confinement is not perfect. The energy confinement time τE is a characteristic times-

cale describing how long it takes for energy to leak out of a device such as a Tokamak.

The three conventional modes of operation in within a Tokamak are ohmic, low con-

finement mode (L-mode) and high confinement mode (H-mode) [10]. The energy

confinement time varies between each mode of operation.

Ohmic mode operation relies on the plasma being resistive such that coulomb col-

lisions between particles to dissipate the energy provided by the central solenoid in

the plasma. Ohmically heating the plasma will not be sufficient for the high tem-
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perature operation required for D-T fusion as the resistivity and collisionality (the

frequency of collisions where ν∗ ∝ n/T 2) both decrease with increasing temperature

so not enough energy would be deposited in the plasma.

Ohmic heating can be supplemented by additional heating systems. The two types

of conventional heating systems widely used on Tokamaks are Neutral Beam Injec-

tion (NBI) and Radio Frequency4 (RF) heating. In 1982 a bifurcation of Tokamak

confinement performance was discovered when applying auxiliary heating (NBI) to

ohmic plasmas on the ASDEX Tokamak [15] as shown in Figure 1.6 which shows

the change in poloidal beta and internal inductance ∆
(

βp + 1
2
li
)

(a measure of con-

finement) as a function of NBI input power. At higher PNBI there are two branches

corresponding to L-mode (closed circles) and H-mode (open circles). NBI heated L-

modes while showed an increase in the temperature gradient, the energy and particle

confinement time was degraded in comparison to ohmic plasmas; hence the name L-

mode or low confinement mode. Fortunately, there was another sub-set of results

which showed a very different response to heating as the confinement time doubled;

hence the name H-mode or high confinement mode [15]. It is thought for a given

heating power if there is sufficient power passing through the plasma edge the plasma

will be in H-mode.

It has subsequently been established that H-mode is characterised by the formation

of an Edge Transport Barrier (ETB) resulting in a steep pressure gradient at the

edge called the pedestal. Figure 1.7 shows the normalised pressure profile for an L-

mode and H-mode plasma. The formation of the pedestal is due to the suppression

of anomalous turbulence at the edge. The mechanism for this suppression is not well

understood despite there being a number of theories. For example, [18] proposes

the ion flux drives a negative radial electric field, a characteristic of H-mode. [19]

presents measurements of the negative radial electric field Er during H-mode on

MAST (a spherical Tokamak5, smaller in comparison to JET). [20] suggests the

Scrape-Off-Layer6 (SOL) flows play a controlling role in the L-H transition.

Operation in H-mode is highly attractive as the increase in edge pressure with the

formation of the pedestal aids core confinement. Consequently, H-mode is the ITER

baseline scenario. However, H-mode does have drawbacks, the most prominent of

which is the susceptibility of the pedestal region to instabilities such as Edge Loc-

alised Modes (ELMs). ELMs are a periodic crash of the pressure pedestal due to

reaching a critical gradient, see figure 1.7. At each ELM crash there is an outward

4RF heating can be sub-catergorised by frequencies: Ion Cyclotron Resonant Heating (ICRH);
Lower Hybrid (LH); and Electron Cyclotron Resonant Heating (ECRH) [10].

5A Spherical Tokamak has a smaller aspect ratio (R/r) in comparison to a conventional Tokamak
such as JET

6The Scrape-Off-Layer is the region beyond the last closed flux surface where open field lines
connect with the divertor
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Figure 1.6: The change in poloidal beta and internal inductance as a function of
NBI heating power demonstrating the bifurcation of plasma perform-
ance from L-mode (closed circles) to H-mode (open circles). Figure
taken from [15].

radial burst of energy characterised by a spike in deuterium alpha (Dα) emission due

to the interaction of the expelled energetic particles with neutrals in the Scrape-Off-

Layer (SOL) region.

There are different types of ELMs, including Type I, Type II and Type III ELMs,

which are discussed throughout this thesis and, in particular, in Chapter 4.3. Type I

ELMs are large in amplitude and periodic with a relatively small frequency. Type III

ELMs are small in amplitude and of a frequency such that the occurance is almost

continuous. Type II ELMs are between Type I and III when considering both the

amplitude and frequency. Type I and II ELMs do not degrade confinement, unlike

type III ELMs, but instead result in large transient heat leads on plasma facing

components. This causes unacceptable damage, resulting in impurities in the plasma,

which can, in turn, degrade performance and, in extreme cases, lead to instabilities

and even disruptions [10].

As well as ELMs (the origins of which are discussed in the next section) there are a

number of other limits to Tokamak operation [10]. One such phenomenon, which is

particularly relevant in the context of this thesis, is the density limit. The physical

mechanism responsible for the density limit in heated H-mode plasmas is not well

understood. It is thought when fuelling to high density, such that the temperature

31



Chapter 1. Introduction 1.8. The PB limit

Figure 1.7: Normalised pressure profile for an L-mode (blue) and H-mode (red)
plasma. The H-mode profile shows a steep pressure gradient at the
plasma edge called the pedestal [21].

pedestal cools below 10 eV, results in: detachment, increased divertor radiation, im-

purity influx, increased susceptibility to core instabilities and ultimately a disruption

[10, 22]. An empirical scaling for the maximum achievable plasma density, as first

shown by [23], is given by,

nGW =
IP

πa2
. (1.12)

Where nGW is the Greenwald density in 1020m-3, IP is the plasma current in MA

and a is the minor radius in m. The Greenwald density is particularly insightful

when normalising the measured line-integral density or the density pedestal height.

The resulting fractional density is independent of the machine dimensions and hence

is a convenient way to order data. The fractional density is used throughout this

thesis.

1.8 The Peeling-Ballooning limit

An ELM is a type of magnetohydrodynamic (MHD) instability. In general, MHD

can be considered to be an extension of fluid dynamics that takes into account the

electrostatic and magnetic response of a plasma. A branch of MHD that assumes

the plasma is not resistive is called ideal MHD [10]. There are three categories

of ideal MHD instabilities: internal/external; conducting/non-conducting wall; and

pressure/current driven, as described in detail by [10].

It is thought an ELM occurs due exceeding the Peeling-Ballooning (PB) MHD sta-
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bility limit [85]. This limit is a combination of three ideal MHD instabilities as now

described. An external instability involves the motion of the entire plasma volume.

As a result, the plasma surface can strike the wall causing impurity influx and damage

to the first wall due to high heat loads. A kink mode is a current driven instability

resulting in a physical kink in the plasma. A ballooning mode is a pressure driven

instability which manifests at bad curvature; at the low field side of a Tokamak. Bad

curvature is where the curvature of the magnetic field and pressure gradient are in

the same direction (κ ·∇p > 0). The PB limit is the combination of an edge localised

external kink (peeling) mode with a ballooning mode, as discussed in more rigorous

detail by [24–26].

The two drivers of PB instability are the edge current (Jped) and the pressure gradient

(p′
ped). With this in mind, the PB stability boundary can be represented on a plot

of Jped versus p′
ped as illustrated in Figure 1.8. Below the boundary, the plasma edge

is stable. Above the boundary, at high Jped, the plasma edge is peeling unstable.

Similarly, at high p′
ped the plasma edge is ballooning unstable. The region between

peeling and ballooning limited plasmas at high Jped and p′
ped is referred to as the PB

corner or nose. The stability boundary corresponds to a specific pedestal width. If,

for example, the pedestal was wider, the edge region would be able to accommodate

more modes and would, therefore, be relatively more unstable. Consequently, this

would result in an unfavourable shift in the PB stability boundary and a reduction

in the operational space.

Figure 1.8: Schematic of stability boundaries for Peeling-Ballooning limit as a
function of pedestal pressure gradient (p′

ped) and edge current (Jped).
Three limits are shown; blue represents a more weakly shaped plasma
relative to the black line. The red line represents a strongly shaped
plasma. When above the stability boundary at relatively low p′

ped

and high Jped, the plasma is referred to as peeling unstable. Similarly,
when over the boundary at high p′

ped and low Jped the plasma is
referred to as ballooning unstable [26].
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The PB stability boundary can be modified by varying the strength of the plasma

shaping as also illustrated in Figure 1.8. The plasma shaping refers to the elongation

κ (ellipticity), triangularity δ and indentation b (bean-like). A larger pressure gradi-

ent and current density can be maintained with high shaping as this favorably moves

the PB stability boundary. High performance, high triangularity ELMy H-mode JET

plasmas are extensively discussed throughout this thesis.

The PB stability boundary is evaluated using an ideal MHD eigenvalue solver, such

as MISHKA-1 [27] or ELITE [24]. A detailed description of the analysis process is

provided by [28], as now summarised. First, a plasma equilibrium characteristic of a

specified Jped and p′
ped is calculated by HELENA, an equilibrium solver. MISHKA-

1 evaluates the growth rate (eigenvalue) and mode structure (eigenfunction) for a

given toroidal mode number and equilibrium. This is repeated over a range of tor-

oidal mode numbers to find the eigenfunction that minimises the change in potential

energy. If, over all n values, the change in stored energy is positive (δW > 0), then

the plasma equilibrium is stable and the growth rate is zero. Conversely, if, for any n

value, the change in stored energy is negative (δW < 0), then the plasma equilibrium

is unstable and the growth rate is non-zero. The eigenfunction corresponding the

highest growth rate defines the most unstable/limiting toroidal mode number. The

eigenfunction defines the nature of the limiting mode (i.e. peeling or ballooning).

Furthermore, this process can be repeated for different values of Jped and p′
ped over

a 2D grid to define the stable and unstable regions. Typically, the peeling mode is

unstable to low n (<5) modes, whereas the ballooning mode is unstable to high n

(>20) modes. The PB mode is unstable to intermediate n values (5-20). The PB

mode is usually the limiting instability in the pedestal that results in an ELM crash

[26].

An operational point, representing the edge stability of an experimental plasma, can

be compared to the calculated PB stability boundary. To calculate the experimental

equilibrium, the pressure gradient is determined from radial temperature and density

profile measurements. The edge current is assumed to be dominated by the bootstrap

current and can be calculated using the expression given in [29]. The radial position

of the kinetic profiles is corrected such that the separatrix temperature is ≈ 100 eV

(to be consistent with the two-point model, as discussed in more detail in Section

4.4.3). The proximity of the operation point to the PB stability boundary indicates

if the plasma edge is stable or unstable. Furthermore, the position of the operation

point relative to the PB corner indicates if the plasma edge is peeling or ballooning

limited.

It is important to note that the PB stability calculation provides the maximum

achievable pedestal height for a given pedestal width. When analysing experimental

plasmas this is provided from kinetic profile measurements. However, to predict the
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pedestal height more information is required.

1.9 Kinetic Ballooning modes

It can be argued that Kinetic Ballooning (KB) modes provide another relation

between the pedestal width and height, which, when combined with the PB con-

straint enables a predictive model for the pedestal structure. A description of this

argument is given in [30], as now summarised.

The onset of strong turbulence in the pedestal is found in electromagnetic gyrofluid

and gyrokinetic simulations at a threshold close to the KB mode [31, 32]. Er ×B flow

shearing, discussed in Section 1.7, is a possible mechanism for turbulent suppression

resulting in the formation of the pedestal. However, the KB mode turbulence, as

just described, is independent of Er × B as even for large radial electric fields the

KB mode turbulence cannot be fully suppressed. Therefore, KB modes are pro-

posed as the gradient limiting instability in the pedestal region and so determine

the pedestal width. Combining an expression for the normalised pressure gradient

linear threshold for KB mode turbulence (αKB) and an expression for the normalised

pedestal pressure gives,

∆ = c1 ·
√

βpol,ped. (1.13)

∆ is the pressure pedestal width in normalised poloidal flux and βpol,ped is the nor-

malised poloidal pedestal pressure (βpol,ped). A detailed description of the steps

formulating Equation 1.13 are given by [30] and concisely summarised by [33]. c1

can be simply considered a constant and is expected to be of the order 0.1.

Experimental observations in support of the supposition that pedestal width scales

with the square root of the poloidal pedestal beta have been shown on a number

of devices. On DIII-D, as suggested by regression analysis [34], the electron pres-

sure pedestal width measured in real space scales with (βpol,ped)0.5 [35]. Furthermore,

the average of the electron temperature and electron density pedestal width in nor-

malized poloidal flux also scale with (βpol,ped)0.5 [30, 36]. A multi-machine database

incorporating data from AUG, DIII-D and JET shows that the electron temperature

width measured in real space scales with (βpol,ped)0.5, but that the electron dens-

ity width does not [33]. In terms of the mean pedestal width on AUG, it again

scales with (βpol,ped)0.5 but only in normalized poloidal flux space and not real space

[37]. Although, after the inclusion of DIII-D and JET data in another multi ma-

chine comparison the mean pedestal width in real space could be considered to scale

with (βpol,ped)0.5 [37]. Other studies which support the pedestal width scaling with
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(βpol,ped)0.5 include [38–40], which present results from JT-60U as well as spherical

Tokamaks such as MAST and NSTX. The value of c1, for example on DIII-D, is 0.076

[30] as expected. However, it is important to note that the constant c1 is higher for

spherical machines than for medium aspect ratio tokamaks (for NSTX c1 = 0.17)

[40].

1.10 Predictive pedestal modelling: EPED1 and

EPED1.62

The EPED model is designed to predict the pressure pedestal structure of a Tokamak

plasma. EPED assumes that the pedestal pressure will rise until constrained by

the onset of two key instabilities; PB modes and KB modes. These instabilities

provide two calculable constraints which, when combined, can be solved for the two

unknowns; the pedestal height and width [30, 41–43]. The inputs to the model are

eight scalar parameters, Bt (T) the toroidal magnetic field, Ip (MA) the plasma

current, R (m) the major radius, a (m) the minor radius, δ the triangularity , κ the

elongation, ne,ped (×1019 m-3) the pedestal density and βN,global the global Troyon

normalised β. In the context of EPED the PB stability boundary is evaluated by

ELITE [25, 43] as opposed to MISHKA-1, see Section 1.8. Furthermore, the EPED

model assumes the pressure pedestal width is the average of the temperature and

density pedestal width.

There are two versions of the model, EPED1 [30] and EPED1.62 [42]. A key dif-

ference between the two versions is the treatment of the KB constraint, defined in

Equation 1.13. The simpler version, EPED1, assumes c1 is a constant at a value of

0.076 [30]. The full EPED1.62 model has a more sophisticated implementation of

the KB constraint as detailed in [42]. In EPED1.62, c1 is calculated directly using

the Ballooning Critical Pedestal (BCP) technique which treats c1 as a weakly vary-

ing function of parameters such as collisionality (ν∗) and aspect ratio (ǫ) [42]. The

calculated values of c1 are generally found to be in the range 0.06-0.09 for medium

aspect ratio tokamaks.

The normalised poloidal pedestal pressure (βpol,ped) is discussed in the context of

EPED predictions shown in this thesis. A useful expression to calculate βpol,ped from

measurements, for a specific pulse, is given by e.g [37],

βpol,ped =
pped

B2
p/2µ0

=
pped

(µ0Ip/C)2 /2µ0

=
2C2pped

µ0I2
p

(1.14)

Where pped is the plasma pressure in Pa, B is the magnetic field strength in T, Ip is
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the plasma current in A and C is the plasma circumference in m.

1.11 Motivation and thesis outline

The motivation behind this thesis is to exploit electron temperature and density ra-

dial profiles as measured by the JET High Resolution Thomson Scattering (HRTS)

system. More specifically, this thesis is primarily focused on using the JET pedestal

fitting tool to quantify the pedestal structure and contribute towards the under-

standing of the physical mechanism(s) which govern the H-mode pedestal.

Chapter 2 introduces the JET HRTS system, describing the hardware and how meas-

urements of temperature and density are determined. A study into the optimisation

of the HRTS polychromators is also presented.

To quantify the pedestal structure from the HRTS electron temperature and density

profiles, a modified hyperbolic tangent (mtanh) function is fitted to ELM synchron-

ised HRTS profiles. Chapter 3 introduces the JET pedestal fitting routine that has

been extensively used throughout this thesis. In addition, Chapter 3 also presents

a study that quantifies the systematic error introduced the pedestal width due to

ELM synchronising the profiles.

Chapter 4 considers a database of dense highly shaped (high trianglarity) ELMy H-

mode JET plasmas with the carbon wall. In comparison to previous studies which

were limited by diagnostic capabilities, this database has good quality high resolution

HRTS data. This study presents the pre-ELM pedestal structure as well as providing

a comparison to the leading predictive pedestal model, EPED. Predictions from

both versions of the model, EPED1 and EPED1.62 are presented in Chapter 4.

Furthermore, the inter-ELM dynamics are presented along with the evolution of the

PB stability.

Measurements from recent JET campaigns with the new ITER-Like Wall (ILW)

offers an invaluable opportunity to investigate how the pedestal structure changes

with the presence of a metallic wall and its role on confinement. The results from

a new database consisting of deuterium and nitrogen fuelled Type I ELMy H-mode

plasmas on JET with the ILW (JET-ILW) are presented. Chapter 5 focuses on

pre-ELM measurements and the comparison to EPED1 predictions.

As well as using the HRTS profiles to quantify the pedestal structure, these profiles

are also insightful when considering the timescale of core and edge build-up in density

and temperature from L-mode to H-mode. Appendix A details the variation of

the build-up timescale, as determined by an mtanh fit, across a low and high δ

JET carbon wall database spanning a range of plasma currents. This analysis has
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facilitated modeling focused on the implications for ITER of which a brief summary

is provided.
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Chapter 2

The JET High Resolution

Thomson Scattering (HRTS)

system

2.1 Thomson scattering diagnostic principle

Thomson scattering describes the process where by relatively low energy (~ω <<

mc2) electromagnetic radiation incident upon a charged particle, such as an electron,

is elastically scattered. The electric and magnetic fields of incident linearly polarised

electromagnetic wave accelerate the charged particle which absorbs and then re-

emits the wave such that the 3-dimensional polar distribution of the time average

radiated power resembles a torus [44]. Incoherent Thomson scattering, where the

motion of electrons is independent of the surrounding electrons, is a key diagnostic

technique for measuring electron temperature and density within Tokamak plasmas.

This diagnostic technique was first demonstrated by [45] in 1963. Later, in 1968,

incoherent Thomson scattering came to fruition when used to confirm world leading

electron temperatures within the T-3 Tokamak [46]. Thomson scattering systems are

widely used on present-day Tokamaks such as JET [47, 48], DIII-D [49, 50], ASDEX

[51, 52], JT-60U [53], Alcator C-MOD [54, 55], MAST [56, 57] and NSTX [58].

In general a Thomson scattering diagnostic system typically requires a high powered

laser (≈ 1 GW) to produce a sufficient number of scattered photons. This is due

to a small scattering cross section as typically only 10−8 of the incident photons

are scattered and furthermore the collection optics only capture a fraction of the

scattered photons [44].

The number of scattered photons, as calculated by integrating the scattered spectrum

with respect to wavelength, is proportional to the electron density. The scattered
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spectrum is Doppler broadened and blue shifted relative to the laser wavelength. This

is more pronounced at higher temperatures and therefore the shape of the scattered

spectrum can be used to determine the temperature. Figure 2.1 shows the variation

with temperature, at fixed density, of the Selden-Naito expression [59]; an analytical

expression that well describes the observed Thomson scattered spectrum.
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Figure 2.1: Variation of analytical expression (Selden-Naito) for Thomson scat-
tering spectrum as a function of wavelength with temperature,
T ≈ 0.1 keV (red), 0.5 keV (blue), 1.0 keV (green), 5.0 keV (or-
ange), 10.0 keV (magenta), at fixed density. At higher temperature
the scattered spectrum has a greater doppler broadening and blue
shift relative to the laser wavelength (1064 nm).

Physically the scattered spectrum is Doppler broadened due to the thermal motion

of the electrons which blue or red shifts the scattered light depending on the relat-

ive velocity. In addition, the net blue shift is due to the relativistic aberration of

the scattered light. More specifically, as the velocity of the electron approaches a

non negligible fraction of the speed of light, the laser light is preferentially scattered

in the direction of motion of the electron. Consequently, the number of scattered

photons collected by the lens are more likely to have been scattered from an electron

also travelling towards the lens, resulting in a net blue shift. This is also termed

the headlight effect as all discussed in [60]. A summary of the nuances of Thom-

son scattering theory in the context of a fusion diagnostics can be found in [61].

This chapter continues by describing in detail the JET High Resolution Thomson

Scattering system.
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2.2 System Overview

The High Resolution Thomson Scattering (HRTS) system on JET measures radial

electron temperature and density profiles. The system was installed in 2005 and

started routine operation in 2007. A key requirement of the system was to better

resolve steep gradients such as those seen in the H-mode pedestal (on JET typically

|dTe/dr| ≈ 50 keVm-1 and |dne/dr| ≈ 500 × 1019 m-4). The HRTS system comple-

ments the two other Thomson scattering systems on JET, the main and edge light

detection and ranging (LIDAR) systems which produce profiles by means of a time-

of-flight method [48]. Figure 2.2 shows the set-up for the HRTS system which is

discussed in detail by [48].
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Figure 2.2: Schematic of optical hardware for JET HRTS system and the JET
vessel. The black dashed line indicates the path of the laser beam
that travels from the roof lab and is directed into the vessel. The
un-scattered light is dissipated on a beam dump tile on the inner
wall. The scattered light is collected by a lens situated at the top of
the vessel, which directs the light to an array of parabolic mirrors.
These mirrors focus the light into fibres which are connected to the
polychromators situated outside the torus hall as described in [48].

To summarise, the system utilises a 5 J Q-switched linearly polarised Nd:YAG laser

(λ = 1064 nm) with a 20 ns pulse duration and a 20 Hz repetition rate throughout

the entire JET pulse (≈ 800 profiles). This custom built laser is situated in the

roof laboratory above the torus hall. The laser beam is directed down into the torus

hall and then horizontally into the vessel at a beam dump on the inner wall. The

resulting Thomson scattered light is collected by a large diameter lens in a vertical
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port at 90o to the path of the laser beam. This lens images the scattered light from

the laser chord within the vessel onto an array of 150 parabolic mirrors. Each mirror

couples the scattered light into a 1 mm core optical fibre. These fibres lead to a bank

of 21 spectrometers, situated outside the biological shielding surrounding the torus

hall.

Figure 2.3: Magnetic equilibrium reconstruction for JET Pulse Number 79503
(JET-C plasma) at t ∼ 22.0s showing the lower (magenta) HRTS
line-of-sight. The upper HRTS line-of-sight as also shown, in blue,
as used for the first JET-ILW campaign.

During JET operations with the carbon wall (JET-C), after the installation of HRTS,

the upper beam dump was a carbon plate only sufficient, in terms of power handling,

for the LIDAR laser whereas the lower beam dump was a higher specification knife

edge beam dump made from inconel steel. The HRTS system required the knife

edge beam dump and therefore was configured to the lower line of sight for all JET-C

plasmas. As shown in Figure 2.3, the lower line of sight (blue) for a high triangularity

ELMy H-mode typically passes below the central axis. While the profiles can be

mapped onto the mid-plane, it is not possible to measure the peak core density and

temperature for this configuration.

The upper beam dump was upgraded to a knife edge variant during the installation

of the ITER-Like-Wall (ILW) and for the subsequent campaign period, HRTS was

switched to the upper line of sight. Figure 2.3 shows that the upper line of sight

(magenta) is typically closer to the plasma core for a high triangularity ELMy H-
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mode. However, since the first JET-ILW campaign the HRTS system has been

configured back onto the lower line of sight as the view of the edge region is better

resulting in higher quality edge measurements. All JET-ILW pulses discussed within

this thesis are from the first JET-ILW campaign on the upper beam dump.

2.3 HRTS Polychromators

A polychromator is an optical device used to isolate different wavelength bands of

light. The JET HRTS polychromators separates the Thomson scattered signal into

four wavelength bands (channels) using interference filters. The signal strength of

each channel is measured by an avalanche photo diode (APD). Figure 2.4 is a schem-

atic of a JET HRTS polychromator showing the position of the optical fibre input,

lenses, interference filters and APDs. The input fibre launches the Thomson scattered

signal into the polychromator which is focused onto the interference filter for channel

1 by the input lens. The wavelengths selected by the channel 1 interference filter

are transmitted and focused on the corresponding APD by a detector lens. The

wavelengths rejected by the channel 1 interference filter are reflected onto the next

interference filter where the process of selecting and rejecting a specific range of the

Thomson scattered wavelength distribution is repeated for channel 2, then channel

3 and 4.

Figure 2.4: Schematic of optical box for JET HRTS polychromators showing the
optical fibre input, lenses, interference filters and APDs. The blue
labels demonstrate where the a) input fibre and b) input lens are im-
aged. The red lines represent the path of the scattered light through
the polychromator using a ray tracing software package (Zeemax).

Figure 2.5 shows the spectral transmission of two different sets of interference filters

in use within the JET HRTS system. The interference filters for the core polychro-
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mators extend to lower wavelengths (≈ 650 − 1064 nm) to detect the higher energy

scattered photons expected from the core. In comparison, the interference filters for

edge polychromators cover a narrower range of wavelengths (≈ 800−1064 nm). The

order of the channels in the edge polychromators is reversed, relative to the core

polychromators, so that the channel closest to the laser wavelength is the last (in

terms of striking order) to aid stray laser light rejection.

Figure 2.5: Spectral response of each HRTS polychromator channel for core and
edge polychromators. The variation with temperature of the Thom-
son scattered spectrum for a 90o scattering angle, as given by the
Selden-Naito expression [59], is overlaid. Refer to legend for more
information. Image taken from [62]

A polychromator uses the response of four APDs to determine the temperature and

density for a spatial point along the radial profile. In principle the absolute height of

each channel indicates the density and the relative height of each channel indicates

the temperature. In practice, the HRTS system uses a least squares minimisation

technique to compare the channel intensities to a pre-determined table of intensities,

calculated with the Selden-Naito expression. This is computationally faster than

directly fitting the Selden-Naito expression; an important consideration for inter-

shot analysis.

The JET HRTS system has 21 polychromators each multiplexed via optical delay

lines. The delay lines stagger the arrival of the Thomson scattered light resulting
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in three spatial points per polychromator, hence a maximum of 63 spatial points

per profile. For a single polychromator the first spatial point has no delay line, the

second has a delay line of 30 m and the third 60 m. There are six off-axis optical

inputs into each polychromator, as shown in figure 2.4. Core polychromators use all

six input fibres and combine the signals from two adjacent optical fibres resulting

in a resolution of ≈ 1.6 cm. In the edge region, most of the polychromators are

configured so that each spatial point corresponds to a single fibre and therefore only

three of the six inputs are utilised. This results in a higher spatial resolution of 1.0

cm, desirable for measuring the steep gradients at the outboard edge.

The optical path for each spatial point in the HRTS profile is similar but not identical

from the parabolic mirror array to the polychromator cubical. The delay lines are

stored in a compartment within the cubical itself. The optical fibres are connected

to a patchpanel at the side of the cubical via SMA connectors. The 30 m delay line

is made up of a 10 m and 20 m length requiring an extra SMA connection relative

to the 60 m delay line path. As a result the overall attenuation of the signal in the

two delayed lines is comparable, with a loss of ≈ 15 % relative to the un-delayed

signal.

Figure 2.6 demonstrates the layout of the patchboard. The SMA connections on

the patchboard are numbered one to six from the central line outwards. The poly-

chromators are labelled from A to U. The fibres along the parabolic mirror array

are numbered from 1 to 150 although typically only 111 are used. The fibres are

connected to the appropriate SMA connectors according to the delay required and

the polychromator.

Figure 2.6: Diagram showing the layout of the patchpanel at side of polychro-
mator cubical. Each circle represents an SMA connection. There are
six SMA connections for each polychromator. The connection num-
bering starts at one in the middle of the patchpanel and increase to
six outwards. Polychromators are labelled from A to U.

The JET HRTS polychromator optical boxes are provided on loan by General Atom-

ics, (San Diego, CA). The amplifiers and detectors are provided by Princeton Plasma

Physics Laboratories, (Princeton, NJ) [48]. The polychromators and amplifier units
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can be seen in figure 2.7 (a). One amplifier unit is required per channel. Figure 2.7

(b) shows two detector and amplifier units detached from the optical box revealing

the avalanche photo diode (APD). There is a lens between the amplifier unit (APD)

and the polychromator referred to as the detector lens. The amplifier unit sends

the signal from the APD to analogue to digital converters (ADCs) to digitise the

data.

a) b)

Figure 2.7: JET HRTS polychromator a) optical box and amplifier units as posi-
tioned on the shelves within the HRTS cubical and b) amplifier units
with the detector lens block detached to reveal APD.

2.4 Optimising the polychromator spectral response

To accurately determine the temperature, a calibration using a monochromator is

performed in order to accurately determine the spectral transmission of each channel,

as shown by the grey regions on figure 2.5. Prior to the ILW campaigns an investiga-

tion showed that there was a strong variation in the polychromator response between

the six optical fibre inputs and also in response to varying the input numerical aper-

ture (NA). In particular the strong variation with input NA introduced a significant

systematic uncertainty for each channel signal level and, consequently, the calculated

temperature. These variations also meant a loss of signal.

A brief description of the factors contributing to the sub-optimal performance which

was determined as part of this project is now provided. First, the input lens for the

majority of polychromators, all except E, had a sub-optimal focal behaviour with

two fuzzy ‘focal’ positions, see figure 2.8 (a) and (b). Figure 2.8(a) shows a fuzzy

larger focus with a small halo whereas figure 2.8 (b) shows a smaller, sharper, focus

with a large halo. Neither focus was ideal and results in some loss of signal. It was

determined that a larger proportion of signal was lost in the large halo in Figure 2.8

(b). Figure 2.8 (c) shows the lens from polychromator E exhibits a clear sharp focus

with no halo; this is the design lens.
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Figure 2.8: Image of fibre bundle at first interference filter position for a),
b) polychromator C and c) polychromator E. Images obtained by
back illuminating the polychromators with a white light source and
demonstrate the focal behaviour to the input lens.

Second, the images on the interference filters were misaligned resulting in a loss of

signal. An image of the input fibre bundle is incident on the interference filters for

channel 1 and 3 and if this image is misaligned it results in fibre-to-fibre variation.

Similarly, an image of the input lens is incident on the interference filters for channels

2 and 4 and if these images are misaligned this results in NA sensitivity.

Third, the APDs were not positioned at the focal position of the detector lens; they

were too close. Consequently, there was again a loss of signal introducing a combin-

ation of fibre-to-fibre sensitivity and NA sensitivity similar to the misalignment of

the polychromators.

An improvement in performance of the HRTS polychromators was obtained by first

realigning the polychromator and setting the input lens focus to match Figure 2.8

(a). In addition, the position of the APDs was corrected using plastic shims to move

the APD back to the focal point of the detector lens. It is important to note that

any improvement had to be reversible as the polychromators are on loan. The shims

were inserted between the polychromator and the detector lens block, see figure 2.9

(b). The shims have six holes in total: four at the corners for the screws, one at the

centre top and the other at the centre bottom both for the guiding pins, see figure

2.9. Shims with a thickness of 1.0 mm and 1.5 mm were manufactured from high

density polyethylene (HDPE).

Figure 2.9: a) Plastic shim and b) photograph of shim in position between lens
block and optical box
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Figure 2.10 demonstrates the change in spectral response during the procedure used

to realign and optimise the polychromators. First, after the realignment there is typ-

ically an improvement in optical throughput for all channels, as shown by comparing

the green and red traces on Figure 2.10 (b) and (d). Second, Figure 2.10 demon-

strates the iterative process to optimise the spacing between the APDs and detector

lenses for channels 1 and 3. For polychromator E the initial step of this optimisa-

tion was performed simultaneously to the realignment and therefore the change in

spectral response as shown by the green and red traces is a combination of both the

realignment and addition of a shim. Whilst optimising channels 1 and 3, channels 2

and 4 are kept unchanged to provide a reference (red and black overlap). At least

one channel is required to remain unchanged from one iteration to the next so that

if the light source intensity did change the signal could be normalised.
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Figure 2.10: Demonstration of the optimization procedure used to correct APD
position, shown for channel 1 and 3 on polychromator E for an
input NA of 0.35. The response of each channel is shown in (a)
to (d) as a function of input fibre. Each curve corresponds to a
different stage of the realignment and optimisation procedure (see
legend for details).

To install a shim to a single channel, the pre-amplifier and lens block both have to

be removed and re-installed after which the measurements are repeated to reassess

the polychromator throughput. There is no significant difference in the response of

channel 1 and 3 with shims where the total thickness is 2.5 mm (red) and 3.0 mm

(black) respectively. The configuration with the best overall throughput is chosen as
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the final spacing. In this case for channel 1 and 3 the throughput is sufficiently similar

that it is assumed the APD is close enough to the focal position so no further iteration

is required. The addition of the shims typically resulted in a larger improvement in

throughput in comparison to the realignment.

This method was repeated for all 21 polychromators. For all polychromators, channel

1 and 3 generally show the largest improvement in throughput with an average

increase of the signal (over the six input fibres) of 39 % and 38 % respectively.

Channel 2 and 4 show a smaller average increase of 14 % and 13 % respectively.

The numerical aperture sensitivity and fibre-to-fibre variation has been minimised.

It is possible to get a feeling for the impact of this optimisation by looking at the

temperature profiles as shown by Figure 2.11 which, compares the average HRTS

electron temperature profile (a) before and (b) after the realignment and optimisation

of the polychromators as calculated using independent calibrations. The temperature

for each channel has been averaged over the stationary ELMy H-mode phase of both

pulses to highlight the reduction in systematic errors. Furthermore, Figure 2.11 also

shows there is good agreement with the average temperature profiles as measured by

the ECE system. The ECE system has repetition rate up to 5 kHz (dependent on

diagnostic setup) compared to 20Hz for the HRTS system. The ECE profiles closest

in time to the HRTS profiles are selected for the averaged ECE profile so as to use the

same number of profiles. Note that due to these large systematic fluctuations in the

HRTS electron temperature profile before the realignment of the polychromators,

an additional cross-calibration was implemented by the HRTS responsible officer.

Cross calibration to ECE data was used to better determine the channel-to-channel

sensitivities of the polychromator. This calibration method is unaffected by the NA

sensitivity.

The realignment and optimisation of the polychromators was performed in parallel

to the installation of the new JET ITER-Like-Wall (between November 2009 and

May 2011). The HRTS electron temperature profiles for all JET pulses with the

carbon wall (e.g. Figure 2.11(a)) are calibrated via cross comparison to ECE data

on a few dedicated JET pulses. Whereas the temperature profiles for JET pulses

with the ITER-Like-Wall (e.g. Figure 2.11(b)) are independently calibrated.

Further to the reduction in systematic errors, on comparison of the JET HRTS

averaged electron profiles in Figure 2.11 it can be seen that there is a change in

the radial extent of the profiles. This is due to a combination of a change in the

HRTS line of sight (see Figure 2.3) and a change in the fibre configuration to improve

the resolution at the plasma edge. The upper line of sight used for the JET-ILW

plasma (Figure 2.11 (b)) extends further into the core relative to the carbon wall

lower line of sight used for the JET-C plasma (Figure 2.11 (a)). However, this is

not reflected in the profiles as the spatial points in the core region were sacrificed
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Figure 2.11: Comparison of HRTS (red) electron temperature profile (a) before
and (b) after realignment and optimisation of the polychromators
as calculated using independent calibrations. (a) JPN: 77712, JET
pulse with the carbon wall (JET-C) and (b) JPN: 82585, JET pulse
with ITER-Like-Wall (JET-ILW). The averaged ECE (blue) elec-
tron temperature profiles are overlaid for comparison. It is noted
that the overall reduction in electron temperature between the two
pulses is due to a variation in plasma performance.

to improved the spatial resolution at the plasma edge (spatial points visibly closer

together between R ≈ 3.7 − 3.85 for Figure 2.11 (b)). The improvement in JET

HRTS spatial resolution at the plasma edge was performed before the start of the

final JET-C experimental campaign (between JPN 78157 and 78281) so there also

do exist JET-C pulses with the better JET HRTS spatial resolution. Furthermore,

the decision to change optics that led to the improvement in spatial resolution was

a consequence of a study to calculate the JET HRTS instrument function [63] as

discussed in detail in the next chapter.

2.5 Summary

The JET High Resolution Thomson Scattering (HRTS) system provides electron

temperature and density profiles across a large part of the plasma radius. It was

found that the HRTS polychromators under-performed due to a loss of signal, fibre-

to-fibre sensitivity and input numerical aperture sensitivity. This compromised the
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ability to provide independently calibrated temperature profiles. However, this has

been resolved by realigning the polychromators and installing plastic shims to correct

the position of the APDs relative the the focal position of the detector lens. A com-

parison of averaged temperature profiles before and after realignment and optimisa-

tion demonstrate that systematic fluctuations have been reduced. All HRTS electron

temperature data for JET pulses after the installation of the new ITER-Like-Wall

are independently calibrated (instead of cross calibrated to ECE profiles).

To summarise the significant changes in the JET HRTS system setup since install-

ation in 2004, first the edge spatial resolution was improved before the last JET-C

campaign (early 2009) as a consequence of a study to calculate the JET HRTS instru-

ment function [63] (see Chapter 3). Second, during the installation of the ILW (late

2009-2011) the realignment of the polychromators and installation of plastic shims

was performed to reduce the systematic errors in independently calibrated temperat-

ure measurements. Furthermore, for the first JET-ILW campaign the HRTS system

was moved from the lower to the upper line of sight to measure closer to the plasma

core. However for subsequent JET-ILW campaigns the HRTS system reverted back

to the lower line of sight as there is less vignetting.
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Chapter 3

Pedestal fitting

3.1 Motivation

Quantifying the H-mode pedestal structure, the width, gradient and height, has

been the focus of numerous studies addressing the physical processes governing the

plasma edge. Fitting a modified hyperbolic tangent (mtanh) function to radial kinetic

profiles is a common technique used on many machines such as JET [37, 64], AUG

[33, 65], DIII-D [36, 66], Alcator C-Mod [67, 68], MAST [39, 69–71], NSTX [40] and

JT-60 [72]. The mtanh function is given by [67, 73, 74],

mtanh (r′ : ~a) =
a2 − a4

2

[(

(1 + a3r
′) er′ − e−r′

er′ + e−r′

)

+ 1

]

+ a4

r′ =
a0 − r

2a1

(3.1)

where ~a is a vector containing all the mtanh parameters. These parameters can

be related to the pedestal, where a0 is the pedestal position along the abscissa, a1

is the pedestal width, a2 is the pedestal height, a3 is the core slope and a4 is the

Scrape-Off-Layer (SOL) offset.

This chapter is organised as follows: Section 3.2 gives an introduction to the JET

mtanh pedestal fitting routine as developed by L. Frassinetti and M. Beurskens;

Section 3.3 describes how the HRTS instrument function is calculated [63]; Section

3.4 summarises the deconvolution technique and corresponding systematic error [73];

Section 3.5 describes new work detailing how, with knowledge of the HRTS system,

a synthetic profile can be generated. The synthetic HRTS-like profiles are used in

Section 3.6 to evaluate, for the first time, the systematic error introduced to pedestal

width caused by ELM synchronising the profiles and assuming an error of the profile
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position correction. Section 3.7 describes the procedure adopted to perform an mtanh

fit using the JET mtanh pedestal fitting routine.

3.2 The JET mtanh pedestal fitting routine

JET Type I ELMy H-modes typically have an ELM period ranging from 25 − 150

ms. For example consider the JET-C database detailed in [75]. The HRTS laser

fires every 50 ms therefore on average there are one to two profiles per ELM period.

Furthermore HRTS electron temperature and density profiles typically have two to

three spatial points defining the pedestal region as can be seen in Figure 3.1. Figure

3.1 shows an example of an HRTS electron (a) temperature and (b) density profile

during the stationary Type I ELMy H-mode phase of JET Pulse No. 79498 at

t = 20.176 s. Figure 3.1 focuses on the pedestal region where R = 3.7 − 3.9 m). The

profiles are representative of the pre-ELM state of the plasma, see Figure 3.2.
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Figure 3.1: Example of single HRTS electron (a) temperature and (b) density
profiles for pedestal region (R = 3.7 − 3.9 m) towards the end of
an ELM cycle (pre-ELM state). JET Pulse No. 79498 at t=20.176s
during stationary ELMy H-mode phase of the pulse.

To maximise the number of points defining the pedestal, profiles from the same

phase of the ELM cycle are overlapped (referred to as ELM synchronisation) and

the mtanh function is fitted to a composite profile. Typically on JET, HRTS profiles

within the last 70-99 % of the ELM cycle, (from a window spanning the stationary

phase of a pulse, typically ≈ 2 s), are used to determine pre-ELM fits [37, 63]. For
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example, Figure 3.2 demonstrates the timings of the HRTS profiles relative to the

last 70-99 % of the ELM cycle for JPN 79498 between t = 19.8 to 20.4 s. To account

for the dynamic variation of the plasma position during the pulse when overlaying

the selected profiles the radial position of each profile is adjusted according to the

edge of the plasma (the last closed flux surface) as determined using the JET fast

equilibrium reconstruction with a time resolution of ≈ 0.4 ms.
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Figure 3.2: Evolution of deuterium alpha emission (red) during a stationary
ELMy H-mode phase for JET pulse number 79498. The timing of
the HRTS laser is shown in orange toegether with the start of the
ELMs in blue and the pre-ELM region 70-99 % (magenta).

3.3 The JET HRTS instrument function

The JET mtanh pedestal fitting routine determines a deconvolved pedestal fit us-

ing a forward deconvolution technique and incorporating the numerically calculated

instrument function [63]. The JET HRTS instrument function is determined from

the geometrical layout of the laser beam, collection optics and the orientation of

the magnetic flux surfaces in the pedestal region. This section summarises the key

results from [63] incorporated into the JET mtanh pedestal fitting routine.

Figure 3.3 demonstrates the geometrical layout of the HRTS hardware relevant for

the instrument function calculation. The HRTS laser beam is focused into the vessel

along a near horizontal line-of-sight by a spherical and cylindrical lens. The Thomson

scattered light is captured by collection optics positioned at ≈90o to laser beam

on top of vessel. The scattered light entering each optical fibre corresponds to a

scattering volume within the plasma. The scattering volume is where the laser beam

intersects the collection optics cone of view corresponding to a single spatial point,

as shown in figure 3.4. The HRTS laser beam intensity profile has two peaks as

the total beam is made up of two beams stacked vertically one on top of the other,

separated by ≈ 4.0 cm, as shown in figure 3.4 and [63].

The JET instrument function is calculated by evaluating multiple line integrals of the

laser intensity along the magnetic field lines within the scattering volume for a single
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Figure 3.3: Geometrical layout of the relevant HRTS hardware with respect to
the instrument function. The spherical and cylindrical lenses used
to focus the laser beam into the vessel are positioned at R ≈ 8.5
m. The HRTS laser beam passes through the JET plasma between
R ≈ 2.0−4.0 m. The collection optics are on top of the vessel. Taken
from [63].

spatial point, see Figure 3.4. Each line integral results in an intensity corresponding

to a position along a radial chord perpendicular to the magnetic field lines. The

resulting profile of intensity versus radial position is the instrument function, see

Figure 3.5.

Figure 3.5 shows the instrument function for three JET pulses, for (a) the original

system configuration, where the Full Width Half Maximum (FWHM) is 22 mm.

Towards the end of the last JET campaign with the carbon wall the HRTS system

configuration was modified to decrease the FWHM. First, the laser beam was reduced

in vertical width by using a cylindrical lens with a shorter focal length and second,

the resolution in the pedestal region was increased by only using a single fibre for

each spatial point where both changes reduce the scattering volume. Consequently,

the instrument function FWHM decreased to 11 mm, see Figure 3.5 (b).

Figure 3.5 (c) shows the instrument function FWHM remains at 11 mm after the

installation of the ILW even though the HRTS system configuration was changed

from the lower to upper line-of-sight (discussed in Chapter 2, see Figure 2.3) altering

the laser beam angle of intersection with the collection optics cone of view and B-

field. However, Figure 3.5 shows this change did alter the shape of the instrument

function; most notably at the peak. The HRTS instrument function was not affected

by the optimisation and realignment of the polychromators (see Chapter 2).
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Figure 3.4: Schematic of two vertically stacked laser beams (red) intersecting
collection optics cone of view (blue) defining scattering volume (grey)
in edge region of JET plasma. Orientation of magnetic field lines
(green) in relation to scattering volume. Adapted from [63].

The HRTS instrument function varies with increasing major radius due to a relative

change in the angle of intersection of the collection optics cone of view with the laser

beam and the angle at which the magnetic field intersects the scattering volume.

Towards the centre of the plasma, the collection cone is perpendicular to the laser

beam and the magnetic field lines are more vertical. Consequently, the FWHM

is 6 − 10 mm smaller in the core relative to the edge for double and single fibre

configurations respectively. The variation of the instrument function is negligible

in the pedestal region for both HRTS system configurations [63]. Nevertheless the

HRTS instrument function utilised within the pedestal fitting routine is taken at

R = 3.8 m towards the plasma edge.

The error on the FWHM for both HRTS configurations is ≈ ±1 mm, as determined

assessing the uncertainties in the laser beam height, collection optics cone of view

and angle of the field lines intersecting the scattering volume, [63].

3.4 Determining a deconvolved ‘mtanh’ pedestal

fit

Deconvolution is the process of calculating the underlying profile with the knowledge

of the measured profile and the instrument function. Deconvolution is only neces-

sary when the feature of interest has a radial scale length less than or equivalent to

the instrument function FWHM. The JET HRTS temperature and density profiles

are not deconvolved due to the potential of introducing artifacts. Instead, the JET

pedestal fitting code determines a deconvolved mtanh fit using a forward convolu-

tion technique requiring knowledge of only the profiles and the instrument function.

This section summarises the implementation of the deconvolution technique incor-
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Figure 3.5: The JET HRTS instrument function, as taken at R = 3.8 m in the
pedestal region, for carbon wall plasmas (a) before and (b) after the
optimisation of the laser beam focal length and edge spatial resolu-
tion. (c) The HRTS instrument function for the first JET campaign
with the ITER-Like-Wall. The Full Width Half Maximum (FWHM)
decreases from (a) 22 mm to (b), (c) 11 mm after the optimisation
of the laser focal length and edge spatial resolution. The difference
in the instrument function shape from (b) to (c) is due to shifting
from the lower to upper line-of-sight.

porated into the JET mtanh pedestal fitting routine as originally documented in

[63, 73].

First consider a radial density profile as measured by the JET HRTS system. The

measured density profile (ne,measured(r)) is a convolution of the underlying profile

(ne,underlying(r)) and the instrument function of the diagnostic (IHRT S(r)). Figure

3.1 shows the density pedestal width is approximately between ≈ 20 − 40 mm which

is equivalent to the HRTS instrument function and hence deconvolution is necessary

[63, 73].

A forward deconvolution method is performed by assuming a model for the un-

derlying profile, which, in the case of the density pedestal, is an mtanh function

(ne,mtanh(r)). The model profile is convolved with the instrument function (IHRT S(r))

in an attempt to reproduce the measured profile (ne,measured(r)). This process is re-

peated adjusting the model, the mtanh parameters, to minimise the squared differ-

ence between the model (ne,mtanh(r)) and measured (ne,measured(r)) profile; commonly

referred to as a least squares fit [76]. This process is summarised below [73],

ne,mtanh(r) ⊗ IHRT S(r) ↔ ne,measured(r) (3.2)

where ↔ represents the iterative minimisation process. Once the minimisation pro-

cess is complete it is assumed that the model, ne,mtanh, (within error) is representative

of the underlying profile (ne,underlying(r)).
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ne,mtanh(r) ∼ ne,underlying(r) (3.3)

This forward deconvolution method is referred to as classical deconvolution by [63, 73]

where it is described in detail. Furthermore [73] shows classical deconvolution works

well for density profiles however this is not the case for the temperature profiles in

the pedestal region where there are steep gradients. This discrepancy is due to the

variation of density across the scattering volume skewing the width of the resulting

scattered spectrum such that the temperature profile is weighted radially outwards.

Equation 3.2 describes the forward deconvolution method for the density profile can

be modified to account for the variation in density across the scattering volume for

the temperature profile as,

ne,mtanh(r)Te,mtanh(r) ⊗ IHRT S(r)
ne,mtanh(r) ⊗ IHRT S(r)

↔ Te,measured(r) (3.4)

This modified deconvolution method for the temperature is referred to as the weighted

deconvolution by [63, 73].

To summarise, the mtanh JET pedestal fitting routine provides a deconvolved fit

of the density using the classic deconvolution technique and the temperature using

the weighted deconvolution technique [63, 73]. Figure 3.6 shows an example fit to a

pre-ELM (70-99 %) electron density and temperature profiles. The errors associated

with the mtanh parameters are representative of the statistical uncertainty in the

fit. However, systematic errors also contribute to the uncertainty in the mtanh fit as

now discussed.

The systematic error introduced to the pedestal width by the deconvolution tech-

niques has been quantified by [63, 73]. In the current HRTS system configuration

(where the instrument function has a FWHM ≈ 11 mm), this systematic error, in

most cases, is below the statistical error. The systematic error on the temperature

pedestal width due to the weighted deconvolution technique is more noticeable and

this increases to 10 % when the pedestal width approaches the FWHM.

Another source of systematic error when performing this fit arises from ELM syn-

chronisation; more specifically the inaccuracies in the process of identifying the HRTS

profiles from the same region of the ELM cycle and overlaying the profiles by adjust-

ing the radial position relative to the plasma edge. This is to account for small scale

fluctuations in the plasma position during the ELM cycle so that the steep gradi-

ent region of the profiles accurately overlay. The uncertainty in the profile position,

and thus a misalignment when overlaying the profiles, will introduce a systematic

error into the pedestal fit. The following two sections describe new work detailing

an approach used to quantify the systematic error introduced to the pedestal width.
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Figure 3.6: Example of (a) classic deconvolved mtanh pedestal fit to electron
density(red) and (b) weighted deconvolved mtanh pedestal fit to elec-
tron temperature (blue) for JET Pulse Number 82585. HRTS pro-
files (grey) selected from stationary ELMing phase of pulse between
14.1 − 16.7 s. The pedestal position is given by the black dashed
vertical line, the pedestal width by the solid vertical lines and the
pedestal height by the horizontal solid line.

First, the process of generating synthetic HRTS profiles from known underlying tem-

perature and density profiles is described. Second, the results from replicating the

fitting process for synthetic profiles to quantify the deviation of the mtanh fit from

the underlying profile is presented. The intention is, for the first time, to assess the

validity of the ELM synchronisation technique.

3.5 Generating a synthetic HRTS profile

The advantage of using synthetic HRTS profiles when quantifying the systematic

error due to ELM synchronisation is that the underlying profile is known. This

section details how knowledge of the HRTS system can be used to generate profiles

with noise and error bars representative of real profiles.

3.5.1 Number of Thomson scattered photons

The number of Thomson scattered photons collected by the HRTS system is given

by [77, 78],

Nph,scat = ne · Elaser

hν0

· dσT S

dΩ
· ∆L · ∆Ω · Tsys · TN,vig(r) · EQE, (3.5)

where ne is the electron density, Elaser is the laser energy (5 J), hν0 is the energy of

a photon (1.9 × 10−19 J), Elaser

hν0

is the total number of photons in a signal laser pulse,
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∆L is the scattering length (12 mm or 20 mm depending on whether single or double

fibre configuration is used [63]), ∆Ω is the solid angle of collection optics (∼ 2.2×10−3

sr), dσT S/dΩ is Thomson scattering cross section (= r2
0 ≈ 8.0 × 10−30 m2), Tsys is

the system transmission, TN,vig(r) is the normalised spatial variation in transmission

due to the system vignetting and EQE is the effective quantum efficiency of the

avalanche photo diodes (APDs) within the polychromators.

The system transmission can be broken down into seven components;

Tsys = Tlaser · Tport · Twindow · Tlens · Tmirrors · Tfibres · Tfilters, (3.6)

where Tlaser is the transmission of the laser, typically 0.65. Tport ≈ 0.70 is the

transmission due to the port having a finite diameter and depth. The scattered

photons pass through a double window as they exit the vessel with a transmission

of Twindow ≈ 0.964. The collection lens has an anti-reflection coating resulting in

an average transmission (Tlens) ≈ 0.99 from 670 − 1100 nm as measured for light

normally incident on the lens. Three aluminum mirrors, with an individual trans-

mission of Tmirror ≈ 0.85, direct the collected scattered signal into the optical fibres.

The total mirror transmission is Tmirrors ≈ 0.853. The transmission of the single

core optical fibres is, on average, Tfibres ≈ 0.6. The transmission of the filters is

Tfilters ≈ 0.80. The wavelength averaged total system transmission is Tsys ≈ 0.19.

The normalised spatially dependent vignetting transmission coefficient TN,vig(r) is

evaluated via performing a Raman calibration. This calibration is described in the

following section.

3.5.2 Raman calibration

As summarised in [78], Raman scattering is the inelastic scattering of electromagnetic

radiation off a molecule resulting in scattered light at discrete wavelengths about

the incident laser wavelength (λL). The change in scattered photon wavelength

and energy corresponds to a change in the rotational (or vibrational) state of the

scattering molecule. A molecule that loses energy results in a higher energy, lower

wavelength, scattered photon with corresponding Raman lines below λL, referred

to as anti-Stokes lines. Raman lines above λL are referred to as Stokes lines and

correspond to the scattered photons having relinquished energy to the scattering

molecule.

The spectral channels of the HRTS polychromators are designed to detect blue-

shifted wavelengths and, consequently, the system can only detect anti-Stokes lines.

At the temperatures at which this calibration is performed (300 − 500 K), signal

is seen only in the few channels closest to the laser wavelength. Figure 3.7 shows
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the Raman spectra in relation to (a) channel 4 for an edge HRTS polychromator

and (b) channel 1 for a core HRTS polychromator. Channel 4 for an edge poly-

chromator is closer to the laser wavelength in comparison to channel 1 for a core

polychromator and therefore it collects more of the anti-Stokes scattered Raman sig-

nal. Consequently, the measured Raman signal is larger for an edge polychromator

despite the spectral width of channel 4 for an edge polychromator being narrower

in comparison to channel 1 from a core polychromator and the smaller scattering

length for an edge polychromator (≈ 12 mm in comparison to ≈ 20 mm for a core

polychromator). Furthermore, the Raman signal for edge polychromators is further

reduced for the spatial points effected by vignetting.
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Figure 3.7: Raman stokes and antistokes spectra about the HRTS laser
wavelength (λL = 1064 nm) together with the spectral response of
(a) channel 4 for an edge HRTS polychromator and (b) channel 1
for a core polychromator. The raman spectra are determined for
Nitrogen gas and assuming a vessel temperature of 294 K.

Typically on JET the vessel is filled with Nitrogen gas ranging from 0 to 400 mbar

at room temperature (≈ 20 oC) for a Raman calibration. The gas pressure is con-

stant throughout the entire vessel resulting in the same number of Raman scattered

photons per scattering volume across the HRTS line-of-sight. The difference in meas-

ured Raman intensity across the HRTS line of sight thus quantifies the differences

in coupling and transmission for each light path [79].

Figure 3.8 shows the normalised spatially dependent transmission coefficient TN,vig(r)

for the upper and lower line of sight mapped onto the magnetic mid-plane. TN,vig(r)

is curved for both lines of sight with a maximum at Rmid ≈ 3.35 m due to vignetting

of the collection optics field of view by the vertical port. The vignetting is most
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prominent at the plasma edge where the vertical port significantly obstructs the

collection optics field of view. Comparing the upper and lower transmission curves

it can be seen that fewer spatial points are impaired for the lower line of sight.
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Figure 3.8: Transmission curve for the HRTS upper line of sight (red) and lower
line of sight (blue) both mapped onto the magnetic mid plane. Map-
ping performed using magnetic equilibrium reconstruction for JET
Pulse Number 82814 during stationary ELMy H-mode phase. TN,vig

determined by variation of Raman scattering intensity across HRTS
line of sight when the vessel is filled with Nitrogen at 200 mBar. The
vessel temperature is at room temperature at ≈ 20 oC (cold).

TN,vig(r), as shown in Figure 3.8, is typically measured when the JET vessel is at

room temperature, ≈ 20 oC (cold). However, during operations, the vessel is held

between ≈ 200 − 300 oC (hot) [79]. The expansion of the vessel at operational

temperatures accounts for the notable reduction in vignetting (≈ 10 % increase in

TN,vig) at the plasma edge, as shown in Figure 3.9, in which a hot and cold Raman

curve for the lower line of sight are shown. Consequently, it can be seen that the

Raman, as measured in a cold vessel (as shown in Figure 3.8) is a over estimate

of the signal loss at the edge. Hot Raman measurements only exist for the lower

line of sight (this is a relatively new measurement for JET) and therefore the cold

vignetting curves are used when generating synthetic profiles.
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Figure 3.9: Transmission curve along the lower line of sight at a vessel temper-
ature of ≈ 20 oC (purple) and ≈ 200 − 300 oC (green). Determined
by variation of Raman scattering intensity across HRTS line of sight
when the vessel is filled with Nitrogen at 200 mBar.

64



Chapter 3. Pedestal fitting 3.5. Synthetic HRTS

At the top of the pedestal (Rmid ≈ 3.77 m for JET Pulse Number 82814), the cold

Raman data gives TN,vig ≈ 0.65. Evaluating Equation 3.5 results in ≈ 840 Thomson

scattered photons per 1019 electrons m-3, assuming a scattering length of 0.012 m

and EQE ≈ 0.2. The expected number of Thomson scattered photons can be verified

by further consideration of the signal-to-noise ratio of the Raman calibration data,

as detailed in the following.

Figure 3.10 shows the Raman signal intensity as measured by HRTS polychromator

C throughout a Raman calibration JET pulse. The HRTS laser starts firing before

t = 0 s as during normal plasma operation this is required to obtain stray light

measurements before the formation of a plasma. The Raman signal is proportional

to the gas pressure, as can be seen by the data in 3.10. The data in Figure 3.10

also demonstrates that there is a variation in Raman intensity across the 800 laser

pulses. The Raman calibration data for a range of pressures is summarised by

Figure 3.11 which shows the average Raman signal as a function of nitrogen gas

pressure where the ordinate error bar is the standard deviation of the Raman signal.

Figure 3.11 furthermore demonstrates the linearity (increase in signal with pressure)

incorporating multiple Raman JET pulses. The difference in the slope of the dashed

lines shown in Figure 3.11 is due to a variation in system throughput as a result of

independent Raman calibrations at the beginning of each JET campaign.
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Figure 3.10: Raman signal over 800 laser pulses as measured by channel 4 of
HRTS polychromator C when the JET vessel is filled with nitrogen
gas at 200 mbar (red) and 400 mbar (blue) at TV essel ≈ 20 oC.

Assuming a Poisson distribution (σ =
√

N), the average Raman signal (S) and

corresponding standard deviation (σS) can be used to estimate the number of Raman

scattered photons (NRam,meas) as,

√

NRam,meas

NRam,meas

=
σS

S
(3.7)
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Figure 3.11: Average Raman signal as a function of nitrogen gas pressure in the
JET vessel for Raman calibration pulses from 2012 on the upper
line of sight (red), 2013 on the lower line of sight (green) and 2014
on the lower line of sight (blue).

It is important to note that the values of S and σS will be inaccurate when the

Raman signal is affected by stray light. Consequently, when evaluating S and σS,

the Raman signals suffering from stray light are excluded. This estimate of NRam,meas

can be compared to the number of expected Raman scattered photons (NRam,calc) as

calculated using a similar expression to Equation 3.5 and given by;

NRam,calc =
pgas

kBTvessel

· Elaser

hν0

· dσRaman

dΩ
· ∆L · ∆Ω · Tsys · TN,vig(r) · EQE, (3.8)

where pgas is the nitrogen gas pressure (18600 Pa ≡ 186 mbar), kB is Boltzmann’s

constant (1.38 × 10−23 Pam3K-1), Tvessel is the temperature of the vessel (≈ 294 K),

dσRaman/dΩ is the Raman cross section (of the order 1×10−35 m2) and the remaining

parameters are as previously defined for Equation 3.5.

Figure 3.12(a) compares the calculated (expected) number of Raman scattered photons

(NRam,calc) with the measured Raman scattered photons (NRam,meas) for each HRTS

spatial point. The point-to-point variation in the calculated number of photons is

due to evaluating dσRaman/dΩ for each spatial point using the corresponding spectral

response and the variation in TN,vig, as determined from Raman calibration data for

the lower line of sight. As previously described, the step changes in the number of
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calculated Raman scattered photons (NRam,calc), as shown by Figure 3.12(a), is due

to the changes in scattering length (lscat = 12 mm for single fibre configuration and

lscat = 20 mm for double fibre configuration), differences in the overlap between the

spectral channel closest to the laser wavelength with the Raman spectra (see Figure

3.7) and the vignetting curve.

Figures 3.12 (a) and (b) demonstrate there is good agreement between the measured

and calculated number of photons with a difference of ≈ ×1.7 relating to the crude

way that the transmission was estimated. Figure 3.12 (a) also shows, in general, there

is good relative agreement in the number of Raman scattered photons across the line

of sight (apart from for polychromators affected by stray light such as polychromator

G corresponding to Rmid ≈ 3.68 − 3.72). This good relative agreement implies that

it is correct to assume a Poisson distribution.
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Figure 3.12: (a) Comparison of the calculated number of Raman scattered
photons (NRam,calc) to the measured number of Raman scattered
photons (NRam,meas) for each HRTS spatial point. The number of
photons is shown as a function of radial position, mapped onto the
midplane. (b) shows the ratio of the calculated to measured Raman
scatter photons (NRam,calc/NRam,meas).

To summarise, the measured number of Raman scattered photons is a factor of ≈ 1.7

less than expected. This factor is used to correct the number of calculated Thomson

scattered photons when generating a synthetic profile.
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3.5.3 Simulating an HRTS polychromator

An HRTS polychromator separates out the total number of scattered photons into

four wavelength bands (channels). The response of each channel is dependent on the

spectral transmission (φ(λ)), the scattered spectrum as given by the Selden-Naito

expression (S(λ, θ, Te)) and the quantum efficiency of the photodiodes (assume EQE

constant for all channels at ≈ 0.2). The Selden-Naito expression is normalised to

unity [80],

SN(λ, θ, Te) =
∞
∫

0

S(λ, θ, Te)
λ0

dλ = 1, (3.9)

where SN(λ, θ, Te) is the normalised Selden-Naito expression. The number of photons

detected by each channel (i) is given by integrating the product of the spectral

transmission of each polychromator channel (φi(λ)) and the scattered spectrum, as

given by

Nph,dect,chn=i = Nph,scat

∫

φi(λ)
SN(λ, θ, Te)

λ0

dλ (3.10)

The spectral response for each fibre and polychromator is used when determining

the electron temperature and density from HRTS measurements as there is some

variation fibre-to-fibre and polychromator-to-polychromator even though the optical

components are nominally identical (due to differences in alignment and high sens-

itivity of filters to angle of incidence). However, when generating synthetic profiles

a single spectral response is assumed for all edge and core polychromators, for sim-

plicity, as shown by Figure 3.13(a) and (b). The edge polychromators channels are

closer to the laser wavelength and consequently, the highest wavelength channel is

more susceptible to laser stray light. This analysis focuses on the pedestal region

and therefore the examples below utilise the spectral response of an edge polychro-

mator.

Figure 3.14 shows the scattered spectrum and the product of the scattered spec-

trum with the edge polychromator spectral response, as shown in Figure 3.13(a),

for a range of electron temperatures (Te = 0.5, 1.0, 3.0 and 10.0 keV). Figure 3.14

demonstrates the change in relative intensities of the polychromator channels as the

temperature increases. At higher temperatures the intensity of lower wavelength

channels increases due to the blue shift of the scattered spectrum relative to the

laser wavelength.
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Figure 3.13: The normalised spectral response of (a) an edge polychromator
(Polychromator C, Fibre 2) and (b) a core polychromator (Poly-
chromator P, Fibre 2) relative to the laser wavelength at 1064
nm (black dashed line). Channel 1 (C1) is closest to the laser
wavelength for the core polychromator but is furthest away from
the laser wavelength for the edge polychromator.
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Figure 3.14: Scattered Thomson spectrum (S(λ, θ, Te)) for (a) Te = 0.5 keV, (c)
Te = 1.0 keV, (e) Te = 3.0 keV and (g) Te = 10.0 keV. Product of
scattered spectrum and the spectral response for an edge polychro-
mator (φ(λ) · S(λ, θ, Te)) for (b) Te = 0.5 keV, (d) Te = 1.0 keV, (f)
Te = 3.0 keV and (h) Te = 10.0 keV where the laser wavelength is
1064 nm (black dashed line).
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The number of detected Thomson scattered photons (Nph,dect,chn=i) can be expressed

as the product of electron density (ne) and the temperature dependent response of

the polychromators (Fi(Te)) given by,

Nph,dect,chn=i = ne · Fi(Te) (3.11)

More specifically, Fi(Te) details the relative intensity of each channel for a specific

temperature and independent of density. Instead of fitting the Selden-Naito expres-

sion directly to the signal, the HRTS system has a pre-determined table of Fi(Te)

values for a range of electron temperatures. A least squares minimisation technique

is used to determine the electron temperature, as shown in Equation 3.12.

χ2 =
∑

i=1−4

wi[Nph,dect,chn=i − ne · Fi(Te)]2

=
∑

i=1−4

wi[Nph,dect,chn=i −
∑

i=1−4 wiNph,dect,chn=iFi
∑

i=1−4 wiF 2
i

· Fi(Te)]2, (3.12)

where wi = (σNph,dect,chn=i
/Nph,dect,chn=i)−2 is a weighting factor that results in the

least squares minimisation being dominated by the more reliable channels with a rel-

atively low error. The electron density is determined by evaluating Equation 3.13 for

Fi values corresponding to the minimum χ2; the sum of the squared differences.

ne =
∑

i=1−4 wiNph,dect,chn=iFi(Te,min(χ2))
∑

i=1−4 wiFi(Te,min(χ2))2
(3.13)

The measured HRTS profiles have a vertical scatter in temperature and density due to

the error on the number of photons detected by each channel. More specifically, these

errors correspond to a set of Fi values deviating from the underlying Fi (temperature

and density). The contributions to the total error in number of detected photons is

given by [80],

σ2
N,tot = σ2

P oisson + σ2
background + σ2

amplifier (3.14)

where σP oisson ∼
√

N is the Poisson error. In general, the Poisson distribution

quantifies the probability of a number of events, such as photon counts for a given

mean. σbackground is the uncertainly introduced by the background plasma light and

σamplifier is the noise introduced by the electronic components. In the scrape off layer

region, where there is typically minimal Thomson scattered photons detected, the

contribution of σ2
P oisson is small in comparison to σ2

background+σ2
amplifier. To accurately
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replicate a JET HRTS profile beyond the foot of the pedestal, an order of magnitude

estimate for σ2
background + σ2

amplifier is required. This is obtained by considering the

measured HRTS signal intensity for a single laser pulse.

Figure 3.15 shows the measured signal intensity for polychromator C, for JET Pulse

Number 82585 at t = 15.72 s. The acquisition time of 500 ns captures three Thomson

scattering troughs as each polychromator measures three spatial points using delay

lines to stagger the signal. For this particular pulse the first Thomson scattering

trough at ≈ 90 ns corresponds to a spatial point at the top of the pedestal where

ne ∼ 5.2 × 1019 m-3 and Te ≈ 0.5 keV. At this temperature Figure 3.15 (a) shows

that there is no appreciable Thomson scattering signal in Channel 1 as expected

from Figure 3.14 (a) and (b).
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Figure 3.15: Measured signal for JET Pulse Number 82585 for channels 1-4 of
polychromator C at t = 15.72 s. Recall that each polychromator
measures the signal from three adjacent spatial points due to optical
multiplexing by means of delay line fibres.

The magnitude of the noise between the Thomson scattering troughs is a combin-

ation of measurements of background plasma light and amplifier noise. To convert

the signals into units of photons, a baseline and stray light subtraction is performed

centring the signal about zero. The JET HRTS system baseline light level is de-

termined by averaging the 99 laser pulses corresponding to 99 acquisitions before

the plasma is formed. Since the electron temperature and density is already known
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from the measured profile, the number of expected photons in each channel can be

determined. This is then used to scale the peak of the first Thomson scattering

signal as shown by Figure 3.16.
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Figure 3.16: Measured signal converted into units of photons for JET Pulse
Number 82585 for polychromator C channel (a) 2, (c) 3 and (e)
4 at t = 15.72 s. The number of photons is calculated for each
channel at ne ≈ 5.2 × 1019 m-3 and Te ≈ 0.5 × 103 keV using
TN,vig ≈ 0.65 from the cold lower line-of-sight vignetting curve.
The histogram shows the signal between the Thomson scattering
peaks (red) for channel (b) 2, (d) 3, (f) 4 and the corresponding
Gaussian fit (blue). Channel 1 is not shown as a negligible number
photons are expected in this channel.

Figure 3.16 also shows histograms of the signal between the Thomson scattering

peaks and a corresponding Gaussian fit. The standard deviation gives an estimate

for σ2
background + σ2

amplifier, ranging from 55 photons for channel 4 up to 71 photons

for channel 2. It is important to note that this method is not valid for channel

1 as a negligible number of photons are expected in this channel. It is expected

that σ2
background + σ2

amplifier is larger for a wider spectral channel as more background

light is collected. Furthermore, core polychromators have a larger scattering volume

and so will also collect more background light, resulting in a larger uncertainty.

σ2
background + σ2

amplifier is fixed at 70 for all single fibre polychromators and 140 for all

double fibre polychromators.

Figure 3.17 (a) shows an example of the χ2 minimisation for a vignetted spatial point

near the plasma edge at the top of the pedestal, where the underlying temperature

and density is ne ≈ 5.2 × 1019 m-3 and Te ∼ 0.5 × 103 keV and TN,vig ≈ 0.65. The

underlying signal (green), as inferred from the underlying temperature and density,
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with the addition of random errors is termed the synthetic signal (red). The addi-

tional error is sampled from a normal distribution of width σN,tot. Performing the χ2

minimistaion results in the fitted signal (blue) in Figure 3.17 corresponding to a tem-

perature and density of ne,fit = 5.29±0.23×1019 m-3 and Te,fit = 0.47±0.03 keV. A

Monte Carlo technique is used to determine the error on the temperature and density

by repeating this minimisation process 100 times for different synthetic signals, as

varied according to the random error, and taking the standard deviation.
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Figure 3.17: (a) Example of an underlying signal (green), an underlying signal
with noise (also termed synthetic signal) (red) and fitted signal
(blue) for an underlying electron density and temperature of ne ∼
5.2 × 1019 m-3 and Te ∼ 0.5 × 103 keV where TN,vig ∼ 0.65. The
resulting fitted electron density and temperature being ne,fit =
5.29 ± 0.23 × 1019 m-3 and Te,fit = 0.47 ± 0.03 keV. (b) The error
is determined performing the fit 100 times with different synthetic
signals.

3.5.4 Example synthetic HRTS profiles

Figure 3.18 and Figure 3.19 show an example of a radial synthetic profiles along

the magnetic mid-plane. The pre-ELM pedestal fit for JET Pulse Number 82585 is

taken as the underlying profile. The cold transmission curve for both the upper and

lower line-of-sight mapped onto the magnetic mid plane (as shown in Figure 3.8) are

incorporated into the calculation of the number of photons for the profiles shown

in Figures 3.18 and 3.19 respectively. Both the upper and lower line-of-sight are

considered to demonstrate the difference in vignetting has on the synthetic profiles.

Figure 3.18 and Figure 3.19 (a) and (c) show the entire extent of the synthetic profile,

while (b) and (d) focus on the pedestal region.
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Figure 3.18: Underlying (dashed line) and synthetic (asterisk symbol) profiles
for electron (a),(b) density (blue) and (c),(d) temperature (red).
Upper cold vignetting curve incorporated into photon calculation.
(a) and (c) show the entire profile, whereas (b) and (d) focus on
the pedestal region.
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Figure 3.19: Underlying (dashed line) and synthetic (asterisk symbol) profiles
for electron (a),(b) density (blue) and (c),(d) temperature (red).
Lower cold vignetting curve incorporated into photon calculation.
(a) and (c) show the entire profile, whereas (b) and (d) focus on
the pedestal region.
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In the Scrape Off Layer (SOL) region of a plasma, the temperature and density

are at the limit of the dynamic range of the HRTS diagnostic as the system suffers

from a low number of detected photons. In other words, the detected number of

photons falls below the background and amplifier photon error. Consequently, in

this instance, the fitted temperature and density is a reflection of the random noise

and not the detected signal. This effect results in a rapidly increase in the uncertainty

within the SOL of the order σT e ≈ 3 keV and σT e ∼ 1 × 1019 m-3.

Comparison of Figures 3.18 and 3.19 demonstrates that the rapid increase in uncer-

tainty occurs at R ≈ 3.82 m for the lower line of sight in comparison to R ≈ 3.80 m

for the upper line of sight. The upper line of sight compromises two to three more

spatial points relative to the lower line of sight.

3.6 Quantifying the systematic error due to ELM

synchronisation

This section quantifies the systematic error introduced due to the radial shift when

overlaying the JET HRTS profiles. The profiles are shifted according to the last

closed flux surface as determined by the magnetic equilibrium. This is to account

for small scale fluctuations in plasma position and any error in the position of the

last closed flux surface. It is inconsequential whether this uncertainty in profile

position is a real movement of the plasma or an artifact of the magnetic equilibrium

reconstruction as what is important is to accurately overlay the steep gradient region

of the profiles.

Figure 3.20 shows a schematic diagram describing the method used to assess the

systematic uncertainty in the radial shift. There are three steps; (1) an underlying

profile is defined (grey), (2) a composite profile is generated (blue) by overlaying

multiple HRTS like profiles with different pedestal positions (the error on the pedestal

position is sampled from a normal distribution) and (3) an mtanh is fitted to the

composite profile. The difference between the fitted and the original underlying

parameters is then assessed.
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Figure 3.20: Schematic of method to access systematic uncertainty introduced
by ELM synchronisation. First an underlying profile is defined
(grey). Second a composite profile is generated consisting of n
HRTS like profiles (blue). To finish, an mtanh fit is performed to
the composite profile and the difference between the resulting para-
meters in comparison the original underlying parameters is accessed
(green).
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Figure 3.21 shows the fit to a composite of 10 synthetic temperature and density

HRTS profiles, which incorporate the vignetting curve for the lower line of sight

for (a), (b) σR = 0.1 cm, (c), (d) σR = 0.2 cm, (e), (f) σR = 0.3 cm and (a), (b)

σR = 0.4 cm. The error bars on the temperature and density points above R ≈ 3.80

m are large in comparison to the measured value. Figure 3.21 (a) and (b) shows

that the density and temperature pedestal width is accurately recovered within the

statistical error. However, as σR increases (for example consider Figure 3.21 (e) and

(f) where σR = 0.3 cm) the fitted width systematically deviates from the underlying

width beyond the statistical error. The density pedestal width is recovered more

accurately than the temperature pedestal width. This is partially due to the fact

that the density has a shallower core slope, which better constrains the pedestal top.

In addition the error bars at the foot of the density pedestal (for R ≈ 3.81 m) are

smaller than those at the foot of the temperature pedestal.
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Figure 3.21: Underlying mtanh profile (blue), synthetic data (grey) and mtanh
fit to a composite of 10 synthetic profiles (blue). The random error
is sampled from a normal distribution of width (a), (b) σR ≈ 0.1
cm, (c), (d) σR ≈ 0.2 cm, (e), (f) σR ≈ 0.3 cm and (g), (h) σR ≈ 0.1
cm.
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Figure 3.22 shows the average systematic deviation over 20 Monte-Carlo runs of

the temperature and density pedestal width over a scan of σR from 0.0 to 0.5 cm.

For the composites of 10 temperature and density synthetic profiles, the systematic

deviation in pedestal width increases with σR. For small σR (< 0.15) the systematic

error is negligible in comparison to the statistical error. The systematic deviation

in the temperature pedestal width increases more rapidly than for density. As just

described in the context of Figure 3.21, this results from the density profile having a

shallower core slope (and thus better constraining the pedestal top). Figure 3.22 also

shows that the statistical error in pedestal width increases with σR, most notably

for the temperature. However, the systematic deviation in pedestal width is greater

than the statistical error at high σR > 0.3.
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Figure 3.22: Scan of σr ranging from 0.0 cm to 0.5 cm for (a) temperature ped-
estal width, (b) density pedestal width, (c) percentage error in tem-
perature pedestal width and (d) percentage error in density pedestal
width as determined by fitting to composite profile (Figure 3.21)
consisting of HRTS like profiles, see Section 3.5.

The Last Closed Flux Surface (LCFS) position, used to correct the radial position

of the real HRTS profiles when forming the composite profile, is calculated using

the high time resolution magnetic reconstruction. The Radial Outer Gap (ROG),

which is the distance between the plasma edge and wall, is converted into the LCFS

position using geometric information. The ROG can be used to quantify the variation

in position by smoothing the time trace and evaluating the residuals. Figure 3.23

shows a histogram of the residuals during the inter-ELM stationary phase (excluding

the ELM crash; the rapid collapse of the steep pressure gradient resulting in the lose

of energy and particles) of a JET-ILW pulse along with a corresponding Gaussian

fit. The width of this Gaussian is σR = 0.4 cm, an estimate of the uncertainty in

profile position for real HRTS measurements.

The vertical lines in Figure 3.22 show how the experimental estimate for σR relates

to the scan of σR. Assuming σR ≈ 0.4 cm and the composite profile consists of 10
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Figure 3.23: Histogram of the difference between the un-smoothed and smoothed
Radial Outer Gap (ROG) as a function of time (red) and a corres-
ponding gaussian fit (blue).

profiles, the expected systematic error is found to be negligible for both the dens-

ity and temperature pedestal width in comparison to the corresponding statistical

error.

The method described in Figure 3.20 can be adapted to investigate how the stat-

istical error varies with the number of profiles within the composite profile. Figure

3.24 shows how the statistical error (in cm and as a percentage of the underlying

temperature and density pedestal width) varies with the number of profiles in the

composite profile. The value of σR is fixed at 0.04 cm. The statistical error is large

(±20 %), for one profile but reduces as the number of profiles increases. The data in

Figure 3.24 also shows that the reduction in the statistical error plateaus above five

profiles. Consequently, this should be considered as a minimum number of profiles

required for a fit, which typically equates to a stationary ELMy phase of 1.5 − 2.0

s.

80



Chapter 3. Pedestal fitting 3.6. Systematic errors

0 5 10 15 20 25
0.0
0.1
0.2
0.3
0.4
0.5
0.6

σ ∆N
E

,F
IT
 (

cm
)

a)

Density

0 5 10 15 20 25
0.0
0.1
0.2
0.3
0.4
0.5
0.6

σ ∆T
E

,F
IT
 (

cm
)

b)

Temperature

0 5 10 15 20 25
No. profiles

0
5

10
15
20
25
30

σ ∆N
E

,F
IT
/∆

0 (
%

) c)

0 5 10 15 20 25
No. profiles

0
5

10
15
20
25
30

σ ∆N
E

,F
IT
/∆

0 (
%

) d)

Figure 3.24: Variation in pedestal width for (a) temperature and (b) density.
Percentage error in pedestal width for (c) temperature and (d)
density as determined from mtanh fits to a composite profile where
σR = 0.4 cm.
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3.7 Performing a pedestal fit

This section describes in some detail, the procedure required to perform a fit using

the JET pedestal fitting tool. Assuming the pulse of interest has reliable calibrated

HRTS data there are thress steps. The stationary phase of a pulse is first selected

and then the timing of the ELMs are selected. Following this, the quality of the

resulting composite profile and fit are evaluated. If necessary, in order to improve

the quality of the fit, the two former steps can be repeated with some modifications

to the criteria used to select the profiles.

The stationary phase of the plasma is evaluated by considering a range of time

dependent plasma parameters such as the core line integral density, the edge line

integral density, the neutral beam input power PNBI , the normalised toroidal beta

(βφ,N a measure of normalised pressure), the confinement enhancement factor (H98),

the gas fuelling rate and the intensity of an emission line (Deuterium alpha for

JET with the carbon wall and beryllium for JET with the ITER-Like-Wall). Other

parameters may also be considered depending on the specifics of the plasma discharge

and experiment.

Figure 3.25 shows a selection of plasma parameters and the stationary phase (red)

chosen for analysis for JET Pulse Number 81586. The HRTS system produces 20

profiles per second and so for a sufficient number of profiles in each phase of the

ELM cycle, the stationary phase is ideally 1.5 − 2.0 s, as previously mentioned. It

is important to note that the initial phase after the transition into H-mode (charac-

terised by a ramp in density, normalised beta and H98 as shown in Figure 3.25(b),

(d) and (e)) should not be included in the analysis windows. Other considerations

include avoiding steps in heating power, changes in gas fuelling and clear changes

in ELM behaviour (frequency). Essentially what we are looking for is a stationary,

unvarying phase of a plasma with a regular ELM frequency.

As previously mentioned, the JET pedestal fitting tool determines the timing of the

ELMs by considering the intensity of a relevent spectral line. An ELM is a periodic

collapse of the steep gradient at the plasma edge expelling energy and particles into

the Scrape Off Layer (SOL) towards the first wall. Consequently there is a peak in

emission as the ejected energetic particles interact of the surrounding neutral particles

in the SOL. Each peak in emission above the threshold is defined as an ELM. The

full footprint of an ELM is more extensive and it is insightful to also consider, for

example, magnetic signals, change in stored energy, evolution of temperature and

density. There exist more complex methods to determine ELM timings, however

the simplicity of a threshold technique means that it is inherently robust and it also

provides a good level of flexibility.
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Figure 3.25: Variation of plasma parameters for JET Pulse Number 85186 and
the stationary phase of pulse selected for pedestal fit. (a) Core in-
tegral line density, (b) edge integral line density, (c) neutral beam
input power, (d) normalised beta, (e) confinement enhancement
factor, (f) gas fuelling rate, (g) error correction field coil kick amp-
litude and (h) beryllium emission.

The ELM selection is relatively trivial for regular, stationary Type I ELMy H-mode

discharges with clear distinct peaks in emission and no pre or post fluctuations in

emission, as demonstrated by Figure 3.26 (a) for JET Pulse number 82814. However,

this is not so clear for all discharges, as shown by Figure 3.26 (b) for JET Pulse

number 82585. Here, the ELM period is more irregular as reflected in the standard

deviation of the ELM frequency where fELM = 18.8 ± 8.2 Hz. Furthermore, in some

instances ELMs are followed by a near immediate peak, for example at t ∼ 15.4 s.

By considering the full ELM footprint, it is possible the subsequent peak is an ELM,
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however, the pedestal will have not recovered to the typical pre-ELM state in this

case. This could therefore introduce an uncharacteristic profile into the a fit biasing

the resulting parameters and so can be ignored if necessary.
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Figure 3.26: Beryllium emission for JET Pulse Number (a) 82814 and (b) 82585
between t = 13.5 − 17.0 s. (a) and (b) show selection for stationary
phase of each pulse (blue) and the timing of selected ELMs (black
dashed lines).

The final step is to assess the quality of the fit. This can be done by checking

that there is a sufficient number of pulses in the selected analysis region (ideally

at least five profiles are required as shown in Section 3.6). The ELM selection can

also be optimised to exclude uncharacteristic profiles from a fit. Sometimes it is also

necessary to exclude obviously noisy data, such as those at the foot of the pedestal

and towards the SOL region, where signal is low.

Further confidence in the result can be provided by considering multiple fits from

different regions of the ELM cycle. Figure 3.27 shows the evolution of the temper-

ature and density pedestal height and width over the normalised ELM cycle for fits

incorporating profiles selected from 10 %, 20 % and 30 % windows of the normalised

ELM cycle. Figure 3.27 helps identify which fits may not be as reliable, by showcas-

ing those that do not fit the overall trend throughout the ELM cycle or, where the

error bar is relatively large.

For example, the temperature and density width for the 10 % window fit centred

about 0.15 has a relatively large error in comparison to the other 10 % window fits

as it only uses one profile (see Figure 3.28 (a)). Figure 3.28 shows the distribution of

the HRTS profiles across the normalised ELM cycle for (a) 10 %, (b) 20 % and (c) 30

% windows. As the percentage window size increase, the number of selected profiles

increases and the variation in the number of profiles between windows decreases.
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For this particular pulse the distribution of HRTS profiles results in not all the 10 %

window fits being reliable. Furthermore, consider the 10 % window fit centred about

0.75. This fit deviates from the trend in temperature width and has a larger relative

error bar for both temperature width and height. The ELM selection in this case

results in a post-ELM HRTS profile within a near pre-ELM fit.
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Figure 3.27: Inter ELM evolution of (a) temperature pedestal width, (b) tem-
perature pedestal height, (c) density pedestal width and (d) density
pedestal height where profiles are selected from 10 % (magenta), 20
% (green) and 30 % (blue) windows of the normalised ELM cycle.

Figure 3.27 (a) and (c) show that the temperature and density pedestal width is

initially wide (∆te ≈ 4.0 cm and ∆ne ≈ 7.0 cm) due to a loss of the steep gradient

after an ELM. The temperature and density pedestal recover after 20 % of the

ELM cycle where ∆te ≈ 2.5 cm and ∆ne ≈ 2.0 cm. The temperature pedestal

width narrows throughout the rest of the ELM cycle whereas the density pedestal

width saturates. Figure 3.27 (b) shows the pedestal temperature initially rises from

Te,ped ≈ 0.5 to 0.7 keV in the first 20 % of the ELM cycle and then saturates. The

density pedestal height rises from ne,ped ≈ 5.0 to 6.5×1019 m-3 throughout the entire

ELM cycle. JET Pulse number 82585 is a deuterium fuelled high triangularity Type I

ELMy H-mode JET-ILW plasma. The inter-ELM evolution of the pedestal structure

described here will be discussed in detail in following the chapters.
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Figure 3.28: Histograms showing the distribution of number of HRTS profiles
across a normalised ELM cycle for (a) 10 % (magenta), (b) 20 %
(green) and (c) 30 % (blue) windows. The 30 % window histogram
has a 10 % window at the beginning of the ELM cycle and then
three subsequent 30 % windows.
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3.8 Summary

Fitting a modified hyperbolic tangent (mtanh) function to the steep temperature

and density gradient at the plasma edge, the pedestal, is a common technique for

extracting the pedestal width, gradient and height. This assumes an mtanh function

is a good description of the radial profile (which is a reasonable assumption).

The JET pedestal fitting tool performs a fit to ELM synchronised HRTS profiles

selected from a specified region of the ELM cycle over the stationary phase of a

plasma. The fitting routine determines a deconvolved fit using an instrument func-

tion calculated using the system geometry, more specifically; the orientation of the

collection optics cone of view, the laser line of sight and the angle at which the

magnetic field lines intersect the scattering volume. The density uses a classic de-

convolution technique whereas the temperature fit is weighted by the density fit (

and is termed a weighted deconvolution technique). This weighting is important in

the pedestal where the density changes across the scattering volume.

The total error in the pedestal structure is found to be dominated by the statistical

error in the fit. The systematic error due to the deconvolution technique has been

quantified by [63] and is negligible, particularly in the high resolution HRTS con-

figuration. A first order approach has been used to estimate the systematic error

due to ELM synchronisation by replicating the fitting process using synthetic HRTS

profiles. The systematic error on the density and temperature pedestal width due to

ELM synchronisation is found to be negligible in comparison to the statistical error,

assuming σR for experimental profiles is ≈ 0.4 cm.

Finally, a description of the procedure undertaken to perform a single fit and check

the reliability of this fit is described. There are three steps to performing a fit.

First, selecting the stationary phase of a pulse. Second, selecting the timing of the

ELMs. Then, assessing the quality of the resulting fits and repeating the initial

steps if necessary. To further assess the reliability of the resulting fit it is insightful

to compare it with fits covering different regions of the ELM cycle. This will highlight

if the mtanh parameters conform with the overall trend.
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Chapter 4

Pedestal study across a deuterium

fuelling scan for high triangularity

ELMy H-mode plasmas on JET

with the carbon wall

This Chapter focuses on a database of 14 high triangularity ELMy H-mode plasmas

on JET with the carbon wall (JET-C) across a deuterium fuelling scan. This study

describes the ELM behaviour, quantifies the pedestal structure (pre-ELM and inter-

ELM) and then goes onto compare the pre-ELM measurements with models. The

models are MISHKA-1, which evaluates the Peeling Ballooning stability and the

leading predictive model, EPED, for the pedestal width and height. The results

from this Chapter are presented in [75].

4.1 Introduction

The ITER baseline scenario is a Type I ELMy H-mode [81]. An H-mode is a high

confinement mode of operation that is believed to arise due to the suppression of edge

turbulence, resulting in an Edge Transport Barrier (ETB) [82–84]. A consequence of

the ETB is the formation of a steep pressure gradient at the plasma edge called the

pedestal. The pressure pedestal height is limited by Edge Localised Modes (ELMs).

ELMs are a periodic relaxation of the pedestal due to reaching a critical pedestal

width and height, thought to be associated with crossing the Peeling Ballooning

(PB) stability boundary [85]. The plasma core performance is strongly linked to the

pressure pedestal height [86, 87].

ITER will be considerably larger than current machines, operating at higher tem-
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perature and density. ITER will also be the first machine to have a significant fusion

alpha particle fraction, contributing towards plasma heating [81]. To improve the

understanding of the ITER baseline scenario, research on current machines is focused

on characterising regimes approaching the operational parameters of ITER. On JET,

a discharge cannot simultaneously achieve ITER-like temperature and density. In-

stead separate studies investigate each operational parameter. For example, high

temperature, low collisionality JET plasmas have been addressed [88]. Also of in-

terest are dense plasmas, comparable to the Greenwald density.

Reference [89] states that at high density, with gas puff fuelling, it is difficult to

maintain confinement in the Type I ELMy H-mode. A possible solution is to in-

crease the degree of plasma shaping; more specifically the triangularity [87]. Dense,

high triangularity ITER-like plasmas have been investigated by [90] on JET and are

the focus of this study. The key findings in [90] are, first, there was little degradation

of stored energy when fuelled up to a pedestal density normalised to the Greenwald

density (ne,ped/nGW ≈ 1). Second, the Type I ELM frequency decreased with in-

creasing pedestal density. And finally, the inter-ELM heat losses increased at high

pedestal density, ne,ped/nGW > 0.7, thought to be due to a transition from a pure

Type I to a mixed Type I/II ELMy regime.

The 2002 study was limited by diagnostic capabilities and consequently there re-

mained some unanswered questions with respect to the role of pedestal structure to

the change in performance. This has now be addressed using the JET High Resol-

ution Thomson Scattering (HRTS) system [48], installed in 2005. In this Chapter,

a new JET-C database is presented consisting of 14 dense high triangularity ELMy

H-mode JET plasmas, comparable to [90], with good diagnostic coverage. The aim

of this study is to utilise the HRTS electron temperature and density profiles to

quantify the pre-ELM pedestal structure and the pedestal evolution during the ELM

cycle. These measurements facilitate a PB stability analysis and a comparison to

the leading predictive pedestal structure model, EPED [30, 42].

Measurements of radial kinetic pedestal profiles, like the results presented in this

study, have been the focus of numerous studies. These studies have the collective

aim of contributing towards the understanding of the physical processes governing the

H-mode pedestal structure and therefore providing a basis for predictive models. The

scaling of the pedestal structure with dimensionless parameters, such as normalized

ion gyroradius (ρ∗ = ρi/a), gives an indication of the possible pedestal structure on

future devices such as ITER. A positive scaling of the pedestal width with normalized

gyroradius ρ∗ was a concern for ITER as it will operate at comparatively low ρ∗
however this has been addressed by [34, 37, 38, 64, 91, 92] and all show a weak scaling.

Another important parameter is the normalised poloidal pedestal pressure (βpol,ped)

as studied in detail by [30, 33–40, 93]. The average of the electron temperature and
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density pedestal width in normalized poloidal flux is shown to scale with (βpol,ped)0.5.

This scaling relationship was discussed in more detail in Section 1.9 and acts as one

of the two constraints within the EPED model. Also of interest is how the pedestal

structure evolves during the ELM cycle. The electron temperature and density

pedestal width widens during the ELM cycle on DIII-D [36, 66] and MAST [69, 70].

This behaviour is considered typical and is well described by EPED [30, 42].

In this chapter, the focus of Section 4.2 and Section 4.3 is to show that the 2002 and

new JET-C databases are comparable before going on, to present the new pedestal

measurements. In Section 4.2, there is a detailed description and comparison of

the two databases. Then the plasma performance of the new JET-C database is

presented. Section 4.3 focuses on the transition from a pure Type I to a mixed Type

I/II ELMy regime at high fuelling, as originally observed in the 2002 study [90].

Section 4.4 studies the electron temperature and density pedestal width and height

determined by fitting a modified hyperbolic tangent (mtanh) function to HRTS pro-

files. Furthermore the inter-ELM evolution of the pedestal structure is studied by

fitting to profiles selected from a temporal window in various phases of the ELM

cycle.

Section 4.5 presents the result of a pedestal stability code, MISHKA-1 [27]. MISHKA-

1 calculates the position of the PB stability boundary and the proximity of the

plasma edge to this boundary, using the experimental profiles. A sensitivity analysis

to quantify the uncertainties associated with the operational points relative to the

stability boundary is also presented. Then section 4.5 goes on to present a compar-

ison of the pedestal measurements to the results from the EPED1 model [30, 42].

EPED1 is designed to predict the pressure pedestal width and height for present

and future devices. This comparison helps further test that model and interpret the

observations. Section 4.6 discusses the conclusions.

4.2 Description of database

4.2.1 Plasma scenarios

The JET pulses within the new JET-C database were obtained during experiments

with a carbon fibre composite (CFC) wall before the installation of the current Be/W

ITER-Like-Wall (ILW) [94]. A D2 fuelling scan from ΓD ≈ 0.2 to 6.1×1022 electrons

per second (el/s) was performed over 14 single null, Type I ELMy H-mode plasmas

as described in [95, 96]. The high triangularity plasma scenarios for the 2002 and

new JET-C databases are compared in Table 4.1.
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Table 4.1: Comparison of plasma scenario for 2002 and present day scenario.
The current divertor configuration is termed load bearing septum re-
placement plate (LBSRP) [97]

2002 new JET-C
(δup + δlow) = δ (0.49 + 0.45)/2 = 0.47 (0.43 + 0.39)/2 = 0.41
Ip/Bt 2.5 MA/2.7 T 2.5 MA/2.7 T
PNBI < 15 MW < 15 MW
ΓD (0 − 5) × 1022 el s-1 (0.2 − 6.1) × 1022 el s-1

Divertor config. Septum Divertor (carbon) LBSRP Divertor (carbon)

The two scenarios have similar plasma current, toroidal magnetic field strength,

Neutral Beam Injection (NBI) heating power and gas fuelling capabilities. There is

a small variation in triangularity due to the most notable difference between the two

scenarios, the divertor configuration.

Figure 4.1 shows the EFIT equilibrium reconstruction for JET Pulse Number (JPN):

52014, from the 2002 study; and 79503, from the new JET-C database. The divertor

geometry shown by Figure 4.1 (b) is the Septum Divertor (SD) configuration, used in

the 2002 study. The divertor geometry shown by Figure 4.1 (a) and (c) is the Load

Bearing Septum Replacement Plate (LBSRP) divertor configuration, as used in the

new JET-C database. When operating with the LBSRP divertor an optimisation of

plasma volume was possible due to achieving magnetic configurations with a lowered

X-point position. The configuration chosen for this study is optimised for both

volume and a choice of triangularity (δ ≈ 0.41) at which good confinement at high

density was found. Also as shown by the arrow on Figure 4.1 (c) the variation in D2

fuelling from 0.2 to 6.1 × 1022 el/s is provided by a gas injection model located at

the inner divertor [95].

4.2.2 Diagnostic setup

As previously mentioned, the 2002 study [90] was limited by diagnostic capabilities.

The maximum electron density of the plasmas in [90] was ≈ 1020 m-3, which is

greater than the density cut-off for ECE emission, ≈ 8.5 × 1019 m-3. As a result

the ECE heterodyne radiometer could not provide pre-ELM temperature profiles.

However, currently the JET HRTS system can measure temperature and density

profiles throughout the ELM cycle. As discussed in Chapter 2 the system utilises

a 5 J Q-switched Nd:YAG laser (λ = 1064 nm) with a 20 ns pulse duration and

a 20 Hz repetition rate across the entire JET pulse (≈ 800 profiles) [48, 63]. The

HRTS line-of-sight in the outer midplane is indicated by the green line in Figure 4.1

(a).
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Figure 4.1: (a) Comparison of EFIT equilibrium reconstruction for JET Pulse
Number 52014 blue line (t = 23.1 s) [90] and JET Pulse Number
79503 red line (t = 22.0 s) where the green line is the HRTS line
of sight. Divertor configuration for (b) JET Pulse Number 52014
(Septum Divertor) and (c) JET Pulse Number 79503 (LBSRP Di-
vertor).

As previously discussed (Chapter 2, during the campaign the spatial resolution of the

HRTS system was improved from a Full Width Half Maximum (FWHM) instrument

function of ∼ 22 mm to ∼ 11 mm [63]. Three out of the 14 plasmas have higher

spatial resolution and are indicated by different coloured symbols in the rest of the

Chapter. It is also important to note the HRTS electron temperature data for the

pulses presented in this study are calibrated via cross-comparison to ECE data on

a few dedicated shots. In this instance the ECE temperature data uses the 1995

calibration as opposed to the more recent calibration detailed by [98].

4.2.3 Plasma confinement

Figure 4.2 shows the evolution of key plasma parameters for a low fuelling (0.2×1022

el/s, in blue) and a high fuelling pulse (2.6 × 1022 el/s, in red) where both have high

resolution HRTS coverage. And therefore these same two pulses will later be used

for detailed profile analysis 4.4.
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The selected stationary region of a pulse is indicated by the coloured region of each

trace in Figure 4.2. Plasma parameters are averaged over this region and as discussed

later, HRTS profiles are selected for further analysis within this region.
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Figure 4.2: Low (blue) and high (red) fuelling pulses showing (a) NBI power,
(b) bulk radiated power fraction, (c) separatrix radiated power frac-
tion, (d) line averaged density ne and nGW , (e) normalised toroidal
beta, (f) stored energy, (g) gas fuelling rate, (h) Dα emission for low
fuelling and (i) Dα emission for high fuelling.
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Figure 4.2 shows for a similar input power (PNBI ≈ 15 MW) both pulses have a

comparable normalised beta (βN ≈ 1.9) and stored energy (WDIA ≈ 6 MW). The

two pulses have line averaged densities of 8.0 and 9.5×1020 m-3 which is respectively

75 % and 100 % of the Greenwald density limit. As a consequence the confinement

enhancement factor (H98) for these two pulses differ slightly (H98 = 1.0 and H98 =

0.95) due to the density dependence in the confinement scaling law (Figure 4.3).

Figure 4.2 (h) and 4.2 (i) show that the ELM frequency reduces when the fuelling

level in increased, as is typical for dense high triangularity plasmas in JET [90].

The 2002 and more recent JET-C optimised high δ Type I ELMy H-mode plasma

scenarios, although different, both exhibit similar ELM behaviour and comparable

confinement. The confinement enhancement factor (H98) as defined [99] is used as

a measure of the confinement performance. More specifically H98 is the ratio of the

energy confinement time for a specific pulse as determined from measured quantities

to the energy confinement time calculated from a scaling relation which is a func-

tion of geometry and basic plasma parameters. The scaling relation is determined

via regression analysis of the ITER H-mode confinement database consisting of data

from 12 different Tokamaks [99]. Figure 4.3 (a) and 4.3 (b) show H98 as a func-

tion of fuelling rate and the pedestal density normalised to the Greenwald density

respectively.

Figure 4.3 (a) shows H98 decreases by less than 10 % up to a fuelling rate of Γe ≈
4.8 × 1022 el/s. Above this fuelling rate there is a transition to a lower confinement

state, so called compound ELMs [100], as indicated by a further reduction of H98

(≈ 20 %). The ELM frequency of the compound ELMy pulse is ≈ 100 Hz, whereas all

the other pulses within the fuelling scan are between 5 − 25 Hz. The ELM frequency

is discussed further in section 4.3.

The variation of H98 for a given level of fuelling, see Figure 4.3 (a), implies the fuelling

level does not sort the performance for these plasmas well. To achieve similar plasma

parameters on different operational days the fuelling level has to be fine-tuned. This

is to account for variations in wall conditioning and fuelling port location. A better

sorting of the data is found with the pedestal density normalised to the Greenwald

density (ne,ped/nGW ), a plasma parameter, rather than the fuelling level (ΓD), a

machine parameter, as shown by Figure 4.3 (b). As pedestal density increases, H98

remains approximately constant within error between ne,ped/nGW ≈ 0.65-0.75. Above

ne,ped/nGW ≈ 0.8, H98 increases again, due to an apparent confinement improvement,

up to a pedestal density of ne,ped/nGW ≈ 1.0. The degraded performance of the

compound ELMy pulse results in an intermediate pedestal density (ne,ped/nGW ≈
0.82). Comparison of Figure 4.3 (a) and 4.3 (b), indicate as the fuelling is increased

the pedestal density initially increases, peaking at ne,ped/nGW ≈ 1.0, corresponding to

a fuelling rate of 2.6×1022 el/s. As the fuelling is further increased up to ΓD ≈ 6.1×
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1022 el/s, the pedestal density decreases due to the compound ELM transition.
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Figure 4.3: H98 as a function of (a) fuelling rate and (b) pedestal density. Total
stored thermal energy (Wth) as a function of (c) fuelling rate and
(d) pedestal density. Pedestal stored energy (Wped) as a function of
(e) fuelling rate and (f) pedestal density. Ratio of pedestal stored
energy to total stored thermal energy (Wped/Wth) as a function of (g)
fuelling rate and (h) pedestal density. Figure distinguishes between
pulses with low (orange) and high (green) resolution HRTS data.
The pulse labelled Comp. ELMs has a compound ELMy regime.

Figure 4.3 (c) and 4.3 (d) show the total stored thermal energy (Wth) as a function

of fuelling rate and pedestal density respectively. The stored thermal energy is

calculated by correcting the measured diamagnetic energy (WDIA) with the energy

of the fast ions (WP ET ) given by [101],

Wth = WDIA − 3
2

WP ET (4.1)
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Similar to Figure 4.3 (a), Figure 4.3 (c) shows a minimal degradation of stored

thermal energy as fuelling increases until the compound ELM transition. Like H98

as shown in Figure 4.3 (b), Figure 4.3 (d) shows Wth is approximately constant

between ne,ped/nGW ≈ 0.65 − 0.75, increases at higher fuelling and then degrades for

the compound ELM transition.

The pedestal stored energy, Wped, is calculated by evaluating the volume integral of

the pressure profile capped at the pressure pedestal height. The integral is given

by:

Wped(J) =
3
2

∫

V
(pi + pe) dV

=
3
2

∫

V
e (niTi + neTe) dV

≈ 1
4

∫

V
e (13 − Zeff ) neTedV (4.2)

where pi and pe are the ion and electron pressure profiles respectively in Pa; V is the

plasma volume in m3; e is a constant required for the conversion from eV to J and is

equal to the elementary charge (≈ 1.602 × 10−19); ni and ne are the ion and electron

density profiles respectively in m-3; Ti and Te are the ion and electron temperature

profiles respectively in eV; and Zeff is the average effective atomic charge. The

pressure profile is calculated from the product of an mtanh fit [37] to the density

and temperature HRTS data. The HRTS data selected for the fits in Figure 4.3

(e) and 4.3 (f) are ELM averaged over the stationary phase of a pulse. Equation

4.2 assumes Ti ∼ Te, justified for all pulses discussed here due to their high density

and therefore strong ion-electron heat exchange coupling. Zeff is averaged over the

stationary phase of each pulse within the fuelling database and is assumed constant

in radius. Zeff ranges from 1.5 to 2.1. The expression for Wped utilises the following

relationship between ni and ne assuming carbon is the sole impurity,

ni =
(7 − Zeff

6

)

ne (4.3)

The pedestal stored energy as calculated by Equation 4.2 is shown in Figures 4.3

(e) and 4.3 (f). In contrast to Figure 4.3 (a), Figure 4.3 (e) shows as the fuelling is

increased, the pedestal stored energy also increases and peaks at a fuelling rate of

ΓD ≈ 2.6 × 1022 el/s. At higher fuelling the pedestal stored energy then decreases.

Figure 4.3 f shows the low fuelling pulses have low pedestal density and pedestal

stored energy. The pedestal density and pedestal stored energy both peak at a

fuelling of ΓD ∼ 2.6 × 1022 el/s. As the fuelling is further increased, towards the

compound ELM transition, the pedestal density and pedestal stored energy both
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degrade.

Figure 4.3 (g) and 4.3 (h) show the ratio of the pedestal stored energy to the total

thermal stored energy (Wped/Wth) as a function of fuelling rate and the pedestal

density respectively. This ratio gives an indication of the profile peaking, which is

the relative edge and core performance. The greater the core performance relative to

the edge, the more peaked the profile. The profile peaking is not constant across the

fuelling scan as Wped/Wth ranges from 0.27 at low pedestal density (ne,ped/nGW ≈
0.65) to 0.35 at high pedestal density (ne,ped/nGW ≈ 1.0). To summarise, Figure 4.3

(b) and 4.3 (d) show for Type I ELMy pulses there is minimal degradation in overall

performance (H98 and Wth) up to ne,ped/nGW ≈ 1, in agreement with [90].

4.3 ELM characterisation

The ELM type for the 2002 study was characterised as Type I ELMs at low fuelling

and as mixed Type I/II ELMs at high fuelling levels [90].

A pure Type II ELMy regime is classified by the absence of large transient heat

loads (Type I ELMs) and a minimal decrease in confinement (H98) when compared

to a Type I ELMy regime [102]. Type II ELMs produce a continuous power load on

plasma facing components, similar to that of Type III ELMs. The degradation in

confinement due to Type II ELMs is typically less than 10 %, distinguishing them

from a larger reduction in confinement of ≈ 20 − 30 % found in Type III ELMy

regimes [100].

A transition from a Type I to a pure Type II ELMy regime is observed on AUG

in single null configurations [103]. This transition is achieved by applying strong

fuelling to exceed a collisionality threshold. Gas fuelling and plasma shaping, more

specifically the proximity to Double Null (DN), are the two main methods of con-

trolling the Type I to Type II transition [102].

JET results do thus far not show a pure Type II ELM regime in a single null config-

uration [28], but instead there is evidence for a mixed Type I/II ELMy regime for

pulses with a high pedestal density where ne ≥ 0.7nGW , as seen by [90]. A mixed

Type I/II ELMy regime exhibits increased inter-ELM losses (Type II) between Type

I ELMs. The key findings from the new fuelling scan database, which exhibits the

same mixed Type I/II behaviour, are presented below focusing on the ELM fre-

quency dependence, inter-ELM build up of stored energy, the LH power threshold

and magnetic fluctuations.

Figure 4.2 (h) and 4.2 (i) show the Dα emission for the low and high fuelling case

respectively. The ELM frequency for a low and high fuelling pulse is 17.5 Hz and
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7.8 Hz respectively. Figure 4.4 shows the ELM frequency for the entire database as

a function of pedestal density. As observed by [90], the ELM frequency for the new

database of high triangularity pulses decreases with increasing pedestal density.
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Figure 4.4: ELM frequency as a function of pedestal density normalised to the
Greenwald density.

The explanation given by [90] for the decrease in ELM frequency is that increased

inter-ELM losses (Type II activity) at higher pedestal density, increases the time

taken to reach the critical pressure and therefore reduces the Type I ELM fre-

quency.

For the mixed Type I/II ELMy regime to account for the ELM frequency variation,

it would be expected that the energy build-up for a pulse exhibiting Type II inter-

ELM activity, a high fuelling pulse, would be slower in comparison to a low fuelling

pulse. Figure 4.5 compares the inter-ELM stored energy build-up of a high and low

fuelling pulse as calculated from magnetic diagnostics. The build up after multiple

ELM collapses are overlaid to improve temporal resolution, see Figure 4.5 (a). Figure

4.5 (b) shows the result of normalising the ELM synchronised data to a 5 − 10ms

post-ELM window and then applying a moving average. Figure 4.5 (a) and (b) both

show there is a difference in the build up between the two pulses and also that the

build up of stored energy does not saturate.

The existence of mixed Type I/II ELMs is consistent with the decrease in ELM

frequency across the fuelling scan although another factor which could influence the

ELM frequency is the proximity to the LH power threshold, above which a transition

from L to H-mode occurs. In, for example, [104] the ELM frequency is shown to

reduce when the input power approaches the LH power threshold for a JET ELMy

H-mode fuelling database.

The LH power threshold has been determined using the scaling derived from a multi

machine database for PLH−08, [105]. The total loss power is defined [105],
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Figure 4.5: Build-up of stored energy (WMHD) for the low and high fuelling cases
as a function of time from the previous ELM. (a) shows the ELM
synchronised data and (b) shows the result of first normalising the
ELM synchronised data to a 5 − 10 ms post-ELM window and then
applying a moving average.

Ploss = PNET − dW

dt
(4.4)

where PNET is the total net input power and dW/dt is the rate of change in plasma

stored energy. PNET in MW is given by [101],

PNET = PCX + PICRH + POHM − PSHI (4.5)

PCX = PNBI

(

1 − 1
100

exp (3.35 − 0.667 · abs |Ip| − 0.2ne,la)
)

(4.6)

where PCX in MW is the power deposited in the plasma due to NBI heating taking

into account all losses, PICRH in MW is the input power due to Ion Cyclotron

Resonant Heating (ICRH), POHM in MW is the input power due to ohmic heating,

PSHI in MW is the power lost due to NBI shine-through, PNBI in MW is the input

NBI power not taking into account losses, IP in MA is the plasma current and ne,la

in ×10−19 m-3 is the line average electron density.

The LH threshold power described by [105] refers to the power required to access

H-mode. In the calculation of Ploss in stationary H-modes, the term dW/dt varies

strongly during the ELM cycle. For this reason dW/dt at the end of the ELM cycle

(70-99 %) has been used in the calculation as considered most relevant with respect

to the ELM event.

Figure 4.6 shows the ratio of the total loss power (Ploss) to the LH threshold power

(PLH−08). Figure 4.6 shows that the ratio of Ploss/PLH−08 remains approximately

constant, ≈ 1.1 from low to high fuelling (comparing green data-points) implying

the ELM frequency is most likely independent of the proximity to the LH threshold.
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The important comparison in Figure 4.6 is between the low and high fuelling pulses

with high resolution HRTS data (green data points). However, it is noted the pulses

with intermediate ne,ped/nGW have a relatively high ratio of Ploss to PLH−08. The

heating power is fixed across the scan and there is no significant variation in dw/dt. A

possible explanation is these pulses are the highest fuelling where the ELM behaviour

transitions from mixed Type I/II towards Type III. Therefore PLH−08 may not be as

relevant. Both Ploss and PLH−08 increase with ne,ped/nGW . It is also noted in terms

of absolute values, the large ratio for the intermediate ne,ped/nGW pulses is due to

Ploss begin equivalent to the high ne,ped/nGW pulses whereas PLH−08 is equivalent to

low ne,ped/nGW pulses.
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Figure 4.6: Ratio of Ploss to PLH−08 as a function of pedestal density normalised
to Greenwald density where the ELM dependent parameter dW/dt
is averaged over 70-99 % of ELM cycle during steady state phase of
pulse.

Furthermore previous studies, [90, 102, 106, 107], have considered magnetic fluctu-

ations when establishing the characterisation of mixed Type I/II ELMs. The Type

II ELM activity between the Type I ELMs on JET coincides with an increase of the

intensity of broadband magnetic fluctuations at low frequency (< 40kHz) and these

MHD events are termed washboard modes. A detailed study by [106] discusses the

causal link between washboard modes and increased inter-ELM transport referred to

as Type II ELMs. It is thought washboard modes regulate the build up of pressure

(stored energy) by enhanced inter-ELM transport (Type II ELMs).

The magnetic fluctuation behaviour of the new JET-C database presented in this

study is consistent with [90]. Figure 4.7 shows the MHD fluctuation intensity for the

high fuelling pulse in comparison to the low fuelling pulse increases at low frequency

(0 − 40 kHz) consistent with an increase in washboard mode activity. There is also
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a decrease in MHD fluctuation intensity at high frequency (above 40 kHz). This is

visible from the spectrograms for the low and high fuelling pulses as shown by Figure

4.8 (a) and (b) respectively.
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Figure 4.7: Comparison of MHD fluctuation intensity for a low (blue) and high
fuelling (red) JET pulse as determined by averaging a Fourier spec-
tra, vertical slices of the corresponding spectrogram (Figure 4.8),
within a specified time interval (t = 20.207 − 20.238 s for the low
fuelling pulse and t = 20.509 − 20.538 s for the high fuelling pulse).
The intense low frequency peaks, for example for the low fuelling
pulse (blue) at 12 kHz and 21 kHz, are associated with core MHD
activity and should be disregarded when comparing of the broadband
magnetic fluctuation behaviour associated with washboard modes.

In summary, the observations on the ELM regime in this study are consistent with

those in [90] and a transition from the pure Type I ELMs to a mixed Type I/II ELMy

regime is a most likely reason for the non-standard ELM behaviour. Following the

convention as laid out in [90], the low and high fuelling example pulses referred

to within this study are termed as pure Type I and mixed Type I/II ELMy H-

modes.
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Figure 4.8: Magnetic frequency spectrograms from a coil low-field side for (a)
low fuelling (JPN: 79498) and (b) high fuelling (JPN: 79503) pulses.
The numbers to the right of the colour scale denote log10 of the
amplitude [106]. The narrow intense red vertical lines are the Type
I ELMs and the narrow intense red horizontal lines are associated
with core MHD activity. The washboard mode activity is indic-
ated by the inter-ELM more broadband ubiquitous yellow/orange
features. There is washboard mode activity in both low and high
fuelling pulses however the difference is the relative intensity of low
and high frequency components of these washboard modes. For the
low fuelling pulse the toroidal mode number (n) for the easily distin-
guishable individual bands are n = −1 to −6. For the high fuelling
pulse n ranges from −2 for the lower frequency broad band end of
the spectrum to −6 for the higher frequency end of the spectrum.

103



Chapter 4. JET-C pedestal study 4.4. Pedestal measurements

4.4 Pedestal measurements

In section 4.2.3 we saw that the increase in stored thermal energy above ne,ped/nGW =

0.8 is largely due to an increase of the pedestal stored energy. To understand why

the pedestal performance improves when the fuelling level is increased this section

quantifies the behaviour of the H-mode pedestal within the new JET fuelling data-

base, utilising electron temperature (Te) and density (ne) profiles produced by the

JET HRTS system. The pedestal structure, i.e. the width and height, and pedes-

tal dynamics are quantified by least squares mtanh fits to ELM synchronised HRTS

profiles, see Chapter 3. The mtanh fits to the JET HRTS profiles presented in

this section are used in Section 4.5.2 when evaluating the Peeling Ballooning sta-

bility and comparing experimental results to EPED1 predictions for the pedestal

pressure.

4.4.1 Pedestal fitting: mtanh and linear forms

Figure 4.9 shows the result of a least squares mtanh fit to determine the pedestal

width and height. Figure 4.9 (a)-(d) show the selected overlaid HRTS temperature

and density profiles (open circles) and the corresponding mtanh fits (dashed lines)

for the pure Type I pulse and mixed Type I/II pulse respectively as shown in Figure

4.2. Comparison of the pure Type I and mixed Type I/II pulses detailed in Figure 4.9

show both the temperature and density pedestals are wider for the mixed Type I/II

pulse in comparison to the pure Type I pulse. Further still, the pedestal temperature

is smaller by ≈ 0.1 keV (12 %) whereas the pedestal density is significantly larger

by ≈ 2.6 × 1019 m-3 (37 %), as a consequence the pedestal pressure increases by 20

%.

Beyond the extent of the foot of the mtanh fit function, see Figure 4.9, there is

minimal data (as discussed in the context of the upper and lower HRTS line of sight

in Chapter 3) weakening the validity of the mtanh fit in this region. Least squares

linear fits were performed on the same data selected for the mtanh fits to provide

a comparison, see Figure 4.10 [33]. Figure 4.10 (a)-(d) show the linear fit to the

selected overlaid HRTS temperature and density profiles for the pure Type I and

mixed Type I/II pulse respectively. In agreement with the mtanh fit, the linear fits

suggest the temperature and density pedestal is wider for the mixed Type I/II pulse

in comparison to the pure Type I pulse. Further still, the pedestal temperature

and pedestal density, determined from the linear fit, show a similar small decrease

and significant increase respectively. In comparison to the mtanh fit the linear fit

width is larger for both the temperature and density pedestal. The temperature

pedestal height from the linear fit is marginally larger in comparison to the mtanh
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fit. Interestingly the density pedestal height is similar for the mtanh and linear

fit due to the relatively flat core gradient accurately constraining the knee of the

profile.
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Figure 4.9: Example of mtanh fits for temperature and density JET HRTS pro-
files for (a), (c) low (blue) and (b), (d) high (red) fuelling pulses.

Figure 4.11 details a comparison of linear and mtanh fits for the temperature pedestal

width, the density pedestal width, the temperature pedestal height and the density

pedestal height. This comparison includes all pulses within the new JET fuelling

database. As well as considering HRTS profiles from the last 70-99 % of the ELM

cycle, profiles within 0-10 %, and 0-100 % (i.e. all time windows) of the ELM cycle

were also considered.

The linear density and temperature pedestal width is larger than the corresponding

mtanh widths as shown by Figure 4.11 (a) and (b) respectively, due to a difference in

the definition of the pedestal widths for both fits. Similarly Figure 4.11 (c) shows the

linear temperature pedestal height is larger than the mtanh pedestal height. Figure

4.11 (d) shows the density pedestal heights for the linear and mtanh fits are in good

agreement. To summarise there are some deviations between pedestal widths and

heights when comparing linear and mtanh fits, see Figure 4.11. These deviations

are purely a consequence of the different fit functions. The data trends are still

consistent.

Figure 4.11 (a) and (b) show the post-ELM widths (orange data points) are larger

than the pre-ELM widths (red data points) indicating both the density and tem-
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Figure 4.10: Example of linear fits for temperature and density JET HRTS pro-
files for (a), (c) low (blue) and (b), (d) high (red) fuelling pulses.

perature pedestal width narrows during the ELM cycles. The pedestal structure

evolution is discussed in more detail in section 4.4.3.
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4.4.2 Pedestal structure

In this study we refer to the pedestal structure as the width and height of the

pedestal. The examples of mtanh and linear fits in the previous section, Figure 4.9

and 4.10 respectively, show for the mixed Type I/II pulse in comparison to the pure

Type I pulse: the temperature and density pedestal widens; the pedestal temperature

is lower and the pedestal density is higher. This section presents the measurements

of the pre-ELM (70-99 %) pedestal structure for all pulses within the new fuelling

scan database.

Figure 4.12 shows the variation of pedestal width with respect to the pedestal dens-

ity. The temperature and density widths for pulses with low (FWHM ≈ 22 mm)

resolution HRTS profiles, the orange points, are more scattered and have larger error

bars in comparison to the pulses with high (≈ 11mm) resolution HRTS pulses, the

green points. This is understandably so as the actual pedestal width, i.e. 1.5 − 2.0

cm for the density and 2.0 − 3.0 cm for the temperature pedestal is of the same

order as the width of the instrument function for the lower resolution cases [63]. The

comparison of relative scatter between low and high resolution HRTS pulses may be

misleading due to there being more low resolution HRTS pulses. The low resolution

HRTS pulses for the temperature pedestal width are particular scattered and this

may be due to larger errors associated with the weighted deconvolution technique

[73]. The high resolution data from Figure 4.12 (a) and 4.12 (b) shows evidence

for the temperature and density pedestal widening as the pedestal density increases.

The data set is limited due to no pulses with intermediate pedestal densities.

Figure 4.13 shows the pedestal temperature versus pedestal density for all pulses

within the current fuelling database. The two main groups of pulses correspond

to pure Type I (low fuelling) and mixed Type I/II (high fuelling) ELMy H-modes.

The mixed Type I/II pulses have a lower pedestal temperature and higher pedestal

density relative to the pure Type I pulses, see Figure 4.9. Further still, as indicated

by the isobars, black dashed lines, the mixed Type I/II pulses have higher pedestal

pressure. The pure Type I pulses are all between the lower (pL) and central (pC)

isobars whereas the mixed Type I/II pulses are between the central (pC) and upper

(pU) isobars. The degraded performance of the compound ELMy pulse is reflected

in the lowest pressure pedestal due to a reduction in both Te (Te,ped ≈ 0.55 keV) and

ne (ne ≈ 7.8 × 1019 m-3).
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Figure 4.12: (a) Temperature pedestal width and (b) density pedestal width
as a function of density pedestal height normalised to Greenwald
density. Pedestal widths determined from mtanh fits incorporating
a weight deconvolution technique for the electron temperature [73]
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Figure 4.13: Pedestal temperature versus pedestal density for all 14 discharges
within the new fuelling database. There are three isobars indicated
by black dashed lines. pC is the central isobar. The lower isobar,
pL is a 20 % decrease with respect to pC and the upper isobar, pU

a 20 % increase, also with respect to pC .
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4.4.3 Pedestal dynamics

The HRTS profiles for two plasmas with high resolution data; a pure Type I and a

mixed Type I/II pulse from the new JET fuelling database, have been windowed from

0-10 %, 10-40 %, 40-70 % and 70-99 % of the ELM cycle. The corresponding mtanh

fits quantify the pedestal width and height for each region of the ELM cycle. The

initial 0-10 % of the ELM cycle can be considered as a transient recovery phase after

the ELM crash. As a result the pedestal width and height from the fit corresponding

to 0-10 % of the ELM cycle may not follow a trend described by the rest of the

data.

Figure 4.14 (a) shows the evolution of the temperature and density pedestal width

for a pure Type I and mixed Type I/II pulse. For both pulses the temperature and

density pedestals jump from large post-ELM pedestal widths (∆ne ≈ 5.0 − 5.7 cm,

∆T e ≈ 4.0 − 4.5 cm), corresponding to profiles from 0-10 % of the ELM cycle, to

smaller intermediate values (∆ne ≈ 2.0 cm, ∆T e ≈ 3.0 cm). The pure Type I pulse

then progressively narrows during the rest of the ELM cycle to pre-ELM widths of

∆ne = 1.5 cm and ∆T e = 1.9 cm. In comparison, the pre-ELM widths for the mixed

Type I/II pulse are ∆ne = 2.1 cm and ∆T e = 2.9 cm as the pedestal widths remain

approximately constant for 10-40 %, 40-70 % and 70-99 % of the ELM cycle. The

inter-ELM evolution of the density pedestal width, as observed using HRTS, has

been verified using Li-beam measurements at the plasma edge for a pure Type I

ELMy pulse and mixed Type I/II ELMy pulse [108].
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Figure 4.14: Evolution of (a) temperature and density pedestal width, and (b)
temperature and density pedestal height for low (blue) and high
(red) fuelling pulses. Identical to Figure 4.13, there are three isobars
indicated by black dashed lines. pC is the central isobar. The lower
isobar, pL is a 20 % decrease with respect to pC and the upper
isobar, pU a 20 % increase, also with respect to pC .

The evolution of the temperature and density pedestal height during the ELM cycle

for a pure Type I and mixed Type I/II pulse is shown by Figure 4.14 (b). Initially
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the temperature pedestal height rapidly grows, slowing down towards the end of

the ELM cycle and for the mixed Type I/II pulse the temperature pedestal height

saturates. The density pedestal height, for both pulses, increases throughout the

ELM cycle. Overall the pedestal pressure increases, for both pulses, during the ELM

cycle. The pure Type I pulse is at relatively high temperature and low density in

comparison to the mixed Type I/II pulse.

Figure 4.15 (a) and (b) show the pressure profiles determined from the temperature

and density mtanh fits corresponding to 0-10 %, 10-40 %, 40-70 % and 70-99 % of

the ELM cycle. Figure 4.15 (c) and (d) show the derivative of these pressure profiles

with respect to normalised flux. Figure 4.15 focuses on the two pulses considered

throughout this Chapter. Figure 4.15 (a) and (c) corresponds to the pure Type I

pulse. Figure 4.15 (b) and (d) corresponds to the mixed Type I/II pulse. The trends

shown by Figure 4.14 can also been seen in Figure 4.15.
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Figure 4.15: (a), (b) Pressure profiles and (c), (d) derivative of pressure profiles
corresponding to 0-10 % (red), 10-40 % (blue), 40-70 % (green) and
70-99 % (orange) of the ELM cycle for (a), (c) pure Type I and (b),
(d) mixed Type I/II JET pulses.

The pressure pedestal for the pure Type I pulse narrows during the ELM cycle, as

clearly seen in Figure 4.15 (c). This is consistent with Figure 4.14 (a). The peak

pressure gradient does not saturate during the ELM cycle. The position of the peak

pressure gradient shifts radially outwards by ≈ 0.25 % of Ψ during the ELM cycle

suggesting the entire pedestal also moves radially outwards.

Disregarding the profile for the initial 0-10 % of the ELM cycle, the pressure pedestal
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width is relatively constant for the mixed Type I/II pulse, see Figure 4.15 (d). Once

again this is consistent with Figure 4.14 (a). The peak pressure gradient increases

from 10-40 % to 40-70 % and then remains constant from 40-70 % to 70-99 %.

The lack of variation in peak pressure gradient position suggests a minimal shift in

pedestal position during the ELM cycle.

The evolution of the pedestal, as described above, can be compared to observations

on other devices. At DIII-D a widening of the electron density, temperature and

pressure pedestal during the ELM cycle was observed in plasmas with the so-called

ITER baseline shape [66, 109]. This widening is consistent with a combined Kinetic

Ballooning (KB) and PB model where the pedestal width increases during the ELM

cycle following a KB gradient limit, until the ELM is triggered when the PB limit

is reached [43]. Similar observations were found in MAST where there is also a

widening of the pressure pedestal in between ELMs [69, 70]. The extent of the

barrier is again found to be limited by KB modes and this was confirmed by local

gyrokinetic analysis.

However, in the cases studied here, the inter-ELM evolution of the JET pedestal is

different from that typically observed in other tokamaks such as DIII-D and MAST.

In the analysis presented above the JET H-mode pedestal width narrows or saturates

during the ELM cycle. The difference in the dynamics between MAST and JET is

further discussed in [43].

Instead of showing the pressure profiles and corresponding derivatives as a function

of normalised flux, as in Figure 4.15, the position of the profiles can be corrected such

that the separatrix temperature is 100 eV, see Figure 4.16. This is to be consistent

with the two-point model, as described by [110], which relates the upstream temper-

ature to the divertor temperature without modelling the variation in temperature as

a function of distance along the scrape off layer. The model assumes strong thermal

conduction along flux tubes connecting the upstream and downstream temperature

measurements such that there is no particle flows. The only exception is the region

at the transition from the plasma to the surface where an electrostatic sheath is

formed [110]. Furthermore, the model also assumes there is no particle or energy

loss along the flux tubes. This allows the divertor temperature limit to be translated

to the upstream separatrix temperature at the bottom of the pedestal resulting in a

maximum shift, for the profiles presented here, of ≈ 2.3 % of Ψ. The trends in ped-

estal position shown in Figure 4.16 are consistent with Figure 4.15. As most notably

even after correcting the profile positions the peak gradient for the pure Type I pulse

(Figure 4.16(c)) still shifts radially outwards, albeit the magnitude of the shift ap-

pears smaller towards the end of the ELM cycle. These corrected profiles are used in

the next section when modelling the PB stability boundary using MISHKA-1.
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Figure 4.16: (a), (b) Pressure profiles and (c), (d) derivative of pressure profiles
throughout ELM cycle for (a), (c) pure Type I and (b), (d) mixed
Type I/II JET pulses (similar to Figure 4.15) as a function of nor-
malised flux corrected such that the separatrix temperature is 100
eV.

4.5 Comparison with models

4.5.1 Pedestal stability analysis

Figure 4.17 shows the result of the PB stability analysis performed by MISHKA-1

[27], as described in Section 1.8. The stability diagrams presented in this section

use the dimensionless maximum pressure gradient (αmax) [111] instead of the p’ped.

Figure 4.17 (a) and 4.17 (b) show operational points representing the state of a

plasma during the ELM cycle for the pure Type I and mixed Type I/II pulses in

Figure 4.9.

The change in colour from blue through to red corresponds to an increase in the

growth rate of the most unstable mode. A contour of constant growth rate, in this

case γ = 0.03ωA, is used to define the stability boundary. The proximity of the

point to the stability boundary indicates the stability of the plasma edge at the time

corresponding to the input profile. The location of the stability boundary depends

on the pedestal width therefore the stability boundary is re-calculated for each input

profile.

Figure 4.17 (a) and (b) show the stability boundary and operational point corres-
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Figure 4.17: Stability analysis for (a) pure Type I (JPN: 79498) and (b) mixed
Type I/II (JPN: 79503) pulse. Analysis performed by MISHKA-1,
using mtanh fits to HRTS Te and ne profiles as an input.

ponding to the plasma state at the last 70-99 % of the ELM cycle. The operational

points for 0-10 %, 10-40 % and 40-70 % have been also overlaid to give an indication

of relative stability during the ELM cycle but the boundary strictly only applies to

the 70-99 % data point, the black star. The proximity of each operational point

to its true boundary has been preserved by scaling the position of the operational

point just along the normalised pressure gradient axis (as the plasmas are ballooning

limited) relative to the 70-99 % boundary.

The pure Type I pulse becomes progressively more unstable during the ELM cycle,

as expected from the pedestal evolution shown by Figure 4.14 and 4.15. The pre-

ELM operational point for the pure Type I pulse is over the stability boundary, in

the unstable region. The operational point for the mixed Type I/II pulse initially

evolves towards the stability boundary until the last 40-70 % and 70-99 % of the

ELM cycle. These two operational points are similar due to near identical input

profiles provided to the code. The pure Type I and mixed Type I/II pulses are both

most unstable to the n = 15 mode.

A sensitivity analysis has been performed to quantify the uncertainties. Variations

in the input to MISHKA-1 have been implemented for the point corresponding to

the last 70-99 % of the pure Type I pulse, as shown by Figure 4.18.

The largest deviation from the 70-99 % operational point for the pure Type I pulse,

the black star shown by Figure 4.17 (a), is due to a 0.5 % shift in normalised flux

of the pressure profile. Figure 4.18 (a) shows both the stability boundary and oper-

ational point have shifted closer together and therefore the plasma is not as deeply

unstable. Also the operational point is on the ballooning boundary rather than the

PB corner.

The total pressure profile, an input to MISHKA-1, is dependent on the effective

atomic charge (Zeff ) through the ion density, see Equation 4.7.
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Figure 4.18: Variation in PB stability analysis when (a) applying an inward shift
of 0.5 % in poloidal flux, (b) using Zeff = 1 and (c) matching the
core and pedestal ion temperature (Ti) gradient. The operation
point corresponds to the last 70-99 % of the ELM cycle for the
pure Type I pulse (JPN: 79498).

p = neTe + ni (ne, Zeff ) Ti (4.7)

Consequently any variation in Zeff would influence the PB stability analysis. Exper-

imentally in hydrogenic plasmas Zeff is found to be ≈ 2 due to impurities. Figure

4.18 (b) shows there is a minimal change in the position of the operational point

when Zeff is set to 1.

The results presented by Figure 4.17 all assume the ion temperature is equivalent

to the electron temperature (Ti = Te). This is not always the case, particularly in

a low collisionality, highly NBI fuelled plasma. An alternative constraint for Ti is

assuming the core gradient is maintained into the pedestal region and the ion profiles

do not have a steep gradient region at the plasma edge. The resulting profile has a

minimal effect on the stability analysis, see Figure 4.18 (c). The operational point

moves marginally towards the ballooning region at low Jsep and high α.

To summarise, when quantifying the sensitivity of the PB stability analysis, a shift in

normalised poloidal flux (0.5 %) of the pressure profile resulted in the only significant

deviation of the operational point. The operational point for the pure Type I pulse,
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for 70-99 % of the ELM cycle, is still at critical stability. The physical interpretation

of the stability analysis has not changed due to the sensitivity analysis. The variation

in Zeff and matching core and edge Ti gradient both result in minor deviations.

As shown by Figure 4.12 and 4.13, the mixed Type I/II pulse has a wider pedestal

and is able to reach a higher pedestal pressure. In the context of PB theory there are

two competing factors influencing the achievable pedestal pressure with respect to

a variation in pedestal width. First, a wider pressure pedestal results in a lowering

of the PB stability boundary due to PB modes becoming more unstable at lower

pressure gradient. However, for a comparable pressure gradient, a wider pedestal

can still result in an increased pedestal height. As the mixed I/II pulses from the

new JET fuelling database reach a higher pressure when the pedestal widens this

suggests the lowering of the stability limit is not the dominating factor.

4.5.2 EPED comparison

The pedestal predictions from two versions of the EPED model, EPED1 and EPED1.62,

are presented in this section. For the new fuelling database c1 ranges between 0.072

and 0.078 with an average of 0.076. This is in good agreement with the value of

c1 used in EPED1. The average ratio of predicted to observed pedestal width is

1.01 ± 0.23 for EPED1 and 1.00 ± 0.20 for EPED1.62. Figure 4.19 shows a com-

parison of the
√

βpol,ped scaling relationship embedded in EPED1 (black dashed line)

and EPED1.62 (blue shaded region) to the experimental measurements (orange and

green points). The measured pedestal width increases with increasing measured

βpol,ped in agreement with the
√

βpol,ped scaling however the broadening of the ped-

estal width is stronger than expected. Figure 4.19 also shows the EPED1 pedestal

width predictions (black diamonds) as a function of predicted βpol,ped. For the three

high resolution pulses in the database a grey line connects the measurement and

EPED prediction data points. This highlights that EPED over predicts βpol,ped (and

consequently ∆) at low fuelling for the pure Type I pulse whereas at high fuelling for

the mixed Type I/II pulse EPED under predicts βpol,ped. This is discussed further

below when comparing the observed and predicted pedestal pressure.
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Figure 4.19: Experimental measurements of pedestal width as a function of
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sqrtβpol,ped scaling relationship embedded in EPED1 (black dashed
line) and EPED1.62 (blue shaded region). The blue shaded region
reflects the variation in c1 as calculated using the BCP method. The
EPED1 predictions of pedestal width (black diamonds) are shown
as a function of predicted βpol,ped where the predictions for the three
high resolution pulses have been matched up to the corresponding
experimental measurements (grey line).

The EPED1 model has previously been compared to a large dataset of low and high

triangularity baseline and hybrid discharges on JET [43, 64, 112]. These previous

studies have found good statistical agreement with the model, with the average ratio

of predicted to observed pedestal pressure of 0.97±0.21. These previous comparisons

are shown, along with a comparison to the new fuelling database in Figure 4.20 (a).

Figure 4.20 (b) shows both the EPED1 (open red circles) and EPED1.62 (closed

green diamonds) pedestal pressure predictions and the measured pedestal pressure

(closed blue triangles) as a function of pedestal density for all Type I ELMy H-mode

pulses within the new fuelling database. Again on average there is a good agreement

between EPED predictions and the measurements as the average ratio of predicted

to observed pedestal pressure in the new fuelling database is 1.04 ± 0.22 for EPED1

and 1.04 ± 0.19 for EPED1.62. However, when presented as a function of pedestal

density this highlights a systematic trend within the data. For this range of density,

EPED1 and EPED1.62 both show a decrease in pedestal pressure as pedestal density

increases whereas the experimental measurements show an increase.

More generally, for high triangularity discharges such as those in the new fuelling

database, EPED predicts a pedestal pressure that first increases, and then decreases

with density [30, 113]. We illustrate this by taking the EPED input parameters from

discharge 79498, varying the pedestal density, and calculating the EPED predicted

pedestal pressure as a function of density. As the pedestal density is increased,

this results in an increasing collisionality at a given pressure. The resulting colli-

sional suppression of the bootstrap current eventually leads to a transition from the

117



Chapter 4. JET-C pedestal study 4.5. Comparison with models

 

5

10

15

20

25

30
(a)

0
5 10 15 20 25 300M

ea
su

re
d 

pe
de

st
al

 h
ei

gh
t (

P
to

t, 
kP

a)
 

EPED1 Predicted pedastal height (kPa) 

16

20

24
(b)

12
0.7 0.8 0.9 1.00.6 1.1

ρ p
ed

 (k
P

a)

ne,ped/nGW

JG
12

.4
15

-1
7c

JET new fuelling database
JET Hybrid
JET Baseline

pped, JET
pped, EPED1
pped, EPED1.62
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kink/peeling limited regime (where EPED predicted pressure increases with density)

to the primarily ballooning-limited regime (where EPED predicted pressure decreases

weakly with density), as shown in Figure 4.21 (a). We can define a critical density at

which this transition occurs, here ne,ped,crit ≈ 6×1019 m-3. The corresponding EPED

predicted pedestal pressure as a function of normalized density is shown in Figure

4.21 (b). The solid line shows the pedestal height prediction given an integral-line

measurement of Zeff of 1.92, the nominal value for 79498. Because the transition

shown in Figure 4.21 (a) is related to collision suppression of the bootstrap current,

it correlates not just to density, but also to Zeff . Reducing Zeff from 1.92 to 1

(dashed line in Figure 4.21 (b)) results in an increase of the critical density up to a

Greenwald fraction near 1. It appears that, at higher pedestal density, EPED maybe

under predicting the observed pedestal height due to under predicting the critical

density at which the PB stability changes character from kink/peeling to PB limited.

If the strong deuterium fuelling near the edge used to reach high density is reducing

the value of Zeff within the edge barrier, this could provide an explanation for the

continued increase in pedestal pressure with density. Other possible explanations

are under further investigation, including more accurate accounting of the impact of

ion dilution and impurities on the bootstrap current. It is also important to note

that strictly speaking the EPED model was designed for pure Type I ELMy H-mode

plasmas. Consequently it may not be appropriate to perform an EPED compar-

ison for all pulses within the new fuelling database. We note that if resistive effects

or an effect associated with Type II ELMs were able to hold the pressure gradient

slightly below the KB critical value, this would result in a prediction of a somewhat

wider and higher pedestal [43, 114], which would be qualitatively consistent with
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observations.
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units of ×1019 m-3 is indicated by various symbols along the sta-
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pure ballooning modes. (b) EPED1 predicted pedestal pressure as
a function of density is shown for the same cases as in (a). Pre-
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4.6 Summary and Discussion

The focus of this study is a new JET-C database detailing the pedestal structure

and pedestal evolution for ITER relevant, high triangularity, Type I ELMy H-mode

plasmas. This study extends [90], exploiting improvements in diagnostic capabilities,

primarily due to the installation of the JET High Resolution Thomson Scattering

(HRTS) system in 2005, which measures Te and ne pedestal profiles.

The plasmas detailed are single null, neutral beam heated and gas fuelled with an

average plasma triangularity of ≈ 0.41. There is minimal degradation of plasma

performance up to ne,ped/nGW ≈ 1.0. In the past maintaining good performance at

high fuelling has been difficult although, as shown by the new database and [90],

it is possible with a large degree of plasma shaping. Further still at high fuelling

(ΓD = 2.6 × 1022 el/s), corresponding to a normalised pedestal density ne,ped/nGW ≈
1.0, the performance increases as shown by both H98 and the stored thermal energy.

This is due to an increase in pedestal performance, as shown by the pedestal stored

energy.

A mixed Type I/II ELM regime, as originally observed by [90], has been re-established

on JET where there is an increased loss between the Type I ELMs. Similar to the

2002 study the Type I ELM frequency decreases with increasing pedestal density.

This is due to the increased inter-ELM loss at higher pedestal density prolonging
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the build up towards the critical pressure as supported by a difference in the build

up of stored energy between a low and high fuelling pulse. Another factor which

could influence the ELM frequency, the proximity to the LH threshold, is shown to

be constant across the fuelling scan.

Further to [90], this study quantifies the pedestal characteristics throughout the

ELM cycle by an mtanh least squares fit to HRTS Te and ne profiles. The change

in pedestal structure has been verified by a linear least squares fitting routine and

although the obtained widths differ in comparison to the mtanh fits the data trends

are similar. The pre-ELM temperature, density and pressure pedestal are wider for

an example mixed Type I/II ELMy pulse at high fuelling in comparison to a pure

Type I ELMy pulse. Also the pre-ELM pedestal pressure is higher for the mixed

Type I/II pulse. The pedestal width for the pure Type I ELMy pulse narrows and

the peak pressure gradient increases during the ELM cycle, whereas the width and

peak pressure gradient saturate for the mixed Type I/II ELMy pulse. The fits to

the HRTS profiles act as an input to the stability and predictive pressure pedestal

models.

The PB stability analysis produced by MISHKA-1 shows the plasma edge stability for

the mixed Type I/II ELMy pulse moves from stable towards unstable, approaching

the ideal ballooning limit of the PB stability boundary. The plasma edge stability

saturates towards the last 60 % of the ELM cycle with the pre-ELM operational

point located on the stability boundary. In contrast the plasma edge stability for the

pure Type I ELMy pulse becomes progressively more unstable during the ELM cycle

as the operational point also approaches the ideal ballooning limit of the stability

boundary. The pre-ELM operational point for the pure Type I ELMy pulse is over the

stability boundary, deep into the unstable region. A deconvolution technique is used

to determine the temperature and density pedestal widths from the HRTS profiles.

This technique assumes the profiles are truly mtanh and is the current leading method

of interpreting the JET HRTS profiles. However, the pre-ELM pedestal width for the

pure Type I ELM pulse is particularly narrow and approaches the FWHM of the JET

HRTS instrument function (11 mm for the two pulses shown in Figure 4.9). This may

result in an underestimate of the pedestal width, which is particularly prominent for

the temperature pedestal fit as a weighted deconvolution technique is employed [63].

As the systematic errors are difficult to quantify a complete understanding for the

pre-ELM operational point being so deeply in the unstable region for the pure Type

I ELMy pulse is yet to be attained.

EPED, based on a combined PB and KB model, predicts the pre-ELM pedestal

pressure and width. On average there is good agreement between the model results

and the experimental pre-ELM measurements where the average ratio of predicted

pedestal height to observed pedestal height is 1.04 ± 0.22 and the average ratio of
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predicted pedestal width to observed pedestal width is 1.01 ± 0.23. This spread is

within the range of EPED predictive accuracy as observed in a wider multi ma-

chine comparison [37, 43, 112, 114]. However the JET results do show a number of

differences in comparison to studies on other machines.

The EPED model allows the pressure pedestal width and height to grow uncon-

strained until the onset of KB modes and PB modes. EPED assumes KB modes

limit the pressure gradient in the near steady state at the end of the ELM cycle.

For the pedestal height to increase when limited by KB modes the pedestal must

widen so as not to exceed the critical pressure gradient. This behaviour is typically

observed on DIII-D [66, 109], and MAST [69, 70] throughout the ELM cycle which

suggests the pressure gradient is limited by KB modes early on in the ELM cycle.

In contrast, the observation that the JET pedestal width becomes narrower during

the ELM cycle for the low fuelling pulse (and for the high fuelling pulse in the initial

phase of the ELM cycle) suggests that the pressure gradient may not approach KB

mode criticality until the latter part of the ELM cycle. This behaviour is still con-

sistent with the EPED premise as long as KB modes do eventually limit the pressure

gradient towards the end of the ELM cycle. This is a topic of further research as

discussed in [114] which presents a detailed gyrokinetic analysis of the pure Type I

ELM and mixed Type I/II ELM pulses presented in this study. Nevertheless EPED

predicts the JET pedestal height within a ±20 % error.

A discrepancy between the EPED and experiment observations is the pre-ELM ped-

estal width as predicted by EPED does not vary as strongly as observed in the new

JET fuelling scan. The experimental pre-ELM profile widths from the mtanh fits

are ∆ne = 1.5 ± 0.1 cm and ∆T e = 1.9 ± 0.1 cm for a low fuelling plasma and

∆ne = 2.1 ± 0.1 cm and ∆T e = 2.9 ± 0.1 cm for a high fuelling plasma. This corres-

ponds to an increase, in real space, of 40 % for the density pedestal width and 53 %

for the temperature pedestal width from the pure Type I to mixed Type I/II ELMy

pulse. Using the expression ∆ = (∆T e+∆ne)/2 and converting to normalised poloidal

flux coordinates (Ψ) the experimental measurements show an increase in pedestal

width from ∆Ψ = 0.034 to ∆Ψ = 0.053 corresponding to an increase of ≈ 55 % going

from low to high fuelling. Moreover the experimental pre-ELM pressure pedestal

height increases by ≈ 20 % for a high fuelling pulse in comparison to low fuelling

pulse. The wider pre-ELM pedestal found for the mixed Type I/II ELMy pulse in

comparison to the pure Type I ELMy pulse facilitates an increase in pedestal pres-

sure as the steep edge gradient can be sustained over a larger region. This is in spite

of a 21 % reduction of the peak pressure gradient. In contrast EPED, given the eight

scalar input parameters (Bt, Ip, R, a, δ, κ, ne,ped and βN,global), predicts a decrease of

25 % in pedestal pressure and a decrease in pedestal width of 20 % in poloidal flux

space going from the pure Type I to mixed Type I/II ELMy pulse. The disagreement
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between experiment and EPED has two possible explanations. First if we speculate

EPED, like MISHKA-1, under-predicts the critical density, which marks the trans-

ition from kink-peeling to ballooning limited plasmas, this will account for opposing

trends in pedestal pressure. The critical density is a strong function of Zeff , plasma

shape and is strongly dependent on the accuracy of neoclassical bootstrap current

models. Second, the stronger broadening of the experimental pedestal width than

predicted by EPED is an indication that other transport related processes contribute

to defining the pedestal width such as enhanced inter-ELM transport as observed at

high fuelling, for mixed Type I/II ELMy pulses.

122



Chapter 5

The H-mode pedestal structure

and its role on confinement in JET

with a carbon and metal wall

This Chapter builds upon the JET-C pedestal analysis as documented in Chapter

4 by extending the database to incorporate fuelling and seeding ELMy H-mode

JET plasmas after the installation of the ITER-Like-Wall (JET-ILW). This study

describes the updated database; gives a brief overview of the JET measurements and

the EPED model; and then presents the performance and pedestal structure for low

and high triangularity plasmas.

5.1 Introduction

The ITER-Like-Wall (ILW) was installed on the JET Tokamak in 2010/11 with the

primary aim of demonstrating a reduction in fuel retention [94, 115]. The material

composition of the plasma facing components is beryllium for the main chamber and

Tungsten for the high heat flux regions, as foreseen for ITER [116]. Measurements

from recent JET campaigns with the ILW offer an invaluable opportunity to invest-

igate how the pedestal structure changes with the presence of a metallic wall and

its role on confinement. This chapter presents a database consisting of deuterium

fuelled and nitrogen seeded Type I ELMy H-mode plasmas on JET with the ILW

(JET-ILW) [96, 112, 117–119] with the focus on quantifying the pedestal structure.

The pedestal width, gradient and height is determined by fitting a modified hyper-

bolic tangent (mtanh) function [120] to JET High Resolution Thomson Scattering

(HRTS) radial profiles of electron temperature and density [48, 63, 73].

Three high triangularity Type I ELMy H-mode plasmas on JET with the carbon
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wall (JET-C), presented in the previous Chapter ([75]), are used within this study

as reference plasmas before the installation of the Be/W wall. These three JET-

C plasmas have high resolution HRTS measurements at the plasma edge sufficient

to quantify the pedestal structure. To summarise, Chapter 4 quantifies the role of

pedestal structure on performance across a deuterium fuelling scan. The plasma

performance was not only maintained but even improved with increased fuelling up

to a density pedestal normalised to the Greenwald density (ne,ped/nGW ) ≈ 1.0. This

improvement in performance was attributed to an increase in pedestal stored energy

which coincided with a transition from pure Type I ELMs to mixed Type I/II ELMs

[90, 95, 107]. A key result was that the pre-ELM electron temperature and density

pedestal width increased from low to high deuterium fuelling.

Results from the 2012 JET-ILW campaign show the high triangularity Type I ELMy

H-mode baseline plasmas exhibit an approximate 20-30 % reduction in performance

in comparison to JET-C plasmas. This can be attributed to a degraded pressure ped-

estal height [117, 119, 121]. However, with nitrogen seeding the pressure pedestal

height and consequently global performance for JET-ILW plasmas can be partially

recovered [117, 119]. These changes in performance coincide with a variation of

the peak pedestal gradient and the pedestal width. The reduction in the pressure

pedestal height after the installation of the Be/W wall is due to a reduction in tem-

perature pedestal height. The recovery in pressure pedestal height with increasing

nitrogen seeding is due to a significant increase in density pedestal height as well as

an increase in temperature pedestal height.

A multi-machine review [122] of three possible mechanisms which could account for

the changes in performance observed on JET and AUG concluded that the improve-

ment in performance is not due to an improvement in core confinement nor can it

be accounted for due to ion dilution. Instead it is most likely the change in pedestal

structure results in the improvement in global performance. More specifically, with

increasing nitrogen seeding for JET-ILW plasmas the pedestal widens and the peak

gradient increases both contributing towards an increase pedestal pressure. Further-

more [122] compares the measurements to preliminary results from the predictive

pedestal structure model, EPED.

In [122] only the pressure pedestal structure is discussed for high triangularity JET

plasmas. This study extends the JET-ILW pedestal analysis by considering a wider

dataset of fuelling and seeding plasmas, incorporating more high triangularity JET-

ILW plasmas as well as including low triangularity JET-ILW plasmas. In addition,

the relevant contributions of the electron temperature and density pedestal are quan-

tified along with a comparison of measurements with the most recent EPED model

predictions.
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This chapter is organised as follows: Section 5.2 provides a description of the database

and the plasmas presented in this study, Section 5.3 gives an overview of the JET

measurements discussed throughout the study along with a detailed introduction to

the EPED model; Section 5.4 presents the performance and pedestal structure of

the vertical and horizontal target low triangularity JET-ILW plasmas; Section 5.5

presents the performance, ELM characteristics and pressure pedestal structure of

the high triangularity JET-C and JET-ILW plasmas as well as a wider database

comparison with EPED model predictions; and Section 5.6 provides a summary and

discusses the conclusions.

5.2 Description of database

The baseline Type I ELMy H-mode JET plasmas discussed in this study have a

magnetic field and plasma current of 2.7 T/2.5 MA where q95 ≈ 3.5. The input

power is ≈ 14 − 17 MW corresponding to βN ≈ 1.2 − 1.5. The triangularity (δ)

ranges between ≈ 0.22 − 0.42, see Table 1. These plasmas are predominantly from

the JET fuelling and seeding experiment before and after the installation of the Be/W

ILW [95, 96, 117, 119]. The primary aim of this experiment is to develop a radiative

scenario with the introduction of an impurity to mitigate divertor heat loads. As part

of the experimental procedure there exists deuterium fuelling and nitrogen seeding

scans suitable for investigating the change in pedestal structure. This study also

incorporates deuterium fuelled plasmas from the JET baseline scenario development

experiments [121].

The 83 plasmas selected for this study can be categorised into four groups: high trian-

gularity JET-C plasmas (δ ≈ 0.42), high triangularity JET-ILW plasmas (δ ≈ 0.38),

low triangularity horizontal target JET-ILW plasmas (δ ≈ 0.27) and low triangu-

larity vertical target JET-ILW plasmas (δ ≈ 0.22). Figure 5.1(a) demonstrates the

EFIT magnetic equilibrium for a high triangularity JET-C (JPN: 79503) and an

equivalent JET-ILW (JPN: 82585) plasma. These plasmas are similar apart from

a small change in upper triangularity (JET-C δUP ≈ 0.44, JET-ILW δUP ≈ 0.39)

to minimise the interaction with the upper inner-wall structure [95, 121]. Figure

5.1(b) and 5.1(c) demonstrate there is a more significant difference between a low

triangularity horizontal (JPN: 83177) and vertical (JPN: 83491) target plasma when

comparing the magnetic equilibrium reconstruction. The outer strike point for all the

high triangularity plasmas (JET-C and JET-ILW) is located on a Horizontal Target

(HT); a horizontal tile mounted centrally at the bottom of the divertor, see Figure

5.1(c). As well as the low triangularity HT JET-ILW plasmas, also considered are

low triangularity plasmas where the strike point is positioned on a Vertical Target

(VT); a vertically mounted tile on the outboard side of the JET divertor, see Figure
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Table 5.1: Summary of key parameters defining the plasma scenario for all JET
pulses considered in this study. The triangularity δ is the average of
the upper and lower triangularity. Ip is the plasmas current. Bt is
the toroidal magnetic field strength. PNBI is the input power from
neutral beam injection. D2Γel is the range of deuterium fuelling for
the particular pulses included in this study and similarly N2Γel is
the range nitrogen fuelling. ne,ped/nGW is the density pedestal height
normalised to the Greenwald density.

High δ High δ Low δ Low δ
JET-C JET-ILW JET-ILW JET-ILW
horiz. target horiz. target horiz. target vert. target

No. Pulses 14 60 5 4
δ 0.42 0.38 0.27 0.22
IP (MA) 2.5 2.5 2.5 2.5
Bt (T) 2.6 − 2.7 2.6 − 2.7 2.6 − 2.7 2.8
PNBI (MW) 14 − 15 15 − 17 15 − 17 16
D2Γel 0.2 − 2.6 0.6 − 3.0 - 0.6 − 4.3
(×1022 el/s)
N2Γel - 0.0 − 3.8 0.0 − 2.5 -
(×1022 el/s)
ne,ped/nGW 0.75 − 1.05 0.67 − 1.06 0.59 − 0.70 0.59 − 0.74

5.1(c).

At high triangularity the deuterium fuelling ranges from ≈ 0.2 to 3.0 × 1022 el/s

and similarly the nitrogen seeding ranges from ≈ 0.0 − 3.8 × 1022 el/s. The nitrogen

seeded plasmas are also fuelled with deuterium ranging from ≈ 0.8 to 2.9 × 1022

el/s. The plasmas which make up the two nitrogen scans presented in this study

have a similar fixed level of deuterium fuelling of ≈ 0.8 and 1.2 × 1022 el/s. For all

high triangularity JET-C and JET-ILW plasmas in the database the electron pedes-

tal density normalised to the Greenwald density (ne,ped/nGW ) is between ≈ 0.67 to

1.06, see Table 5.1. The plasmas which exhibit an improvement in performance with

increased deuterium fuelling (JET-C) [75] and nitrogen seeding (JET-ILW) corres-

pond to a high normalised density (ne,ped/nGW ) above 1.0. At low triangularity over

a similar range of fuelling and seeding the normalised pedestal density (ne,ped/nGW )

ranges from ≈ 0.59 to 0.74 for JET-ILW plasmas.

In the context of the variation in pedestal structure there is not a suitable nitrogen

seeding scan for high triangularity JET-C plasmas due to the lack of high resolution

measurements at the time of the experiment or a deuterium fuelling scan for low

triangularity horizontal target JET-ILW plasmas or a nitrogen seeding scan for low

triangularity vertical target JET-ILW plasmas, (see Table 5.1). There are nitrogen

seeded JET-C plasmas [95, 96], however the edge resolution of HRTS is insufficient for

this study. The analysis performed for this study has demonstrated it is important to
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consider plasmas with the same current, magnetic field, neutral beam input power,

gas fuelling configuration and ideally the same machine conditioning. Taking into

account these factors results in clearer trends, however this is not always possible

hence the limited low triangularity dataset. This study incorporates plasmas from

only the first JET-ILW campaign however a more extensive dataset is provided by

the most recent JET-ILW campaigns.

(a) (b)

(c)

CPS14.22-1d

Figure 5.1: EFIT magnetic equilibrium reconstructions for (a) high triangularity
JET-C plasma in green (JPN: 79503 at t = 22.0 s) and high trian-
gularity JET-ILW plasma in magenta (JPN: 82585 at t = 15.8 s).
(b) low triangularity horizontal target JET-ILW plasma in orange
(JPN: 83177 at 14.8 s) with a low triangularity vertical target JET-
ILW plasma in purple (JPN: 83491 at 11.5 s) (c) same as (b) with
focus on the divertor region. The horizontal grey line shown on (a)
and (b) indicates the location of the HRTS measurement.
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5.3 Overview of JET measurements and EPED

model

The global performance is quantified by the confinement enhancement factor (H98)

and the stored thermal energy (Wth). H98 is defined as the ratio of the measured

energy confinement time for a specific pulse to the energy confinement time as de-

termined from a scaling relation based upon an international multi machine database

of H-mode plasmas [99]. The stored thermal energy is calculated from the measured

diamagnetic energy corrected for fast ions [101].

The pedestal stored energy (Wped) as given by Equation 4.2 can be more generically

expressed in terms of the atomic charge of the dominate impurity (ZI) as given by

the volume integral,

Wped(J) ≈ 3
2

∫

V
e

(

(ZI + 1) − Zeff

ZI

)

neTedV (5.1)

where e is the elementary unit of charge (a constant), Zeff is the average effective

atomic charge, ne is the electron density in m-3, Te is the electron temperature in eV

and V is the plasma volume in m3. As before, the volume integral is evaluated when

the pressure profile is capped at the pressure pedestal top. The electron density

and temperature profile utilised by Equation 5.1 are modified hyperbolic tangent fits

to the pre-ELM HRTS measured profiles. Equation 5.1 assumes Ti ≈ Te and the

relation between ni and ne given by Equation 4.3.

For JET-C deuterium fuelled plasmas the dominant impurity is carbon (ZI = 6). For

JET-ILW deuterium fuelled plasmas the dominant impurity is beryllium (ZI = 4)

whereas for JET-ILW nitrogen seeded plasmas the dominant impurity is assumed

to be nitrogen (ZI = 7). Furthermore, it is important to note the average Zeff is

incorporated into Equation 5.1 and a flat Zeff profile is assumed.

The pedestal structure is determined by fitting a modified hyperbolic tangent (mtanh)

function to ELM synchronised JET High Resolution Thomson Scattering (HRTS)

electron temperature and density profiles, see [120]. The HRTS system has a 20 Hz

repetition rate resulting in ≈ 800 profiles per pulse. Profiles are selected from the

stationary ELMy H-mode phase of a pulse, typically ≈ 1.5 − 2.0 s (≈ 30 − 40 pro-

files). Furthermore, for pre-ELM fits the profiles are selected from the last 70-99 %

of the ELM cycle. The size of the percentage window balances selecting a sufficient

number of profiles for an accurate fit whilst only selecting profiles representative of

the pre-ELM state. The position of the profiles is corrected according to the pos-

ition of the last closed flux surface as calculated from EFIT. This aligns the steep

gradient region (the pedestal) accounting for either an error in the profile position
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or small scale fluctuations in plasma position during the ELM cycle. The JET ped-

estal fitting routine provides a so called classical deconvolved mtanh density fit and

a weighted deconvolved temperature fit as determined using the HRTS instrument

function [63, 73]. The temperature fit takes into account the variation in density

across the scattering volume particularly important in the steep gradient region of

the profile. All the JET plasmas considered in this study have high resolution HRTS

pedestal measurements where the FWHM of the instrument function is ≈ 11 mm

[63].

Figure 5.2 shows an example of the deconvolved temperature and density mtanh fit

for (a), (c) a pure deuterium fuelled high triangularity JET-ILW plasma (JET Pulse

Number: 82585) and (b), (d) a nitrogen seeded high triangularity JET-ILW plasma

(JET Pulse Number: 82814). The temperature and density pedestal widens from

∆T e ≈ 1.7 to 2.5 cm and ∆ne ≈ 1.7 to 2.2 cm respectively with the introduction

of nitrogen. The temperature pedestal height remains constant at Te,ped ≈ 0.7 keV

with the introduction of nitrogen whereas the density pedestal height significantly

increases from ne,ped ≈ 6.5 to 10.0 × 1019 m-3. Consequently the nitrogen seeded

plasma has a higher electron pressure pedestal height as will be discussed in more

detail in Section 5.5. As detailed above the total measured pressure pedestal height

is calculated assuming the electron and ion temperature are equal and taking into

account ion dilution.

The EPED predictions presented in this study are from the simplified version of the

model, EPED1 [30], which currently assumes an up-down symmetric plasma shape

for JET runs. Previous studies which discuss EPED1 predictions of the JET pedestal

include [37, 75, 118, 123]. The earlier multi machine comparisons (JET, DIII-D meas-

urements [123] and JET, DIII-D, AUG measurements [37]) concluded there is a good

agreement between the predicted and measured pedestal height. The conclusion from

more recent extensive comparisons, dedicated to JET-C [75] (previous Chapter) and

JET-ILW [118] measurements, is more complex as, for example, there are discrepan-

cies between the predicted and measured pedestal height at high deuterium fuelling

(JET-C) and high nitrogen seeding (JET-ILW). A possible explanation regarding

the discrepancy for highly fuelled JET-C plasmas is due to EPED under-predicting

the critical density as a consequence of measurement uncertainty on an additional

input parameter to the model, Zeff (see previous Chapter and [75]). The critical

density marks the transition from peeling to ballooning limited plasmas.

Further to the eight traditional EPED inputs (Bt, Ip, R, a, δ, κ, ne,ped, βN,global) the

local pedestal effective atomic charge (Zeff ) can also be included. This is a partic-

ularly important parameter in the context of this study as, for example, the change

from a carbon to a metal wall and the variation of nitrogen seeding is incorporated

into the EPED model by varying Zeff . However, quantifying the variation of the

129



Chapter 5. JET-ILW pedestal study 5.3. Measurements and model

3.75 3.80 3.85 3.90 3.85 3.90

 (k
eV

8

10

n e (1
019 m-3 )

10

12

14

8

6

4

2

0
3.75 3.80 3.85 3.90

n
e

 (
1

0
1

9
 m

-
3
)

Rmid (m)

C
P

S
1

4
.0

2
2

-2
c

(c) Density

∆ne: 1.7 +/- 0.1cm

3.75 3.80 3.85 3.90

Rmid (m)

(d) Density

∆ne: 2.2 +/- 0.2cm

(b) Temperature

∆Te: 2.5 +/- 0.2cm

1.5

2.0

1.0

0.5

T
e

 (
k
e

V
)

(a) Temperature JET Pulse No: 82585

No nitrogen

JET Pulse No: 82814

Nitrogen

∆Te: 1.7 +/- 0.2cm

Figure 5.2: Deconvolved modified hyperbolic tangent fits to radial temperature
and density HRTS profiles for (a), (c) a pure deuterium fuelled JET-
ILW plasma (blue) where D2Γel = 1.1 × 1022 el/s and (b), (d) a
nitrogen seeded JET-ILW plasma (red) where D2Γel = 1.3 × 1022

el/s and N2Γel = 1.3 × 1022 el/s.

radial Zeff profile in the pedestal region due to impurity seeding is challenging on

JET. There are non-local bremsstrahlung line-integral measurements of Zeff [124],

which for JET-C plasmas, decrease from ≈ 2.0 to 1.7 with increasing deuterium

fuelling demonstrating the plasma becomes purer [95]. After the installation of the

Be/W ILW wall it has been shown that the dominant impurity for JET-ILW plasmas

is beryllium as opposed to carbon and Zeff decreases from ≈ 2.0 to 1.2, as detailed

in [125]. Furthermore with the introduction of nitrogen for JET-ILW plasmas Zeff

increases from ≈ 1.2 up to 1.8 [117, 119]. The EPED1 predictions presented in the

previous chapter ([75]) and the most recent EPED1 runs for the low triangularity

JET-ILW plasmas presented in this study use bremsstrahlung line-integral meas-

urements of Zeff . The EPED1 runs for high triangularity JET-ILW plasmas as

presented in [118] and in this study use a constant Zeff of 2.0. The PB stability

sensitivity to Zeff for JET-ILW plasmas is addressed by [126] however, further work

is required, particularly for the high triangularity plasmas, to address the role of

Zeff on EPED predictions.
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5.4 Deuterium fuelling and nitrogen seeding scans

in low triangularity JET-ILW plasmas

5.4.1 JET-ILW D-fuelling scan in vertical target, low trian-

gularity configuration

Figure 5.3(a) and 5.3(b) show that for low triangularity VT JET-ILW plasmas there

is no significant change in global performance as the confinement enhancement factor

(H98) and stored thermal energy (Wth) remain constant (H98 ≈ 0.7 and Wth ≈ 4.0

MJ) across a deuterium fuelling scan from 0.6 to 4.3 × 1022 el/s. Figure 5.3(c)

shows there is no change in the pedestal stored energy with increasing fuelling.

Consequently the ratio of the stored thermal energy to the pedestal stored energy is

constant as shown by Figure 5.3(d).

Figure 5.4 presents the measurements of the pressure pedestal structure. Figure

5.4(a) shows an initial widening of the pedestal at low fuelling, however at higher

fuelling there is no significant change. Figure 5.4(b) shows the peak pressure gradient

decreases with increasing deuterium fuelling saturating at higher fuelling. The res-

ulting total pressure pedestal height is constant across the deuterium scan as shown

by Figure 5.4(c). The total pedestal pressure is calculated taking into account ion

dilution and is presented to allow a direct comparison to EPED1. The measured

average line-integral Zeff , as provided as an input to EPED1, is near constant, from

≈ 1.3 to 1.2, with increasing deuterium fuelling. The EPED1 pedestal width (Figure

5.4(a)) and height (Figure 5.4(c)) predictions are constant with increasing fuelling

and therefore in good agreement with measurements considering the experimental

and model (±20 %) uncertainties.
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Figure 5.3: Variation of global and edge performance for low triangularity ver-
tical target JET-ILW plasmas across a deuterium fuelling scan. (a)
Confinement enhancement factor (H98), (b) total stored thermal en-
ergy (Wth), (c) pedestal stored energy (Wped) and (d) as a function
of deuterium fuelling. The JET pulse numbers in order of increas-
ing D2 fuelling are 83491 (Zeff ≈ 1.3), 83490 (Zeff ≈ 1.3), 83488
(Zeff ≈ 1.2) and 83487 (Zeff ≈ 1.2).
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Figure 5.4: Variation in JET measurements of the pressure pedestal structure
(circles) and comparison to EPED1 predictions (diamonds) for low
triangularity vertical target JET-ILW plasmas across the same deu-
terium fuelling scan as shown in Figure 5.3. (a) Measured pressure
pedestal width (∆pe) with corresponding EPED1 predictions, (b)
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responding EPED1 predictions. EPED1 runs incorporate average
line-integral measurement of Zeff .
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5.4.2 JET-ILW N-seeding scan in horizontal target low, tri-

angularity configuration

Figure 5.5(a) and 5.5(b) shows across a nitrogen seeding scan for low triangularity

horizontal target JET-ILW plasmas there is no significant change in H98 and Wth

with increasing nitrogen seeding (H98 ≈ 0.7 and Wth ≈ 4.0 MJ). Furthermore,

Figure 5.5(c) shows there is no variation in the pedestal stored energy with increasing

nitrogen seeding and Figure 5.5(d) shows the ratio of pedestal stored energy to total

stored energy is also unchanged.

Figure 5.6 presents the pressure pedestal measurements and EPED1 predictions

across the nitrogen seeding scan. Figure 5.6(a) shows the pedestal width is con-

stant with increasing nitrogen seeding. This is the only scan within the study to

clearly show that the pedestal width does not increase with increasing gas dosing

(deuterium fuelling or nitrogen seeding). Furthermore, the peak pressure gradi-

ent (Figure 5.6(b)) and pressure pedestal height (Figure 5.6(c)) show no significant

change with increasing nitrogen seeding. The measured line-integral Zeff is modi-

fied by the introduction of nitrogen as increases from ≈ 1.2 to 1.5, as incorporated

into the EPED1 predictions. The EPED1 width (Figure 5.6(a)) and height (Fig-

ure 5.6(c)) predictions are constant with increasing nitrogen seeding and both are

in good agreement with the pedestal measurements. It is noted that the EPED1

width predictions are consistently 11 to 16 % lower however this is within the model

uncertainty of ±20 %.
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Figure 5.5: Variation in global and edge performance for low triangularity hori-
zontal target JET-ILW plasmas across a nitrogen seeding scan. The
deuterium fuelling level is fixed across the nitrogen seeding scan at
D2Γel ≈ 1.4 × 1022 el/s. (Continued on next page)
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Figure 5.5: (Previous page) (a) Confinement enhancement factor (H98), (b) total
stored thermal energy (Wth), (c) pedestal stored energy (Wped) and
(d) Wped/Wth as a function of nitrogen seeding. The JET pulse
numbers in order of increasing N2 seeding are 83177 (Zeff ≈ 1.2),
83180 (Zeff ≈ 1.3), 83179 (Zeff ≈ 1.3), 83182 (Zeff ≈ 1.5) and
83178 (Zeff ≈ 1.4).
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Figure 5.6: Variation in JET measurements of the pressure pedestal structure
(circles) and comparison to EPED1 predictions (diamonds) across a
across the same nitrogen seeding scan as shown in Figure 5.5. (a)
Measured pressure pedestal width (∆pe) with corresponding EPED1
predictions, (b) peak pressure gradient (max(dpe/dr)) and (c) total
pressure pedestal height (ptot,ped) as a function of nitrogen seeding
with corresponding EPED1 predictions. EPED1 runs incorporate
average line-integral measurements of Zeff .
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5.5 Deuterium fuelling and nitrogen seeding scans

in high triangularity JET-C and JET-ILW plas-

mas

5.5.1 Plasma performance

The left and right hand columns of Figure 5.7 show the performance of high trian-

gularity JET-ILW plasmas with increasing deuterium fuelling and nitrogen seeding

respectively. There are two nitrogen scans corresponding to a similar fixed level

of deuterium fuelling at Γel ≈ 1.2 × 1022 el/s (series 1) and 0.8 × 1022 el/s (series

2).

Figure 5.7(a) and 5.7(c) show there is a ≈ 20 − 30 % reduction in global perform-

ance for equivalent high triangularity plasmas after the installation of the ILW.

H98 ≈ 0.7 − 0.8 and Wth ≈ 3.7 − 4.5 MJ for JET-ILW deuterium fuelled plasmas

in comparison to equivalent JET-C plasmas where H98 ≈ 1.0 and Wth ≈ 6.0 MJ.

Furthermore H98 and Wth decrease with increasing deuterium fuelling for JET-ILW

plasmas unlike the JET-C plasmas. As reported in the previous chapter the JET-C

plasmas maintain and even improve overall performance (H98 and Wth) with increas-

ing deuterium fuelling due to a transition from pure Type I ELMs to the so called

mixed Type I/II ELMs [90, 107].

The premise behind mixed Type I/II ELMs is there is an increased continuous loss

(Type II ELMs) between the large periodic transient collapses of the pedestal (Type

I ELMs) prolonging the build up to criticality and consequently decreasing the ELM

frequency. This is consistent with measurements presented in the previous chapter.

Furthermore, there is a change in magnetic fluctuation behaviour corresponding to

washboard modes which are thought to regulate the build-up in pressure by enhanced

inter-ELM transport [102, 106].

The behaviour of global performance is linked to the pedestal stored energy (Wped).

Figure 5.7(e) shows Wped (≈ 1.3 MJ) does not improve for the JET-ILW plasmas

with increasing deuterium fuelling. The edge performance increases relative to the

core performance for equivalent JET-C plasmas with increasing deuterium fuelling

as Wped/Wth increases from ≈ 0.34 to 0.40, see Figure 5.7(g). However this is not

the case for the JET-ILW plasmas as Wped/Wth remains approximately constant

≈ 0.33.

Figure 5.7(b) and 5.7(d) shows the global performance initially increases and then

saturates (H98 ≈ 0.80−0.88 and Wth ≈ 4.3−5.3) for both JET-ILW nitrogen seeding

scans. This improvement in performance is mostly due to an increase in Wped from
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≈ 1.4 to 2.0 MJ (see Figure 5.7(f)). Wped initially increases and then saturates like

H98 and Wth. Figure 5.7(h) shows the ratio of Wped/Wth increases and then saturates

with increasing nitrogen seeding.

To summarise, the performance behaviour of the JET-ILW high triangularity nitro-

gen seeded plasmas is akin to the JET-C deuterium fuelled plasmas. This is due to

the improvement in overall performance being attributed to the increase in pedestal

stored energy at higher gas dosing. In contrast to the JET-C plasmas, the global

and edge performance of the JET-ILW plasmas with increasing deuterium fuelling

decreases.
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Figure 5.7: (Continued on next page).
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Figure 5.7: (Previous page) Variation in core and edge performance for a JET-C
deuterium fuelling scan (green), a JET-ILW deuterium fuelling scan
(pink) and two JET-ILW nitrogen seeding scans (blue and red). The
deuterium fuelling level is fixed across the nitrogen seeding scans at
D2Γel ≈ 1.2 × 1022 el/s for series 1 (blue) and D2Γel ≈ 0.8 × 1022

el/s for series 2 (red). Confinement enhancement factor (H98) as a
function of (a) deuterium fuelling and (b) nitrogen seeding. Total
stored thermal energy (Wth) as a function of (c) deuterium fuelling
and (d) nitrogen seeding. Pedestal stored energy (Wped) as a function
of (e) deuterium fuelling and (f) nitrogen seeding. The JET pulse
numbers in order of increasing deuterium or nitrogen seeding are as
follows. JET-C D2 plasmas: 79498 (Zeff ≈ 2.0), 79499 (Zeff ≈ 1.9),
and 79503 (Zeff ≈ 1.7). JET-ILW D2 plasmas; 82586 (Zeff ≈ 1.3),
82585 (Zeff ≈ 1.3), 82541 (Zeff ≈ 1.3), 82540 (Zeff ≈ 1.3), 82806
(Zeff ≈ 1.3) and 82751 (Zeff ≈ 1.3). JET-ILW N2 series 1 plasmas:
82585 (Zeff ≈ 1.3), 82816 (Zeff ≈ 1.5), 82814 (Zeff ≈ 1.5) and
82813 (Zeff ≈ 1.6). JET-ILW N2 series 2: 82588 (Zeff ≈ 1.3),
82820 (Zeff ≈ 1.5) and 82819 (Zeff ≈ 1.8).

5.5.2 ELM characterisation

Figure 5.8 shows the variation in ELM frequency for the high triangularity JET-ILW

plasmas shown in Figure 5.7. Figure 5.8(a) shows across the JET-ILW deuterium

scan the ELM frequency shows no significant change, in contrast to the equivalent

JET-C deuterium scan (see Section 4.3). Figure 5.8(b) suggests across both nitrogen

scans there is an initial decrease in ELM frequency up until N2 Γel = 1.3 × 1022 el/s.

After which, the ELM frequency rapidly increases marking the transition towards

Type III ELMs.
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Figure 5.8: Variation in ELM frequency (fELM ) for high triangularity JET-ILW
plasmas across the deuterium fuelling and nitrogen seeding scans as
shown in Figure 5.7

The initial decrease in ELM frequency and improvement in performance with increas-

ing nitrogen seeding for JET-ILW plasmas is akin to increasing deuterium fuelling

for JET-C plasmas. As discussed in Section 4.3, for JET-C plasmas at relatively high

deuterium fuelling there is a transition to mixed type I/II ELMs. It is argued that
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the decrease in ELM frequency is due to an increase in the inter-ELM loss prolonging

the build to critical pressure [75, 90, 95]. This is supported by a difference in the

inter-ELM build up of the stored energy, see Figure 4.5.

Similar to Figure 4.5, Figure 5.9 shows the inter-ELM build of the stored energy

for the two high triangularity JET-ILW plasmas with and without nitrogen seeding.

The nitrogen seeded plasma (red), in comparison to the unseeded plasma (blue), has

a slower build up. This is consistent with the premise that the initial decrease in

ELM frequency with nitrogen seeding for JET-ILW plasmas is due to a increased

inter-ELM loss and suggesting a transition to mixed type I/II ELMs.
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Figure 5.9: Comparison of inter-ELM build up of the stored energy for a high
triangularity JET-ILW plasma with (JET pulse no. 82814 in red)
and without (JET pulse no. 82585 in blue) nitrogen seeding. These
are the same two pulses as shown in Figure 5.2.

It is important to note further analysis is required, such as considering the magnetic

fluctuation spectrograms, to confirm consistency with the mixed Type I/II JET-C

results. In addition, there are a number of differences between the ELMs in JET-C

and JET-ILW plasmas, see [117, 119], which require further understanding in terms

of the implications for the mixed Type I/II ELM regime. For example, for JET-ILW

plasmas Type I ELMs exist below a critical pedestal temperature height, which, for

JET-C plasmas marks the transition to Type III ELMs. Furthermore, the timescale

of the ELM crash varies with JET-ILW plasmas as there is a mixture of fast (≈ 2

ms) and slow (≈ 5 − 10 ms) ELM events [118]. In comparison, a typically an ELM

crash in JET-C is ≈ 200µs [127].

5.5.3 Pedestal pressure structure and comparison to the

EPED1 model

The left and right hand column of Figure 5.10 shows the pressure pedestal structure

and EPED1 predictions for the high triangularity JET-ILW plasmas shown in Figure
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5.7.

Figure 5.10(a) and 5.10(c) show the pressure pedestal widens in real and flux space

respectively (∆pe ≈ 1.5 − 2.7 cm and 2.9-5.0 % of normalised magnetic flux), across

JET-C and JET-ILW deuterium scans [122]. Figure 5.10(e) shows for these plasmas

the peak pressure gradient decreases with increasing deuterium fuelling however this

decrease is weaker for JET-C plasmas (dp/dΨN ≈ 355 − 280 kPa) in comparison to

JET-ILW plasmas (dp/dΨN ≈ 300 − 170 kPa). The combination of pedestal width

and gradient define the pressure pedestal height which, as shown by Figure 5.10(g),

increases from ptot,ped ≈ 20 to 24 kPa with increasing deuterium fuelling for JET-C

plasmas. However, for JET-ILW deuterium fuelled plasmas the stronger reduction

in gradient counteracts the pedestal widening resulting in the pressure remaining

constant at ptot,ped ≈ 13 kPa. EPED1 does not predict the increase in pedestal

width (Figure 5.10(c)) for JET-C and JET-ILW deuterium fuelled plasmas. EPED1

also does not predict the increase in pressure pedestal height for JET-C plasmas

as rationalised in the previous chapter. However EPED1 does predict the pressure

pedestal height (Figure 5.10(g)) in the case of the JET-ILW discharges.

Figure 5.10(b) and 5.10(d) show the pressure pedestal also widens with increasing

nitrogen seeding for JET-ILW plasmas in real and flux space (∆pe ≈ 1.7 − 2.6 cm

and 3.3-5.0 % of normalised magnetic flux). In contrast to the JET-C and JET-ILW

deuterium scans, Figure 5.10(f) shows with increasing nitrogen seeding for JET-

ILW plasmas the peak pressure gradient initially increases before saturating. Both

the increasing width and gradient act to increase the pressure pedestal height with

increasing nitrogen seeding, as shown by Figure 5.10(h). EPED1 predicts no change

in the pressure pedestal width or height within increasing nitrogen seeding where

Zeff is fixed at 2.0. However the integral-line measurements of Zeff range from 1.3

to 1.8 with increasing nitrogen seeding and therefore the injection of an impurity is

not accounted for in the model.

In summary, on comparison of JET deuterium (JET-C and JET-ILW) and nitrogen

(JET-ILW) scans these measurements highlight two key results. First for plasmas

with the presence of a carbon like impurity (carbon for deuterium fuelled JET-C

plasmas and nitrogen for nitrogen seeded JET-ILW plasmas) there is an improvement

in performance with increasing gas dosing due to the pedestal widening and in the

case of JET-C plasmas, a weak reduction in the peak pressure gradient whereas for

the JET-ILW plasmas, an improvement in the peak pressure gradient. Second, for

the JET high triangularity Type I ELMy H-mode scenario it does not follow that

the pedestal widening results in an increase in performance, because for deuterium

fuelled JET-ILW plasmas the pressure pedestal widens but the pressure pedestal

height remains constant. However, for nitrogen seeded JET-ILW plasmas again the

pedestal widens and the pressure pedestal height increases.
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Figure 5.11 shows the measured pedestal width (∆pe) as a function of measured

poloidal pedestal normalised pressure (βpol,ped) reiterating the latter result, as just

discussed, in that the increase in width is not necessarily related to pedestal per-

formance. Figure 5.11 also compares measurements with the square root scaling

relationship between pedestal width and height which acts as the Kinetic Ballooning

constraint in EPED1. The pedestal width increases for the JET-C deuterium scan

(green points) with increasing deuterium fuelling and
√

βpol,ped however the pedestal

width broadening is greater than expected from the
√

βpol,ped scaling (see previous

chapter). The pedestal width for the JET-ILW deuterium scan (pink points) in-

creases with increasing deuterium fuelling. However, unlike JET-C, βpol,ped initially

decreases with increasing fuelling resulting in a normal deviation from the
√

βpol,ped

scaling. Finally, the pedestal width for the two JET-ILW nitrogen scans (red and

blue points) increases initially with nitrogen seeding and
√

βpol,ped in good agreement

with the
√

βpol,ped scaling. At the highest N2 seeding rate there is a deviation from

the scaling due to the pedestal pressure plateauing. Figure 5.11 highlights that the

deuterium fuelling JET-ILW scan is the most challenging for the EPED1 model as,

unlike the deuterium fuelled JET-C and nitrogen seeded JET-ILW plasmas, the deu-

terium fuelling JET-ILW scan deviates from the scaling relation acting as the kinetic

ballooning constraint.
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5.5.4 Pre-ELM temperature and density pedestal structure

This section separately examines the variation of the density and temperature ped-

estal structure. Figure 5.12 presents the temperature pedestal structure and Figure

5.13 presents the density pedestal structure. The left and right hand columns show

the pedestal structure with increasing deuterium fuelling and nitrogen seeding, re-

spectively, for the scans shown in Figure 5.7 and 5.10.

Figure 5.12(a) and 5.12(b) show that across both the deuterium fuelling scan (JET-C

and JET-ILW plasmas) and the nitrogen seeding scans (JET-ILW plasmas) the tem-

perature pedestal widens, with values ranging from 1.6cm at low dosing to 3.2cm

at high dosing. Figure 5.12(c) and 5.12(d) show the peak temperature gradient

decreases across both the deuterium fuelling scan and the nitrogen seeding scans.

The reduction of the peak temperature gradient is stronger across the deuterium

fuelling scan (Figure 5.12(c)) in comparison to the nitrogen seeding scans (Figure

5.12(d)). The temperature pedestal height across the deuterium fuelling scan margin-

ally decreases for JET-C plasmas and remains approximately constant for JET-ILW

plasmas (Figure 5.12(e)). In contrast, for nitrogen seeded plasmas, the temperature

pedestal height first decreases and then increases with increasing nitrogen seeding

(Figure 5.12(f)). However, overall there is no significant strong change in temperat-

ure pedestal height with increasing deuterium fuelling and nitrogen seeding.

Figure 5.13(a) shows that across JET-C and JET-ILW deuterium scans the density

pedestal widens ranging from 1.5 cm at low fuelling to 2.8 cm at high fuelling similar

to the temperature pedestal width. The peak density gradient, as shown by Fig-

ure 5.13(c), remains constant with increasing deuterium fuelling for JET-C plasmas

whereas decreases for JET-ILW plasmas. This variation in peak gradient accounts

for the increase in density pedestal height with increasing deuterium fuelling for

JET-C plasmas whilst the density pedestal height remains constant for JET-ILW

plasmas as shown by Figure 5.13(e).

The behaviour of the density pedestal width across the two nitrogen scans (JET-ILW)

is not as consistent as the temperature pedestal. Figure 5.13(b) shows the density

pedestal width for series 1 (blue) shows no clear trend with increasing nitrogen

seeding. However, it is noted that the width does increase from the lowest to highest

seeding level. In contrast to series 1 and the deuterium scans the density pedestal

width for series 2 shows a weak decrease with increasing nitrogen seeding. The peak

density gradient for both nitrogen series initially increases and then saturates as

shown by Figure 5.13(d). The pedestal density height shows a strong initial increase

after which there is no significant change, see Figure 5.13(f).

The key changes in temperature and density pedestal structure which result in a

variation of the pressure pedestal and edge performance for JET-C and JET-ILW
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Figure 5.12: Variation in temperature pedestal structure for the deuterium
fuelling and nitrogen seeding scans shown in Figure 5.7: JET-
C deuterium fuelling scan (green), JET-ILW deuterium fuelling
scan (pink) and two JET-ILW nitrogen seeding scans (blue and
red). Temperature pedestal width (∆T e) as a function of (a) deu-
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nitrogen seeding. Temperature pedestal height (Te,ped) as a func-
tion of (e) deuterium fuelling and (f) nitrogen seeding.

plasmas are now summarised. First with increasing deuterium fuelling, the pressure

pedestal height increases for JET-C plasmas due to a strong increase in the density

pedestal height whilst the temperature pedestal height remains constant. Conversely

for deuterium fuelled JET-ILW plasmas the pedestal pressure is constant due to

the density and temperature pedestal height both remaining constant. The key

difference between these plasmas is the variation in the peak density gradient as

dne/dr is constant for JET-C whereas it decreases for JET-ILW. As a result there

is not a strong increase in density pedestal height for JET-ILW plasmas as observed

for JET-C plasmas.

For nitrogen seeded plasmas the temperature pedestal behaviour is similar to the

deuterium fuelled plasmas in that the pedestal broadens and the peak gradient de-

creases. The key observation for nitrogen seeded plasmas is the change in the density
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pedestal behaviour. The density pedestal shows no monotomous change in width,

however the strong increase in peak gradient results in an increase in density pedestal

height. The increase in pressure pedestal width is due to the temperature pedestal

widening whilst the density pedestal shows no significant change. This increase in

pressure pedestal height is due to a strong increase in density pedestal height as well

as a relatively small increase in temperature pedestal height.
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Figure 5.13: Variation in density pedestal structure for the deuterium fuelling
and nitrogen seeding scans shown in Figure 5.7: JET-C deuterium
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5.5.5 Comparison of EPED1 predictions to larger JET data-

base

Throughout this study deuterium fuelling and nitrogen seeding scans, typically con-

sisting of three to six carefully selected pulses, have been considered. The premise

behind focusing on these scans is so any variations in, for example, machine paramet-

ers (e.g. use of different gas injection modules) or a variation in machine conditioning

between experiments is mitigated as much as possible to improve the clarity of the

trends in performance and pedestal structure. However it is essential to consider

these scans in the context of a wider set of pulses to provide further confidence in

the conclusions. This is particularly important for the comparison of measurements

to EPED1 predictions for the high triangularity plasmas where the largest discrep-

ancies are observed.

Figure 5.14 presents the measured pressure pedestal height and width as a function

of the equivalent EPED1 prediction for high triangularity deuterium fuelled JET-C

plasmas (triangles), deuterium fuelled JET-ILW plasmas (diamonds) and nitrogen

seeded JET-ILW plasmas (circles). Figure 5.14(a) and 5.14(b) detail a larger data-

base of JET plasmas whilst Figure 5.14(c) and 5.14(d) demonstrate where the scans

presented in this Chapter overlay in the context of this larger dataset. The dashed

lines shown in Figure 5.14 indicate where the measurement is equal to EPED1 and

the dotted dashed lines indicate the extremity of EPED1 predictive accuracy (±20

%).

Figure 5.14(a) compares the pressure pedestal height measurements and EPED1

predictions. There is a larger scatter for the JET-C D2 fuelled plasmas, see previous

Chapter, where a systematic deviation is found for the highest deuterium fuelling

levels. The cluster of deuterium fuelled JET-ILW plasmas are centred on the black

dashed line indicating good agreement between the JET measurements and EPED1.

However the cluster of nitrogen seeded JET-ILW plasmas is centred along the upper

dotted line at the extremity of the EPED1 accuracy. EPED1 under predicts the

pressure pedestal height relative to the measurement as shown in detail by Figure

5.10 when considering the nitrogen scans.

EPED1 is a combined height and width model and therefore it is important to

consider the width as shown in Figure 12(b) along with Figure 5.14(a). Figure

5.14(b) demonstrates that for high triangularity plasmas the measurements all show

a significant range of pedestal widths corresponding to an increase in deuterium

fuelling or nitrogen seeding as concluded from the scans. This is not captured by

the EPED1 predictions as reflected by a vertical scatter of each group of pulses

(deuterium fuelled JET-C plasmas, deuterium fuelled JET-ILW plasmas and nitrogen

seeded JETÂň-ILW plasmas) with points spanning the full extent of the EPED1
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predictive accuracy and above. This implies the square root relationship between

width (∆) and normalised pressure (βpol,ped) is not always applicable for JET plasmas

and may depend on factors such as the density regime, impurity content (Zeff ),

position on PB stability diagram and ELM type.
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Figure 5.14: (a), (c) Measured pedestal pressure as a function of EPED1 pre-
diction for pedestal pressure and (b), (d) measured pedestal width
as a function of EPED1 prediction for pedestal width all for high
triangularity JET-C D2 fuelled plasmas (triangles), JET-ILW D2
fuelled plasmas (diamonds) and JET-ILW N2 nitrogen seeded plas-
mas (circles). (a), (b) Larger database of JET plasmas for 15 JET-C
D2 (green), 36 JET-ILW D2 (magenta) and 30 JET-ILW N2 (blue)
plasmas. (c), (d) Comparison of larger database (open grey) to
fuelling and seeding scans (closed coloured symbols) as presented
throughout this study. The dashed line indicates where measure-
ment is equal to the EPED1 prediction and the dotted dashed lines
indicate accuracy of the EPED1 predictions, ±20 %. EPED1 runs
use fixed value of Zeff = 2.0.

Figure 5.14(c) and 5.14(d) show the scans detailed throughout this study (coloured

symbols) overlaid onto the larger dataset (grey symbols). Each scan follows the

larger cluster of equivalent plasmas demonstrating that the scans reflect the trends

observed in the larger database comparison.
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5.6 Summary and conclusions

This Chapter reports on the JET pedestal structure with the new ITER-Like-Wall,

comparing both high and low triangularity plasma performance with equivalent JET

carbon wall plasmas. Furthermore there is a comparison of the pedestal measure-

ments to EPED1 predictions.

Low triangularity JET-ILW plasmas in both vertical and horizontal target strike

point configurations show no significant change in performance (H98, Wth, Wped) and

pedestal structure (∆pe, pe,ped) with the gas puff level and these results are in good

agreement with EPED1 predictions.

For the high triangularity discharges, deuterium fuelling and nitrogen seeding scans

with the ITER-like wall have revealed a number of new features in pedestal beha-

viour on JET. Pure deuterium fuelled discharges with the JET-ILW show an overall

20-30 % reduction in performance when compared with equivalent JET carbon wall

discharges. Furthermore, it is observed that there is no improvement in performance

and the ELM frequency is constant with increasing deuterium fuelling levels, in con-

trast with the carbon wall. HRTS data from these fuelling scans reveals an apparent

increase in the pedestal width as the deuterium fuelling levels are increased but,

crucially, this increase in pedestal width appears not to be consistent with previous

scaling observations (e.g. ∆ = 0.076
√

βpol,ped scaling [30]) as the overall pedestal per-

formance does not correspondingly increase. This result has important implications

for the physics constraints that determine the pedestal width (for example KBM

constraints within EPED models) and is a topic that will require further study in

future work.

In contrast to the deuterium fuelled plasmas, the addition of nitrogen seeding to

JET-ILW plasmas does show an increase in the pressure pedestal height, restoring

performance to the levels previously observed with the JET carbon wall. Further-

more, the ELM frequency decreases and the timescale of the inter-ELM build up of

stored energy increases with nitrogen seeding consistent with a transition to mixed

Type I/II ELMs. Additional analysis is required to support the premise of a trans-

ition to mixed Type I/II ELMs. Measurements of the electron temperature and

density pedestal structure for these pulses reveal that the reduction in performance

for deuterium fuelled plasmas after the installation of the Be/W ILW wall is primar-

ily due to a reduction in the temperature pedestal height. However, the recovery of

the pressure pedestal height with increasing nitrogen seeding is predominately due

to the increase in density pedestal height whilst the temperature pedestal height

also marginally increases. The increase in pressure pedestal height is accompanied

by a widening of the pressure pedestal that is primarily attributed to an increase in

temperature pedestal width as the corresponding density pedestal width shows no
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clear trend and the behaviour varies between different scans with increasing nitrogen

seeding.

EPED1 predictions for the JET-ILW deuterium fuelled plasmas show very good

agreement with the measured pressure pedestal height. However, for the pulses con-

sidered here, the observed systematic increase in the pedestal width with increased

deuterium fuelling levels (at constant βpol,ped) is not predicted. The JET measure-

ments suggest the pressure pedestal formation is not purely governed by the plasma

edge as the scrape-off-layer, neutral recycling and wall interactions could all play a

role. If this is the case, further work is required to determine how to incorporate

these effects into current models. For the JET-ILW nitrogen seeded plasmas, EPED1

predictions appear to underestimate the measured pressure pedestal height and, as

with the pure deuterium fuelled discharges, the observed widening of the pedestal

pressure is not captured by the model. Further work is required to identify the ori-

gins (for example, the role of Zeff profiles) and significance of these discrepancies,

as well as further refining and understanding the uncertainties associated with the

measurements and the model.
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Chapter 6

Conclusions and future work

6.1 Conclusions

This thesis is focused on the JET HRTS system with particular interest in a num-

ber of different aspects, spanning hardware improvements to pedestal fitting. This

section presents the key conclusions from each chapter.

Chapter 2 provides an introduction to the HRTS system, which measures electron

temperature and density profiles across a large part of the plasma radius, along an

outer radial chord close to the magnetic mid-plane. This chapter also discusses the

improvements made to address the under-performance of the HRTS polychromators.

In their original configuration, the HRTS polychromators were found to suffer from

loss of signal, fibre-to-fibre sensitivity and input numerical aperture sensitivity. This

severely compromised the ability to provide independently calibrated HRTS temper-

ature profiles. By realigning the polychromators and installing plastic shims to cor-

rect the position of the APDs, these shortcomings have been successfully resolved. A

comparison of averaged temperature profiles before and after the work demonstrates

that the systematic point-to-point fluctuations in electron temperature across the

profile have been reduced to acceptable levels. Consequently, all the JET electron

temperature data collected after this optimisation (after the installation of the new

ITER-Like-Wall) is now independently calibrated (whereas previously the systematic

errors were corrected via cross calibration to JET’s ECE diagnostic).

One of the key aims of the JET HRTS system is to measure the steep pressure

gradient at the plasma edge; the pedestal. The process of fitting an mtanh function

to ELM synchronised HRTS radial electron temperature and density profiles, in order

to extract the pedestal structure, is described in Chapter 3. In addition to statistical

errors, the mtanh parameters also contain systematic errors from the deconvolution

methods, which incorporate the HRTS instrument function. This is discussed in
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detail by [63, 73]. Chapter 3 also quantifies the systematic error arising from the

ELM synchronisation of the selected HRTS profiles. A Monte-Carlo simulation that

replicates the fitting technique uses synthetic HRTS-like profiles to demonstrate that

this systematic error is negligible in comparison to the statistical uncertainty.

The process of creating a synthetic HRTS-like profile is explained in Chapter 3.

In this, the photon throughput of the HRTS system is estimated, approximating

the system transmission losses and comparing this to the number of photons collec-

ted during the Raman calibration (which offers a continuous stable measurement of

known density). The measured number of Raman scattered photons, as determined

by the signal-to-noise ratio is found to be correct to within a factor of 1.7, with

good agreement in the radial profile shape. By correcting the number of Thomson

scattered photons for a given temperature and density by a factor of 1.7 and compar-

ing with the Thomson scattered wavelength distribution, given by the Selden-Naito

expression at a given temperature, the number of photons in each spectral channel

can be accurately evaluated. The synthetic measured temperature and density is

then determined by fitting to the response of each channel incorporating errors from

photon noise (Poisson statistics) in addition to the amplifier and background light

noise. The spread of temperature and density measurements when performing the

fit numerous times is used as the corresponding overall error in the fit. Analysis of

the effect of vignetting for the two possible HRTS lines-of-sight show that there is a

degradation of measurement quality for three more edge spatial points on the upper

line-of-sight.

Chapter 3 also provides a description of the procedure undertaken to perform an

mtanh fit to ELM synchronised data. This involves selecting the stationary phase

of a pulse, selecting the timing of the ELMs, and then, assessing the quality of the

resulting fits (and repeating the initial steps if necessary). It is also shown that

comparing fits covering different regions of the ELM cycle provides a useful insight

into whether the mtanh parameters conform to overall trends.

The primary focus of this thesis has been to utilise the JET pedestal fitting routine to

quantify the pedestal structure. Chapters 4 and 5 document a JET-C and JET-ILW

pedestal study respectively.

The JET-C pedestal study, presented in Chapter 4, details the results from the ana-

lysis of a fuelling scan database comprising of 14 high triangularity (δ ≈ 0.41), Type

I ELMy H-mode JET plasmas. These results show as the fuelling level is increased

from low, (ΓD ≈ 0.2 × 1022 el/s, ne,ped/ngw = 0.7), to high dosing (ΓD ≈ 2.6 × 1022

el/s, ne,ped/ngw = 1.0) levels the variation in ELM behaviour shows consistency with

a transition from ‘pure Type I’ to ‘mixed Type I/II’ ELMs [90]. In contrast, the

pulses in the new JET-C database are better diagnosed in comparison to previous
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studies (such as [90]) and most notably have pedestal measurements provided by the

JET High Resolution Thomson Scattering (HRTS) system. This study focuses on

the role of the pedestal structure, as quantified by a least squares mtanh fit to the

HRTS profiles, on the plasma performance across the fuelling scan.

A key result from this work is the pedestal width narrows and the peak pressure

gradient increases during the ELM cycle for low fuelling plasmas, whereas, at high

fuelling, the pedestal width and peak pressure gradient is found to saturate towards

the latter half of the ELM cycle. An ideal MHD stability analysis shows that both

low and high fuelling plasmas move from stable to unstable approaching the ideal

ballooning limit of the finite peeling ballooning stability boundary. Comparison to

EPED predictions show, that on average, there is good agreement with experimental

measurements for both pedestal height and width. However, when presented as a

function of pedestal density, experiment measurement and model predictions show

opposing trends. The measured pre-ELM pressure pedestal height increases by ≈ 20

%, while results from EPED predict a 25 % decrease from low to high fuelling. Simil-

arly, the measured pressure pedestal width widens by ≈ 55 %, in poloidal flux space,

whereas EPED predictions show a 20 % decrease from low to high fuelling. Two pos-

sible explanations for the disagreement are provided. First, it may be that EPED

under-predicts the critical density, which marks the transition from kink-peeling to

ballooning limited plasmas. Second, the stronger broadening of the measured ped-

estal width, than predicted by EPED, is an indication that other transport related

processes may contribute to defining the pedestal width, such as enhanced inter-ELM

transport as observed at high fuelling, for mixed Type I/II ELMy pulses.

The JET-ILW pedestal study, presented in Chapter 5, extends the JET-C database

to include low and high triangularity (δ ≈ 0.22 − 0.39) 2.5 MA, Type I ELMy

H-mode JET plasmas from the first campaign performed after the installation of

the new ITER-like Wall (JET-ILW) with a view to explain the observed changes

in performance (edge and global). The database explores the effect of increasing

deuterium fuelling (D2Γel ≈ 0.6 − 4.3 × 1022 el/s) and nitrogen seeding (N2Γel ≈
0.0−3.8×1022 el/s). A comparison to equivalent JET carbon wall (JET-C) plasmas

is made as well as considering predictions from EPED1.

The low triangularity vertical target JET-ILW deuterium scan and low triangularity

horizontal target JET-ILW nitrogen scan both show no significant change in per-

formance (H98 ≈ 0.7, Wth ≈ 4.0 MJ and Wped ≈ 1.2 MJ) and pedestal structure

(∆pe ≈ 4 % of ΨN , pe,ped ≈ 12 kPa) with increasing gas dosing of either deuterium

or nitrogen. These results are in good agreement with EPED1 predictions.

At high triangularity the JET-ILW plasmas have revealed a number of new features

regarding the pedestal behaviour. For pure deuterium fuelled JET-ILW plasmas a
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20-30 % reduction in performance is observed in comparison with JET-C plasmas.

Measurements of the electron temperature and density reveal that the reduction

in performance from JET-C to JET-ILW is primarily due to a degradation of the

temperature pedestal height. With increasing deuterium fuelling there is no meas-

urable improvement in performance or pedestal pressure for JET-ILW plasmas, in

contrast to high triangularity JET-C plasmas. However, the pedestal still widens

with increasing deuterium fuelling for JET-ILW plasmas, which is inconsistent with

the ∆ = 0.076
√

βpol,ped scaling. The performance and pedestal pressure of JET-ILW

plasmas can be partially recovered to that of JET-C plasmas with additional nitro-

gen seeding. The increase in pressure pedestal height for JET-ILW plasmas with

nitrogen seeding is predominately due to a significant increase in density pedestal

height in addition to an increase in the temperature pedestal height. Furthermore,

the increase in pedestal width is found to result from to the temperature pedestal

widening whilst there is no significant change observed in the density pedestal width.

The comparison between EPED1 predictions and measurements at high triangularity

is intriguing as, for example, pure deuterium fuelled plasmas show very good agree-

ment in terms of pedestal height but not in width. EPED1 results under-predict

the pedestal height and width at high nitrogen seeding levels for JET-ILW plasmas,

however, further work is required to determine the significance of these deviations as

discussed in detail in the next section. Understanding this is essential as it provides

further insight to the physical mechanisms that govern the pedestal structure and

edge performance.

6.2 Future work

There are currently no imminent hardware modifications planned for the HRTS

system. The lower line of sight is preferred due to the better edge measurements of

the pedestal (at the detriment of the radial extent of the core measurements). One of

the challenges the HRTS system faces when operating with a metal wall is increased

stray light due to reflections in the vessel. Stray light affects only a few spatial points,

however, these tend to (unfortunately) be key points in the pedestal region. This

will be interesting to further quantify and monitor as the wall tiles are pushed to

operational limits and the characteristics of the reflections potentially change. In the

long term, the HRTS system will need to ensure compatibility with the planned JET

DT campaign. Since the JET HRTS system was installed long after JET’s previous

DT campaign a full and detailed avaluation of the system hardware is necessary in

order to determine if it will be able to withstand the high energy neutron flux and

to determine what modifications (if any) must be implemented.

In terms of the JET pedestal analysis tool, potential future enhancements include
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converting to a Bayesian technique (instead of the χ2 minimisation) and developing

a fitting tool which incorporates multiple diagnostic data with the corresponding

instrument function. The challenge with developing a Bayesian tool is this would

require greater integration to the diagnostic analysis software. With regards to a

multiple diagnostic fit, the challenges lie in rigorously incorporating the instrument

function of each diagnostic. In the long term, the focus should shift from the devel-

opment of the tool to the routine use of the tool.

To further exploit the existing fuelling and seeding pedestal database additional areas

of interest include quantifying the inter-ELM dynamics of the pedestal structure for

JET-ILW plasmas, similar to the analysis performed in Chapter 4 for JET-C plasmas.

Initial progress has been made in that the pedestal fits have been performed. It would

also be interesting to understand the difference between the density and temperature

pedestal structure and explore how to incorporate this knowledge into the pedestal

models. For example, the relative position of the temperature pedestal is radially

further inward in comparison to the density pedestal (see Figure 5.2).

There have been more recent fuelling and seeding JET-ILW experimental sessions

resulting in plasmas which have not yet been incorporated into the database presen-

ted in this thesis. The fuelling and seeding pedestal database should be extended,

particularly as the most recent JET-ILW plasmas incorporate a variation in diver-

tor configuration at high and low triangularity. Furthermore, the type of plasmas

and scenarios considered should be expanded beyond the ITER baseline fuelling and

seeding plasmas, which have previously been the focus of recent JET pedestal struc-

ture studies. Experiments have been conducted on hybrid plasmas where βN extends

much higher than the plasmas presented in this thesis. There has already been some

analysis of the pedestal structure for these hybrid JET-ILW plasmas but system-

atic nitrogen seeding scans have not yet been completed. In addition, the JET-ILW

measurements should be compared to their equivalent measurements on DIII-D and

ASDEX-Upgrade (AUG) to establish the machine dependence of the pedestal struc-

ture variations explored in this thesis. This has already been started. Comparison

of JET and AUG measurements, as detailed in [122], show the effect of a metal wall

is variable as AUG with a Tungsten wall does not show a reduction in confinement

as experienced by equivalent JET high triangularity plasmas. Furthermore, there is

no strong improvement in confinement with nitrogen seeding. To facilitate the com-

parison of DIII-D and JET measurements there has been a recent dedicated DIII-D

experiment to study the role of collisionality and effective charge on the H-mode

pedestal structure through means of deuterium fuelling, nitrogen seeding and lith-

ium dropping. An advantage of performing a multi-machine comparison is the study

benefits from the diagnostic strengths of each machine.

There are a number of possible actions that would serve to improve the comparison
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between the JET measurements and EPED predictions. For the existing database,

a scan of the Zeff input to the EPED model will be particularly insightful, for even

just one JET-ILW nitrogen seeded plasmas. This should demonstrate whether the

variation in Zeff required to get measurements and predictions to agree is physically

possible. For future JET-EPED comparisons it would be invaluable to improve

the Zeff and impurity measurements on JET such that a reliable local pedestal Zeff

measurement can be provided as an input to the model. The edge current is an

important quantity in the context of the PB pedestal stability and EPED predictions.

For JET plasmas this is calculated by the equations documented in [29] or other

models. An improvement would be to develop the capability on JET to measure

the edge current. Another consideration relating to EPED is that it is important

to understand the significance of those JET plasmas that deviate from the ∆ =

0.076
√

βpol,ped scaling, which acts as the KB constraint within the model. A more

extensive database would highlight where this scaling does and does not apply for

JET plasmas. Furthermore, signatures of KB modes should be identified to better

understand the pedestal width and height limits. These actions may result in further

developments to the EPED model.

Another possible area of interest would be to improve the ion kinetic profiles, par-

ticularly at the plasma edge in the pedestal region, to determine if the trends in the

pedestal structure reported in this thesis for the electron profiles are observed in the

ion profiles. Also, these profiles would confirm whether the assumption that Te = Ti

is valid and this could improve the uncertainty on the EPED comparison (since the

model calculates the total pressure profile).

In terms of the general long term goal of better understanding the H-mode pedestal

and it’s role on confinement, it is important to strive towards a more integrated

approach. This will involve combining expertise and knowledge of the SOL, ped-

estal and core regions when analysing measurements and implementing models as

the plasma behaviour within JET’s new metallic wall has demonstrated these can

strongly impact upon each other.
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Appendix A

The evolution of electron density

and temperature following the

H-mode transition

The main focus of this thesis is exploiting JET HRTS measurements during the

stationary phase of a pulse to quantify the H-mode pedestal structure. However,

HRTS profiles are also utilised for numerous other physics studies for example, as

now discussed, the evolution of electron temperature and density following H-mode

transition and in the termination phase. The overriding aim of this study is to

understand the transport processes which govern the build up and decay of stored

energy and then assess the implications for ITER. This appendix section focuses

on the analysis of JET density profiles after the H-mode transition completed by

M. Leyland as part of a wider study convened and published by A. Loarte (ITER

Organization) [128].

A.1 Introduction

Fusion power (alpha particle heating Pα) is proportional to the plasma density [12]

as,

Pα = RDT Eα = nDnT < συ > V Eα (A.1)

where RDT is the deuterium-tritium reaction rate (as given by Equation 1.1), Eα is

the energy of the resulting alpha particle from a deuterium-tritium reaction (≈ 3.5

MeV), nD is the deuterium density, nT is the tritium density and < συ > is the

reactivity. Consequently, the formation and shape of the density profile is particu-
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larly important when establishing a burning plasma on future devices such as ITER

[87].

The stationary baseline regime foreseen for ITER, where QDT ≥ 5 operation, is an

ELMy H-mode [81, 89]. An H-mode plasma is formed by a spontaneous transition

from a heated low confinement region (L-mode) when achieving a sufficient edge

power flow (Ploss), as defined by [128],

Ploss = Pα + Padd − P core
rad − dWplasma

dt
≥ PL−H (A.2)

where Palpha is the heating power due to the energetic alpha particles, Padd is the

power due to additional heating, P core
rad is the radiated power, dWplasma

dt
is the change

in plasma stored energy and PL−H is the L-H loss power threshold as determined

from a multi-machine database [105]. In the build-up phase following the H-mode

transition controlling the density profile by gas fuelling (edge), pellet injection (edge)

and negative neutral beam injection (core) is particularly important in terms the

resulting stationary H-mode global performance (H98, Wth) and fusion gain (QDT ).

For example if the density is increased too quickly the plasma is cooled reducing

the reactivity (< συ >∝ T ) and resulting in less alpha particle heating. This

could ultimately result in the plasma dropping out of H-mode back into L-mode.

Conversely, if the density is increased too slowly the build-up phase is unnecessarily

prolonged as external heating is required to heat the plasma before the alpha particle

heating can fully establish.

Gaining an insight into the physical mechanisms which govern the formation of the

density profile requires solving the 1-dimensional diffusion equation, as given by

[10],

∂n

∂t
+

∂Γ
∂r

= S (A.3)

where n is the density, Γ is the outward particle flux and S is the source term. This

equation can be used to describe the particle transport along a radial chord within

a Tokamak plasma. The outward particle flux (Γ) is typically defined as[87],

Γ = −D∇n + nV (A.4)

where D is the diffusion coefficient, n is the density and V is the convection velocity.

The aim of transport research is to solve this particle diffusion equation along with a

similar set of equations describing energy and magnetic flux diffusion. In terms of the

particle diffusion, the rate of change in the density profile (∂n
∂t

) and the source term (S)
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can be determined from measurements whereas the spatial variation of the particle

flux (∂Γ
∂r

) is unknown. Models, such as JETTO, solve the diffusion equation to find

a particle flux consistent with the other terms of the diffusion equation. However,

obtaining a solution is non-trivial due to, first, there are two particle sources (plasma

core and scrape-off-layer). Second, the requirement of a convection term (nV ) as

when analysing experimental measurements, [129–131] an inward pinch (negative V)

is necessary to account for a peaked density profile in the absence of core particle

fuelling [87]. These studies quantify D and V in the stationary established phase

of a pulse however this study is interested in the transient phase after the H-mode

transition.

This chapter documents the behaviour of the density profile following the L-H trans-

ition for JET plasmas with the carbon wall (JET-C) database covering a range of

plasma currents [88]. Of particular interest is quantifying the relative timescale of

the core and edge density evolution. These measurements are used to constrain

transport modelling by means of the JETTO code.

A.2 Description of database and example JET

pulse

This study considers two data sets corresponding to low (δ ≈ 0.26) and high (δ ≈
0.41) triangularity type I ELMy H-mode JET-C plasmas, see Table A.1. The plasma

current (IP ) ranges from ≈ 1.0 to 4.3 MA (low δ) and ≈ 1.0 to 3.5 MA (high δ). The

magnetic field increases with current from ≈ 1.1 to 3.4 T (low δ) and ≈ 1.0 to 3.2 T

(high δ). These plasmas are predominately NBI heated where the average heating

power (PNBI) ranges from 4.5 to 22.7 MW with increasing plasma current. There is

additional RF heating up to 4.0 MW for the pulses with the highest NBI heating.

The pedestal density normalised to the Greenwald density (ne,ped/nGW ) ranges from

0.3 to 0.7 (low δ) and 0.6 to 1.1 (high δ). The highest values of q95 and βN , see Table

A.1, correspond to the lower current plasmas.

Figure A.1 shows the typical evolution of the build-up phase after the H-mode trans-

ition for a high current (IP ≥ 3.0 MA) JET-C plasma. The high current plasmas

are of particular relevance to ITER as the plasma density approaches ITER values

(≈ 1.0×1020 m-3) whilst maintaining a relatively high plasma core temperature (≈ 5

keV). For this particular pulse the NBI heating is applied at ≈ 9.00 s after which the

Dα emission begins to rise. The H-mode transition occurs at 9.38 s as indicated by

the small reduction in Dα emission. The stored thermal energy ramps up from 2 to

10 MJ in ≈ 2 s. There is strong initial deuterium fuelling (ΓD ≈ 5.0 el s-1) coinciding

with the beginning of NBI heating however during the stationary phase of the pulse
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Table A.1: Comparison plasma parameters for low and high triangularity type
I ELMy H-mode JET-C plasmas where δup is the upper triangular-
ity, δlow is the lower triangularity and δ is the average trianglarity
all averaged over the low and high triangularity data set. Bt is the
magnetic field in T, Ip is the plasma current in MA, q95 is the safety
factor at 95 % of the minor radius, PNBI is the neutral beam in-
jection (NBI) heating power and ne,ped/nGW is the pedestal density
normalised to the Greenwald density.

Low triangularity High triangularity
No. pulses 20 18
(δup + δlow) = δ (0.18 + 0.33)/2 = 0.26 (0.43 + 0.40)/2 = 0.41
Bt 1.1 − 3.4 T 1.1 − 3.2 T
Ip 1.0 − 4.3 MA 1.0 − 3.5 MA
q95 2.6 − 3.7 2.9 − 3.7
PNBI 4.5 − 22.7 MW 4.5 − 20.5 MW
PICRH 0.0 − 4.0 MW 0.0 − 2.2 MW
βN 1.5 − 2.2 1.3 − 2.5
ne,ped/nGW 0.3 − 0.7 0.6 − 1.1

the ΓD is reduced to ≈ 3.5 el s-1.

The core (ρ ≡ r/a = 0.2) temperature shows the most significant increase (∆Te,i ≈ 2

keV) with NBI heating before the H-mode transition. The edge (ρ ≡ r/a = 0.8)

temperature also increases. Shortly after the H-mode transition the core and edge

temperature does not evolve any further whereas the core and edge density begins to

increase. The variation in density occurs just after the H-mode transition due to the

formation of the edge transport barrier. The edge density increases over a timescale

similar to the energy confinement time (τE) in the stationary phase. Of particular

interest in the context of this study and ITER is the core density increases over a

longer timescale of (4 − 5τE). Consequently there is initially a hollow density profile

as shown by Figure A.2(c) and (d).

Figure A.2 demonstrates this hollow profile is less pronounced the longer after the

H-mode transition until it is flattened by a sawtooth event 1.15 s after the H-mode

transition. Hollow density profiles have been observed towards the end of a long

ELM free period [132], such as before the first ELM, due to the influx of impurities

at the plasma edge modifying the peaking (de-peaking) of the density profile. The

hollow density profiles discussed here are not due to impurity accumulation as the

ion and electron density and temperature measurements are comparable. At high

edge densities (≈ 8.0 × 1019 m-3) the NBI deposition profile also become hollow (see

Figure A.2(e)) resembling the lack of core fuelling as expected on ITER.
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D

Figure A.1: Evolution of Neutral Beam Heating (NBI) (PNBI), plasma energy
(Wplasma), gas fuelling rate (φD), divertor Dα emission and evolu-
tion of core (ρ = 0.2) and edge (ρ = 0.8) electron and ion density
and temperature for JET Pulse Number 79676 in the build-up phase
following the H-mode transition. Dashed vertical lines indicate tim-
ing of profiles as shown by Figure A.2. Figure as published in [128].
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1
9

Figure A.2: (a) Electron temperature, (b) ion temperature, (c) electron density,
(d) ion density and (e) NBI particle deposition profile as a function
of major radius (R) at t = 9.3 s (black), 9.4 s (red), 9.8 s (grey), 10.3
s (blue) and 10.5 s (green), as indicated by the vertical dashed lines
in Figure A.1. Profiles show L-mode, H-mode build-up phase with
hollow density and NBI deposition profiles along with flattening of
profiles after first sawtooth. Figure as published in [128].
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A.3 Hollow density profiles

The duration of the hollow density profile and magnitude of the so-called de-peaking

can be quantified by fitting a Gaussian to the ratio of edge (ρ = 0.8) to core (ρ =

0.2) density, see Figure A.3(a). These locations are chosen because the edge the

measurement is sufficiently unaffected by the collapse of the pedestal due to ELMs

[64, 133]. Whereas for the innermost measurement, the HRTS line of sight does

not always pass through the plasma core and so ρ = 0.2 is a reliable choice to

provide coverage. Figure A.3(a) shows the edge to core density ratio raises above 1.0

indicating the degree and duration of the hollow density profiles. In contrast, Figure

A.3(b) shows the edge to core ratio for temperature remains below 1.0 indication

the temperature profile remains peaked in the build-up phase following the L-H

transition.
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Figure A.3: (a) Ratio of the edge (ρ = 0.8) to core (ρ = 0.2) electron density
and similarly (b) the ratio of the edge to core electron temperature
for JET Pulse Number 79676, as in Figure A.1 and A.2.

The result of the Gaussian fit to (ne,edge/ne,core) for the high and low triangularity

JET-C plasmas is summarised in Figure A.4. Both the magnitude of the de-peaking

and duration of the hollow density profiles increase with plasma current however

there is a large scatter particularly at high plasma current.

The formation of the hollow density profiles coincide with a hollow NBI particle

deposition profiles as shown by the profiles for JET Pulse Number 79676, see Figure

A.2. With increasing plasma current for low and high triangularity plasmas the

de-peaking of the NBI deposition profile increases however the high triangularity

plasmas can become hollow at lower plasma current. This is due to the plasma

current not being the primary governing parameter. High triangularity plasmas are

able to achieved a stronger transport barrier resulting in a higher edge density. An
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increase in edge density results in a more de-peaked NBI particle deposition profile,

see Figure A.5.
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Figure A.4: (a) Magnitude of electron density de-peaking and (b) duration of
hollow electron density profile (right) as determined by fitting a
Gaussian fit to the ratio of the edge (ρ = 0.8) to core (ρ = 0.2)
electron density for high (red) and low (blue) triangularity JET-C
pulses.

Figure A.5: Ratio of edge to core NBI particle deposition for both low and high
triangularity JET plasmas as a function of plasma current (left) and
edge density (right). Figure as published in [128].

A.4 Timescale of plasma build-up

The timescale of the density build-up phase is particularly important with regards

to the alpha particle heating, as described in the introduction. This timescale is

quantified by fitting a modified hyperbolic tangent (mtanh) function with respect

to time instead of space [120], see Figure A.6. An mtanh function is convenient as

the parameters defining the function can be related to physical quantities. More

specifically, the offset is the L-mode density; the width is the timescale of the build-

up; the height is the H-mode density; and the position is a time mark for the density

build-up.
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Figure A.6: Example of modified hyperbolic tangent (mtanh) fit to the evolution
of core (red) and edge (blue) electron (a) density and (b) temperat-
ure for JET Pulse Number 79676, as in Figure A.1 and A.2.

Figure A.7 shows the core and edge temperature and density build-up timescale for

all low triangularity JET-C pulses considered in this study. The electron timescales,

as shown by Figure A.7(a), are determined from High Resolution Thomson Scattering

measurements whereas the ion timescales, as shown by Figure A.7(b), are determined

from charge exchange measurements. The electron and ion timescales for the core

temperature, edge temperature and edge density show no variation with increasing

plasma current and are comparable to the energy confinement time (τE ≈ 0.3 − 0.4

s). In contrast, the electron and ion timescale for the core density increases with

increasing plasma current from ≈ τE to 6τE. Similar behaviour is found for the

for the high triangularity plamsas A.8 however it is noted the data quality is not

as good in comparison to the low triangularity data-set, particularly for the ion

measurements.
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Figure A.7: Build-up timescale of core and edge temperature and density as de-
termined by a modified hyperbolic tangent (mtanh) fit. (a) Electron
and (b) ion measurements for low triangularity JET-C plasmas.
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Figure A.8: Build-up timescale of core and edge electron temperature and dens-
ity as determined by a modified hyperbolic tangent (mtanh) fit for
high triangularity JET-C plasmas.

A.5 Summary

Hollow density profiles are observed on JET in the build-up phase following the

H-mode transition. JET-C plasmas show the duration and magnitude of the de-

peaked profiles increases with plasma current. Furthermore the core temperature,

edge temperature and edge density all build up over a timescale comparable to the

energy confinement time (τE). However, the build up of core density is prolonged

at higher plasma current. These hollow density profiles coincide with hollow NBI

deposition profiles.

JETTO, a 1.5 dimensional fluid transport model specific to the JET Tokamak [134],

has been used to model the build-up phase following the H-mode transition on JET,

as detailed by [128]. A key result is the timescale of the density and temperature

build-up following the H-mode transition can be replicated by JETTO modelling

when assuming no inward particle pinch. This is in contrast to previous modelling

results, such as [135], which suggests there is a particle pinch of the order (νpinch =
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0.5Dρ/a). Furthermore, the diffusion coefficients are a factor of two to four smaller

than expected in comparison to the stationary modelling. This could be due to the

density gradient, as a result of the hollow density profile, altering the balance of

particle transport. A complete discussion along with the implications for ITER is

discussed in [128].
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