Orthographic and phonological
processing in English word

learning

Rosa Kit Wan Kwok
Doctor of Philosophy
University of York
Psychology

November 2014



Abstract

This thesis investigates the process of orthographic and phonological word
learning in adults. Speed of reading aloud is used as the main measure, specifically the
reduction in naming reaction times (RTs) to short and long novel words through
repetition and the convergence of RTs to short and long items. The first study (Chapter 2)
fully described this fundamental learning paradigm and it is then used to compare various

types of training in different groups of readers in the following chapters.

Second, the role of phonology in visual word learning was investigated in Chapter
3. Novel words that received the training of both orthography and phonology (reading
aloud condition) was found to be more efficient and effective compared to solely training
the phonology of the novel words (hear-and-repeat with and without distractors). Yet, all
three experiments in Chapter 3 also showed that the establishment of a phonological
representation of a novel word can be sufficient of result in representations in the mental
lexicon even without any encounter with the orthographic form of the novel word. Linear
mixed effect modelling also found that literacy and phonological awareness made a
significant contribution to nonwords naming speed when vocabulary and rapid digit
naming were taken into account. Expressive vocabulary was found to be a significant
predictor of the change in naming speed across the learning session when the effects of

literacy, phonological awareness were controlled.

Third, Chapter 4 then involved the repeated presentation of interleaved high-
frequency words, low-frequency words and nonwords to native speakers of English in
two testing sessions 28 days apart. Theoretical interest lies in the relative effects of length
on naming latencies for high-frequency words, low-frequency words and nonwords, the
extent to which those latencies (RTs) converge for shorter and longer words and
nonwords, and the persistence of training/repetition effects over a 28-day retention
interval. Finally, Chapters 5 and 6 try to bring these theories in a more applied context to

understand orthographic word learning in adults with dyslexia and in bilingual speakers.
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1 Chapter 1: Orthographic and phonological word learning

in children and adults

1.1 Introduction

This thesis investigates the process of visual word learning in adults. Speed of
reading aloud is used as the main measure, specifically the reduction in naming reaction
times (RTSs) to short and long novel words through repetition and the convergence of RTs
to short and long items. This fundamental learning paradigm is then used to compare
various types of training in different groups of readers. EXisting research which is

relevant to this topic is reviewed in this chapter.

Learning new vocabulary is a life-long endeavour. Young children typically
produce their first words at the age of about 12 months. Their vocabulary then grows
rapidly until an average young adult has a vocabulary of at least 20,000 words while an
educated adult may know 70,000 words or more (Bloom, 2000; Mayor & Plunkett, 2010;
McMurray, Horst, & Samuelson, 2012; Oldfield, 1966). Early words are learned entirely
in spoken form, but when children learn to read at the age of 5 or 6 years, new words are
often learned through the medium of written language or simultaneously in speech and
writing (Ehri, 2005). However, for adults, unfamiliar words encountered in text are often
words that are unfamiliar in both speech and print. As adults have to learn a lot of new
words while learning a new subject or foreign language. Therefore, studying people

learning new words is of practical importance.

A lot of work has demonstrated that the recognition of letter patterns (Bowey &
Hansen, 1994; Ehri, 1998) and direct connections between the written and spoken forms
of words (Ehri, 1992, 1998; Share, 1995, 1999, 2004; Stanovich, 1993) are indispensable
for effective and accurate reading. Yet, despite the substantive research designed to
understand the interaction among orthographic, phonological and semantic learning
(Perfetti & Hart, 2002), it is not particularly clear how an unfamiliar word proceeds to

become familiar in the mental lexicon.
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The present thesis is driven by the underlying research question: how do
unfamiliar words build representation in the mental lexicon? This question can be
segregated into four main themes: 1) Acquisition: how much of the learning is
orthographic and how much of it is phonological, 2) Unitization: how many exposures
are required before a new word can build lexical entries in the mental lexicon and be
processed in a unitized way? 3) Mechanism: how can existing computational models in
visual word recognition accommodate the process of word learning, and (4) Retention:

how long can we retain learned information about novel words?

To develop these questions further, the following literature review will firstly
discuss what are the successful features of orthographic word learning (in section 1.2).
The benefits of adopting an artificial learning paradigm to address the factors of word
learning will be discussed in section 1.3. The predictors of successful orthographic
learning will then be examined in section 1.4. The relevant historical and theoretical
contexts relating to orthographic and phonological word learning in children and adults
will be considered in sections 1.5 and 1.6, while section 1.7 will illustrate the process of
how a letter string becomes part of a lexicon. Section 1.8 will discuss how computational
models can illustrate the multiple processing levels of visual word recognition. Finally,

section 1.9 will provide the framework of this thesis.

1.2 What are the characteristics of successful orthographic learning?

A clear characterization of the outcome of the orthographic learning process is
required in order to understand how learning occurs. Treisman (1961) suggested that each
individual holds a mental ‘dictionary’ (lexicon), storing representations of all known
words (see section 1.8). Perfetti and Hart (2002) extended this idea to the lexical quality
hypothesis. It involves having developed fully specified, rather than partially specified,
internal representations. This means that the input code is sufficient to uniquely identify
the word to be read, without the necessity for discriminating between competing, partially
activated entries. This represents the autonomy in the word recognition process. The idea
is that reading skill is supported by knowledge of words, including the reader’s
representations of orthography, phonology, morphology and meaning. Perfetti and Hart

suggested that a good quality representation is operationalized as the efficient and
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accurate retrieval of a word’s pronunciation, meaning, and/or spelling in response to one

of the other constituents.

The lexical quality hypothesis suggests that phonological and orthographic
representations are inextricably linked in both directions for familiar words. Indeed there
is much evidence to suggest that a word’s orthography affects the speed and accuracy of
processing its phonology. An example is the orthographic consistency effect: participants
find it easier to perform phoneme deletions on items where there is a direct
correspondence between letters and target sounds than where there is not. This effect was
found in English (Castles, Holmes, Neath, & Kinoshita, 2003), French (Pattamadilok,
Perre, Dufau, & Ziegler, 2009; Petrova, Gaskell, & Ferrand, 2011; Ziegler, Petrova, &
Ferrand, 2008), and Portuguese (Ventura, Morais, Pattamadilok, & Kolinsky, 2004). The
reverse effect of the orthographic consistency effect was also found in English (Perfetti,
Bell, & Delaney, 1988), German (Ziegler, Perry, Jacobs, & Braun, 2001) and in a wide
range of tasks in including phoneme deletion, spelling, lexical decision, semantic
categorization, rime detection, naming and masking tasks. However, such a consistency
effect was not always found for pseudowords. Birki, Spinelli, and Gaskell (2012),
Pattamadilok et al., (2007, 2009) showed clear consistency effects for pseudowords, but
Ziegler and Ferrand (1998) and Ventura et al. (2004) did not. This may be related to the
task as Burki et al. (2012) employed the lexical decision task whereas Ziegler and
Ferrand (1998) used priming task. The issue of whether there is an orthographic

consistency effect for English peudowords will be addressed in Chapter 3.

The characteristics of a sophisticated orthographic recognition system should be
reached by a child at some certain point in time. Yet, it is plausible, that this progresses in
an item-based manner (Share, 1995, 1999, 2004). This means that at a certain time, one
may be reading some words effortfully and slowly, relying heavily on the context and
alphabetic decoding, while other words can be processed automatically and rapidly. Thus,
it leads researchers to look for evidence of the existence of full autonomy, specificity, and
unconsciousness at the item or word level. If that is the case, what is good way to

simulate the development of naturalistic word learning?
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1.3 The benefit of artificial word learning

Recent research has shown that adults can learn spoken novel words and affixes in
laboratory situations and that given a period of overnight consolidation (Dumay &
Gaskell, 2007; Sio, Monaghan, & Ormerod, 2013), these novel words come to behave
like known words in psycholinguistic tasks (Bowers, Davis, & Hanley, 2005; Gaskell &
Dumay, 2003; Magnuson, Tanenhaus, Aslin, & Dahan, 2003; Merkx, Rastle, & Davis,
2011). The benefit of investigating orthographic effects in spoken language in the
laboratory lies in the exquisite methodological control it offers, making it possible to
dispense with the between item designs that have characterized much of the work on
speech perception (e.g. the natural correlation of frequency effect, age of acquisition and
imageability), and instead select a single set of spoken targets whose stimuli
characteristics can be manipulated across participants.. This can help to reduce concerns
about other uncontrolled factors influencing the results of a study. Nonwords are
essentially words being seen for the first time: every familiar word starts out as an
unfamiliar word. Thus, it will be useful to investigate how people learn new words by
simulating natural word learning in the laboratory. Given a good methodology to
understand the process of visual word learning, the question is what factors are important

for successful orthographic learning?

1.4 Predictors of successful orthographic learning

The next step forward to understand the process of how orthographic learning
develops is to pinpoint the main predictors of this skill. What factors appear to be
strongly related to skilled, word-level reading of the form described above? Attaining
such predictors has confirmed to be difficult as these predictors often have a strong inter-
relationship (Griffiths & Snowling, 2002; Zeegers, 2004). The predictors that have a
significant contribution in children’s word learning may be different from those for adult
word learning as adults often have a large vocabulary size before a new word adds to the
mental lexicon. In this section, the reputed predictors of successful orthographic learning
in children will be briefly mentioned. The main focus will be on the predictors of adult
word learning, whose strengths and limitations with regards to each other will be

elucidated.
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1.4.1 Alphabetic and phonological skills

It is useful to draw a distinction between implicit and explicit phonological
processing when considering the relationship between phonological skills and word
recognition (Snowling & Hulme, 1994; Wagner & Torgesen, 1987). Explicit
phonological awareness is a metalinguistic ability that requires reflection on, and often
the manipulation of, the phonological components of spoken words (Gombert, 1992). In
contrast, implicit phonological awareness can be defined as a cognitive process that
involve speech codes but without conscious awareness. This section focuses on explicit
phonological awareness: implicit phonological awareness will be discussed in section
1.4.2.

Bradley and Bryant (1983) showed that a measure of rhyme ability in young
children was a good predictor of their subsequent progress in learning to read. Later
studies that show alphabetic decoding is known to account for a large variance in
children’s word recognition (Adams, 1990; Wagner & Torgesen, 1987), with some
estimates of the correlation between nonword reading and word reading being as high
as .90 (Firth, 1972). This correlation is borne out in longitudinal studies, which indicate
that early alphabetic skills are predictive of later word recognition skills (Muter, Hulme,
Snowling, & Stevenson, 2004). In a two-year longitudinal study of 90 British children,
Muter et al. (2004) showed the ability of children’s phonological awareness (phoneme
completion, beginning phoneme deletion, and ending phoneme deletion) and letter-
sound-knowledge predict later word recognition skills. Furthermore, children with
dyslexia, who have demonstrably poor word-level reading skills, often show a nonword
reading deficit (Rack, Snowling, & Olson, 1992; Snowling, 2000). Intervention studies
have also shown that phonological awareness may be causally implicated in reading
development: in line with the phonological linkage hypothesis, Hatcher, Hulme, and Ellis
(1994) demonstrated the combined training of letter knowledge and phonological
awareness showed a larger improvement in reading skills than did the other groups who
were given equal amounts of teaching concentrated solely on reading or on phonological

training.
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Bowyer-Crane et al. (2008) compared the efficacy of two randomly assigned
interventions for children with weak oral language skills at school entry. One group of
children received an intervention promoting phoneme awareness and letter-sound
knowledge (P + R), along with practice in guided reading of simple books with a teaching
assistant; the other group received a contrasting program targeting oral language skills
(OL group training vocabulary, grammar and narrative skills). At the end of 20 weeks of
intervention, the P + R group was ahead of the OL group in phoneme segmentation and

blending, letter-sound knowledge, and measures of reading and spelling.

Young et al. (2002) is one of the few studies that have investigated the long-term
academic consequences of childhood language impairment. A group of children (n = 229),
first identified as having speech and/or language impairment in a community-based,
longitudinal study at 5 years of age and matched controls, were re-examined during early
adulthood (age 19). The children were separated into four groups, including speech
impaired only group, language impaired only, speech and language impaired, and control.
A comprehensive battery of speech and language, cognitive and achievement tests were
completed by subjects. Phonological awareness was found to be a significant unique
contributor of spelling achievement in all groups, over and above non-verbal 1Q and rapid
digit naming. This demonstrates that phonological awareness deficits persist well into
adulthood.

However, some studies have shown that the skills important for reading may
change as a child grows. Using path analysis, Vellutino, Tunmer, Jaccard, and Chen
(2007) suggested that the phonological and decoding skills were found to be stronger and
statistically more stable in a Younger group (grade 2 & 3) than in an Older group (grade 6
& 7), whereas the relationship between language comprehension skills (listening
comprehension --- the ability to comprehend narrative text presented orally) and reading
comprehension tended to be stronger in the Older than in the Young group. This
illustrates that language comprehension rather than decoding becomes the dominant
process in reading comprehension when the reader has acquired enough facility in word

identification to decode in written text.
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As several researchers have noted, substantial variance in word reading remains
unaccounted for when both alphabetic and phonological awareness skills are taken into
account (Nation & Snowling, 2004). This leads to the view that these abilities may be
necessary, but not uniquely sufficient, for the development of skilled word recognition.
Therefore, it would seem that the transition to skilled orthographic reading, characterized

by full specificity and autonomy, may be affected by other factors.

1.4.2 Implicit phonological awareness/fluency skills

In order to understand the distinction between implicit and explicit phonological
processes, Wolf and her colleagues proposed the double deficit hypothesis (Wolf, 1997,
Wolf & Bowers, 1999). According to this hypothesis, ‘phonological deficits and the
processes underlying naming speed are separable sources of reading dysfunction” (Wolf
& Bowers, 1999, p. 416). Convergent evidence over the last 2 decades has demonstrated
that the majority of children with reading difficulties and dyslexia across all language and
ages tested have naming-speed deficits (Bowers, Steffy, & Tate, 1988; McBride-Chang &
Manis, 1996; Moll, Hulme, Nag, & Snowling, 2013; Wood & Felton, 1994). The naming-
speed deficits and the well-known phonological deficits represent two independent
sources of word recognition failure whose co-occurrence leads to serious reading
difficulty.

The association between visual word recognition and the process supporting
naming speed is complex. As discussed by Wolf, Bowers, and Biddle (2000), naming
speed is the end product of a combination of both lower level perceptual, attentional,
articulatory, and lexical retrieval processes and higher level cognitive and linguistic
processes, each of which requires rapid rates of processing. This is particularly the case
for numeric stimuli which reach automatic levels of processing. The authors proposed
that many of these same processes are also utilized in word recognition processes in
reading. In light of this argument, Wagner, Torgesen, Laughon, Simmons, and Rashotte
(1993) found rapid naming loaded on a separate factor to phonological awareness and

short-term memory task in a confirmatory factor analysis data from children. In line with
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this, Levy, Abello, and Lysynchuk (1997) found rapid automatized naming (RAN) was a

significant predictor of text-reading speed in regression analysis of grade 4 children.

Most of the existing literature interpreted the concurrent link between rapid digit
naming and reading rate simply because they share general demands of rapid execution.
That is, the visual stimuli in the task (typically letters, digits, pictures) have to be mapped
rapidly to their names, and that these mappings are in a sense ‘arbitrary’. For instance,
seeing the digit ‘8’ does not provide the participant with the phonological information
needed to say the word ‘eight’. Yet, this explanation was challenged by Savage et al.
(2005) who sought to explore the specificity of the association between the two by
separating rapid naming into rapid digit and picture naming. The study included 67
children, the majority of whom had very poor reading skills. Regression analysis revealed
that the significant predictor of reading rate, which is based on the number of words read
per minute, was digit naming speed rather than picture naming speed. Even after further
controlling reading accuracy, digit naming was a significant predictor of reading rate
whereas phonological awareness tasks predicted reading accuracy and comprehension,
which was based on the number of questions answered correctly. This result is in line
with other studies indicating that RAN and phonological processing predict different
broad components of reading ability (Pennington & Lefly, 2001; Young & Bowers, 1995).
The fundamental questions of why rapid naming for digits but not for pictures is a
predictor of reading rate is yet to be fully answered in the wider RAN literature. Savage
et al. (2005) suggested that one possibility is that the difference between the rapid naming
of numeric and non-numeric stimuli might reflect differences in sub-lexical processes
required for the execution. Picture naming, unlike letter naming, probably requires
mandatory access to semantic information (Humphreys, Riddoch, & Quinlan, 1988).
Semrud-Clikeman, Guy, Griffin, and Hynd (2000) suggested that it may be the case that
picture naming may tap into attentional resources in a way that digit naming does not in

older children where letter and number recall have become automatized.

Research into the predictive association between rapid naming and reading has

yielded mixed results. In a longitudinal study following young beginner readers, Wagner
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et al. (1997) found significant distinct contributions of rapid naming and phonological
awareness to later word-reading ability. Nevertheless, when prior reading skills were
controlled for rapid naming did not account for any unique variance in reading whereas

phonological awareness did.

Young et al. (2002) showed that RAN remained to make a unique contribution
over phonological awareness and non-verbal 1Q to word identification to all adults
(including language impaired (LI) and control group), pseudo-word reading for the LI
group and to spelling for the non-LI group. This illustrated that while phonological
awareness is a robust predictor of reading skill in adulthood, RAN is more specifically
relevant to the sub-skills involved in single word reading. The current literature on rapid
digit naming has relied heavily on the word learning skills in children. This thesis aims to
expand by understand the association of rapid digit naming and word recognition in

adults with vocabulary and phonological awareness skills taken into account in Chapter 3.

1.4.3 Vocabulary

Ouellette (2006) drew a practical distinction between the breadth of participants’
vocabulary and the depth of their vocabulary knowledge. Ouelette (2006) suggested that
an assessment of vocabulary depth is word definitions where participants provided an
oral definition for a set of words --- this is also known to tap into expressive vocabulary.
On the other hand, vocabulary breath can be assessed by participants selecting the
appropriate pictures to match spoken words --- this is also known as receptive vocabulary.
This distinction branches from theoretical work in psycholinguistics that the lexicon is a
store of phonological word forms that are independent from, but heavily connected to,
semantic representations (Levelt, Roelofs, & Meyer, 1999). Ouellette (2006) found that
the breadth and depth of vocabulary showed a differential relationship with different
aspects of reading, with depth related to reading comprehension (c.f. Braze, Tabor
Shankweiler, & Mencl, 2007) while vocabulary breadth was related to nonword reading.
Though the segregation between vocabulary breadth and depth is logical and theoretically
motivated, it is blurred by a number of factors being confounded. For example, providing
the definitions of words is an assessment of depth of knowledge, but this is not
necessarily independent of vocabulary breadth (Nation & Cocksey, 2009). This
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substantial overlap limits the conclusions that can be drawn from Ouellette’s (2006)

finding concerning the role of vocabulary knowledge in word reading development.

Though the way in which expressive and receptive vocabulary should be
classified is unclear, there is a remarkable stability between early vocabulary knowledge
and later school performance. Nation and Snowling (2004) found that vocabulary
knowledge accounted for unique variance in children’s word reading measured
concurrently at 8 years of age and longitudinally when the children’s reading was retested
5 years later at 13 years of age, even after decoding (nonword reading) and phonological

skills were taken into account.

Scarborough’s (1998) meta-analysis study showed kindergarten vocabulary skills
to be associated consistently with later reading performance. The median r for studies
investigating the association between receptive and expressive vocabulary in kindergarten
and later reading achievements was .38 (20 samples) and .49 (5 samples), respectively.
Out of 19 predictors studied by Scarborough, expressive vocabulary was the significant
predictor of later reading after alphabet knowledge, print exposure and story recall were

taken into account.

The cognitive basis of word learning differences has not been nearly as well
studied in young adults as in learners during the primary school years. Braze et al. (2007)
recruited 44 adult participants (age 16 to 24) to understand whether vocabulary captured a
unique variance in reading comprehension. As they hypothesized, orally assessed
vocabulary knowledge had a unique variance in predicting reading comprehension even

after listening comprehension and decoding skill were accounted for.

Acknowledging the fact that vocabulary skills consistently predict reading skills
and word learning, Wise, Sevcik, Morris, Lovett, and Wolf (2007) tried to understand the
basis of this association. They speculated that vocabulary knowledge may aid in word
identification through two routes. The first route may reflect a link between stored

phonological representations and specific orthographic patterns. Thus, students with
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smaller vocabulary size may have difficulty in a word recognition task as they do not
have well-established, internalized phonological representations of words to map onto
written words. The second route involves depth of vocabulary knowledge and may reflect
greater speed in encoding, organizing and retrieving of phonological representations of

words.

1.4.4 Working memory

The concept of working memory was originally developed by Baddeley and Hitch
(1974) and extended by Baddeley (2000). The working memory model includes a central
executive linked directly with three other subsystems: the phonological loop, the
visuospatial sketchpad, and the episodic buffer. The central executive is a flexible system
responsible for the control and regulation of cognitive processes including temporary
activation of long-term memory (Baddeley, 1998) and the coordination of multiple tasks
(Baddeley, Della Sala, Gray, Papagno, & Spinnler, 1997). The central executive is
underpinned by two systems: the verbal storage system (i.e., the phonological loop;
Baddeley, 1986) and the visuospatial sketchpad which is specialized for the processing
of material that can be represented in terms of its visual or spatial characteristics (Della
Sala, Gray, Baddeley, Allamano, & Wilson, 1999).

A variety of evidence that has expanded in recent years suggests that the process
of vocabulary acquisition and verbal short-term memory may be connected. In children,
reliable correlations have been obtained between digit span, nonword repetition ability,
and vocabulary scores, even when other possible factors such as nonverbal intelligence
and age have been taken into account (Gathercole & Baddeley, 1989; Gathercole, Service,
Hitch, Adams, & Martin, 1999). Nonword repetition ability, a task that required
participants to repeat each nonword accurately immediately after it has been presented,
has been shown to be associated with more rapid learning of the phonology of new words
by children in experimental tasks (Michas & Henry, 1994).

Studies of word learning in adults also support the view that verbal short-term
memory is engaged in phonological learning of new words. Using a nonword learning

paradigm, Gupta (2003) presented participants with nonword-picture pairs in which the
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nonwords were presented auditorially and represented the names of the pictured objects
(imaginary animals). There was a significant partial correlation between digit span and
word-learning score that was measured by a cued recall task. This study obtained a
similar result as Atkins and Baddeley (1998) that nonword repetition ability in adults is
highly associated with the rate of learning novel phonological forms that do not closely

resemble familiar native words.

Results from a key study by Papagno and Vallar (1995) demonstrate that this
association extends to exceptionally strong as well as weak word learning abilities. They
compared the nonword repetition and novel word learning abilities of young adults
classified as either polyglots (people who were skilful at a minimum of three languages,
and were learning a foreign language at university) or non-polyglots. Two main findings
were shown. Firstly, the polyglots had remarkably high nonword repetition scores
compared to the nonpolyglots. Secondly, nonword repetition was specifically and highly
associated to the ability to learn novel words in the word learning task. Combining both
results, these findings indicate that the word learning mechanism tapped by nonword
repetition activates across the life span, though its operation under some conditions may
be supported by the proficient foundation of the user’s language. Yet, this study did not
address whether the superior nonword repetition ability is a cause or effect of the
polyglots’ general language skills. This question can only be answered with future

longitudinal studies.

The evidence addressed so far draws on findings from both children and adults
data. Baddeley, Gathercole, and Papagno (1998) suggested that this evidence indicated
that nonword repetition, which taps into the phonological loop component of the working
memory model, is significantly constrained by phonological storage capacity, and that
this capacity plays a dominant role in supporting learning of the sound structure of new
words during vocabulary acquisition. In line with Brown and Hulme (1996), Gathercole
(2006) proposed that initial encounters with the phonological forms of novel words are
represented in the short-term store, and that these representations form the foundation for

a gradual process of building a stable and refined representation of the sound structure
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across repeated presentations. Thus, based on this proposal, if the participant has a weak
verbal short-term memory, the quality of the temporary phonological representation in

the phonological loop will be compromised which will result in slower rate of learning.

1.5 Word learning in children

Research shows a relatively small number of exposures (4 — 6 times) appear to be
sufficient for acquiring orthographic representations for young children (Manis, 1985;
Reitsma, 1983). Manis (1985) taught fifth- and sixth-grade normal and disabled readers
to learn the meaning and pronunciation of English unfamiliar words varying in word
length and in letter-sound regularity and complexity. By the end of the third session,
children had been exposed to each word 10 times, including in counting training and
experimental trials on the naming tasks. As shown in Figure 1.1 word length effect
remained large for disabled readers in the third test session which suggest that they
tended to process words in terms of individual components such as letter patterns, even
after considerable practice at recognizing the words. In contrast, normal readers showed a
decrease in the size of the word length effect in session 2 (the point when they
encountered the unfamiliar words for 5 times), which is consistent with a change from
component processing to the processing of words as single units. Reitsma (1983) found a
similar effect that 4 exposures of the novel words in reading aloud training were

sufficient for Dutch children to retain information about sight words in memory.
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Figure 1.1. Mean naming latency (in milliseconds) for unfamiliar words of 3 - 6 letters as a
function of word length (in letters) and training session (taken from Manis 1985).
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Share (1995) considered phonological recoding to be the sine qua non for the
rapid and successful reading acquisition as it forms the foundation of a self-teaching
device. Extending an experimental paradigm developed by Reitsma (1983), Share (1999)
investigated second-graders’ orthographic learning from reading aloud short stories,
printed in pointed Hebrew script, with each story containing either four or six repetitions
of a nonword that denoted a fictitious object, animal, or place. They read independently,
with no guidance or feedback from the experimenter. Three days later, Share tested
whether orthographic learning had taken place. An orthographic choice task was used.
Each target word was presented alongside a homophone foil (an example in English
would be the target word yait would be presented alongside the homophone yate) and two
nonhomophonic foils that shared letters with the target item. Children chose the target on
70% of occasions, five times more often than they chose the homophonic foil. Children
also named target items faster than homophone foils, and they were more likely to use the
target word pattern, rather than the homophonic spelling pattern, when asked to spell the
target words. As there was no difference in learning after either four or six exposures,
leading Share to conclude that 8-year-old children show substantial orthographic learning
after as few as four exposures to a novel word. This result was replicated and extended by
Share (2004) who showed that newly-acquired orthographic information was retained one
month later.

The self-learning device theory of Share (1995, 1999, 2004) consists of two main
mechanisms. First, basic letter-sound knowledge and decoding skills provide young
children with a way of mapping a printed word into its spoken form. This goes in line
with the full-alphabetic phase that was suggested by the stage theory (Ehri, 2005) that
beginning readers must establish a system of mappings or correspondences between the
letters or graphemes of written words and the phonemes of spoken words. Second, this
fairly effortful decoding process provides an opportunity to acquire word-specific

orthographic information that is needed to gain efficient word recognition.

Using Share’s paradigm, Cunningham et al. (2002, 2006) examined this issue in
second-and first-grade children learning to read English. Each target novel word appeared

six times in a story. Consistent with the difficulty of phonological decoding in English,
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decoding accuracy was lower than in Share’s Hebrew experiments (74% versus upward
of 90%), yet, orthography learning occurred. Three days after exposure, children were
quicker and more accurate at naming, producing and identifying target words relative to

homophonic control words.

Recognizing that children only need a few occurrences of novel words in order to
learn them, Kyte and Johnson (2006) try to tease apart the mechanism that supports this
rapid word learning process. They re-assessed whether the phonological recoding is a
self-teaching mechanism that results in orthographic learning of printed words in English.
During a learning phase on Day 1 of testing, the participants performed lexical decisions
to real words and pseudo-words under two contrasting experimental conditions - a read
aloud condition designed to promote phonological recoding in which items were named
prior to lexical decision, and a concurrent articulation condition, designed to attenuate
phonological recoding while allowing orthographic processing to occur (participant
saying ‘LA’ from the onset of presentation of novel words). Orthographic learning was
evaluated 1 day later with orthographic choice, spelling and naming tasks. Pseudowords
learned in the read aloud condition yielded greater orthographic learning on post-test than
pseudowords learned with concurrent articulation. Similar conclusion were found by
Bowey and Muller (2005) in third graders and De Jong , Bitter, Setten and Marinus
(2009) in second graders.

Knowing that phonological recoding is an important process in word learning,
Ricketts, Bishop, and Nation (2009) investigated the integration of orthography and
phonology by exploring whether exposure to orthography facilitates oral vocabulary
learning. Children were trained to associate novel phonological forms with pictures of
novel objects. Pictures were used as referents to represent novel word meaning. For half
of the nonwords, children were additionally exposed to orthography, although they were
not alerted to its presence, nor were they instructed to use it. By the end of training,
children had been exposed to each item six times. After the training phase, a nonword-
picture matching post-test was used to assess learning of nonword meaning, and a

spelling post-test was used to assess learning of nonword orthography. Child showed
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robust learning for novel spelling patterns after incidental exposure to orthography.
Furthermore, there was stronger learning for nonword-referent pairings trained with
orthography. Similar result showing that phonology facilities orthographic learning were
found by Hu (2008) in children who learn English as a second language and by Duff and
Hulme (2012) in 6-year-old British children.

Not only do children learn new words rapidly, but evidence has shown that once
the representation of the learned material is built, the memory is retained for a good
period of time. Hogaboam and Perfetti (1978) found that training fourth grade (9- to 10-
year-old) children on the spoken and written forms of novel words (nonwords) over a
period of three days led to faster reading of the same items 10 weeks later. The evidence
suggests, therefore, that lexical representations created as the results of a relatively few
exposures to novel words can be surprisingly resilient. Yet, this suggestion was criticized
by Share (2004) as Nagy and Merman (1987) estimated that children are exposed to
millions of printed words each year, which means even rare words would be appearing
often enough to refresh diminishing representations. Thus, further research is required to
understand how long newly acquired orthographic information is retained.

A similar result has been observed by Martin-Chang, Levy, and O’Neil (2007) in
younger children. Extending Archer and Bryant (2001) study, Martin-Chang et al. (2007)
taught second grade children novel words in two conditions: context training presented
words in stories, and isolated word training presented words on flashcards. The study
showed that context training promoted word acquisition beyond the experience from
reading words in isolation as children identified approximately 7% more items when the
words were presented in a new story context than when the words were presented on
flashcards. However, memory performance for words trained in context and in isolation
did not differ; children demonstrated excellent retention that reached ceiling effect over

an 8-day interval in both conditions.

1.6 Word learning in adults
As mentioned earlier, there are differences in the learning situation for adults
acquiring words in reading compared with how children learn new orthographic

representations. Adult speakers may sometimes be required to learn new sets of
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vocabulary. This arises either in the context of mastering a new content area, such as
when a student majors in Finance, or in the context of second language learning. These
two types of word learning differ in many respects. Most notably, in the former case, both
a new concept and its associated label must be learned (e.g. a type of security that
signifies ownership in a corporation and represents a claim on part of the corporation’s
assets and earnings is called ‘stock’), but in the latter case, a new label must often be
associated with an already familiar concept (e.g. ‘argent’ is the French translation for the
concept ‘money’). Normally, both the spoken and written form must be learned. As there
are fundamental differences between the way children and adults learn new words, the
methodologies that are utilized in the word learning literature in adults are different from

those in children.

Salasoo, Shiffrin, and Feustel (1985) trained ten participants in two conditions,
one of which participants saw brief presentations of whole target item followed by a
mask (the discrete threshold identification, DTI). The other condition consisted of a series
of DTI display configurations presented in a very rapid succession with the duration of
the stimulus item relative to the mask increasing by a small amount with presentation (the
continuous threshold identification, CTI). Figure 1.2 showed the schematic representation
of the DTI and CTI conditions. The last item and mask in a trial was immediately
followed by the appearance of a small question mark in the centre of the screen,
signalling the identification phase of the trial. When the question mark appeared, the
subjects attempted to identify the item that had been presented by saying it aloud. After
the subjects made their response, the target item that had been presented would be shown
on the screen, this allowed the subjects to score their accuracy by pushing the appropriate
button on the keypad. The participants were told that their responses were being recorded
and that the recordings would be checked for accuracy at a later time. Yet, the verbal
responses were not in fact recorded. Participants were trained in the 10 sessions over 12
days in which words and pseudowords were presented 30 times. In each session, an equal
number of DTI and CTI trials was presented in a mixed list composed of half words and

half pseudowords.
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Figure 1.2. Schematic representation of the discrete threshold identification task (DTI), the
continuous threshold identification task (CTI) for a trial (taken from Salasoo et al, 1985)

Results illustrated that by approximately the sixth presentation, word and pseudo
words were identified equally accurately, suggesting that the learning of novel
orthographic forms is rapid in adults, as it is in children. Eight of the ten participants were
re-tested a year later with a mixed list of new and old words and pseudo words (learned
pseudo words were classified as old pseudo words). Participants performed in two 90-min
sessions on consecutive days. Results showed that performance improved between the
two experimental sessions, suggesting the presence of a warm-up effect). As the pattern
of results was similar on the two days, individual subject data for each experimental
condition were collapsed across sessions. In both DTI and CTI conditions, old words and
old pseudo words were identified equally accurately. Salasoo et al (1985) interpreted the
result as the learning had been completed for the old pseudowords and its representational
codes in the mental lexicon were still accessible across a gap of 12 months during which
the learned pseudowords would not have been experienced. No differences were
observed between performance on new and old words. The difference between new and
old pseudowords had begun to decrease by the third presentation. Though this result of
the study was very informative, this study was flawed in two ways. Firstly, the result was
limited to the eight participants who returned for the follow-up session after 12 months.
Secondly, the result relied on the participants’ self-monitoring response which may bias

the result.
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A noticeable amount of literature focused on the acquisition of spoken word
learning in adults. Gaskell and Dumay (2003) trained participants on spoken
pseudowords which strongly overlapped with existing words (e.g. ‘cathedruke’ derived
from ‘cathedral’). The recognition task required participants to hear each novel word that
presented along with its foil and indicated which of the two items was more familiar.
Good explicit memory was shown after a single, concentrated exposure session.
Lexicalization effects (the RTs to ‘cathedral’ was slowed by 46 ms) were absent
immediately after exposure but arose after sleep occurs, without any further training. This
suggests that new phonological information can be learned promptly, but full integration
with existing knowledge requires a period of consolidation. This finding is consistent
with learning new orthographic written words forms (Bowers et al., 2005) and developing
picture naming connections by using a picture-word naming interference task that taps
into orthographic and semantic processing (Clay, Bowers, Davis, & Hanley, 2007). Leach
and Samuel (2007) propose a similar explanation with the result of recognition judgment
and threshold discrimination tasks where lexical configuration (the set of factual
knowledge associated with a word, e.g. the word’s sound, spelling) can be developed
with relatively few exposure to the word. Yet, lexical engagement (where a new word
dynamically interacts with other lexicon representations) will require much more

repetition of word exposure.

Using the same learning paradigm as Gaskell and Dumay (2003, 2007),
Tamminen and Gaskell (2008) observed the lexicalization effect was clearly observable
even 8 months after initial exposure. Although testing may act as a means of
strengthening memory traces, periods without testing of up to 16 weeks did not eliminate
competition effects. Thus, the competitive effects in these experiments cannot be
explained as an episodic effect as the form of memory underlying these representations
does not fade within a matter of days or weeks, as some episodic aspects of speech do
(Goldinger, 1996).
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Having seen a strong lexicalization effect in spoken word acquisition, Bowers et
al. (2005) extended the result to understand the process of implicit written word learning.
They introduced new words (BANARA) that were neighbours of familiar words that
previously had no neighbours (BANANA). Repeated exposure to these new words made
it more difficult to semantically categorize (natural or artefact) the familiar words. This
shows evidence that competition between orthographically similar forms exerts an
inhibitory effect on visual word identification. As mentioned earlier, in Salasoo et al
(1985) study, participants had to read aloud the stimuli that they saw after the mask had
appeared. In Bowers et al. (2005), the orthographic form of the new novel word does not
provide any direct link to how the participants semantically categorize the original/base
stimuli (e.g. the new orthographic pattern BANARA does not provide any information
about how to classify BANANA in a semantic task). Accordingly, any impact of the new
neighbours on classifying the targets would likely reflect lexical competition rather than
some form of episodic influence. This resolved the plausible criticism of Salasoo, Shiffrin

and Feustel study that learning in the threshold task might be episodic rather than lexical.

Acknowledging there is rapid learning in orthographic and spoken word learning,
Chalmers and Burt (2008) took a further step to understand the role of phonological
encoding skills in orthographic learning. In the training phase of the study, the
orthography of each nonword was presented in the centre of the screen, with (P+) or
without its pronunciation (P-). If present, pronunciation began at display onset.
Participants were instructed to count the number of consonant clusters in the nonword (to
encourage the processing of orthography) and to record their response by key press (m for
more than 1, n for not more than 1). For the variation of semantic information, either the
definition (S+) or the neutral phrase (S-) was presented with each nonword and
participants were instructed to read the information silently. Learning was measured by
an orthographic choice task. On each trial, a trained nonword (i.e. correct spelling) and a
phonologically correct and orthographically acceptable distractor (i.e., incorrect spelling)
were presented side by side. Participants were asked to judge which one was correct. The
results showed that the provision of either phonological or semantic information during

training improved spelling recognition. A similar result was obtained and extended by
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Nelson, Balass, and Perfetti (2005) study. When the trained items were presented along
with foils (half phonologically and half orthographically), they found that rare words that
were trained with orthography and semantic meaning were learned better compared to
words that were trained with phonology and semantic meaning. Taylor, Plunkett, and
Nation (2011) also showed that pre-exposure to either phonology or semantics boosted
the early stages of orthographic learning in artificial characters in the old-new decision

task which trained artificial characters were mixed with untrained artificial characters.

Recognizing that the role of phonology is salient in word learning, McKague,
Davis, Pratt, and Johnston (2008) manipulated the consonant/vowel structure of masked
form primes to explore which element is more prominent in phonological learning. The
method of mask priming was used to investigate word learning in British adults. In this
procedure, a prime is presented briefly before the presentation of a target word. The
results showed that items in the oral instantiation training preceded by the consonant-
preserving form prime were recognized significantly faster than those preceded by the
vowel-preserving form prime. Consistent with the consonant-frame hypothesis, orally
instantiated novel words received significantly more facilitation from consonant-

preserving form primes than from vowel-preserving forms.

Rastle, McCormick, Bayliss, and Davis (2011) took a different approach and
examined the influence of orthography on spoken word production. They asked their
participants to learn associations between spoken novel words and novel pictures. The
following day, their participants learned the spellings of the novel words. Spelling-to-
sound relationships were varied, with the spelling of the initial phoneme conforming to
either regular English spelling-to-sound correspondences (e.g., the phoneme /k/ spelled k)
or irregular ones (e.g., /k/ spelled ch). On the third day, participants had to name the
pictures. Results showed that the novel words whose spellings were regular were named
faster than those with irregular spellings, suggesting an influence of orthographic
knowledge in spoken-word production. A similar result was obtained by Birki et al.

(2012) in novel French word learning.
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Using a statistical learning paradigm, Breitenstein and Knecht (2002) tracked the
progress of word learning as a function of time and exposure. Nonwords were assigned
meanings by repeated pairing with a picture. The experiment also included a smaller
proportion of incorrect nonword-picture pairs, thus requiring the participants to learn the
correct pairings mainly by their statistical co-occurrence. Learning was measured by
asking the participant whether each pair was a correct combination or not. Performance
increased from chance level to 90% correct after 5 days of training and remained good 1
month after training. Another study (Breitenstein, Kamping, Jansen, Schomacher, &
Knecht, 2004) replicated this finding and showed good performance even two months

after the 5 training sessions.

1.7 Tapping into the process of orthographic learning

Though the aforementioned study were very helpful, they do not capture the rapid
and automatic aspects of processing thought to be characteristic of skilled orthographic
reading (Castles & Nation, 2008). The orthographic choice task involves presenting the
reader with two alternative words with the same phonology at the same time, which is
potentially confusing and which may actually disrupt the normal process of word
recognition. While a spelling task does require access to complete specified
representations, there has been debate within the field as to the degree to which this
access process, and the associated representations, can be assumed to be the same as for
those for visual word recognition (Holmes & Babauta, 2005). As some representation
may be sufficient for recognition but be insufficient for reproduction of the word-specific
knowledge required for accurate spelling. This meant a promising alternative to these

standard tasks is required.

This thesis is concerned with the processes by which adults add new written
words to their lexicons. It develops particularly on previous work by Weekes (1997) and
Maloney, Risko, O'Malley, and Besner (2009). Weekes (1997) analysed the effect of
word length on the speed with which adult readers of English can read aloud high
frequency words (e.g., car, film, spring), low frequency words (e.g., crab, freeze, sweep)
and invented nonwords (e.g., colm, frip, slort). Words and nonwords differing in length

from 3 to 6 letters were interleaved and presented to participants in a random order.
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Familiar words were read aloud more quickly than unfamiliar nonwords and while letter
length had a strong effect on nonword naming speeds, the effect of length was smaller for
low frequency words and not significant for high frequency words. Figure 1.3 shows the
main result of Weekes’s (1997) study.

COHNLINE HAMING

- HIGH
700 [0 FREQUENCY
WORDS
— Low
% &50 B FREQUENCY
= TORDS
y
a8 H HONWORDS
= Ba0
=
=
as
X
550
S00

3 4 5 =]

Figure 1.3. Naming RTs of high-frequency words, low-frequency words and nonwords
(taken from Weekes (1997) Figure 1).

Faster naming of words than nonwords has been documented in a number of
studies that have not probed the interaction between lexicality and length in both lexical
decision and reading aloud tasks in English (Johnston, McKague, & Pratt, 2004; Lupker,
Brown, & Colombo, 1997; Rastle, Kinoshita, Lupker, & Coltheart, 2003; Scarborough,
Cortese, & Scarborough, 1977), Italian (Pagliuca, Arduino, Barca, & Burani, 2008), and
German (Ziegler et al., 2001). Differential effects of length on word and nonword naming
resulting in a bigger lexicality difference for longer than shorter items has been reported
in reading aloud in French (Juphard, Carbonnel, & Valdois, 2004; Valdois et al., 2006),
English (Mason, 1978; McCann & Besner, 1987; Rastle & Coltheart, 1998), and German
(Ziegler et al., 2001). Richards and Heller (1976) had obtained a similar interaction
between length and lexicality using the exposure time required for successful
identification of briefly-presented words and nonwords ("recognition thresholds") as their
measure of performance rather than naming latencies. The larger effects of length on
reading latencies for low than high frequency English words that Weekes (1997) noted
have also been observed in a range of tasks including word naming and lexical decision

tasks in several languages, including English (Cosky, 1976; Forster & Chambers, 1973;
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Jared, Mcrae, & Seidenberg, 1990; Lee, 1999; Yap & Balota, 2009). An effect of length
on naming latencies for lower frequency words may explain the consistent reports of
significant, independent contributions of letter length to predicting RTs in large-scale
analyses of adult word naming (Balota, Cortese, Sergent-Marshall, Spieler, & Yap, 2004;
Cortese & Khanna, 2007; Cortese & Schock, 2013; Yap & Balota, 2009) for

monosyllabic, disyllabic and multisyllabic words in English.

Taken together, these results imply that as novel, unfamiliar words become
familiar through repeated exposure, naming latencies decrease and RTs to longer and
shorter words converge. If that is true, it should be possible to simulate these dual aspects
of visual word learning by using repeated exposure to familiarise participants with a set
of initially-unfamiliar nonwords that vary in length. The result should be a progressive
reduction in naming RTs and a convergence of RTs to shorter and longer items. That
prediction was tested by Maloney et al. (2009) who presented Weekes’s (1997) nonword
stimuli (with a few minor modifications) to adult participants four times across four
blocks of trials. Figure 1.4 shows the results. The effect of length was significant across
the four presentations, reflecting faster overall responses to shorter than longer items. The
effect of blocks was also significant, reflecting a speeding up of RTs with repetition. A
significant length x blocks interaction in the by-participants analysis supported the
indication in Figure 1.4 that the effect of length diminished across blocks as RTs to
shorter and longer nonwords converged. This demonstrates different mechanisms are
involved as words become more familiar and this relates to the account of modelling

orthographic development--- a topic to which I now turn.
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Figure 1.4. The mean naming RTs across four repetitions (blocks) in Experiment 1 of
Maloney et al’s (2009) study.

1.8 How can the current computational models explain the mechanisms of

word learning?

In the last two decades a number of successful computational models have been
implemented to help understand the multiple processing levels of reading (Coltheart,
Rastle, Perry, Langdon, & Ziegler, 2001; Grainger & Jacobs, 1996; Plaut, McClelland,
Seidenberg, & Patterson, 1996). As this thesis mainly focuses on the development of
mappings between orthography and phonology, that is, reading aloud, rather than
recognizing and comprehending the meaning of words, the Dual Route Cascaded (DRC)
model (Coltheart et al., 2001) will be treated as the main framework to explain
orthographic learning in the following chapters. Other models, including PDP
connectionist models (e.g. Plaut et al., 1996; Seidenberg & McClelland, 1989; Seva,
Monaghan, & Arciuli, 2009) and the Connectionist Dual Process model (CDP+) (Perry,
Ziegler, & Zorzi, 2007, 2010; Zorzi, 2010) will be considered in Chapter 7 (the General

Discussion chapter).
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Based on Treisman (1961) suggestion that the mental lexicon stores

representations of all known words, including their spellings, pronunciations and their

letter
identification
Mental Non-lexical
Lexicon procedure

meanings,

Figure 1.5. The basic dual route theory of reading aloud (modified from Coltheart et al.
2001)

Figure 1.5 includes all these types of information in a single system. However, this
version has been proven to be wrong. The result of neuropsychological research with
people whose language has been disturbed by brain damage (Blazely, Coltheart, & Casey,
2005), compels researchers to adopt the view that these three forms of information about
words are stored in three separate systems, as shown in Figure 1.6. Blazely et al. (2005)
showed that in some people with dementia, knowledge of word meanings is severely
impaired, but they can still perform the visual lexical decision task with normal accuracy
(thus the orthographic input lexicon is intact) and can still read aloud irregular words with
normal accuracy (thus the phonological output lexicon is intact as well). This show that

only the semantic system is impaired is these patients.

There are two main assumptions of the updated DRC model in Figure 1.6. First,

processing within the model is cascaded. This implies that as soon as there is activation in
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an early module, it flows to the next module instantly. Second, there are three transit
routes in the model: the lexical semantic route, the lexical nonsemantic route, and the
nonlexical grapheme-phoneme conversion (GPC) route. The general architecture of the
DRC model can be seen in Figure 1.6. The model was named as Dual Route because the
semantic system had not yet been implemented. The computation architecture of the DRC

model is shown in Figure 1.7.
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Figure 1.6. The computational architecture of the DRC model (taken from Coltheart et al.,
2001)
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Figure 1.7. The computational architecture of the DRC model (taken from Dodd, Campbell
and Worrall, 1996)

1.8.1 The visual feature and letter units

The vocabulary that is stored in the orthographic lexicon of the DRC model
contains 7,991 monosyllabic words based on the CELEX database (Baayen, Piepenbrock,
& van Rijn, 1993). Among those stored words, the longest words contain eight letters.
Thus, the model has eight sets of letter detectors (one set for each position in the input
string), and eight corresponding sets of feature detectors. For each of the letter detectors,
there are 16 feature-present units and 16 feature-absent units based on the 16-stroke font
used by Rumelhart and Siple (1974). When a set of letter strings is displayed to the model
to be read aloud, it will first be presented at the feature level. All the features embedded
by the first letter in the input string turned on their feature units, so do second letter and

second set of feature units, and so on. This is named as the Cycle 0 in the process of the
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DRC model that it sets all the units for visual features that are presented in the input
string as 1 and sets all others to zero. Since units in the feature level are processed in

parallel, the feature units in the letter string are activated simultaneously.

All the feature units in the first set of the letter strings are connected to all the
letter units in the first set. Each position of a letter unit contains 27 units, one for every
letter in the alphabet and one for the absence of any letter in that position in the input
string. The feature units that are contained in the letter excite that unit while those that are
not inhibit it. For instance, the feature ‘Horizontal in the middle’ excites letter units such
as A, B, E, F, H, R and inhibits other letter units such as C and O. This is named as
Cycle 1 of the process in the DRC model.

1.8.2 The non-lexical route

The non-lexical route consists of four components: the feature detection level, the
letter units level, the grapheme-phoneme rule system and the phoneme system. The
grapheme-phoneme rule system produces the pronunciation of letter strings (either a low-
frequency word or nonword) through obeying the sub-lexical spelling-sound rules.
Different from the lexical route, letters of the grapheme-phoneme rule system activates in
a serial, left to right fashion. Activation of the second letter will not start until the
processing of the first letter was complete. For instance, given a nonword ‘yacht’, the
corresponding activation would be: Y -> /j/, A-> [&/,C -> /s], H ->/h/, T->/t/. Coltheart et
al. (2001) suggest since the GPC route processes nonword in a serial order, the nonword
letter length effect is an inevitable consequence of the process. In other words, since GPC
translates letters serially, the time required to progress a nonword increases as the length

of the nonword increases (see section 1.8.4 below).

1.8.3 The lexical route

The lexical route delivers the pronunciation of words based on word-specific
knowledge. Other than the feature detection level and the letter unit level, this route
contains three components: the orthographic input lexicon, the phonological output
lexicon and semantic system. This is illustrated in the left side of Figure 1.7. The same
kind of connection exists between the letter level and the orthographic input lexicon.

47



Thus, the unit for the letter A in the first set of letter units can excite the connection to
every unit in the orthographic input lexicon containing a word starting with A, and
inhibits all other units. In other words, the unit for the letter string APPLE in the
orthographic input lexicon would excite the letter unit for A in the first set of letter units,
and inhibit all other units in that set. This is referred to as Cycle 2 of the process in the
DRC model.

Every unit in the orthographic input lexicon activates its representation in the
phonological output lexicon directly. There are both excitatory and inhibitory connections
between the phonological output lexicon to the phoneme level. As the longest eight letter
monosyllabic word in the orthographic input lexicon contains only seven phonemes
(certain letter represents two sounds), there are seven sets of representations in the
phoneme level. The unit for the word ‘APPLE’ in the phonological output lexicon would
excite the phoneme unit /a/ in the first set of phoneme representations, and inhibit all
other phoneme representations in that set, then it would move on to the second and the
third representation sets. This is equivalent to Cycle 3, 4 and 5 of the process in the DRC
model. As the processing cycles progress, inhibitory and excitatory influences continue to
flow upwards and downwards between layers until the reading-aloud response is ready.
The inhibitory connections between the orthographic input lexicon and phonological
output lexicon help to speed up the process of reading aloud. By the end of Cycle 4, some
phoneme units will be activated, but extremely weakly. As processing continues,
activation of some of the phoneme units will slowly rise. In the majority of circumstances,
some of the phoneme units activated early in processing will be incorrect ones. Over time
as phoneme activations continue to rise it is the correct phonemes that are the most
activated. A reading response is considered to be ready when phonemes have reached a
critical level of activation (set to .43 when the model is being used for simulating human
reading aloud). The pronunciation generated by the model is taken to consist of the most
highly activated phoneme within each of the eight sets of phoneme units (one set per
position) that comprise the phoneme system.

The semantic system represents the meaning of a word while the lexicons

compute the orthographic and phonological forms of the word. The lexical route can
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generate the pronunciation of all the words that are known by the computational model.
Without the help of the lexical route, the computation model will not be able to

pronounce an exception word which does not obey spelling-sound correspondence.

1.8.4 The transition from serial to parallel processing

Weekes (1997) and Maloney et al. (2009) explained their findings within the
framework of the DRC model of visual word recognition (Coltheart et al., 2001). In that
model, when novel words (or experimental nonwords) are encountered for the first time,
they are read aloud through the application of grapheme-phoneme (letter-sound)
conversion (GPC) rules which embody the most commonly-occurring correspondences
between letters and sounds in English. This is consistent with the nonword naming result
of Weekes (1997) and Maloney et al. (2009) in block 1 that there was a substantial length
effect when the participants encountered the novel words for the first time. As novel
words become familiar through repeated exposure, representations of the written forms of
those words are created within the orthographic input lexicon while representations of
their spoken forms are created within the phonological output lexicon. This is in line with
the result of Maloney et al. (2009) that the length effect of the novel words reduced from

block 2 onwards.

The ability of the DRC model to simulate the interaction between lexicality and
letter length was reported by Coltheart et al. (2001, p. 239; see also Perry & Ziegler,
2002; Perry, Zeigler, & Zorzi, 2007; 2010). Coltheart et al. (2001) further demonstrated
the interaction between letter length effect and lexicality in human data can be simulated
by the DRC model. Processing along the nonlexical route does not begin to operate until
cycle 10. Without this time frame after the lexical route begins to operate, the model
would have serious difficulty in reading aloud irregular words. When Cycle 10 is reached,
the nonlexical route translates the first letter of the string into its phoneme using the
appropriate grapheme-phoneme rule. Every 17 cycles, the GPC system moves on to
consider the next letter of the nonword, translate it to a phoneme, and activate that
phoneme in the phoneme system. Thus, with the letter string BRUP, the GPC system has
no input until cycle 10, deals with just B until cycle 27, deals with just BR from cycle 28
to cycle 44, then BRU until cycle 60, BRUP until cycle 76 and so on.
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Figure 1.8 shows the result of length effect and lexicality on naming latencies
from human readers and DRC model. There was clearly a significant effect of length for
nonwords but not for words from the human data. Similarly for the DRC model,
ANCOVA result (neighborhood size as covariate) showed there was only an effect of
length for nonwords but not for words. As mentioned earlier, since the GPC route has to
process the nonword letter string serially, while the lexical route processes words in

parallel, the length effect can only be observed for the naming latency of nonwords.
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Figure 1.8. Effects of length and lexicality on naming latencies from human readers and
DRC model (taken from Coltheart et al., 2001, Figure 10).

Not only can the DRC model stimulate the lexicality effect in human data for
reading aloud tasks, it also replicates the frequency effect in human data for lexical
decision task. The DRC model was built to provide a YES response if 1) any entry in the
orthographic lexicon has been reached to a certain amount (0.69), 2) if the sum of the
activations of all the entries in the orthographic lexicon has reached 10 which met the
criterion of the ‘fast-guess’ mechanism. The DRC model was built to provide a NO
response if the processing cycles had elapsed and a YES decision has not yet been made.
Based on the human data result from Andrews (1989, 1992), Coltheart (2001) found a
significant effect of word frequency in ANOVA analysis. There is also a significant
interaction of frequency and neighborhood size, but only for low-frequency words, which
replicated the human data from Andrews (1989, 1992). The exact result was obtained
from the YES latencies of the DRC model by the number of cycles it took the DRC
model to provide an answer. Figure 1.9 shows the mean Yes latencies from the human
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data (Andrews 1989, 1992) and the DRC model’s mean correct Yes. The process of how
the frequency and neighborhood size affect word learning will be further explored in
Chapter 4 in which high- , low-frequency words and nonwords are included in the

experiment.

YES responding in lexical decision
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Figure 1.9. Effects of frequency on reaction latencies from human readers and DRC model
(adopted from Coltheart et al., 2001, Figure 8).

One can also link the mechanism of the dual route model to the predictors of word
learning that is mentioned in section 1.4. Based on section 1.4.1, if a child has good
alphabetic and decoding skills, then she/he will have a normal-for-age development in the
visual feature units, letter units and good processors of the non-lexical route. If a child
has good implicit phonological processing skills, this will speed up the progression in all
levels of the lexical and non-lexical route. If a child has good vocabulary skills, this
means that she/he will have a strong and comprehensive orthographic input lexicon for
her/him to relate to while they are learning new words. Finally, if a child has a solid
working memory span, this will help to retain the information that they acquire in the

orthographic input lexicon and phonological output lexicon.
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1.9 Conclusions and thesis outline

While there is a rich and solid foundation on the role of orthography and
phonology in word learning, further studies are needed to understand how new words are
learned implicitly as readers’ mental lexicons grow (Castle & Nation, 2008). Using a
novel learning paradigm, the present thesis therefore brings together several
complementary approaches to understand the process of orthographic word learning.

To address the research questions, the present thesis contains five exploratory
investigations across five chapters. Chapter 2 demonstrates the word learning paradigm
that will be used throughout this thesis and explores how many exposures are required
before a new word can build lexical entries in the mental lexicon and be processed in a
unitized way. The memory retention of these learned representations is also investigated
in Chapter 2. Chapter 3 seeks to understand the role of phonology in orthographic word
learning. Chapter 4 then aims to investigate how the newly learned items integrate with
existing knowledge in the mental lexicon with high- and low-frequency words. Finally,
Chapters 5 and 6 try to bring these theories in a more applied context to understand

orthographic word learning in adults with dyslexia and in bilingual speakers.
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2 Chapter 2: Visual word learning in skilled readers of English

2.1 Introduction

This chapter is concerned with the processes by which adults add new written
words to their lexicons. It builds in particular on previous work by Weekes (1997) and
Maloney et al. (2009). The word learning paradigm that will be used throughout this
thesis will be addressed. The number of exposures that are required before a new word

can built lexical entries in the mental lexicon and its retention will also be discussed.

Word recognition grows in such remarkable speed that, by the end of eighth
grade, children who learn to read English know and recognise over 80,000 words
(Adams, 1990). Beginning readers must develop a system of mappings or
correspondences between the letters or graphemes of written words and the phonemes of
spoken words Ehri (1992), and it is established that this alphabetic decoding system is
supported by phonological skills (Bradley & Bryant, 1983; Hulme & Snowling, 2014).
As children grow up, the process of word learning never stops: Nation and Waring (1997)
estimate that the receptive vocabulary size of a university-educated native English

speaker is around 20,000 base words.

As mentioned in Chapter 1, Weekes (1997) found that familiar words were read
aloud more quickly than unfamiliar nonwords and while letter length had a strong effect
on nonword naming speeds, the effect of length was smaller for low frequency words and
not significant for high frequency words. Differential effects of length on word and
nonword naming resulting in a bigger lexicality difference for longer than shorter items
has also been observed (e.g. Juphard et al., 2004). Maloney et al. (2009) also found that
the effect of length on nonword reading diminished across blocks as RTs to shorter and
longer nonwords converged with repetition. The result of these studies imply that as
novel, unfamiliar words become familiar through repeated exposure, naming latencies
decrease and RTs to longer and shorter words converged. As mentioned in section 1.8.4
in Chapter 1, this process from serial to parallel processing in English novel words can be

explained by the DRC model (Coltheart et al., 2001) as English novel words changed
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from processing in the majority by the non-lexical route to the lexical route. Thus, by
block 4 of the training session of Maloney et al. (2009), though the non-lexical route
cannot stop its contribution towards the novel words naming tasks, given that the lexical
route operates very quickly, verbal response is delivered by the lexical route before the
non-lexical route is able to produce any responses. On the basis of their findings,
Maloney et al. (2009) suggested that skilled readers can create entries for new words in
the orthographic input lexicon and phonological output lexicon after just 3 or 4
presentations.

Similar estimates of the number of presentations required to created lexical
representations have come from other studies that have employed a variety of methods to
analyse word learning in both adults and children. Using a threshold recognition task,
Solomon and Postman (1952) asked participants to recognize novel words that were
‘buried” (masked) by reading the stimuli aloud. They found an effect of previous
presentations on the exposure time required for adults to identify 7-letter nonwords
correctly. Duration thresholds fell rapidly from first to third presentation then reduced
more slowly thereafter. Salasoo et al. (1985) found lower recognition thresholds for
words than nonwords when the stimuli were presented to adults for the first time.
Thresholds then reduced with repetition for both words and nonwords, but more so for
nonwords than words. Thresholds asymptoted after around five presentations after which
the difference in thresholds between words and nonwords was no longer detectable.

Studies of word leaning in normally-developing children have suggested similar
estimates of the number of exposures to a novel word required to create orthographic and
phonological representations. In Hogaboam and Perfetti (1978) study, children in third
grade of schooling (8-9 years of age) repeated nonwords spoken by the experimenter with
or without the spelling of the nonword presented for the child to look at. Each nonword
was presented 3, 6, 12 or 18 times over three sessions on three consecutive days. On the
fourth day the children were asked to read aloud all the nonwords presented in written
form in addition to a set of untrained items. Naming latencies were quicker to trained

than untrained nonwords, and shorter following training with the orthography of the
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nonword presented than after purely auditory training. For more skilled readers, the
benefits of training exposures were as great following three exposures as following 6, 12

or 18 exposures.

Reitsma (1983) trained Dutch children aged 7-8 years to read versions of familiar
words that had been re-spelled in a way that preserved the word's pronunciation but
changed its presence (i.e., "pseudohomophones™ equivalent to re-spelling the English
word keep as keap). The re-spelled versions of the words were presented either four or
eight times during training. Three days later the children were asked to read aloud
correctly-spelled versions of the trained words along with untrained, control words. The
words that had been trained by reading aloud versions that preserved the phonology but
changed the orthography were read aloud faster than that untrained control words. The
benefits of prior training were as strong following four presentations in training as
following eight. Similar indications that between 3 and 5 presentations of novel words are
sufficient to create new, functioning representations in children can also be found in the
studies by Ehri and Saltmarsh (1995), Manis (1985) and Share (1999).

This chapter reports three experiments investigating visual word learning in
skilled, adult readers of English. Experiment 1 represents a replication and extension of
Maloney et al. (2009). Participants read aloud 12 4-letter and 12 7-letter nonwords that
were interleaved and displayed in different random orders across 10 blocks. The
instructions were to read each nonwords as quickly and as accurately as possible when it
appeared on the computer screen. On the basis of Weekes (1997), Maloney et al. (2009)
and other studies it is expected to see a substantial effect of letter length on naming
latencies the first time the nonwords were presented (block 1). It is hypothesized that RTs
would reduce across blocks and that RTs to shorter and longer items would converge
over 3 to 5 presentations as lexical representations are created and reading switched from
nonlexical to primarily lexical. Experiment 2 then investigated the extent to which any
reduction of RTs with repeated exposure and convergence of RTs to shorter and longer

items is a consequence of item-specific training or more general improvement on the task
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while Experiment 3 examined whether the effects of 10 presentations of nonwords in one

session would be detectable in performance on the same nonwords a week later.
2.2 Experiment 1: learning through repeated exposure
2.2.1 Method

2.2.1.1 Participants

Participants were 25 undergraduate students of the University of York (12 male,
13 female) with a mean age of 20.16 years (S.D. = 2.01; range 18 - 28). All were native
speakers of English with normal or corrected-to-normal vision and no history of reading
or language problems. Participants received either course credit or a small payment. This
and the other experiments reported here were approved by the Ethics Committee of the

Department of Psychology, University of York.

2.2.1.2 Materials

90 monosyllabic four-letter nonwords and 89 bisyllabic seven-letter nonwords
were generated based on the WordGen nonword generation program (Duyck, Desmet,
Verbeke, & Brysbaert, 2004) on the basis of the CELEX lemma database (Baayen et al.,
1993; Baayen, Piepenbrock, & Van Rijn, 1995) and the Lexique database (New, Pallier,
Brysbaert, & Ferrand, 2004). To generate a nonword, the program randomly arranges a
string of selected letters and verifies whether the letter string is an existing word in the
two lexical database of the particular language. Then, every constraint is processed
(including, the length of nonwords and the bigram frequency range), and as soon as one
of them is violated the random letter string is rejected and the operation starts all over
again until a letter string fits all the constraints.

The sets of four-letter and seven-letter nonwords were matched on initial letters,
and bigram frequency. None of the nonwords has a written or spoken form that is similar
to a real word (i.e. the sets contained no ‘pseudohomophones’). To reduce problems with
voice key activation, none of the nonwords began with a voiceless fricative (‘f°, ‘s’, ‘sh’,
or ‘th’). Twenty one participants took part in a pilot study in which they were asked to

pronounce the 179 nonwords one at a time as they were shown on screen. RTs shorter

56



than 200 ms or longer than mean plus 2.5 SDs for each participant across four- and
seven- letter items were regarded as outliers and removed from the analyses of RTs. The
results of 19 participants which had accuracy above 75 percent were taken into further
analysis. Sixteen items that had accuracy below 14/19 (73 percent) were deleted from the
list. Based on the result of the pilot testing, one set of nonwords (24 nonwords, Set A)
which were matched on accuracy (all above 90 percent) and on initial letters (12 different
letters to make the nonwords as different as possible) were chosen to be the experimental
items. All the stimuli of Set A is shown in Appendix 6. Reading speed was matched
separately for 4- and 7-letter nonwords. The range, mean and standard deviation of the
four- and seven- letter experimental items were shown in Table 2.1. An addition of
sixteen nonwords (8 four-letter, 8 seven-letter) were chosen for practice trials prior to the

main experiment.

2.2.1.3 Procedure

After completing a consent form, participants were given practice on the task
which involved reading 8 4-letter and 8 7-letter nonwords presented in a random order.
The experimental task was then given. Participants were seated approximately 60 cm
from a computer screen on which the nonwords were displayed in black, lower case
letters on a white background. The nonwords were presented in 18-point Times New
Roman font with a height on the screen of approximately 10 mm. Each trial consisted of a
centrally-presented fixation cross displayed for 1,000 ms, followed by the nonword
stimulus for 2,000 ms then a blank screen for 1,000 ms before the next trial began.
Participants were instructed to read each nonword aloud as quickly and as accurately as
possible. The 24 nonwords were presented once in a random order. Participants were
informed when the block was complete and pressed the space bar on a computer
keyboard to initiate the next block when they were ready to continue. This process was
repeated across 10 blocks with the stimuli being presented in a different random order in
each block. Participants wore headphones with a high-sensitivity microphone connected
to a voice key that was linked to the computer. Presentation of the stimuli and recording
of naming latencies was controlled by E-prime experiment generator software (Schneider,

Eschman, & Zuccolotto, 2002). No feedback was provided but the experimenter noted
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any trials in which the participant misread a nonword, hesitated or made a false start or

other form of error.

Table 2.1. Mean and standard deviation of bigram frequency, neighborhood size, reading
speed and accuracy of the four and seven-letter nonwords of Set A from the pilot study.

Nonwords

4-letter 7-letter
Bigram frequency
Mean 1910 2327
S.D. 1391 834
Log Bigram frequency
Mean 3.14 3.34
S.D. 0.40 0.16
Neighbourhood size
Mean 6.75 0.17
S.D. 3.62 0.39
Phonemes
Mean 3.67 5.83
S.D. 0.49 0.83
Reading speed (in ms) in pilot study
Mean 631 725
S.D. 43 40
Range 573 -733 669 - 782
Naming accuracy in pilot study
Mean (max = 19) 17.5 175
S.D. 0.67 1.51
Range 16 - 18 14 - 18

Note. S.D. = standard deviation

2.2.2 Result

Only RTs for correct responses were analysed. Naming errors, hesitations and
failures to activate the voice key accounted for 3 trials (0.05% of the total). RTs shorter
than 200 ms or longer than mean plus 2.5 SDs in each block for each length group were

regarded as outliers and removed from the analyses of accuracy and RTs. This led to the
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loss of a further 74 RTs (1.2% of the total), leaving 5923 RTs (98.7% of the total) for
analysis. The mean RTs (with standard deviation) in each block for four-and seven-letter
nonwords are shown in Table 2.2 along with the final accuracy (maximum = 12) in each

condition.

Table 2.2. Mean latencies of correct, trimmed responses, standard deviation (SD), and per cent
correct responses for 4- and 7-letter nonwords in blocks 1 to 10 of day 1 and day 7 in
Experiment 1.

Blocks 1 2 3 4 5 6 7 8 9 10

4 letters
Mean RT 588 513 505 498 483 482 483 484 474 474
SD. 9.8 764 878 718 583 515 588 646 66.2 612
Mean
Acc.
S.D. 028 037 020 037 037 037 041 028 037 0.20
% correct 99.3 987 99.7 987 987 987 983 993 987 99.7
7 letters
Mean RT 668 573 552 515 512 503 490 495 487 488
S.D. 112 52 854 80 554 537 539 532 635 799
Mean
Acc.
S.D. 044 033 048 037 057 041 020 028 037 0.37
%correct 980 99.0 973 987 970 983 99.7 993 987 987

1192 11.84 1196 11.84 11.84 11.84 11.80 1192 11.84 11.96

11.76 11.88 11.68 11.84 11.64 11.80 11.96 1192 11.84 11.84

Note. RT = Reaction time (naming latency) in ms; S.D. = standard deviation; Acc. =
Accuracy

2.2.2.1 Accuracy

Accuracy was generally very high (overall mean 98.7% correct and never below
97.0% in any condition). Given the high accuracy levels, nonparametric tests were
employed. Wilcoxon matched-pairs signed ranks tests found no significant differences
between the overall accuracy of responses to 4- and 7-letter nonwords, W(25) = 68.00, Z
= -1.40, p = .162, or between levels of accuracy in blocks 1 and 10, W(25) = 20.00, Z =
1.13,p = .257.
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Figure 2.1 shows the pattern of accuracy for correct, trimmed responses across
blocks.
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Figure 2.1. The accuracy of naming 4- and 7-letter nonwords in Blocks 1 to 10 in the trained
and untrained conditions. Error bars show 95% confidence intervals.

2.2.2.2 Naming latencies (RTs)

Figure 2.2 shows the pattern of RTs for correct, trimmed responses across blocks.
The figure shows a reduction in naming latencies across the first 6 or 7 blocks after which
RTs approach asymptotic levels. The general reduction in RTs is accompanied by a
decline in the effect of length, with a large difference between 4- and 7-letter nonwords in

block 1 reducing to a very small difference from around block 7 onwards.

RTs were analysed using a two-way ANOVA with Blocks (1-10) and Length (4
vs. 7 letters) as factors'. When Mauchly’s test of sphericity was significant, the
Greenhouse-Geiger correction was applied. Bonferroni-corrected t-tests were used when

! Raaijmakers , Schrijnemakers, and Gremmen (1999, p. 426) argued that "when the
materials have been matched on a number of variables or when the lists are
counterbalanced over different groups of subjects ... the simple subject analysis will be
correct”. Accordingly, only the by participants (F;) analysis will be presented and
discussed.
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pairwise comparisons were required. Full details of the statistical analyses can be found

in the section 1.1.1 of Appendix 1 where effect sizes are reported in terms of the partial

2 e .
eta squared statistic (17p). The main findings are summarized here.
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Figure 2.2. The naming reaction times (RTs) for 4- and 7-letter nonwords in Blocks 1 to 10.
Error bars show 95% confidence intervals.

The main effect of Blocks was significant, with overall RTs becoming faster across
blocks. The main effect of Length was also significant, with faster overall responses to 4-
than 7-letter nonwords. A significant interaction between Length and Blocks reflected the
fact that the difference between RTs to 4- and 7-letter items reduced across blocks from
110 ms in block 1 to 14 ms in block 10. In pairwise comparisons, the effect of length was
significant in blocks 1, 2, 3, 5 and 6, but not in blocks 7 to 10.

2.2.3 Discussion

Pre-selection of the items for Experiment 1 on the basis of the pilot study meant
that accuracy of reading the nonwords was high throughout. Ceiling effects meant that
there was no detectable influence of length or blocks on accuracy; also that very few

trials were lost from the RTs analysis.
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Naming latencies to nonwords seen for the very first time in block 1 were 588 ms
for 4-letter nonwords and 668 ms for 7-letter nonwords. That compares with 575 ms and
666 ms for the 4- and 6-letter nonwords in Weekes (1997). The means for the 4- and 6-
letter nonwords in block 1 of Maloney et al.'s (2009) Experiment 1 were somewhat faster
(509 ms and 538 ms respectively). The difference of 110 ms in mean RTs to 4- and 7-
letter nonwords in the present experiment illustrates the well-established effect of length
on naming speed for unfamiliar nonwords (cf. Juphard et al., 2004; Mason, 1978; Valdois
et al., 2006; Weekes, 1997; Ziegler et al., 2001).

RTs became shorter across blocks as the nonwords became familiar. This was
particularly true for the longer nonwords. Mean RTs for 4-letter nonwords reduced by
114 ms across the 10 blocks of training while the mean RTs for 7-letter nonwords
reduced by 180 ms. The result was the convergence of RTs to shorter and longer
nonwords that is very apparent in Figure 2.2. In fact, the effect of length became
nonsignificant after block 6. The results for the first 4 blocks mirror the findings of
Maloney et al. (2009), with RTs becoming faster and length effects diminishing across
blocks.

In dual-route terms (Coltheart et al., 2001) the present results would be explained
in terms of the nonwords being converted from orthography to phonology using the
nonlexical route when they are shown for the first time in block 1. Over the course of the
first few blocks, representations are created in the orthographic input lexicon and the
phonological output lexicon which enable lexical reading to develop. The speeding up of
naming responses and the convergence of RTs to shorter and longer nonwords reflect the
change of processing mainly from nonlexical to lexical reading. From around block 7
onwards, lexical reading is established, the nonwords are read rapidly and the effect of
length is no longer significant. This matches the indications in studies of both adult and
child readers (e.g. Hogaboam and Perfetti's, 1978) that 4 or 5 presentations of novel
words (nonwords) is sufficient to create representations that facilitate rapid identification

and more parallel processing of component letters.
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This account, like all the other account of visual word learning, assumes that the
effects of repeated exposures are due to experience with the specific, repeated items (for
example, repetition causes lexical entries to be formed for the novel items that facilitate
subsequent recognition and naming of those items and only those items). Experiment 1
did not, however, include sets of nonwords that were tested at the beginning and end of
training on the repeated set to see if any of the benefit of repeated naming generalizes to
non-repeated items. The same is true of other studies that have examined the effects of
repetition on responses to novel words. The way to assess that possibility is to compare
RTs for items that are repeated across blocks with RTs to items that appear only before
the start of training (block 1) or only at the end of training (block 10). That is

accomplished in Experiment 2.

2.3 Experiment 2: item-specific or general learning?

Three sets of nonwords (B, C and D) were created, with each set containing 12 4-
letter and 12 7-letter items (as in Experiment 1). The sets were matched on initial letters
and phonemes, and on naming RTs from the pilot study. Each participant received one set
of nonwords in all 10 blocks of the experiment. A second set was presented in block 1
only, randomly interleaved with the to-be-repeated set while a third set was presented in
block 10 only, again randomly interleaved with the repeated nonwords. The three sets of
nonwords were counterbalanced across conditions and participants so that each set
presented equally often as repeated items or as non-repeated items in block 1 only or
block 10 only. Assuming that performance on the repeated set would follow the same
pattern as in Experiment 1, the question of interest was how RTs to the non-repeated

(untrained) set in block 10 would compare with RTs to the equivalent set in block 1.
2.3.1 Method

2.3.1.1 Participants

Participants were 24 undergraduate students of the University of York (12 male,
12 female) with a mean age of 19.71 years (S.D. = 1.37; range = 18 - 23). All were native
speakers of English with normal or corrected-to-normal vision and no history of reading
or language problems. None had taken part in Experiment 1. Participants received either

course credit or a small payment.
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2.3.1.2 Materials

The experimental stimuli were three sets of nonwords (Sets B, C, and D), with
each set containing 12 4-letter items and 12 7-letter items. The 12 4-letter and 12 7-letter
nonwords in each set began with 12 different consonant letters. The range, mean and
standard deviation of the 4- and 7- letter experimental items from the pilot study are
shown in Table 2.3. All of the nonwords had accuracies above 90% in the pilot study.
None began with a voiceless fricative. All of the stimuli of Sets B, C, and D are shown in
Appendix 6.

2.3.1.3 Procedure

After completing a consent form, participants were given practice on the task
which involved reading 8 4-letter and 8 7-letter nonwords presented in a random order.
The experimental task was then given. Block 1 of the experiment contained nonwords
from two sets, interleaved in a random order. One of the sets was then repeated in blocks
2 to 9, using a different random order in each block. In block 10, the set that had been
presented throughout blocks 1 to 9 for that participant was presented again, but
interleaved with a third set of nonwords in a random order. The result was that one set of
items (B, C or D) was presented in all 10 blocks of the experiment, one set was presented
in block 1 only, and one set was presented in block 10 only. The assignment of sets to
conditions was counterbalanced across participants. Participants were instructed to read
every nonword aloud as quickly and as accurately as possible when it appeared on the

screen. Other details of the procedure were the same as for Experiment 1.

2.3.2 Result

Only RTs for correct responses were analysed. Naming errors, hesitations and
failures to activate the voice key accounted for 42 trials (0.6% of the total). RTs shorter
than 200 ms or longer than mean plus 2.5 SDs in each block for each length group were
regarded as outliers and removed from the analyses of accuracy and RTs. This led to the
loss of a further 67 RTs (1.0% of the total), leaving 6803 RTs (98.4% of the total) for
analysis. The mean RTs (with standard deviation) in each block of the two conditions for
four-and seven-letter nonwords are shown in Table 2.4 along with percent of correct trials

in each condition.
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Table 2.3. Mean and standard deviation of bigram frequency, neighborhood size and reading
speed of the four and seven-letter nonwords of Set B, C and D from the pilot study.

Nonwords
Set B Set C Set D
4-letter 7-letter 4-letter 7-letter 4-letter 7-letter
Log bigram frequency
Mean 3.19 3.35 3.09 3.29 3.19 3.34
S.D. 0.35 0.11 0.30 0.13 0.23 0.15
Neighborhood size
Mean 6.08 0.08 6.58 0.08 5.67 0.17
S.D. 3.96 0.29 3.90 0.29 3.60 0.58
Phonemes
Mean 3.67 6.00 3.58 5.83 3.75 5.92
S.D. 0.49 0.74 0.67 0.58 0.45 0.79
Reading speed (in ms) in the pilot study
Mean 634 745 637 741 636 743
S.D. 38 77 47 53 55 71
Range 573-695 647-899 588-733 669-811 529-738 641 -836
Naming accuracy in the pilot study
Mean 17.75 17.50 17 17.08 17.42 17.42
(max = 19)
S.D. 0.97 1.67 0.79 1.16 1.16 1.51
Range 17-19 14-19 16-18 16-19 15-19 15-19

Note. S.D. = standard deviation
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Table 2.4. Mean latencies of correct, trimmed responses, standard deviation, and per cent
correct responses for 4- and 7-letter trained nonwords in blocks 1 to 10 and for untrained
nonwords in blocks 1 and 10 only in Experiment 2.

Untr. Trained Untr.

Blocks 1 | I 2 3 4 5 6 7 8 9 10 | 10

4 letters

Mean 581 595 533 515 508 501 506 506 521 508 520 549
RT

S.D. 581 783 626 643 721 751 61.1 619 698 752 60.1 78.7

%ean 1.8 11.8 119 11.8 119 118 11.7 119 117 11.8 11.8 118
CC.

S.D. 044 053 034 066 045 038 046 034 056 038 051 0353
o 979 979 99 983 99 98,6 976 990 972 98.6 983 979

corr
7 letters

Mean 693 704 582 545 531 525 522 517 526 529 544 629
RT

S.D. 127. 134. 903 827 714 870 68.0 700 71.6 815 77.7 153
2 1

Mean 1.8 119 118 118 11.8 119 11.8 11.8 119 11.8 11.8 11.8
Acc.

S.D. 038 034 038 0.61 048 028 051 038 034 051 048 0.38
% 98.6 986 986 979 986 993 983 986 990 983 98.6 98.6

corr

Note. RT = Reaction time (naming latency) in ms; SE = standard error; Untr = Untrained;
% corr = precent of correct

2.3.2.1 Accuracy

Accuracy was very high (overall mean 98.4% correct and never below 97.9%) in
any condition. Ceiling effects meant that there were no significant differences between
accuracy to 4- and 7-letter nonwords for the trained set across all 10 blocks, W(24) = 93,
Z =0.79, p = .429. There was also no significant difference in overall levels of accuracy
to trained nonwords in blocks 1 and 10, W(24) = 18.00, Z = 0.00, p = 1.00, or to trained
and untrained items in block 1, W(24) = 34.00, Z = -0.42, p = .675, or block 10, W(24) =
29.50, Z = -0.33, p = .745. Figure 2.3 shows the pattern of accuracy for correct, trimmed

responses across blocks of the trained and untrained items.
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Figure 2.3. The accuracy of naming 4- and 7-letter nonwords in Blocks 1 to 10 in the trained
and untrained conditions.

2.3.2.2 Naming latencies (RTs)

Figure 2.4 shows the pattern of RTs for correct, trimmed responses to repeated
(trained) and nonrepeated (untrained) items in Experiment 2. Inspection of Figure 2.4
suggests a substantial effect of length in block 1 with, as one would expect, no difference
between RTs to the items that would be repeated across the subsequent blocks of the
experiment and items that would not be repeated. RTs to the repeated items followed a
similar pattern across blocks 2-9 to that seen in Experiment 1, becoming faster over the
early blocks then asymptoting around block 5 with a reduction in the length effect
accompanying the reduction in overall RTs. Figure 2.4 suggests that RTs to untrained
nonwords in block 10 were faster than RTs to untrained nonwords in block 1, but not as
fast as RTs to the nonwords that were repeated between blocks 1 and 10, particularly for
the longer nonwords. The analysis of the RT data was done in two parts — first an analysis
of RTs to trained nonwords across blocks 1 to 10 (as in Experiment 1) and second a

comparison of RTs to trained and untrained nonwords in blocks 1 and 10 only.
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Figure 2.4. The naming reaction times (RTs) for 4- and 7-letter nonwords in Blocks 1 to 10
in trained and untrained conditions. Error bars show 95% confidence intervals.

2.3.2.2.1 Analysis of naming latencies (RTs) for nonwords repeated across blocks 1 to
10

Preliminary analysis of RTs to items that were repeated across blocks 1 to 10
showed no effects of sets (counterbalancing group) and no interaction of sets with the
other factors. The RT data were therefore analysed in the same manner as for Experiment
1, using ANOVA with factors of Blocks (1 to 10) and Length (4 vs. 7 letters). The results
are shown in section 1.1.2 of Appendix 1. As in Experiment 1, there were significant
main effects of Blocks (RTs becoming faster across blocks) and Length (faster overall
RTs to 4- than 7-letter nonwords) combined with a significant Blocks x Length
interaction (the effect of length becoming smaller across blocks). Pairwise comparisons
found significant differences between RTs to 4- and 7-letter nonwords only in blocks 1,
2,4and5.
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2.3.2.2.2 Analysis of RTs in blocks 1 and 10 only for trained (repeated) and untrained
(non-repeated) items

Blocks 1 and 10 also included untrained items that occurred only in those blocks.
The untrained items in block 10 were different from those in block 1. Preliminary
analysis of RTs in blocks 1 and 10 showed no effects of sets (counterbalancing group)
and no interaction of sets with the other factors. RTs to trained (repeated) and untrained
(non-repeated) items in blocks 1 and 10 were therefore analysed with factors of Training
(trained vs. untrained), Blocks (1 vs. 10) and Length (4 vs. 7 letters). There were
significant main effects of Training (faster overall RTs to trained than untrained items),
Blocks (faster overall RTs in block 10 than block 1) and Length (faster overall RTs to 4-
than 7-letter nonwords). All of the two-way interactions were significant, as was the
three-way Training x Blocks x Length interaction, reflecting the fact that the difference in
RTs between blocks 1 and 10 was greater for trained than untrained nonwords,

particularly for the longer items.

Those interactions were explored further in separate analyses of blocks 1 and 10
with Training (trained vs. untrained) and Length as factors. In block 1, the main effect of
Length was significant but the main effect of Training and the Training x Length
interaction were not significant (but note that at this point in the experiment, none of the
items has undergone any training so effects of "Training"” would not be expected).

By block 10 the trained items had been seen in each of the 9 previous blocks but
the untrained items were new. In block 10 the main effects of Training (RTs faster to
trained than untrained items) and Length were both significant. The Training x Length
interaction was also significant, reflecting the fact that the effect of length in block 10
was 80 ms for untrained items but only 24 ms for trained items, and the fact that the
difference between trained and untrained items was 29 ms for 4-letter nonwords
compared with 85 ms for 7-letter nonwords. Pairwise comparisons found that the
difference between RTs to 4- and 7-letter nonwords in block 10 was significant for both
untrained and trained items while the difference between trained and untrained nonwords

was significant for both 4- and 7-letter nonwords.
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2.3.3 Discussion

RTs to nonwords that were repeated across all 10 blocks showed a similar pattern
to that seen in Experiment 1, with RTs becoming faster across blocks and the effect of
length diminishing. Of note is the fact that RTs to untrained nonwords also decreased
between block 1 and block 10. That reduction was not, however, as great as for the
trained nonwords and the effect of length in block 10 remained at 80 ms for the untrained

nonwords compared with 24 ms for the trained items.

Why were RTs for nonwords seen for the first and only time in block 10 faster
than RTs for nonwords seen for the first and only time in block 1? One possible
explanation is based on what are termed "blocking™ or "list context™ effects (Lupker et al.,
1997; Lupker, Kinoshita, Coltheart, & Taylor, 2003; Rastle et al., 2003). Lupker et al.
(1997) and Rastle et al. (2003) compared naming latencies for high frequency words and
nonwords when those two types of stimulus were either presented separately in "pure”
blocks or randomly interleaved in "mixed" blocks. Naming latencies to the easier stimuli
(high frequency words) were faster in pure than mixed blocks while latencies to the more
difficult stimuli (nonwords) were faster in mixed than pure blocks. That is, mixing easy
and difficult items had the effect of homogenising RTs to the two classes of stimuli,

lowering RTs to the more difficult items while lengthening RTs to the easier items.

In block 1 of the present Experiment 2 the untrained and to-be-trained items were
all new and being read aloud for the first time. By block 10, RTs to the trained nonwords
had decreased considerably. The trained nonwords were now relatively easy to name, but
were mixed with new, untrained nonwords that were harder to name. Under those
circumstances, the influence of blocking (list context) would be expect that RTs to
trained and untrained items would be homogenised, becoming shorter to the more
difficult (untrained) items and longer to the easier (trained) items. In fact, the only
significant consequence of mixing was the reduction in RTs to untrained set in block 10
compared with block 1. There was no apparent increase in RTs to the trained items as a
consequence of being mixed with untrained items in block 10. This issue will be further

explored in the General Discussion (section 2.5.1).
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2.4 Experiment 3: Long-term retention of new lexical entries

After observing improvements in RT across four exposures to nonwords, Maloney
et al. (2009, p. 866) remarked, "It remains to be seen how resilient these representations
would be over time". A few studies have investigated possible long-term benefits of

single or multiple exposures to words or nonwords.

Scarborough et al. (1977) observed a benefit for word naming latencies of a single
prior naming of the same words after an interval of two days but no comparable benefit
for nonword naming. One encounter with a nonword would not appear to be enough to
create a representation capable of facilitating naming two days later. Salassoo et al.
(1985) measured recognition thresholds for words and nonwords exposed repeatedly in
10 sessions spread over 12 days. Thresholds increased from the end of one session to the
start of the next, but there was nevertheless considerable day-to-day retention of the
effects of exposure for both words and nonwords. When some of the participants were re-
tested a year later, thresholds for previously repeated nonwords were lower than for
entirely new nonwords, indicating some retention of representations across a gap of 12

months during which the trained nonwords would not have been encountered.

Evidence of retention of representations of new written words has also been
reported in studies of word learning in children. Reitsma (1983) and Share (1999)
observed benefits of training on novel written words over 3-day retention intervals after
the children had read the novel words some 4 to 8 times (see also Ehri & Saltmarsh,
1995, and Manis, 1985). Hogaboam and Perfetti (1978) found that training fourth grade
(9- to 10-year-old) children on the spoken and written forms of novel words (nonwords)
over a period of three days led to faster reading of the same items 10 weeks later. The
evidence suggests, therefore, that lexical representations generated as the result of a
relatively few exposures to novel words can be surprisingly resilient. That indication was
tested in Experiment 3. Session 1 of Experiment 3 replicated the present Experiment 1,
but with different nonwords and new participants. The participants then returned 7 days
later and repeated the experiment, reading the same 4- and 7-letter nonwords in a further

10 blocks. Based on the results of Salassoo et al. (1985) and the other studies just
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mentioned, signs of retention of new lexical entries across the 7-day retention period,
perhaps is expected, combined with some slowing of RTs at the start of the second

session compared with the end of the first session.
2.4.1 Method

2.4.1.1 Participants

Forty undergraduate students of the University of York (20 male, 20 female) with
a mean age of 20.6 years (range 18 - 23) took part in the experiment. All were native
speakers of English with normal or corrected-to-normal vision and no history of reading
or language problems. None had taken part in Experiments 1 or 2. Participants received

either course credit or a small payment.

2.4.1.2 Materials

In order to ensure that the reduction of length effect was not specific to one set of
nonwords, another fourteen participants (who did not participate in Experiment 1 and 2)
took part in a preliminary study in which they were asked to pronounce 69 nonwords one
at a time as they were shown on screen. There were 3 blocks in the pilot testing with each
nonword being presented once per block. There were 2 self-paced breaks between blocks.
Based on the result of the pilot testing, Set E which includes 12 pairs of nonwords which
were matched on accuracy (all above 90 percent between the three blocks) and on initial
letters (12 different letters to make the nonwords as different as possible) were chosen to
be the experimental items in Experiment 3. The 4- and 7-letter sets were matched on
initial letters and phonemes; also mean log bigram frequency. The range, mean and
standard deviation of the four- and seven-letter experimental items is shown in Table 2.5.
All the stimulus of Set E is shown in Appendix 6. A further 8 4-letter and 8 7-letter

nonwords were created for use in the practice trials.

2.4.1.3 Procedure

Participants attended for two testing sessions, seven days apart. The Procedure for
day 1 was exactly the same as for Experiment 1. Participants were asked to return 7 days
later, but were not told what the second session would involve. In fact, session 2 was a

repeat of session 1, including the 16 practice trials before the experimental blocks.
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2.4.2 Results

Only RTs for correct responses were analysed. Naming errors, hesitations and
failures to activate the voice key accounted for 306 trials (1.6% of the total). RTs shorter
than 200 ms or longer than mean plus 2.5 SDs in each block for each length group were
regarded as outliers and removed from the analyses of accuracy and RTs. This led to the
loss of a further 313 RTs (1.6% of the total), leaving 18581 RTs (96.8% of the total) for
analysis. The mean RTs (with standard deviation) in each block on each day for four- and
seven-letter nonwords are shown in Table 2.6 along with the percent of correct trials in
each condition.

2.4.2.1 Accuracy

Accuracy levels were high (average 96.8% correct across the two days of the
experiment). Ceiling effects meant that there was no significant difference between
accuracy on days 1 and 7, W(40) = 354, Z = 0.51, p = .614, and no overall difference in
accuracy between 4- and 7-letter nonwords, W(40) = 278, Z = 1.58, p = .15. Figure 2.5

shows the mean accuracy for each block on Days 1 and 7.

2.4.2.2 Naming latencies (RTs)

Figure 2.6 shows the pattern of RTs for 4- and 7-letter items across blocks in day
1 and day 7. Inspection of Figure 2.6 indicates a very similar pattern on day 1 to that seen
in Experiment 1. RTs then appear to have increased somewhat between the end of day 1
and the beginning of day 7, though the RTs in block 1 of day 7 were substantially faster
than in block 1 of day 1 suggesting considerable retention of representations over the 7-
day retention period. Figure 2.6 also indicates that by block 3 or 4 of day 7, RTs had
returned to the levels seen at the end of day 1. From that point on, the difference in RTs
to shorter and longer nonwords was, if anything, even less than in the later blocks of day
1.
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Table 2.5. Mean and standard deviation of bigram frequency, neighborhood size, reading
speed and accuracy of the four and seven-letter nonwords of Set E from the pilot study.

Nonwords
4-letter 7-letter
Bigram frequency
Mean 2133 1908
S.D. 1045 501
Log Bigram frequency
Mean 3.75 4.05
S.D. 0.25 0.11
Neighborhood size
Mean 4.5 0.08
S.D. 4.46 0.29
Phonemes
Mean 3.67 6.17
S.D. 0.49 0.83
Reading speed (in ms) in the pilot study
Mean 546 619
S.D. 35 66
Range 481 — 626 529 - 830
Naming accuracy in the pilot study
Mean (ppt = 14, Blocks = 3; max = 42 trials) 40 39
S.D. 1.43 1.51
Range (ppt = 14, Blocks = 3; max = 42 trials) 38 —41 38 —41

Note. S.D. = standard deviation; ppt = participants, max = maximum. The maximum
naming accuracy is 42 as there were 14 participants in the pilot study of Experiment 3 and
each of them read the nonwords aloud for 3 blocks. Thus, 14 (participants) x 3(blocks) = 42
(trials).
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Table 2.6. Mean latencies of correct, trimmed responses, standard deviation (S.D.), and per
cent correct responses for 4- and 7-letter nonwords in blocks 1 to 10 of day 1 and day 7 in
Experiment 3.

DAY 1

Blocks 1 2 3 4 5 6 7 8 9 10

4 letters
Mean RT 597 542 522 524 510 513 507 507 505 498
SD. 938 725 685 637 693 651 544 658 577 620
Mean Acc.  11.7 11.8 117 116 115 117 118 116 118 11.6
SD. 078 038 058 063 078 051 049 067 049 071
% correct 97.7 985 971 967 954 977 979 96.7 979 96.7

7 letters
Mean RT 703 585 550 540 540 526 527 516 516 510
S.D. 1405 859 841 721 724 743 619 696 66.6 71.2
Mean Acc. 11.3 115 117 117 117 116 114 117 116 116
SD. 093 072 057 056 073 059 078 047 059 0.88
% correct 940 958 973 975 973 969 950 973 965 96.3

DAY 7

Blocks 1 2 3 4 5 6 7 8 9 10

4 letters
Mean RT 538 515 504 506 501 503 500 504 500 487
SsD. 876 863 653 725 732 800 801 76.2 834 749
Mean Acc. 118 117 117 116 115 115 117 114 116 117
sD. 071 065 066 067 090 060 058 081 075 056
% correct 979 975 973 969 954 960 971 950 963 975

7 letters
Mean RT 569 522 516 506 508 504 502 504 510 494
SD. 9.7 756 780 651 752 758 670 681 831 6938
Mean Acc. 117 117 116 117 116 116 116 116 116 116
sD. 053 057 075 052 067 071 067 059 059 059
% correct 973 973 965 975 967 963 969 969 965 96.5

Note. RT = Reaction time (naming latency) in ms; S.D. = standard deviation
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Figure 2.5. The accuracy of naming 4- and 7-letter nonwords in Blocks 1 to 10 in Days 1 and 7. Error bars show 95% confidence intervals.
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Figure 2.6. The naming reaction times (RTs) for 4- and 7-letter nonwords in Blocks 1 to 10 in Days 1 and 7. Error bars show 95%
confidence intervals.
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The RT data were first analysed across the two sessions with factors of Day (day
1 vs. day 7), Blocks and Length. There were significant main effect of Day (faster
overall RTs on day 7 than day 1), Blocks (overall RTs reducing across blocks) and
Length (faster overall RTs to 4- than 7-letter items). The two-way interactions between
Day and Blocks, Day and Length, and Blocks and Length were all significant, as was
the three-way interaction between Day, Blocks and Length, reflecting the fact that the
decline in RTs across blocks and the relative change in RTs to 4- and 7-letter nonwords
were greater in session 1 than in session 2. The data were analysed further through

separate analyses of RTs on day 1 and day 7.

2.42.2.1 Day1RTs

Day 1 RTs were analysed with factors of Blocks and Length. As in Experiment
1, there were significant main effects of Blocks and Length accompanied by a
significant Blocks x Length interaction. Pairwise comparisons of RTs to 4- and 7-letter
nonwords in each block found significant differences in blocks 1 to 5 and in block 7 but
not in blocks 6, 8, 9 or 10.

2.4.2.2.2 Day7RTs

Day 7 RTs were similarly analysed with factors of Blocks and Length. The main
effects of Blocks and Length, and the Blocks x Length interaction, were significant.
Pairwise comparisons of RTs to 4- and 7-letter nonwords in each block found significant
differences in block 1 only. Inspection of Table 2.6 and Figure 2.6 shows that RTs to 4-
and 7-letter nonwords converged numerically as well as statistically from block 4 of day

7 onwards.

2.4.2.2.3 Retention between day 1 and day 7

Retention of learning between day 1 and day 7 was assessed in an ANOVA that
compared RTs in block 1 of day 7 with RTs in block 10 of day 1. The factors were Day
(1 vs. 7) and Length. The effect of Day was significant (faster RTs in block 10 of day 1
than block 1 of day 7) as was the effect of Length. The interaction between Day and
Length was also significant. Based on the result from the previous analyses, the effect of

length was no longer significant by block 10 of day 1 but became significant again in
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block 1 of day 7. Comparisons between RTs at the end of day 1 and the start of day 7

found that the increase was significant for both 4- and 7-letter nonwords.

2.4.3 Discussion

The results for naming latencies in day 1 of Experiment 3 were much the same as
for Experiment 1 and the trained items in Experiment 2. In the context of very high
levels of accuracy, a substantial effect of length in block 1 of day 1 reduced over
subsequent blocks as naming RTs decreased, becoming non-significant after
approximately 6 presentations as RTs approached asymptotic levels. There was
detectable slowing of RTs to both 4- and 7-letter nonwords between the end of day 1
and the start of day 7 that was followed by a re-emergence of the length effect in block 1
of day 7. But from blocks 2 and 3 of day 7 onwards, RTs were as fast as in the later
blocks of day 1 and the length effect was unnoticeable numerically as well as
statistically. The answer to Maloney et al.'s (2009) implied question is therefore that
representations of novel words (nonwords) created by repeated exposures in a single
session show considerable resilience over time, being clearly detectable in their

influence on naming latencies seven days later.

2.5 General Discussion

The three experiments in the present study yielded much the same pattern of
results for nonwords read aloud 10 times in 10 separate blocks within a single session.
In the first block of trials, when the nonwords were read for the first time, naming
latencies were slow and the difference in RTs between 4- and 7-letter nonwords was
substantial. This is in line with previous reports of large effects of length on naming
latencies for nonwords named only once (Juphard et al., 2004; Mason, 1978; Valdois et
al., 2006; Weekes, 1997; Ziegler et al., 2001). Averaging over the present three
experiments, skilled adult readers (undergraduates with English as a first language and
no record of reading or language problems) read the 4- and 7-letter nonwords aloud with
mean latencies of 593 ms and 693 ms respectively. An average of 33 ms per additional
letter was therefore required in order to read the 7-letter nonwords compared with the 4-

letter nonwords. That compares with 30 ms per additional letter in Weekes (1997), 12
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ms in block 1 of Maloney et al. (2009), 34 ms in Mason (1978) and 17 ms for the
English nonwords in Ziegler et al. (2001).

In each experiment, naming RTs reduced with repetition of the trained nonwords
across blocks. The reduction was greater for 7-letter than 4-letter nonwords with the
consequence that RTs to shorter and longer nonwords converged across repetitions. The
pattern for the first four blocks was similar to that reported by Maloney et al. (2009) for
nonwords of 3 to 6 letters. By block 4 in the present experiments, the mean RT for 4-
letter nonwords had reduced by 83 ms compared with block 1 while the mean RT for 7-
letter nonwords had diminished by 163 ms, which means that by block 4, the additional
time per letter had fallen from 33 ms to 6 ms. In comparison, the mean time per letter in
Maloney et al. (2009, Expt. 1), based on the comparison of RTs to 3- and 6-letter
nonwords, fell across blocks from 12 ms to 0 ms. The present experiments extended
training beyond four presentations to 10. Mean RTs asymptoted at around block 6. The
average difference in RTs to 4- and 7-letter nonwords blocks 6 to 10 of the present
Experiments 1 to 3 was stable at around 14 ms, giving a mean time per additional letter

of just 5 ms.

The evidence of the strong claim that length effects are completely eliminated by
5 or 10 exposures to novel words within a single session is not advocated in this study.
Given the reports in the literature of effects of length on naming latencies for real words,
especially for low-frequency words, the result of the study assert that greater
improvement across presentations in RTs to longer than shorter nonwords means that

length effects are greatly reduced by repeated exposures within a session.

2.5.1 The possible contribution of blocking / list context effects

What contribution, if any, might blocking / list context effects make to the
pattern of results observed in the present experiments? In the Experiment 2, untrained
nonwords were read more quickly when they were interleaved with trained nonwords in
block 10 than when they appeared in block 1 with nonwords that were also being read
for the first time in block 1. The untrained nonwords in block 10 were not read as

quickly as the nonwords that had received training in the previous 9 blocks, and the
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effect of length was greater in the untrained than the trained nonwords, but their naming

RTs benefited from being mixed with the trained nonwords.

In the Discussion section of the present Experiment 2, it is noted that the
observation by Lupker et al. (1997) and Rastle et al. (2003) that high-frequency words
are named more slowly when mixed with nonwords than when presented in unmixed
("pure™) blocks of trials while nonwords showed the opposite pattern, being named more
slowly when presented on their own in pure blocks than when interleaved with high-
frequency words in mixed blocks of trials. Lupker et al. (1997) and Rastle et al. (2003)
argued that participants set a criterion for the speed of responding to stimuli in a block
based on the blend of easy or difficult items within the block. When the items are all
easy (e.g., pure blocks of high-frequency words) the criterion will be relatively short and
RTs consequently faster. When the items are all difficult (e.g., pure blocks of nonwords)
the criterion will be relatively long and RTs slower. When the items are a mixture of
easy and difficult, a criterion will be set that is somewhere between in the middle
resulting in a homogenization of RTs to easier and more difficult items.

Taylor and Lupker (2001) went on to show that criterion shifts (if that is what
they are) can be adjusted on a trial-by-trial basis rather than across a sequence of trials
so that the naming latency for a particular item in a sequence will be influenced by the
ease or difficulty of naming the preceding item. Their Experiment 3 investigated the
effects of blocking and preceding trials using "fast" (easy) and "slow" (difficult)
nonwords (categorised on the basis of their RTs in an earlier experiment). Easy
nonwords were named faster in pure than mixed blocks. Within the mixed blocks, the
easy nonwords were named faster following other easy nonwords than following
difficult nonwords. In contrast, RTs for difficult nonwords were not significantly
different between pure and mixed blocks, and within the mixed blocks there was only a
trend for RTs to be faster following easy nonwords than following other difficult
nonwords. Reynolds, Mulatti, and Besner (2012) obtained a similar pattern of results
using a paradigm more associated with task switching than blocking effects. Easy and

difficult nonwords were presented in a predictable AABB order rather than in a random
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order as in the mixed conditions of blocking experiments. RTs to easy nonwords were
faster following other easy nonwords than following difficult nonwords but RTs to the

difficult nonwords were not significantly affected by switching.

Reynolds et al. (2012) did not associate their findings directly with those of
Taylor and Lupker (2001) but their results are clearly similar in finding RTs to easy
nonwords to be more affected by list context than RTs to difficult nonwords. That was
not the pattern seen in the present Experiment 2 where untrained (difficult) nonwords
was benefited in block 10 from being mixed with trained (easy) nonwords but RTs to
the trained (easy) nonwords were barely affected (if at all) by being mixed with new,

difficult nonwords.

The original study by Weekes (1997) interleaved high frequency words, low
frequency words and nonwords of varying lengths. List context effects should mean that
RT differences between conditions were reduced as a result of homogenisation. That
could apply to short and long nonwords within an experiment as much as to high
frequency words, low frequency words and nonwords. In Maloney et al. (2009) and the
present experiments, the use of mixed lists of nonwords of different lengths should mean
that RTs to easier (shorter) nonwords are slowed by the presence of harder (longer)
nonwords, and conversely. As learning continues and all the nonwords become easier,
the criterion for response production should be revised down, resulting in a general
reduction in RTs. The results of the present Experiment 2 show, however, that this is not
the whole story. RTs in block 10 of that experiment remained slower to untrained than
to trained nonwords, and the convergence of RTs to shorter and longer nonwords was
much more apparent for the trained than the untrained items. That said, and despite
discrepancies between the present results and those of Taylor and Lupker (2001) and
Reynolds et al. (2012) that need to be explained, the list context (blocking) effects may
play a part in generating the overall pattern of effects seen in this and similar studies.
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2.5.2 Creation of lexical representations and the modulation of the length

effect

What underlies the reduction in the effect of length across repeated exposures to
novel words (nonwords)? Within the framework of dual-route models, differences in
length effects have been regarded as core phenomena requiring explanation (Coltheart et
al., 2001). That explanation involves proposing that as novel words become familiar,
representations are created for those words in both the orthographic input lexicon and
the phonological output lexicon. This allows processing to switch to occur from a serial
(and therefore length-sensitive) nonlexical route to a lexical route in which the

component letters of words are processed in parallel.

When the nonword’s letter string is first presented to the DRC model in Block 1
of Day 1, the model had to pronounce these nonwords through applying grapheme-
phoneme rule system and pronounce the nonwords through administrating the non-
lexical route. As the nonwords are processed in a sequential, left-to-right form, a robust
length effect can be found in this stage. For example, the nonword ‘brup’ has to go
through the process of b=>/b/, r=>/r/, u=> I/a/, p=> /p/. Since there are more letters in a 7-
letter nonword, it will take the model longer to pronounce a 7-letter compared to 4-letter
nonword. At this stage, naming latency is around 600ms for 4-letter nonwords, and 700
ms for 7-letter nonwords. Referring back to Weekes (1997) study, this is very similar to

the naming latency of nonwords.

Moving forward to Blocks 2 to 7 in Day 1, though the model was still partly
processes the nonwords in a serial way, it was also creating lexical entries in the
orthographic input and phonological output lexicon. As the lexical route processes
relatively slowly, a small but significant contribution from the non-lexical route can still
be observed. At this stage, the naming latency of 4-letter nonwords was around 520 ms
and 7-letter nonwords was around 550 ms. Referring back to Weekes (1997) study, this

is very similar to the naming latency of low-frequency words.
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When it comes to Block 8 to 10 of Day 1, the naming performance was fully
dominated by the lexical route. Though the non-lexical route cannot stop its’
contribution towards the naming tasks, given that the lexical route operates very quickly,
verbal response is delivered by the lexical route before the non-lexical route is able to
produce any responses. Thus, no detectable contribution from the non-lexical route is
observed. After approximately six exposures, unitization is fully completed by this stage
and it is the result of the formation of lexical entry in the orthography input and
phonological output lexicons. This can be indexed by the reduction in the magnitude of
the letter length effect. At this stage, the naming latency of both 4- and 7-letter
nonwords were both around 500 ms. Referring back to Weekes (1997) study, this
resembles the naming RTs of high-frequency words.

2.5.3 Length and neighbourhoods

Shorter nonwords typically resemble several other words while longer nonwords
tend to be more distinctive in their appearance. Resemblance between words, or between
nonwords and words, is conventionally measured in terms of other words that can be
generated by changing single letters or phonemes in a particular word or nonword.
"Orthographic neighbours" are other words that can be generated by changing a single
letter in a word or nonword while "phonological neighbours" are other words that can be
generated by changing a single phoneme in a word or nonword: tough is both an
orthographic and a phonological neighbour of rough, dough is an orthographic but not a
phonological neighbour and huff is a phonological but not an orthographic neighbour.
The number of words that can be generated by changing single letters in a word or
nonword is known as "orthographic N" while the number of words that can be generated

by changing single phonemes is known as "phonological N".

Shorter words and nonwords tend to have more neighbours than longer words
and nonwords which means that length and N are naturally correlated. It is possible,
therefore, that some part of the effects attributed here to variations in letter length and in
fact attributable to variations in N. Balota et al. (2004), Cortese and Khanna (2007) and
Morrison and Ellis (2000) found independent effects of both letter length and

orthographic N on word naming latencies, implying that both factors contribute to
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determining naming latencies to mixed sets of words. No attempt was made in those
studies to distinguish orthographic and phonological aspects of length or neighbourhood
size. Yap and Balota (2009) found effects of both orthographic and phonological N on
word naming latencies plus a separate effect of letter length. In Cortese and Schock's
(2013) analysis of word naming the effects of letter length and orthographic N were both
significant but the effect of phonological N was not. Using sets of words matched on N,
Lavidor and Ellis (2002) found an effect of letter length on lexical decision RTs for
words presented in the left visual field (LVF), but not for words presented centrally or in
the right visual field (RVF), indicating that the differential effects of length in the LVF

and RVF for lexical decision do not reduce to differences in N.

Effects of letter length on visual word recognition do not appear, therefore, to
reduce completely to effects of N, but variation in orthographic N could still contribute
to the pattern of results seen in the present experiments. For that to be a factor, the effect
of N on naming latencies should be greater for words than nonwords, greater for high
than low frequency words, and greater for words in the LVF than the RVF. Somewhat
surprisingly (given the large amount of research devoted to effects of N on word
recognition), there appears to be only one study that has compared the effects of N on
naming latencies for words and nonwords. That study (Perea & Carreiras, 1998) found
similar effects of N on naming speeds for Spanish words and nonwords which is not the
pattern we would expect if variation in N contributes to the length by lexicality
interaction. On the other hand, Andrews (1989; 1992) found larger effects of N on
naming latencies for low than high frequency words which mirrors the larger effects of
length for low than high frequency words. Evidence for parallel effects of N and length
in the two visual fields was presented by Lavidor and Ellis (2002) who found larger
effects of neighbourhood size in the LVF than the RVF (though in lexical decision
rather than word naming). Further research is needed to clarify the relationship between
the effects of length and N, particularly with regard to Perea and Carreiras’s (1996)
report of comparable effects of N on word and nonword naming in Spanish. The

findings for high vs. low frequency words and LVF vs. RVF presentations are more
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compatible with the notion that length and N have similar but independent effects on

word and nonword naming.

2.5.4 Retention versus decay of lexical representations

In the present Experiment 3, naming RTs increased between the end of the first
testing session and the start of the second session 7 days later. But after just two or three
presentations in that second session, RTs had decreased back to the level seen at the end
of the first session and the convergence of RTs to shorter and longer nonwords was
virtually achieved. A similar result was obtained by Salasoo et al. (1985) who found that
in the earlier blocks of training, recognition thresholds increased between the end of one
session and the start of the next, but to a level below that seen at the start of the previous
session. With further presentations, thresholds fell until they eventually asymptoted.
Taken together, these observations suggest that in the absence of exposure to the novel
words, representations may undergo a small amount of decay or forgetting between the
end of one session and the start of the next, combined with a considerable degree of
retention that allows the representations to strengthen further after just a few

presentations.

The DRC model of Coltheart et al. (2001) does not learn through experience;
neither does it forget. It can be programmed to simulate different degrees of learning,
but lacks the ability to create new lexical entries in response to training and there is
nothing in the DRC model analogous to loss of representational integrity through decay
or interference. Participants in the present Experiment 3 will not have encountered the
trained nonwords in the interval between the end of the first training session on day 1
and the start of the second session on day 7. They will, however, have encountered a
great many familiar words, creating the circumstances under which experience with
those words could have interfered with the newly-established representations of the
experimental nonwords. That could account for the decline in performance between
sessions that is visible in the results of the present Experiment 3 and also in the results
of Salasoo et al. (1985).
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Loss of representational integrity as a result of interference from other words
might also account for finding that length effects are greater for low- than high-
frequency words. High- frequency words like bed or cut are likely to be encountered
often enough to resist interference from other words. In contrast, low-frequency words
like wig or grid may only be encountered in written form a few times a year.
Interference from other words may disrupt their representations sufficiently to allow

length effects to appear.

By their very nature, frequency effects imply that regular encounters with words
makes representations more efficient and capable of being activated more rapidly. Set
against that we have evidence that representations created as the result of relatively few
encounters with a new word can survive over long periods when they are not activated
(e.g., Salasoo et al., 1985, and the present Experiment 3). What might prevent the
representations of novel words that are not regularly refreshed by additional encounters
from suffering catastrophic interference and loss? One possible mechanism is provided
by the "complementary learning systems” approach to learning presented by
McClelland, McNaughton, and O'Reilly (1995) and applied to word learning by Davis
and Gaskell (2009). The complementary learning systems approach proposes that when
new connections must be created between representations in different parts of the brain
(e.g., the orthographic and phonological representations of novel words), the
hippocampus and associated cortex is initially involved in building those connections.
Over time, and as a result of consolidation processes that may be facilitated by sleep
(e.g. Tamminen, Payne, Stickgold, Wamsley, & Gaskell, 2010), those connections are
established at a purely cortical level, freeing the hippocampus for new learning.
O’Reilly, Bhattacharyya, Howard, and Ketz (2011) suggested that consolidation and
transfer of information to the cortex helps protect against interference. A hallmark of the
transfer from hippocampal to cortical connections is the emergence of competition
effects between newly-learned words and established vocabulary (e.g. Henderson,
Weighall, Brown, & Gaskell, 2013). If so, then under the conditions of the present
experiments, competition between novel written words and established words in the

lexicon of the sort reported by Bowers et al. (2005) should be observed after a period of
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consolidation (e.g., session 2 of the present Experiment 3), but not within the initial

learning session.

2.6 Conclusions

The three experiments reported here found that repeatedly presenting novel
words (nonwords) to be read aloud as quickly as possible results in a reduction of
naming latencies and a decrease in the impact of length. The dual-route approach
attributes faster naming and parallelisation of processing to word-specific learning
within the lexical system. The increased fluency of naming that accompanies learning
may itself contribute to the facilitation of naming through blocking (list context) effects,
but Experiment 2 shows that such effects cannot account for the full facilitation of

naming speeds or the convergence of RTs to shorter and longer items.

The results of all three experiments suggest that an average of four to six
exposures to a novel word is sufficient for skilled readers to create lexical
representations which capture the process of word naming. That estimate of the number
of exposures required for the establishment of lexical representations agrees with
previous studies of visual word learning in both children and adults (Ehri & Saltmarsh,
1995; Feustel, Shiffrin, & Salasoo, 1983a; Hershenson & Haber, 1965; Hogaboam &
Perfetti, 1978; Maloney et al., 2009; Manis, 1985; Reitsma, 1983; Salasoo et al., 1985;
Share, 1999; Solomon & Postman, 1952). Once established, the novel lexical
representations prove to be remarkably resistant to decay or interference, even when

they are not refreshed by further exposures to the novel words.

There are, as always, issues remaining to be resolved, one of which is the extent
to which differences in neighbourhood density between shorter and longer nonwords
contribute to the effects observed here and elsewhere. Yet, the paradigm developed here
has considerable potential as a tool for investigating visual word learning. One
application would be to study word learning in different groups of readers (e.g.,
dyslexics or second language learners whose first language is or is not alphabetic, see
Chapters 5 and 6). By varying the nature of the training provided to participants, it

should also be possible to investigate the relative contributions of orthographic and
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phonological learning to the effects observed here (cf. Hogaboam & Perfetti, 1978;
Maloney et al., 2009; McKay, Davis, Savage, & Castles, 2008; Reitsma, 1983; see
Chapter 3), and the possible additional impact of associating meanings with the novel

words, as happens in natural language learning (cf. McKague, Pratt, & Johnston, 2001).
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3 The role of phonology in visual word learning

3.1 Introduction

Orthographic learning continues across the lifespan --- skilled adult readers
persist to encounter new words in both spoken and written domains, and these have to
be amalgamated into the existing lexicon without compromising the accurate and
efficient recognition of words that are already familiar (e.g. Grossberg & Stone, 1986).
Despite this fact, surprisingly little research has investigated on-going learning in the

visual word recognition system.

This chapter utilizes the learning paradigm that was introduced in Chapter 2 to
investigate orthographic learning in skilled adult readers, integrating theories of reading
development with the skilled reading literature. The ‘item-based’ account of lexical
acquisition put forward by theorists including Share (1995, 1999, 2004), Ehri (1989,
1992) and Perfetti (1992, Perfetti & Hart, 2001) is elaborated to address the role of
phonology in orthographic learning. Share’s theory of phonological recoding (print-to-
sound translation) as a lifelong self-teaching process is extended to explore the potential
role of feedback from phonology in the process of orthographic lexical acquisition of
new words --- a process that McKague et al. (2008) referred to as orthographic
recoding.

3.1.1 Lexical equality hypothesis

A fundamental prerequisite for the high level of proficiency in reading and
spelling achieved by educated adults is a well-established memory representation for
each word in one’s lexicon. This is word specific knowledge that can be segregated into
orthographic, phonological and semantic components (Perfetti, 1992). According to
Perfetti, a high-quality lexical representation is complete and accurate in all three
components with efficient links between the components. As the semantic component
has been found to only affect irregular word learning (Nation & Cocksey, 2009), the
three experiments that are included in this Chapter do not include the semantic

component.
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This efficient linkage among the three components is unlikely to be achieved in a
single encounter with a printed word. According to item-based accounts of orthographic
learning, each word item must undergo an individual process of specification, in which
the precise and integrated connections are formed. Thus, even for the skilled reader, the
orthographic lexicon may contain representations that vary in their degree of
specification (Perfetti & Hart, 2001). Perfetti defines moderately specified
representations as that skilled readers are aware of the letters that are involved in a target
word, but they are not certain of the specific position of each single letter.

According to item-based developmental theories, the mapping of orthography to
phonology is the process that supports the development of precisely and fully-specified
orthographic representations. It is the sequential processing demanded by the mapping
of orthography and phonology that assures both precision in encoding the letter
sequence and the overlapping levels of connections between orthography and phonology
(Landi, Perfetti, Bolger, Dunlap, & Foorman, 2006). In favour of item-based accounts,
several studies demonstrate forming links between orthography and phonology helps the
development of orthographic representations for both beginning readers (Cunningham,
2006, Manis, 1985; Share 1999, 2004) and adults (Brooks, 1977; Sandak et al., 2004).

Few would disagree with the claim that building linkage between orthography
and phonology is necessary for the acquisition of orthographic knowledge of the item.
Yet, current research in the field has mainly focused on the unidirectional flow of
information from orthography to phonology which makes it insufficient to explain the
process of how establishing orthographic representations come to be as strongly
determined by phonemic factors as is conveyed by item-based theorists. Ehri (1992)
suggests that ‘Orthographic representations are paved with phonological information.’
This implies that phonological representations would inevitable be activated in the
orthographic learning process. The hypothesis tested in the present chapter is that
feedback from phonology to orthography, or orthographic recoding (McKague et al.,
2008), plays a role in the process of orthographic learning in an implicit learning

paradigm.
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3.1.2 Orthographic learning in children

Reitsma (1983, experiment 1) explored the mechanism of orthographic and
phonological learning by asking third grade primary school children to perform a lexical
decision task. In the training session, six words were introduced to each child in
association with pictures: half were fictitious animals and half were imaginary fruit.
Children had to learn to make a categorical decision upon presenting the novel words
(animal or fruit). During the training, half of the novel words were presented only in the
auditory domain (A) and half were presented visually (V) as well. As shown in Figure
3.1, it only took participants four trials in order to learn the novel words that were
presented in the visual and auditory domain. Children were able to acquire the
knowledge of the novel words that were presented phonologically, yet learning from the
visual domain was better in the first three blocks. The process of phonological word
learning in children was then further developed by Share (1995, 1999, 2004),
Cunningham et al. (2002, 2006), Ehri (1992), Kyte and Johnson (2006) (see Chapter 1).
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Figure 3.1. Mean naming latency (in seconds) for common words (C), auditorily learned
pseudowords (AV) and visually learned pseudowords (A) (taken from Manis 1985).



As mentioned in Chapter 1 (section 1.5), Ricketts, Bishop and Nation (2009)
investigated the integration of orthography and phonology by exploring whether
exposure to orthography facilitates oral vocabulary learning. Children showed robust
learning for novel spelling patterns after incidental exposure to orthography.
Furthermore, there was stronger learning for nonword-referent pairings trained with
orthography. This is consistent with previous studies that show that children are more
likely to learn phonological forms when they are presented with orthographic
information (e.g. Ehri & Wilce, 1979; Hu, 2008; Hulme et al., 2007; Reitsma, 1983).
Furthermore, the authors interpret this finding as demonstrating that learning is
improved for word representations that include orthographic, phonological, and

semantic information (Perfetti & Hart, 2002).

A similar finding is reached by Rosenthal and Ehri (2008). They asked fifth
graders to learn 10 words; for example, vibrissae (the whiskers on a cat) and tamarack (a
huge tree). In the experiment, the words were pronounced, defined, embedded in
sentences, and depicted in drawings on flash cards. Children were given several practice
trials to learn the pronunciations and meanings of the words. On each trial they were
prompted to recall either the pronunciation or the meaning of each word. In one
condition, spellings appeared on the cards during study and feedback periods but not
when children recalled the words. In the control condition, the same procedures were
followed except that students were not shown spellings. Instead, they pronounced the

words a few times.

Figure 3.2 shows the result of how well the children recalled pronunciations of
the words across learning trials when spellings had or had not been seen. Results
indicated that for both high and low level readers, their recalled accuracy in trial 5 was
30% worse in the spelling-not-seen compared to the spelling-seen condition. This
illustrated that children’s learning of the pronunciation of novel words was hindered by

not seeing the orthography of the stimuli.
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Figure 3.2. Mean number of pronunciations (10 maximum) recalled over five learning
trials by higher and lower ability fifth-grade readers in the spelling seen and spelling not
seen conditions. (taken from Rosenthal and Ehri. 2008).

3.1.3 Orthographic learning in adults

This section will focus on the process of word acquisition in adults. In
Experiment Two of Maloney et al.’s (2009) study, participants were separated into two
groups: a case decision group and a reading aloud group. In the four blocks of the case
decision task, participants were asked to verbally identify the case in which a letter
string was presented by responding ‘upper’ or ‘lower’ aloud. In the four blocks of the
reading aloud task, participants were asked to read the letter string aloud. In the fifth
block (the test block) all participants were instructed to read aloud the letter string.
Figure 3.3 shows the main result of the reading aloud group. Their result found there
was a significant Block x Letter Length interaction in the reading aloud group which
indicated that the magnitude of the letter length effect decreased significantly across
blocks.
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Figure 3.3. The naming RTs of the reading aloud group in Maloney et al. (2009).
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study.
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Figure 3.4 shows the main result of the case decision group in the Maloney et al.
(2009) study. The case decision task was chosen because the researchers claimed the
task did not require the generation of a phonological code and could provide a control
group for the reading aloud group. The result showed there was a main effect of blocks
for the case decision group, in which the case decisions were made more slowly in
Block 4 than in Block 1. The letter length effect was only significant in the by-item
analysis. There was no improvement in RTs in the case decision condition. The naming
RTs of Block 5 (reading aloud block) in the case decision group was also slower than
Block 1 of the reading aloud group. Given the result of the case decision group,
Maloney and colleagues proposed the ‘automatic’ generation of a phonological code
was not sufficient to form a lexical representation. Rather, they suggested it may be the
‘explicit’ generation of a phonological code is required in order to form represention in
the mental lexicon. Yet, there is a methodological flaw that may have blurred the result
of the study. Participants in the case decision task had to experience a switch from case
decision task to reading aloud in block 5 whereas participants in the read aloud group
did not experience any task switching. Thus, it is not certain whether the difference of
the reaction times in blocks 4 to 5 in the case decision condition was due to the training

or the task switching effect.

As mentioned in Chapter 1 (section 1.6), acknowledging that there is rapid
learning in orthographic and spoken word learning in adults, Chalmers and Burt (2008)
took a further step to understand the role of phonological encoding skills in orthographic
learning. The results showed that the provision of either phonological or semantic
information during training improved spelling recognition. A similar result was obtained
and extended by Nelson, Balass, and Perfetti (2005), Taylor, Plunkett, and Nation
(2011), and Sandak et al. (2004). There is a key point of Chalmers and Burt (2008)
study. It is true that the combined (phonological learning + orthographic learning) is
significantly better than the condition that was solely trained on the orthography of the
novel words (counting the consonant that’s in a novel word), but just by training
participants on orthography of the word is significant enough to promote word learning.

Spelling recognition accuracy in the orthography condition was 73% versus 81% in
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comparison to the combined learning condition. As Chalmers and Burt (2008)
suggested, ‘It was important for the assessment of encoding effects that participants
were not informed about the nature of the subsequent test. Participants expecting a
spelling test on the items may have changed their encoding strategies.” This is the main
reason that Experiment 4, 5 and 6 below were specially designed in a way that
participants were not aware that they were going to see new filler items in the final

block while they were in the learning phase.

Chalmers and Burt (2008) study has implications for the nature of orthographic
learning and the individual skills that support it. First, in terms of encoding information
and strategies, the results reinforce the importance of relating orthography to phonology
when learning to spell new words. In this respect, the study is consistent with the results
of training studies in children that have found beneficial effects of item pronunciation
during study (e.g. Kyte & Johnson, 2006). In line with the self-teaching hypothesis, it
appears that linking phonology to orthography facilitates attention to and retention of an

unfamiliar word’s letter sequence (Share, 2004).

Secondly, the result of Chalmers and Burt (2008) also supports the notion that
phonological encoding skills play a role in orthographic learning in adults. In the
developmental literature, it is commonly held that phonological coding is important
early in reading but not when reading becomes highly fluent (e.g. in older children and
adults, Frith, 1986). Dual process theory holds there are two independent processes for
reading single words: an indirect process which relies on grapheme-phoneme-
correspondence rules and a quicker direct process which accesses word-specific
knowledge from orthography. Normal readers are able to use both processes, but normal
development is seen as a progression from an early reliance on the slower indirect
process, which requires phonological coding, to later reliance on the direct process.
Pennington, Lefly, Van Orden, Bookman, and Smith (1987) have referred this
assumption as ‘the phonological bypass hypothesis’ since it assumes phonological
coding is eventually bypassed in normal reading development. Pennington et al (1987)

had disputed several predictions that they derived from it. For instance, they
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demonstrated that the phonological coding skill also predicts huge amount of variances
in adults’ reading measures. The results of Chalmers and Burt (2008), together with
those of Sandak et al. (2004), challenge this view by providing evidence that
phonological coding may play an important role in orthographic learning in adults. In
sum, although adults may show in orthographic learning more sophisticated knowledge
about English orthography and morphology than children do, there is little reason to
suppose that the processes of orthographic learning are fundamentally different in early
readers and adults.

Recognizing that the role of phonology is salient in word learning, McKague et
al. (2008) explored whether a briefly formed orthographic representations of the novel
words would be activated when participants received phonological training. Eight-four
participants (42 in each condition) were separated into oral (n = 44) and visual (n = 40)
instantiation training groups. In the oral instantiation training conditions, participants
learned 32 rare English words by watching a video of a narrator talking about them on
the computer screen. In the visual instantiation training, the procedure was identical to
the oral instantiation training except that participants read each of the passages silently.
The participants in both the oral and visual instantiation conditions completed a visual
lexical decision task at the end of the instantiation training session. Participants had to
indicate whether the stimuli were words (including the instantiated words) or nonsense
words. Each trial of the visual lexical decision task commenced with the display of the
lower-case priming stimulus before the target stimuli was shown: 1) an identity prime
(lerse/LERSE), 2) a consonant-preserving form prime (a single vowel letter was altered,;
lorse/LERSE), 3) a vowel preserving form prime (a single consonant letter was altered,;
lerve/LERSE) and an all-letter-different control prime (spolt/LERSE). The brevity of the
prime meant that participants were rarely able to report it, and it was not open to slow
decoding or strategic influences. Thus, any facilitation produced by the prime is
assumed to reflect the fact that the prime has rapidly and automatically activated the
orthographic representation for the target word (Forster, Mohan, Hector, Kinoshita, &
Lupker, 2003).
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The result showed that orally instantiated novel words preceded by the identity
prime were recognised significantly faster than those preceded by the consonant-
preserving form prime. This meant that there was an inhibitory effect of feedback
inconsistency for orally instantiated novel words. Furthermore, orally instantiated novel
words received significantly more facilitation from consonant-preserving form primes
than from vowel-preserving form primes. The result support the notion that there is a
reciprocal bidirectional connection that forms between orthography and phonology in
the process of learning to read and write that enables skilled readers to automatically
recode novel phonological inputs into orthographic codes before printed exposure is
appealing at an intuitive level. This study had extended and replicated the study of
Johnston et al. (2004). Similar results were obtained by Rastle et al. (2011) and Burki et
al. (2012). The experiments in this chapter were not designed to investigate the feedback
consistency effect. Yet, the fact that previous literature showed the orthographic
representations were activated automatically in phonological training meant that this
chapter has to control for automatic activation of orthographic codes when participants

were in the phonological learning conditions in Experiment 6.

3.1.4 Predictors of word reading in adults

As mentioned in section 1.4 of Chapter 1, a good amount of developmental
studies illustrate that phonological skill is not only important in word learning skills in
children (e.g. Bowyer-Crane et al., 2008), but also in adults (Young et al., 2002).
Ricketts, Bishop & Nation, 2009) showed nonword reading skills (TOWRE PDE) and
word reading skills (TOWRE SWR) significantly correlated with the ability of spelling.
The result also suggested that more advanced readers showed more benefit from
orthography in the training phase. Hulme et al. (2007) obtained a similar result that
phoneme deletion is a significant predictor in nonword reading in children. As
phonological skill is not the only predictor that can explain all the variance in word
learning, more studies have now focused on other factors that are equally important in
word learning. This includes factors like vocabulary skills (e.g. Braze, Tabor,
Shankweiler, & Mencl, 2007) and rapid digit naming (RAN; Wolf, 1997).
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3.1.5 Orthographic consistency effect

As mentioned in section 1.2 of Chapter 1, the role of feedback from phonology
to orthography in visual word recognition is controversial, especially for novel words
(e.g. Peereman, Content, & Bonin, 1998). The feedback consistency effect occurs when
lexical decision or naming reaction times are slower for words whose pronunciations
can be spelled in several ways. Stone, Vanhoy, and Orden (1997) were the first study to
report an inhibitory effect of feedback inconsistency in visual word recognition using
the lexical decision task. The effect was then found in a speeded naming task as well
(Ziegler, Montant, & Jacobs, 1997). The explanation for the feedback consistency effect
is that it demonstrates automatic feedback from the activated phonological code to the

orthographic level such that potential spelling representations compete.

It is informative to note that most of the studies reporting feedback consistency
effects have utilized items of low frequency — often between 1 and 10 occurrences per
million (e.g. Stone et al., 1997; Ziegler & Ferrand, 1998; Ziegler et al., 1997). It will be
beneficial to understand whether this process could be extended to learning novel inputs.
McKague et al. (2008) suggested that the feedback consistency effect may be an
essential step for learning new items. Phonological feedback can help to refine the
perception of the orthographic code, and assures the encoding of the correct sequence of
letters is distinguishable from other possible spellings of the computed phonology.
Ventura, Morais, Pattamadilok and Kolinsky (2004) elaborated the idea that the less
precise phonological code would benefit from being grounded in the visual orthographic

code.

3.2 Experiment 4: The role of phonology in orthographic learning (within
subject design)

This chapter reports three experiments investigating the role of phonology in
visual word learning in skilled, adult readers of English. Experiment 4 represents an
extension of Maloney et al. (2009, experiment 2). All participants read aloud the novel
words in Block 1, there were two types of training after Block 1 and participants had to
read aloud novel words again in the final block. There were two types of training, hear-
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and-repeat and read aloud, all participants received both training with half the
participants going through read aloud training first before they received the hear-and-
repeat training. On the basis of developmental study (e.g. Reitsma, 1983 and McKague
et al, 2008), it is expected to see that though hear-and-repeat training would be sufficient
to build certain representation in the orthographic lexicon, there would be a greater

improvement for participants who are trained in the read aloud condition.

It is hypothesized that RTs would reduce across blocks in both conditions. Yet,
the RTs to shorter and longer items would converge more in the read aloud condition
compared to the phonological training condition. Furthermore, given that previous
studies (e.g. Weekes, 1997; Ziegler et al., 2001, and Experiment 3 of Chapter 1)
observed a significant effect of length when adult participants encountered the new
novel words for the first time, and that the naming reaction time reduced over
subsequent blocks (mainly of the long items), with a gradual speeding up of RTs. It is
expected to see that the changes in naming RTs would be more apparent in the long
items in both orthographic and phonological training conditions. The predictors that
affected orthographic and phonological word learning were also explored. Experiment 5
then investigated the role of phonology in orthographic learning in a between-subject
design while Experiment 6 minimised the activation of orthographic representations in
phonological training by utilizing two types of distractors, namely the orthographic and

non-orthographic distractors.
3.2.1 Method

3.2.1.1 Design

Experiment 4 consisted of two parts, the pre-assessment phase and the main

experiment.

3.2.1.2 Participants
Forty native speakers of English (20 male, 20 female) aged 18 — 24 (mean age =
19.88, S.D. = 1.28) took part in the experiment. All participants were undergraduate

students at the University of York who were either paid with a small payment or
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received course credit in return. They all had normal or correct-to-normal vision with no

history of reading problems.

3.2.1.3 Materials

The materials were identical to those used in Chapter 2 (Experiment 1, section
2.2.1.2), except that based on the result of the pilot testing, four sets (Sets F, G, H and I)
of nonwords (96 nonwords) which were matched on accuracy (all above 90 percent) and
on initial letters (12 different letters to make the nonwords as different as possible) were
chosen to be the experimental items. Reading speed was matched separately for 4- and
7-letter nonwords. The range, mean and standard deviation of the four- and seven- letter
experimental items from the pilot study are shown in Table 3.1. All the experimental
items of Experiment 4 are shown in Appendix 6. Sixteen additional nonwords (8 four-

letter, 8 seven-letter) were chosen for practice trails prior to the main experiment.

3.2.1.4 Auditory stimuli

Four native speakers of British English (2 male, 2 female) who were unknown to
participants recorded all the nonwords in Sets F and G (see Appendix 6). All four
speakers recorded multiple repetitions of the nonwords. Stimuli were carefully selected
in order to optimize the acoustic clarity of nonwords. Speakers were encouraged to read
the nonwords in a loud and clear voice. All the stimuli that reached optimum hearing
level were then selected with great care to gather the experimental stimulus. All
recordings were normalized to have equivalent peak sound energy and voice onset
times. The recordings were made in a sound-attenuated booth with a sensitive
microphone. Stimuli were digitized with Cool Edit 2000 (www.cooledit.com) and
trimmed to length.
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Table 3.1. Mean and standard deviation of bigram frequency, neighbourhood size and
reading speed of the four- and seven-letter nonwords from the pilot study.

Nonwords

Set F Set G Set H Set |

4-letter  7-letter 4-letter 7-letter 4-letter 7-letter 4-letter T-letter

Log bigram frequency
Mean 3.19 3.35 3.09 3.29 3.19 3.34 3.23
S.D. 0.35 0.11 0.30 0.13 0.23 0.15 0.29

Neighbor-hood size

Mean 6.08 0.08 6.58 0.08 5.67 0.17 5.25
S.D. 3.96 0.29 3.90 0.29 3.60 0.58 4,03
Phonemes

Mean 3.67 6.00 3.58 5.83 3.75 5.92 3.58
S.D. 0.49 0.74 0.67 0.58 0.45 0.79 0.51

Reading speed ( RTs in ms) from the pilot study

Mean 634 745 637 741 636 743 632

S.D. 38 77 47 53 55 71 29

Range 573 - 647 - 588 - 669 - 529 - 641 - 570 -
695 899 733 811 738 836 688

Naming accuracy in the pilot study

Mean 17.75 17.50 17.00 17.08 17.42 17.42 17.75

(max =19)

S.D. 0.97 1.67 0.79 1.16 1.16 151 1.71

Range 17-19 14-19 16-18 16-19 15-19 15-19 15-19 16-19

Note. RTs = Reaction time (naming latency) in ms; S.D. = standard deviation

3.2.1.5 Procedure
The experiment began with participants signing a consent form. Participants then
completed the 45 minutes pre-assessment phase which was followed by the main

experiment.

3.2.1.6 Pre-assessment
All participants completed measures of language ability in one session lasting

approximately 45 minutes. Tasks were administered to all participants in the same order.

3.2.1.6.1 Decoding ability
Decoding was assessed using the Sight Word Efficiency (SWE) and Phonemic
Decoding Efficiency (PDE) of the Test of Word Reading Efficiency (TOWRE,

Torgesen et al., 1999). In this test participants are asked to read a list of words and a list
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of nonwords of increasing length and difficulty as quickly as they can. Efficiency is
indexed by the number of words and nonwords decoded correctly in 45 sec. The test

provides norms for individuals aged 6 to 24 years.

3.2.1.6.2 Vocabulary ability

Vocabulary was measured using the vocabulary subtest of the Wechsler
Abbreviated Scale of Intelligence (Wechsler, 1999). This subtest is a measure of
expressive vocabulary in which participants are asked to verbally define words. The

WASI provides norms for individuals aged 6 to 89 years.

3.2.1.6.3 Rapid naming

Rapid naming was measured using the Comprehensive Test of Phonological
Processing (CTOPP, Wagner et al., 1999). The Rapid Digit Naming subtest (RDN) task
consists of a set of six digits (4, 7, 8, 5, 2, 3) that are displayed in random sequence Six
times for a total of 72 stimuli. Participants were asked to name the digits from left to

right as quickly as possible and the total time to complete the RDN task was recorded.

3.2.1.6.4 Phonological awareness

Phonological awareness was measured using the Comprehensive Test of
Phonological Processing (CTOPP). One elision subtest of CTOPP was chosen in which
a single initial, medial or final phoneme of a word must be deleted and the participant

must say what remains. (e.g., deleting the /k/ from "fixed" and responding "fist").

3.2.1.7 Main experiment

Experiment 4 consisted of three parts, the first naming test, the learning phase
and the second naming test. The learning phase involved visual training on one set of
nonwords (reading aloud) and phonological training on another set (hear-and-repeat).
The order of the two forms of training was counterbalanced across participants.
Participants began by reading aloud Sets F, G and H (72 nonwords) which were
randomly interleaved in the first naming test. Participants then moved on to the learning
phase. Training was given on two of the sets (F and G). Half the participants received 8
training blocks in which they read aloud one of the two training sets then 8 training

blocks in which they heard and repeated the other training set. The remaining
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participants received 8 blocks of hear-and-repeat training followed by 8 blocks of
reading aloud training. Sets F and G were assigned to visual or phonological training
and to first or second training in a counterbalanced way. At the end of training,
participants performed the second naming test in which they read aloud interleaved Sets
F, G and I. Table 3.2 illustrates the design of the experiment. All of the stimulus of Sets
F, G, H, and I are shown in Appendix 6.

Table 3.2. lllustration of the distribution of training and test sessions.

Participants Test 1 Training Test 2
group (block 1) (blocks 2-9) (block 10)
1 read Set F,
repeat Set G
2 read aloud repeat Set G, read aloud
F,G&H read Set F F,G, &l
3 read Set G,
repeat Set F
4 repeat Set F,
read Set G

3.2.1.7.1 First naming test (Block 1)

The participants were tested individually. They were seated approximately 60
cm from the monitor. They wore a set of headphones with a high sensitivity microphone
attached. The microphone was linked to a voice key that detected vocal input.
Participants were instructed to pronounce the nonwords clearly, and as quickly and
accurately as possible, without coughs or hesitations. Before the experimental session,
there was a practice session in which 16 items were shown for participants to become
familiar with the experimental procedure. It also gave the experimenter the opportunity

to adjust the microphone, if necessary.

Nonwords from Sets F, G, and H were presented, and reaction times recorded,
using the E-prime software system version 1 (Schneider, Eschman, & Zuccolotto, 2002).
On each trial, a black fixation cross appeared in the centre of the screen for 1000 ms.
The fixation cross was followed by a nonword displayed in lower case Times New

Roman font point 18, which was presented for 2000 ms. Participants were asked to
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pronounce the nonword as quickly and accurately as possible once they saw the
nonword appeared on screen. After the presentation of the nonword, a blank screen was
shown for 1000 ms. Subsequently the next trial started. No feedback was given. The
test assistant marked the accuracy of each response (right, wrong, or invalid if the voice

key had been triggered by another sound).

3.2.1.7.2 Training (Block 2 —9)

After the first naming task (Block 1), half of participants were then trained on
the orthography of either Set F or G by reading the stimuli aloud, they were then trained
on the phonology of the remaining set by hearing and repeating the stimuli. The
remaining participants received 8 blocks of hear-and-repeat training followed by 8
blocks of reading aloud training. All stimuli in the training phase were shown in

Powerpoint. No RTs were recorded.

3.2.1.7.3 Hear-and-repeat training

Participants were trained on the phonology of either set F or G. On each trial a
fixation cross appeared in the centre of the computer screen for 1000 ms, then one of the
spoken stimulus items was presented at a comfortable listening level over a professional
quality earphone for 5000 ms along with the presentation of ‘XXXX’ or ‘XXXXXXX’
in the centre of the screen depending on the length of the stimuli. Participants then
repeated the item they just heard. After the verbal presentation of the nonword, a blank
screen was shown for 1000 ms. There were eight blocks in the hear-and-repeat training
in which participants heard the 24 nonwords eight times. The order of nonwords was
pseudo-randomized across blocks and the order of blocks was fixed between
participants. The experimenter sat at the opposite side of the room to monitor the
accuracy of nonwords repetition. Fourteen nonwords (7 four-letter, 7 seven-letter) were

chosen for practice trials prior to the main experiment.

3.2.1.7.4 Reading aloud training

Participants were trained on the orthography of the set by reading the nonword
aloud as quickly and accurately as possible once the nonword appeared on screen. The
procedure of read aloud training is exactly the same as the first naming task. There were

eight blocks in the reading aloud training in which participants read the 24 nonwords for
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eight times. The order of nonwords was pseudo-randomized across blocks and the order
of blocks was fixed between participants. The experimenter sat at the opposite side of
the room to monitor the accuracy of nonwords repetition. Fourteen nonwords (7 four-

letter, 7 seven-letter) were chosen for practice trials prior to the main experiment.

3.2.1.7.5 Second naming test (Block 10)
After being trained for 8 blocks, participants were asked to name Sets F, G and I.

The random order procedure was exactly the same as the first naming task.
3.2.2 Result

3.2.2.1 Data trimming

Only RTs for correct responses were analysed. Naming errors, hesitations and
failures to activate the voice key were removed from the analysis along with RTs less
than 100 ms or longer than 2.5 SDs above the mean (defined separately for each
participant in each block and for each length after removal of the very short RTs).
Naming errors, hesitations and failures to activate the voice key occurred on 40 trials
(0.7% of the total). An additional 60 RTs were removed at the stage of RT trimming
(1.0%), leaving 5660 RTs for analysis (98.3% of the total).

Table 3.3 shows the percent and RT results for correct, trimmed responses.
Accuracy never fell below 96% correct for any stimulus type in any block of trials. For
that reason, the statistical analysis will be confined to the RT data. RT data were
analysed by participants. Full details of the statistical analyses are presented in
Appendix 6 where effect sizes are reported in terms of the partial eta squared statistic

2 . . .
(7p). The main outcomes will be summarised here.

3.2.2.2 Reading accuracy

The non-parametric Wilcoxon test was adopted to compare the effect of Length
between groups as accuracy was found to violate the assumption of normality
(Kolmogorov-Smirmov test of normality, p < .05). Accuracy was generally very high
(98.3% correct overall). Ceiling effects meant that there was no significant difference
between accuracy for 4- and 7-letter nonwords, W(40) = 154.00, Z = 0.522, p = .601,
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and no overall difference in accuracy between block 1 and 10, W(40) = 203.00, Z =
1.597, p = .110. Figure 3.5 shows the mean accuracy for each block in both orthographic
and phonological training conditions. Table 3.3 shows the percent and RT results for

correct, trimmed responses.
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Figure 3.5. The accuracy of naming 4- and 7-letter nonwords in Blocks 1 and 10 in the
visual and phonological training conditions. Error bars show 95% confidence intervals.

3.2.2.3 Naming latencies (RTSs)

Figure 3.6 shows the pattern of RTs for correct, trimmed responses across blocks
for visual and phonological trained condition. Inspection of Figure 3.6 indicates that
naming latencies were faster in the visual compared to the phonological trained
condition. At the start of the experiment, both groups were slower to read 7-letter
nonwords aloud than 4-letter. The difference in naming RTs for shorter and longer
nonwords reduced with training, but the RTs for shorter and longer items converged
more in the visual trained than the phonological trained condition in block 10. The effect
of training was also more apparent in the long than short items. Those indications were
explored in a series of statistical tests reported in Appendix 2. Separate analysis with

Sets and Order were included in ANOVA as a covariate, as none of the main effects and
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interaction of Sets and Order was significant, the result session will focus on the

analysis without Sets and Order.

The fillers Sets H and | were matched to the training Sets F and G based on
naming latency and accuracy in the pilot study, however, Sets H and | were not
counterbalanced in the experiment. The naming latency and accuracy data for those sets
will be stated in this chapter but will not be analysed statistically. The aim of including
these sets was to see if naming latency changed simply through practice on the task. The
result for Sets H and | will be commented briefly but this question will be addressed in

Experiment 5 where untrained sets were used in a fully counterbalanced design.

3.2.2.3.1 Trained items

The first set of analyses of the RT data were ANOVASs on trained items
conducted by-participants on the data with Groups, Blocks, and Length as factors. There
were significant main effects of Blocks (faster overall RTs on block 10 than block 1),
and Length (faster overall RTs to 4- than 7-letter nonwords). The significant interaction
of Blocks and Group reflected the fact that although the naming RTs were similar in
both visual and phonological trained group in Block 1, the naming RTs was faster in the
visual trained group in Block 10. The significant interaction of Blocks and Length
reflected the length effect was larger in Block 1 than 10. The three-way interaction of
Test, Group and Length was marginally significant (p = .082), supporting the trend
shown in Figure 3.6 that the visual training exhibited greater improvement in learning
compared to the phonological training condition. The results were explored further by
means of separate analyses of ANOVA and t-test of 4- and 7-letter nonwords in Block 1
and 10.
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Table 3.3. Mean latencies of correct, trimmed responses, standard deviation (S.D.), and
percent correct responses for 4- and 7-letter nonwords in Session 1 and 2 in Experiment 4.

Test 1 2

Blocks 1 10

Visual training
4-letter nonwords

Mean RT 530 506
S.D. 101.6 93.0
% correct 100.0 99.1
7-letter nonwords
Mean RT 640 546
S.D. 143.6 112.9
% correct 97.9 99.1

Phonological training
4-letter nonwords

Mean RT 529 518
S.D. 102.7 99.6
% correct 99.0 98.3
7-letter nonwords
Mean RT 624 566
S.D. 142 .4 113.1
% correct 97.9 98.7
Set H
4-letter nonwords
Mean RT 535
S.D. 104.2
% correct 98.3
7-letter nonwords
Mean RT 637
S.D. 141.5
% correct 98.8
Set |
4-letter nonwords
Mean RT 515
S.D. 99.3
% correct 98.1
7-letter nonwords
Mean RT 618
S.D. 141.4
% correct 95.9

Note. RT = Reaction time (naming latency) in ms; S.D. = standard deviation
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Figure 3.6. The naming reaction time (RTs) for 4- and 7-letter nonwords in Blocks 1 and
10 in visual and phonological training conditions of Experiment 4. Error bars show 95%
confidence intervals.

3.2.2.3.2 4-letter

The RT data for 4-letter was analysed with Blocks and Groups as factors. The
main effect of Blocks was not significant. The interaction of Blocks and Groups was
only marginally significant. The interactions were analysed further by means of separate
t-test analyses of RTs for 4-letter items in Block 1 and 10. Bonferroni-corrected t-tests
(cc = .01) found no significant difference for visual and phonological trained 4-letter

nonwords naming RTs in blocks 1 and 10.

3.2.2.3.3 T7-letter

The next analysis focused on performance in 7-letter nonwords with factors once
again of Blocks and Groups. The main effect of Blocks (faster naming RTs in Block 10
than 1) was significant. The interaction of Blocks and Groups was also significant,
reflecting the visual trained condition showed a bigger improvement compared to the

phonological trained condition. The interactions were analysed further by means of
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separate t-test analyses of RTs for 7-letter items in Block 1 and 10. Bonferroni-corrected
t-tests (ec = .01) found a significant difference for 7-letter items in both visual and
phonological trained condition in Block 1 and 10. Bonferroni-corrected t-tests (oc = .01)
also found a significant difference of visual and phonological trained 7-letter items in
Block 10.

3.2.3 Predictors of initial nonword reading speed and novel word learning

The final set of analyses brought together performance on the test battery with
two aspect of their naming latency data: a) RTs to 7-letter nonwords in block 1 of day 1
as a measure of nonlexical reading skill and b) the change in RTs to 7-letter nonwords
from block 1 to block 10 on day 1 as a measure of novel word learning in visual and

phonological training.

The number of predictor variables was reduced before the regression analyses
were run, and some of the variables were transformed to improve the normality of their
distributions. There were high correlations among the two word and nonword reading
test (rs = .54, p < .01). A Literacy composite score was calculated for each participant
by standardizing and summing the sub-test scores from the TOWRE Sight Word
Efficiency (SWE), and Phonemic Decoding Efficiency (PDE).

Univariate normality was tested for each predictor and the dependent variables
(RTs to 7-letter nonwords in blocks 1 and 10 of day 1). Sight Word Efficiency,
Phonemic Decoding Efficiency, Phonological awareness, and Rapid Digit Naming were
found to violate the assumption of normality (Kolmogorov-Smirmov test of normality, p
< .05). Distributions approximated normality most closely when the Literacy composite
score and Phonological awareness were reverse then square root transformed. Sight
word efficiency and Rapid digit naming were log transformed. Phonemic Decoding

Efficiency was square root transformed. RTs were log transformed to reduce skew.

Table 3.4 shows the correlations among the final predictor variables; also
between the predictor variables and RTs to 7-letter nonwords in block 1 of day 1. There
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were significant correlations among all the predictor variables. All of the predictors
except vocabulary correlated significantly with RT, with Phonemic Decoding Efficiency
showing the highest correlation, followed by Literacy, Phonological awareness, Sight
word efficiency and Rapid digit naming. Multicollinearity among the predictor
variables was assessed using the variance inflation factor (VIF). VIF scores of less than
4 indicate that the result will not significantly influence the stability of the parameter
estimates (Myers, 1990; Olague, Etzkorn, Gholston, Quattlebaum, 2007). VIF scores for
the predictor variables ranged between 1.03 and 1.72.

Table 3.4. Correlations among the predictor variables, and between the predictor variables
and naming RTs for 7-letter nonwords in block 1 of day 1.

1 2 3 4 5
Variable Vocab Literacy Phon RDN RT
1. Vocabulary -
2. Literacy composite -.138 -
3. Phonological Awareness -422" 4277 -
4. Rapid Digit Naming 018 -.583" -267 -
5. Block 1, 7-letter RTs -259 5837 5317 -365" -

Note. *p < .05, **p < .01. Note that Phonological awareness and Literacy composite score was
reverse then square root transformed. Rapid Digit Naming and Sight Word Efficiency were log
transformed. Phonemic Decoding Efficiency was square root transformed. RTs were log
transformed to reduce skew.

Linear mixed effects modelling was used to explore the ability of VVocabulary,
Literacy, Phonological awareness, and Rapid digit naming to predict initial nonword
reading speed and novel word learning. Linear mixed effects (LME) methods analyse all
the available data and do not rely on averaging across participants or across items. It
allows differences in the baseline performance among participants and items (random
effects) to be separated from the effects of the predictor variables (fixed effects) (Baayen,
2008; Bates et al, 2007; Jones et al., 2008). The analyses were conducted in R using the
Ime4 (Bates, Maechler, & Bolker, 2012) and languageR (Baayen, 2009) packages.
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3.2.3.1 Predicting initial nonword reading speed

The contribution of each predictor variable to predicting RTs for 7-letter
nonwords presented in block 1 of day 1 was evaluated by using likelihood ratio tests to
compare models that contained all the fixed and random effects with a sequence of
models in which the different predictor variables were removed one at a time. These
analyses showed that Literacy, »°(8) = 7.64, p < .01; # = 0.02, t = 2.90, p < .01, and
Phonological awareness, y*(8) = 3.96, p < .05; # = 0.06, t = 2.04, p < .05, made a
significant independent contribution to predicting nonword naming speed. In contrast,
Vocabulary, ¥*(8) = 0.29, p = .592, and Rapid digit naming, x*(8) = 1.00, p = .999, made
no independent contributions. A similar pattern of results (prediction of initial naming
RTs by Phonemic decoding efficiency, »*(9) = 10.87, p < .01; # = -0.12, t = -3.54, p <
.01, and Phonological awareness, »*(9) = 3.60, p = .058; # = 0.05, t = 1.94, p = .059), but
not Sight word efficiency, »*(9) = 3.41, p = .122, was obtained when the data was
analysed with Literacy replaced by Sight word efficiency and Phonemic decoding

efficiency.

3.2.3.2 Predicting learning

Visual and phonological word learning was assessed in terms of the change in
naming RTs for 7-letter nonwords between blocks 1 and 10 of day 1. RTs from both
blocks were entered into the analysis separately for visual and phonological training. A
categorical variable of Time was created to reflect the change in RTs between blocks 1
and 10. A set of predictor variables were then created which were the interactions
between Time and Vocabulary, Literacy, Phonological awareness and Rapid digit
naming. This makes it possible to evaluate the contribution of each independent variable
to predict change in naming RTs to the 7-letter nonwords across blocks independently
for visual and phonological training (Field, 2012; Shek & Ma, 2011). A categorical
variable of Order was also included in order to take into account that half of the

participants have visual training before receiving phonological training.

3.2.3.3 Visual training
The effect of the categorical variable of Time was significant, ;8(10) =104.76, p
< .001, reflecting the reduction in RTs from block 1 to block 10. The effects of the
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interactions of Time with Vocabulary, y*(14) = 12.32, p < .001; 8 = 0.004, t = 3.52, p <
.001, and Time with Rapid Digit Naming, y*(14) = 4.17, p < .05; 8= 0.16, t = 2.05, p <
.05, were significant. The interactions of Time with Literacy, y*(14) = 0.01, p = .941,
and Phonological awareness, x*(14) = 0.49, p = .484, made no independent contributions
to predicting RTs change across blocks in visual training. A similar pattern of results
(prediction of RTs change by Vocabulary, »*(16) = 11.29, p < .001; 4 = 0.004, t = 3.37,
p < .001, and Rapid digit naming, *(16) = 4.52, p < .05; # = 0.18, t = 2.13, p < .05) was
obtained when the data was analysed with Literacy replaced by Sight word efficiency

and Phonemic decoding efficiency.

3.2.3.4 Phonological training

The effect of the categorical variable of Time was significant, x°(10) = 39.05, p <
.001, reflecting the reduction in RTs from block 1 to block 10. The effects of the
interactions of Time with Vocabulary, y*(14) = 23.33, p < .001; # = 0.005, t = 4.86, p <
.001, was significant. The interactions of Time with Rapid digit naming, ¥*(14) = 0.09, p
= 759, Literacy, ¥*(14) = 0.23, p = .634 and Phonological awareness, y*(14) = 0.39, p =
533, made no independent contributions to predicting RTs change across blocks in
phonological training. A similar pattern of results (prediction of RTs change by
Vocabulary, *(16) = 19.14, p < .001; £ = 0.005, t = 4.40, p < .001) was obtained when
the data were analysed with Literacy replaced by Sight word efficiency and Phonemic

decoding efficiency.

3.2.4 Discussion

Similar to the results of Chapter 2, pre-selection of the items for Experiment 4 on
the basis of the pilot study meant that accuracy of reading the nonwords was high in
both orthographic and phonological training conditions. Ceiling effects meant that there

was no detectable influence of length or blocks on accuracy.

Though a different set of nonwords was used in this experiment compared to
those in Chapter 2, the pattern of result was quite similar to that in Experiment 3 of
Chapter 2. Naming latencies to nonwords seen for the very first time in block 1 were

530 ms for 4-letter nonwords and 632 ms for 7-letter nonwords (the average mean of
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both training conditions). This is in line with the literature of the length effect in

nonwords naming in English (Weekes, 1997; Ziegler et al., 2001).

In both orthographic and phonological training conditions, RTs became shorter
across blocks as the nonwords became familiar. This result was more apparent for the 7-
letter nonwords. Mean RTs for 4-letter nonwords reduced by a non-significant 24 ms
across the 10 blocks of orthographic training while the mean RTs for 7-letter nonwords
reduced by 94 ms. Mean RTs for 4-letter nonwords reduced by 11 ms across the 10
blocks of phonological training while the mean RTs for 7-letter nonwords reduced by 58
ms. The convergence of RTs to short and long nonwords is shown in both training
conditions in Figure 3.6. In accordance to the ‘lexical quality hypothesis’, learning was
better in the orthographic training conditions which participants had the benefit of
receiving training on both the orthography and the phonology of the stimuli. Yet, the
fact that the convergence of RTs to shorter and longer nonwords was also shown in the
phonological training condition implies that training the phonology of the new words is
sufficient to build representations in adults’ mental lexicons. This is in line with
previous developmental (Reitsma, 1983) and adult literature (Chalmers and Burt, 2008;
Sandak et al., 2004) that as phonology is an essential part of learning new words,
training the phonology of new words is sufficient to help participants to build

representations in the mental lexicon.

Linear mixed effects modelling found that Literacy (composite score of TOWRE
SWE and PDE) and phonological awareness made a significant contribution to
predicting 7-letter nonwords naming speed in block 1 even when vocabulary and rapid
digit naming were taken into account. PDE and phonological awareness were still the
significant predictors of nonword reading speed even when Literacy was replaced by
SWE and PDE. This result is consistent with the developmental (e.g. Bowyer-Crane et
al, 2008; Muter et al., 2004; Ricketts et al., 2009) and adult (Young et al., 2002) studies
showing that phonological skills is still a crucial factor that affect the speed of reading
nonwords when children proceeds to their adulthood. This finding is also in line with
Chalmers and Burt (2008), Sandak et al. (2004) and Pennington et al. (1987) that it
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challenges the ‘phonological bypass hypothesis’ as it illustrates that phonological

encoding skills still play an essential role in nonword reading in adults.

As reported by Braze et al. (2007), and Nation and Snowling (2004), expressive
vocabulary is a significant predictor of the change in naming RTs for 7-letter nonwords
between block 1 and 10 of day 1 in both orthographic and phonological training
conditions even when literacy and phonological awareness were taken into account. The
result extends Ouellette’s (2006) finding that vocabulary depth/expressive vocabulary is
not only related to reading comprehension but also affect how well participants can

build representations in the mental lexicon.

Savage et al.’s (2005) regression analysis revealed that the significant predictor
of reading rate, which is based on the number of words read per minute, was digit
naming speed rather than picture naming speed. Even after further controlling reading
accuracy, digit naming was a significant predictor of reading rate whereas phonological
awareness tasks predicted reading accuracy and comprehension. In Experiment 4, rapid
digit naming only contributed to the variance in the change of naming RTs for 7-letter
nonwords between block 1 and 10 of day 1 in the orthographic, but not the phonological
training condition. Consistent with Pennington and Lefly (2001) and Young and Bowers
(1995), the current study also demonstrated that RAN and phonological awareness
predict different aspects of reading ability. As mentioned in section 1.4.2 of Chapter 1,
the significant contribution of RAN to visual word learning may be due to the visual
stimuli in the task (in this experiment it is the digits, e.g. 8) have to be mapped rapidly to
their names (i.e., eight). This process is particularly similar to the procedure in the
orthographic training condition in this experiment which participants have to map the
orthography of a nonword to its phonology. This may imply that participants with better
rapid digit naming skills have a better lexical access to both the orthographic input
lexicon and phonological output lexicon which may contribute to the efficient
orthographic learning. The mechanism of how phonological skill, vocabulary and RAN
ability supports word learning will be further discussed in the General Discussion
(section 3.5).
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3.3 Experiment 5: The role of phonology in orthographic learning (between
subject design)

Previous studies have found the training that participants received in task 1 may
contribute to the cross-task correlation that may affect their performance in task 2
(Lovett, Daily, & Reder, 2000). This implies that half of the participants in Experiment
4 may tend to activate orthographic codes in the phonological training condition after
being trained in the orthographic training conditions for 9 blocks. In order to control for
this cross-task correlation, Experiment 5 adopted a between-subject design in which
participants are trained either in the orthographic or in the phonological learning

condition.

Experiment 5 also tries to demonstrate that the learning effect that was observed in
Experiment 4 was not due to a specific set. Three sets of nonwords (G, H, and I; same
items in the equivalent sets in Experiment 4) were adopted, with each set containing 12
4-letter and 12 7-letter items (as in Experiment 4). Each participant received one set of
nonwords in all 10 blocks of the experiment, with a second set shown in block 1 only
and a third set shown in block 10 only. As the order of sets was counterbalanced across
participants, the question of interest is whether the learning effect in both the
orthographic and phonological training condition will be greater than the general

improvement that is obtained from the untrained sets.
3.3.1 Method

3.3.1.1 Participants

Forty-eight native speakers of English (24 male, 24 female) aged 18 — 26 (mean
age = 19.46, S.D. = 1.68) took part in the experiment. All participants were
undergraduate students at University of York who were either paid with a small
payment or received course credit in return. They all had normal or correct-to-normal

vision with no history of reading problems.
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3.3.1.2 Materials
The materials were identical to those used in Experiment 4, except that only Sets
G, H and I were used in this experiment. All the experimental items for Experiment 5

are shown in Appendix 6.

3.3.1.2.1 Auditory stimuli
Two native speakers (different from Experiment 4) of British English (1 male, 1
female) who were unknown to participants recorded all the nonwords in Sets G, H, and |

(see Appendix 6). Other settings of the auditory stimuli were identical to Experiment 4.

3.3.1.3 Procedure

Both reaction time (RTs) and accuracy were measured for the experiment. The
session began with participants signing a consent form. The main experiment consisted
of three parts, the first naming test, the learning phase and the second naming test. The
learning phase involved participants either having visual training on one set of nonwords
(reading aloud) or phonological training on another set (hear and repeat). Participants
began by reading aloud Sets G and H (48 nonwords, with set G serving as the fillers for
the first naming test.) which were randomly interleaved in the first naming test.
Participants then moved on to the learning phase. Training was given on set H.
Participants in the visual training group received 8 training blocks in which they read
aloud one of the three training sets. Participants in the phonological training group
received 8 training blocks in which they received hear-and-repeat training. At the end of
training, participants performed the second naming test in which they read aloud
interleaved Sets H, and I, with set | serving as the fillers for the second naming test.
Table 3.5 illustrates the design of the group that received visual training in the
experiment. Table 3.6 illustrates the design of the group that received phonological

training in the experiment. The order of Sets G, H, and | were fully counterbalanced.
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Table 3.5. Illustration of the distribution of training and test sessions in the group that
received visual training.

Group Block 1 Block 2 -9 Block 10

(Sets) (Set) (Sets)

1 Read aloud Read aloud Read aloud
G+H H H+1

2 Read aloud Read aloud Read aloud
G+I1 I I+H

3 Read aloud Read aloud Read aloud
H+G G G+1

Table 3.6. Illustration of the distribution of training and test sessions in the group that
received phonological training.

Group Block 1 Block 2 -9 Block 10

(Sets) (Set) (Sets)

1 Read aloud Hear and repeat Read aloud
G+H H H+1

2 Read aloud Hear and repeat Read aloud
G+I I I+H

3 Read aloud Hear and repeat Read aloud
H+G G G+1

3.3.2 Result

3.3.2.1 Data trimming

Only RTs for correct responses were analysed. Naming errors, hesitations and
failures to activate the voice key were removed from the analysis along with RTs less
than 100 ms or longer than 2.5 SDs above the mean (defined separately for each
participant in each block and for each length after removal of the very short RTs).
Naming errors, hesitations and failures to activate the voice key occurred on 41 trials
(0.9% of the total). An additional 65 RTs were removed at the stage of RT trimming
(1.4%), leaving 4502 RTs for analysis (97.7% of the total). Table 3.7 shows full
accuracy and RT results for correct, trimmed responses. Accuracy never fell below 95%
correct for any stimulus type in any block of trials. For that reason, the result section
will mainly focus on the statistical analysis of the RT data. RT data were analysed by

participants. Full details of the statistical analyses are presented in Appendix 2 where

effect sizes are reported in terms of the partial eta squared statistic (773. The main

outcomes will be summarized in this result section.
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3.3.2.2 Reading accuracy

Non-parametric Mann-Whitney U test was adapted to compare the effect of
Length between groups as accuracy was found to violate the assumption of normality
(Kolmogorov-Smirmov test of normality, p < .05). Accuracy was generally very high
(overall mean 97.7% correct and never below 95.1%). Ceiling effects meant that there
was no significant difference between accuracy for 4-letter nonwords, U(48) = 312.00,
Z = .589, p = .556; 7-letter nonwords, U(46) = 265.00, Z = -.537, p = .591; Block 1,
U(46) = 302.00, Z = .294, p = .769; and Block 10, U(46) = 302.00, Z = .294, p = .769,
among the two training conditions. Figure 3.7 shows the mean accuracy for the trained
and untrained items for each block in both orthographic and phonological training

conditions.

3.3.2.3 Naming latencies (RTSs)

Figure 3.8 shows the pattern of RTs for correct, trimmed responses to trained
and untrained items across blocks for orthographic and phonological learning
conditions. Inspection of Figure 3.8 indicates that naming latencies were faster in the
visual compared to the phonological learning condition. At the start of the experiment,
both groups were slower to read 7-letter nonwords aloud than 4-letter. The difference in
naming RTs for shorter and longer nonwords reduced with training, but the RTs for
shorter and longer items converged more in the visual than the phonological learning
condition in block 10. The effect of training was also more apparent in the long than
short items. Those indications were explored in a series of statistical tests reported in the
Appendix 2. The analysis of the RT data was done in two parts — first a global analysis
of RTs in trained and untrained nonwords across blocks 1 to 10 and second a separate

analysis of RTs to visual and phonological learning conditions.

121



Table 3.7. Mean latencies of correct, trimmed responses, standard deviation (S.D.), and
percent correct responses for 4- and 7-letter nonwords in block 1 and 10 in Experiment 5.

Blocks 1 10

Visual training
4-letter nonwords

Mean RT 548 494
S.D. 104.1 77.4
% correct 97.9 98.3
7-letter nonwords
Mean RT 608 504
S.D. 124.7 92.0
% correct 97.6 97.9
Visual Fillers
4-letter nonwords
Mean RT 541 492
S.D. 96.6 90.5
% correct 97.9 97.6
7-letter nonwords
Mean RT 620 570
S.D. 143.8 119.5
% correct 97.9 96.9

Phonological training
4-letter nonwords

Mean RT 538 540
S.D. 97.4 73.6
% correct 98.3 99.0
7-letter nonwords
Mean RT 611 568
S.D. 130.4 81.2
% correct 96.5 96.9
Phonological fillers
4-letter nonwords
Mean RT 550 548
S.D. 87.1 72.5
% correct 99.1 98.3
7-letter nonwords
Mean RT 607 632
S.D. 116.0 109.8
% correct 98.3 95.1

Note. RT = reaction time (naming latency); S.D. = standard deviation
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Figure 3.7. The accuracy of naming 4- and 7-letter nonwords in Blocks 1 and 10 in the
visual and phonological Trained and Baseline conditions.

3.3.2.3.1 Global analysis

The first set of analyses of the RT data were global ANOVAs conducted by-
participants on the data for both sessions with Group (visual vs phonological training),
Training (train vs filler items), Blocks (1 vs 10) and Length (4 vs 7) as factors. There
were significant main effects of Training (faster RTs for the trained than the fillers
items), Length (faster overall RTs to 4- than 7-letter nonwords), and Blocks (RTs
decreasing across blocks). The majority of the interactions were significant, including
the interactions involving Group, supporting the indications in Figure 3.8 that the pattern
of results for naming latencies was different in visual and phonological learning
conditions. The results were explored further by means of separate analyses of visual
and phonological learning conditions. The significant interaction of Group and Blocks
reflected the fact that naming RTs were faster in visual learning group in Block 10 than
Block 1. The significant interaction of Training and Length illustrated the length effect

123



was smaller in the trained than filler items. The significant interaction of Length and
Blocks showed the length effect was smaller in Block 10 than 1. The significant
interaction of Training, Length and Blocks illustrated the effect of length was smaller in
the trained items in Block 10 than 1. The significant interaction of Group, Training and
Length reflected the length effect was smaller in the trained condition of the visual
learning condition. This interaction was further investigated with separate analysis of

visual and phonological learning conditions.

3.3.2.3.2 Visual learning group

The RT data for the visual learning group was analysed with Training, Blocks
and Length as factors. There were significant main effects of Training (slower overall
RTs in the fillers than the trained items), Blocks (decrease in RTs across blocks) and
Length (faster RTs to 4- than 7-letter items). All of the interactions were significant. The
significant interaction of Training and Length showed that there was a smaller length
effect in the trained items than the filler items. The significant interaction of Training
and Blocks reflected the naming RTs of the trained items was faster in Block 10 than 1.
The significant interaction of Length and Blocks showed there was a smaller length
effect in Block 10 than Block 1. The three way interaction between Training Blocks and
Length indicates that though there was an apparent length effect in both trained and
filler items in Block 1, after receiving read-aloud training for eight blocks, there was a
greater reduction in the effect of length for the trained than the untrained nonwords in
block 10.

To further explore the aforementioned interactions, RTs in blocks 1 and 10 were
analysed separately with factors of Training (trained vs. untrained) and Length. In block
1, the main effect of Length was significant but the main effect of Training and the
Training x Length interaction were not significant (as none of the items has undergone
any training so effects of ‘Training’” would not be expected.) By block 10 the trained
items have been seen in each of the 9 previous blocks the untrained items are new. In
block 10 the main effects of Training (Naming RTs of trained items faster than
untrained items) and Length were both significant. The training x Length interaction

was also significant, reflecting the fact that the effect of length in block 10 was 78 ms
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for untrained items but only 10ms for trained items, and the difference between trained
and untrained items was 2 ms for 4-letter nonwords compared with 66 ms for 7-letter
nonwords. In Bonferroni-corrected t-test (oc = .0125) the difference between the naming
RTs between block 1 and 10 was significant for trained 4-letter items, trained 7-letter
items, untrained 4-letter items and untrained 7-letter items. This replicates the finding of
Experiment 2 in Chapter 2 that though there was some general improvement for reading
filler items in Block 10 after participants had been trained for reading aloud for 9 blocks,
the substantial reduction of the length effect could only be observed with the trained
items. (see section 2.3.2 in Chapter 2).

3.3.2.3.3 Phonological learning group

As in the visual learning group, the majority of main effects and interactions
were significant. The main effect of Training (slower overall RTs in the fillers than the
trained items), and Blocks (decrease in RTs across blocks) were significant. The
significant interaction of Training and Length illustrated there was a smaller effect of
length in the trained compared to filler items. The significant interaction between
Training and Blocks reflected that though the naming RTs of both trained and filler
items was similar in Block 1, the RTs of trained items was faster in Block 10. The
significant three-way interaction of Training, Length and Blocks reflected the fact that
RTs decreased between blocks 1 and 10 with a greater reduction in the effect of length

for the trained than the untrained nonwords.
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Figure 3.8. The naming reaction time (RTs) for 4- and 7-letter nonwords in Blocks 1 and 10 in visual and phonological training conditions
of Experiment 5. Error bars show 95% confidence intervals.

126



To further explore these interactions, RTs in blocks 1 and 10 were analysed
separately with factors of Training and Length. In block 1, the main effect of Length
was significant but the main effect of Training and the Training x Length interaction
were not significant. In block 10 the main effects of Training and Length were both
significant. The Training x Length interaction was also significant, reflecting the fact
that the effect of length in block 10 was 84 ms for untrained items but only 28 ms for
trained items, and that the difference between trained and untrained items was 8 ms
for 4-letter nonwords compared with 64 ms for 7-letter nonwords. In Bonferroni-
corrected t-test (cc = .0125) the difference between the naming RTs between block 1
and 10 was marginally significant for trained 7-letter items (p = .087), but not for

trained 4-letter, untrained 4-letter and untrained 7-letter.

3.3.3 Discussion

RTs to trained nonwords in both the orthographic and phonological training
conditions showed a similar pattern to that seen in Experiment 4, with both
conditions showing a larger reduction of length effect for the trained compared to the
fillers items. Training on the phonology of novel words had successfully built
representations in the mental lexicon, yet, orthographic training had yielded greater
improvement compared to the phonological training condition. This is evidenced by
the fact that the three-way interaction of Training, Length and Blocks was significant
in both orthographic and phonological training conditions. The result of this
experiment confirmed that learning the phonology of the novel word is still an
essential part of learning new words in adults (Chalmers and Burt, 2008; Sandak et
al., 2004). This issue will be further elaborated in the General Discussion (section
3.5).

However, there are differences between the two training conditions that were
evidenced by the interactions involving Group in the global analysis. While all the
post-hoc comparison of RTs between Block 1 and 10 in the orthographic training
condition were significant for 1) trained 4-letter, 2) trained 7-letter, 3) untrained 4-
letter and 4) untrained 7-letter (all reached p < .01), only the trained 7-letter t-test
was marginally significant (p = .087) in the phonological training condition. No

significant improvement was shown for both 4- and 7-letter fillers items in the
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phonological training condition. This demonstrates that participants showed a greater
improvement in the novel words (for both trained and filler items) in the

orthographic training condition.

The effect of training was also more apparent in the long compared to the short
items. Of note is the fact that the RTs pattern in the orthographic training condition
echoes with the result in Experiment 2 of Chapter 2. Though the RTs to the fillers
items also fell between block 1 and block 10, that reduction was not, however, as
great as for the trained nonwords and the effect of length in block 10 remained at 78
ms for the fillers items compared with 10 ms for the trained items. Given that the
improvement in the fillers items was only noticeable in the orthographic training
condition, but not the phonological training condition; this may imply that the
blocking/list context effect that was mentioned in Section 2.3.3. of Chapter 2 was

specific to visual training but not phonological training.

3.4 Experiment 6: Phonological learning with distractors

Experiment 5 showed that training the phonology of a new novel word is
sufficient to build lexical entries in the mental lexicon that can help them to
distinguish trained and non-trained words in the reading aloud task after training. Yet,
Burki et al. (2012) found orthographic activation of French novel words by using a
phonological learning task. Participants learned the auditory forms of potential
reduced variants of novel French words (e.g. /pluR/) and their semantic meaning
with pictures of novel objects over 4 days. After the fourth day of training, the
spelling of each novel word was presented once. Half the words were spelled with an
orthographic representation of the schwa (i.e., ‘e’), half were not. They then
examined whether production latencies to reduced variants whose spelling contained
an orthographic representation of the schwa were longer than production latencies to
the same novel words with no representation of schwa in the spelling. The longer
latencies observed for novel words with an internally attested cluster and an ‘e’ in
the spelling suggest that participants had stored these novel words with a schwa and
a non-schwa representation when their spellings contained an orthographic
representation of the schwa, and that these two representations compete during a

reading aloud task.
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Given that some studies (e.g. Burki et al., 2012) findings suggest that the
influence of spelling occurs because the orthographic information is automatically
and mandatorily activated on-line whenever listeners process a spoken word/novel
word and this effect happened rapidly in both direction (i.e., orthography to
phonology), Kyte and Johnson (2006) tried to compress phonological recoding while
allowing orthographic processing to occur by asking participants to say ‘LA’ from
the onset of presentation of novel words. Maloney et al. (2009) tried to minimize the
phonological processing in orthographic learning by using the case decision task in
which participants were asked to verbally identify the case in which a letter string

was presented by responding ‘upper’ or ‘lower’ aloud.

This experiment aims to attenuate orthographic activation during
phonological training by incorporating orthographic (letter strings) and non-
orthographic (pictures) distractors in the hear-and-repeat condition. There were four
conditions in this experiment, where the read aloud and hear-and-repeat conditions
were the same as those in Experiment 4 and 5, Experiment 6 included two additional
conditions, namely 1) Hear-and-repeat with orthographic distractors in which the 4-
letter strings would change every 500 ms on the screen and 4) Hear-and-repeat with
non-orthographic distractors in which facial pictures would change every 500ms on
the screen. In order to ensure that participants look at the distractors (rather than
ignoring them), a red dot appeared on the screen in 6% of the experimental session.
Participants pressed a button of a response box when it appeared. The first block of
reading aloud training in Experiment 4 and 5 had also been eliminated in Experiment
6 in order to reduce the possibility that participants use the spelling of the auditory
novel words as a strategy to learn them. As most of the training effect was observed
in the long items rather than the short items in Experiment 4 and 5, only long items

(7-letter nonwords) are used in Experiment 6.
3.4.1 Method

3.4.1.1 Design
This study is run as a between-subject design.
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3.4.1.2 Participants

One hundred and four native speakers of English (48 male, 56 female) aged
18 — 24 (mean age = 19.41, S.D. = 1.31) took part in the experiment. All participants
were undergraduate students at the University of York who were either paid with a
small payment or received course credit in return. They all had normal or correct-to-

normal vision with no history of reading problems.

3.4.1.3 Materials

Based on the result of the previous experiment, two new sets of nonwords
(Sets J and K, 30 nonwords) which were matched on accuracy (all above 92 percent)
and on initial letters (12 different letters to make the nonwords as different as
possible) were chosen from Set F, G, H and | to be the experimental items. The
range, mean and standard deviation of the seven- letter experimental items were
shown in Table 3.8. All the experimental items of Experiment 6 are shown in
Appendix 6. Twenty-five nonwords were chosen for practice trials prior to block 1

and block 9 of the main experiment.

3.4.1.3.1 Auditory stimuli

Two native speakers of British English (1 male, 1 female, different from
speakers of Experiment 4 and 5) who were unknown to participants recorded all the
nonwords in Sets J and K (see Appendix 6). Other settings of the auditory stimuli

were identical to Experiment 4.

3.4.1.3.2 Distractors

Both the Hear-and-repeat with orthographic distractors and Hear-and-repeat
with non-orthographic distractors conditions incorporate the use of distractors. The
4-letter strings distractors in the Hear-and-repeat with orthographic distractors
condition were derived from real words. For example, guab was derived from
ar/guab/ly; and ctua was derived from intelle/ctua/l. All of the stimuli for the
orthographic distractors are shown in Appendix 6. The facial picture distractors in
the Hear-and-repeat with non-orthographic distractors condition were black- and-
white pictures of unknown individuals selected from the Stirling Face Database

(http://www.pics.psych.stir.ac.uk). All faces were in a full frontal position.
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3.4.1.4 Procedure
Both reaction time (RTs) and accuracy were measured for the experiment.
The experiment began with