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Abstract

Abstract

This thesis investigates the impact of the userefjliency Selective Surfaces (FSS) when
applied to walls to improve the performance of imdavireless communications. FSS
controlled spectrum sharing is examined using atgokpoint network topology containing
two different types of users, intra-room and in@om, and considers a system with open
spectrum access where all users have equal reguktdus. This approach is used together

with FSS walls to smartly control resource assigmnmeside the building.

The FSS filter activation threshold is examinedngsa threshold value measured from
sensing interference in up to three spectrum bahdsshown how using this threshold, and
different FSS state activation strategies, canifsogmtly improve the way an indoor wireless

communications system can control its spectrumuress.

Different FSS activation strategies are explordds shown how the model where a specific
value of FSS threshold is set and used throughmws much better performance compared
to situations where the FSS is either continuatiyoo continually off. This performance can
be further improved if a more deterministic valaaused. This is achieved by using a sliding
window average assessment of performance which &msiinimize the frequency of
instantaneous FSS states changes; this meanssticgthvalue is used to determine when to
activate the FSS. The result shows that a longdmgl window tends to give a better
performance for inter-room users without signifi¢pmtecreasing the performance of intra-

room users.

An analytical model of system performance usingwa-dimensional Markov Chain is
developed. Systems with One Available Spectrum {1ASd Two Available Spectrums
(2AS) have been analysed using a state-transifittn-diagram and global equilibrium

expressions for both systems are presented.
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11 Overview

The significantly increasing demand of high data maireless communication services,
as well as the continuous growth in the applicaiad number of customers has resulted in
an increase in demand for the frequency spectrdms.i$ a limited natural resource that may

not be able to accommodate this fast paced grawtlbnsumer demand.

The way the regulator overcomes this problem iglibiding the radio spectrum into
non-overlapping small sections and assigning aifp@drequency to an individual system
by granting it license [1]. In this current speatruegime, the regulator takes a maximum
control approach to the management of the spectfimy specify which band of frequencies

can be used for which service, and which technekghould be used to deliver the service.

The conflict between inefficient use of the spettrand the growth of spectrum
demand calls for a more flexible and smart way #nage the spectrum resources. In the
special case of an indoor environment, the usel@ftromagnetiqEM) shielding can be
applied on the surface of an existing wall to furtlemlate interference between it and an
adjacent coexisting wireless system. With the loélg material designed with a built in level
of attenuation, when added with a special screematgrial such as Frequency Selective

Surfaces (FSS) that can be fitted into the surfa¢esall, this could help in containing the
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leakage signal to be within the acceptable boundaryg also possible to allow the required
signal to propagate in the building and on the ottad to block an unwanted signal from

propagating throughout the building.

1.2 Hypotheses

The rapid growth of wireless systems requires tt@xistence between different
heterogeneous technologies becomes more cruciabaratldressed. The development of
Dynamic Spectrum Access (DSA) enables the foundatic@uch mechanisms to allow Non-
Priority Users (NPU) to share allocated spectrumbjesti to not imposing significant

interference to Priority Users (PU) who own thegtrency band.

We propose a cognitive coexistence framework oélegs indoor communication with
the help of an external communication system egtiied an FSS wall. The purpose of this
thesis is to explore how FSS based spectrum sheaimdpe applied in such a communication
system. This work concentrates on the way FSS wbykexploiting the use of Dynamic
Channel Assignment (DCA) to develop a robust sgerfar communication between users

inside the building.

FSS walls are walls with Frequency Selective Serf@chnology that have capability
to continually observe and gain information frommreunding wireless indoor users and use
that information to help the wireless indoor systgnificantly reduce interference between
users. It is assumed that FSS walls have a regtriobechanism in place to work together

with wireless indoor systems to increase the perémce of the communication system.

We will firstly discuss the mathematical analysisoexistence in spectrum sharing in
an indoor wireless environment. This research piewithe analysis of spectrum utilization
for wireless indoor communication by using the Markaodel. The system is modelled as a
three-dimensional continuous time Markov model.cRely specifying the state-dependent
transition rate for each indoor user will leadhe tinderstanding of the performance of users
with different scenarios. The analyses provide adgaoderstanding of how to measure the

performance of wireless indoor communication witlwmiihout the presence of FSS.

11
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In practice, the way the restriction mechanismmF&S wall works is by having two
different FSS state (FSS Continually ON and FSStiGoally OFF) activations. Those two
states can be activated by using instantaneousmatan gained from the system. FSS state
activation can also be defined by using fixed ifiet@nce thresholds also gathered from the
wireless indoor system. This mechanism makes tt&wa&l cognitively switch between two
states depending on the interference analysiseoiiteless indoor system. We will discuss
those three activation mechanisms and compare whitcive the best overall performance.
Furthermore, this thesis will compare the perforoganf FSS fixed threshold activation
mechanisms with FSS half dynamic threshold actwatmechanisms in the form of
interference analysis from look up table. The Ha8ghold activation look up table is formed
from the FSS wall activation categorization systeased on the value &S, 0s. FSSinres
itself is based on the value of Offered Traffic (Qyiven by the system and it varies in the
range 0f0.5 < FSSipres < 1. FSSihres Value of 0.5 can be interpreted as the FSS wall ON
state activation when the OT of the system hashexh@an instantaneous value 50% of the
overall capacity of the system.

This system works by grouping the OT into seveedégories; we will discuss that
system in detail in chapter 5. FSS wall activatioat is based on a look up table system is
needed to minimize the effects of the use of irtat@@ous threshold value resulting in fast
flipping state changes between FSS ON and FSS @ié- s

Finally, this thesis will introduce the FSS fullyyrthmic threshold activation
mechanism with the use of a sliding window averggime traffic load with a specific slot
range. This model will record the measured traffd every time activation is successful
and average the sum of those recorded with a $peaiiue of window size. Using averaged
values of generated OT will minimize the effectfasdt flipping state and increase the overall

performance of the wireless indoor systems.
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1.3  Prearrangement Spectrum M odel

Generally we can prearrange the spectrum for aflettmodels shown in Figure 1.1

and it is structured as follows:

e One Available Spectrum (1AS) model. This model has one spectrum available and
that is spectrum f1. Inroom is their defaBltiority User, which means that it can
occupy the entire channel with any restrictiondtthe time. In this model, Outroom
is the opportunistic user, and does not have its warking spectrum. Outroom only
works in spectrum f1 with a conditional set basedre availability of f1 channel.

* Two Available Spectrums (2AS) model. This model has 2 spectrum bands available,
which are spectrum f1 and f2. Inroom is the defaaltr of spectrum f1 and Outroom
is the default user in f2. Inroom can only accéssavailable channels in f1, however
they can do so at any time, without any conditiomatriction. On the other hand,
Outroom can access both frequencies and find tagahility of channel in f1 and 2.

In the case of working in spectrum f1, Outroomhie ppportunistic user and only

works in spectrum f1 with a conditional set basethe availability of f1 channel.

* Three Available Spectrums (3AS) model. This model has 3 spectrums in total,
which are spectrum f1, f2 and 3. Spectrum f1 &savailability of 12 channels, 2
with 6 channels and f3 with the availability of £Bannels in total. Inroom is the
default player for both spectrum f1 and 2, soas liull access to both spectrums for
the entire time. Outroom works in default in speetrf3, but can access spectrum 2
and find the availability of channel in f2. In tloase of working in spectrum f2,
Outroom is the opportunistic user and only workspectrum f2 with a conditional

set based on the availability of f2 channel.

13
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(a) 3As Model »
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1.4 Organization of the Thesis

The remainder of this thesis is comprised of thiedang chapters:

« Chapter 2. This chapter introduces the basic background ofraéeencepts that are
used in the thesis. First, an overviewndfeless coexistence in the context of wireless

14
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standards is presented. Then it will give a brigfaduction toDynamic Spectrum
AccesgDSA). Next it continues in discussiigpgnitive RadigqCR), and, afterward,
some basic principles of the smart building enwinent and their application to
improve indoor communication by usikgequency Selective Surfac@sSS). The
last part of this chapter is devoted to the detionpof the basic of interference model
together with the indoor propagation models thatveidely used in this research.

» Chapter 3. This chapter gives a brief introduction to the daion techniques and
the simulation and analytical tools that have bessd to evaluate the performance of
the system scenario. The parameters used to ewathet performance are also
described. It then determines the suitable ChaAraortion (CP) to be used and the
discussion continues to describe the performanogeraf each scenario. Finally,

simulation validation in comparison wingset Distributions then presented.

« Chapter 4. This chapter will introduce the mathematical anialya coexistence in
spectrum sharing in indoor environments. Firstiyitl begin with the Markov
analysis of theNo Restrictionmodel and continue the analysis with a model that
imposes the restriction mechanism, including th& Fased restriction mechanism
and users own spectrum occupancy based restriotezhanism. The analysis will
cover all state-transition-rate diagrams togethién e blocking probability equation
analysis for each mechanism.

e Chapter 5. This chapter introduces the FSS based spectrunmgharsmart indoor
environments which define the better and more iefiic usage of spectrum and
increased performance for users. All models preskint this chapter were developed
to further investigate the system performance wh&3& continually ON and FSS
continually OFF are used to measure the performamceslation to theOffered
Traffic. We continue the discussion with proposing the ehodith FSS Fixed
Threshold, which performed much better when congarigh FSS continually ON

and FSS continually OFF for both Inroom and Outragers.

» Chapter 6. This chapter will introduce the use of dynamicleéalhis table functions

as a look up table for use by the FSS to deterthieestate activation. The use of this

15
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table can reduce the instantaneous FSS threshbld,\as it incorporates the better
catagorization of the FSS threshold value in refato its respectiv®ffered Traffic.

« Chapter 7 This chapterprovides some ideas to take the research in Hasig
forward.

« Chapter 8 The main conclusions and the novel contributionghié work are

summarized.
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This chapter will firstly discuss wireless coexiste in the context of the wireless
standards that are designed to operate in the inglemagation environment. Then it will
give a brief introduction t®ynamic Spectrum Acce$BSA) in the virtue to discuss more
complex spectrum sharing in a new regime spectruamagement, next it continues in
discussingCognitive Radio(CR), and afterwards with some basic principlesh&f smart
building environment and their application to imypgoindoor communication by using
Frequency Selective Surfac@sSS). Finally, it also explains the basic of ifeaeence model

together with the indoor propagation models thatveidely used in this research.
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21  Wireess Coexistence in Homogeneous Networ k

Indoor wireless systems are very popular for lowt cosinectivity in workplaces and
in home applications. At the moment, most of thpliaptions use the unlicensed ISM band,

which becomes a problem as those bands are exgedbedovercrowded.

The wireless standards that are working with thiscansed ISM band are inherently
designed to take into account the coexistence ssddewever, they only provide active
mechanisms within a homogeneous network. Most indaceless devices use standards
such as 802.11a/b/g, Bluetooth, and Zig-Bee whiehesthe same spectrum and will often be
located in close physical distance to one another.

Technically, most of these standards work to awoidrference between each other
by virtue of their use of spread spectrum techrsquethe context of 2.4 GHz, the spectrum
where most of these technologies operate, the meesef interference is almost always

confined to a reduction in the data rate as moc&gia need to be resent [2].

Bluetooth uses the Frequency Hopping Spread SpedifiHSS) and is allowed to
hop between 79 different 1 MHz channels also invB3z ISM band. When the Bluetooth
transmission occurs on a frequency that lies witthi@ frequency space occupied by a
simultaneous 2 Wireless LAN 802.11 transmission, esdevels of interference can occur,

depending on the strength of each power radiatatidogource transmitter [3].

Zig-Bee uses the Direct Sequence Spread Spectr@83[P It has an output power of
as low as 0 dBm, the lowest of all other technasgit has 16 channels (11 — 26) centered
on one channel with bandwidth of 2 MHz. In theecatZig-Bee performance under varying
Wireless LAN 802.11 interference patterns, Zig-Beeritically affected by coexistence as

its output power is much lower than Wireless LAN& networks [4].

The other Wireless LAN standard family of 802.14calises Orthogonal Frequency
Division Multiplexing (OFDM) for its physical layerThe 802.11a operates in 5 GHz
spectrum, using OFDM combined withBanary Phase Shift Keyin¢BPSK), Quadrature
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Phase Shift KeyingQPSK), andQuadrature Amplitude ModulatioQAM), depending on
the chosen data rate. Operating frequencies for80#1la OFDM layer fall into the
following three 100 MHz unlicensed national infotima structure (U-NII) bands: 5.15 to
5.25 GHz, 5.25 to 5.35 GHz, and 5.725 to 5.825 @@izThe 802.11g standard with OFDM
also operates in the 2.4 GHz spectrum, the samerape as with the previous 802.11b
standard with backward compatibility, though it gaovide higher data rate of up to 54
Mbps.

2.2  Dynamic Spectrum Access

The most important resource for wireless commuiznatis spectrum. This spectrum
is not an infinite resource, so it needs to be leggd. These regulations are designed to
ensure the efficient use of the spectrum and promdey benefits to society. At present,
spectrum is regulated by governmental regulatosnags like OFCOM, FCC, BRTI, etc.
An example of the OFCOM frequency allocation cl@ghown in Fig. 2.1 [6].

Currently, the regulation in frequency allocatioppbes the maximum control
allocation model by providing an exclusive assigntn&f a fixed frequency block for each
communication service. In addition to the spectalimcation, the regulator is also regulating
the spectrum usage by specifying the type of seraid the maximum transmission powers.
It is also awarded for a long time interval to awclasive licensee and, normally, over large
geographical areas such as an entire country. Tdiea motivation is to avoid unwanted
interference between transmitters which requireginiga transmitters operating on non-

overlapping spectrum bands.
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A study reported in [7],[8],[9] shows vast tempoaald geographical variations in the
usage of the allocated spectrum. As an example &oeport in [7] which was conducted in
part of the Greater London area, as shown Fig. .2learly showed the variation of
spectrum usage; the spectrum can be congested iareagsuch as Central London, while it
is being under-utilized in another area, such aatiitew. A study conducted in the city of
New York, as reported in [10], has shown that, arerage, only 13% of spectrum
opportunities were utilized. This static and irflde spectrum licensing scheme leads to the
inefficient use of the spectrum in terms of spdafficiency as the licensed users who have
the permission to use a certain portion of the tspet cannot necessarily exploit this
resource at all times or locations. At the sameetihis prohibits other users or service
providers from accessing the unused spectrum, tireguh wasted bandwidth and making

what it is available become expensive.

There are two different types of model for the gtiod Dynamic Spectrum Access
(DSA) [11]: the Hierarchical Access Model and thepe@ Sharing Model. HA model
considers two hierarchical users which are prinzary secondary users. The primary user is
a Priority User (PU) aka the existing system or the one which grasted a licence from the
regulator, and the secondary user Naa-Priority User(SU) which is the user that needs to
share the spectrum, provided that Nen-Priority Userdefers whenever the primary needs
the spectrum. The HA model considers two differepectrum sharing scenarios, the

underlay and overlay approaches.

In the underlay approach, SU devices have beensetpwith severe constraints on
transmission power to keep the interference ldwey generate on the primary system below
the noise floor. The best examples of this appraaehthe Ultra Wide Band (UWB) [12],
[13], and the interference alignment system whiehagplied in MIMO systems [14].
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Differing from spectrum underlay, the overlay apmtoaloes not impose rigorous
restrictions on the transmission power of secondasrs, but rather puts restriction on how
and when the secondary can transmit. Secondarg wskbrcommence sensing for the idle
channel which is not being used by the primary sugerd opportunistically allow for the
repossession of that channel during the unoccupeeid[15], [16]. However, a secondary
user will actively detect when the primary useremses a channel that it is using and start to
either move to any other available idle channeb@idropped by the system. This approach

requires that both the PU and the SU do not transimultaneously in the same spectrum.

The PU, as a licensee who has been allocated fiegugands by the regulatory
agencies, is not using them all of the time inladlations. At the same time, the spectrum
regulation will create barriers to others who wintise spectrum locally but do not have the
right to use the corresponding frequencies. Wheleiarly needed is a sharing policy such as
Opportunistic Spectrum Sharing (OSS) which acconatesxd SUs to operate in
corresponding spectrum without the consent of PUthisf band, as long as they do not

interfere with the primary system[17], [18].

A reliable detection of the presence of the primasgr still becomes a major problem for the
implementation of the OSS system. In previous mesefindings, different types of spectrum
sensing mechanisms have been explored for thetyatwlidetect the presence of primary
users, as in [19], they measure the power receiggthl during a predefined time period and
a frequency channel and use that measured valaghasshold to decide the presence of the
primary user.

Typically, secondary users can opportunisticallyess an idle channel in the form of
non-occupied time slots in Time Division Multiplecéess (TDMA)[20], frequency slots in
Frequency Division Multiple Access (FDMA)[21], st direction in Spatial Division
Multiple Access (SDMA)[22], tones in Orthogonal Euency Division Multiple Access
(OFDMA)[23] or even spreading codes in Code DiuvisMultiple Access (CDMA)[24].

Some of the research being carried out considerpithtection of thériority Users
(the user holds regulatory permission to operatspectrum of interest) in order not to be
interrupted byNon-Priority Users For example, by determining the allowable trarnsng

power (power control) to guarantee a protectedusath Priority Users[17]. By using this
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approach, spectrum sharing between primary Mad-Priority Userswill be enabled. The
other approach is taken by constructing the systéimequal regulatory status. In this type
of approach, most research, such as in [25], [26$ game theory concepts to better achieve

distributed transmit power allocations.

2.2.1Coexistence and cooper ation

Currently, a potential trend in the current Telndustrial structure is the emergence
of alternative spectrum management regimes, tteaked unlicensed bands. With these new
regimes, new technologies can be developed if fadi} some of the very simple and

relaxed “spectrum etiquette” rules to avoid exogssgiterference on existing systems.

Any device with different technology can be depkbye an unlicensed band without
explicit permission, provided that the device opesan accordance with the rules. Today,
regulators control access to the spectrum by gragriicenses or establishing rules in an
unlicensed band [27], [28]. However, the generalettjpment in spectrum management is
toward increased flexibility and a more liberal eggrh to the assignment and management

of the spectrum.

That is why coexistence between different heteregaa systems becomes crucial—
it makes mutual interference become a crucial gmblvhen the systems use a shared radio
spectrum. SU devices might attempt to coexist i primary, when its presence goes
unnoticed, and it then opportunistically accessesspectrum. It can exist with the use of
advanced interference sensors or Cognitive Radibntques [29]. A guaranteed QoS for
Non-Priority Userscan only ensure it if the PU promises not to fiete. However, it can
only be possible if it is also benefiting the PUgsnlikely for a fee, with a grant for static
access to use the available spectrum for a longgwgof time or a grant for dynamic access
to the momentarily idle spectrum for small periddime [26].

Co-existence between indoor wireless standardsnuitie same frequency spectrum
is essential to ensure that each wireless techpologintains and provides its desired
performance requirements. This research addressesgistence issues simulating the
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interference network model in a smart building emvment. It considers a system where all
users have equal regulatory status, providing @ueess for all perspective users, and uses

this approach in a more cognitive way to controkspen sharing.

Alternatively, a SU device may cooperate with tie R could be through an explicit
signalling protocol, where the SU device learns mhe can operate safely without
interrupting the PU device. As reported in [30]1][3cooperation between users can achieve

a better system capacity and increased spectrlizatitin.

In addition to the goal of maximizing the overaflestrum utilization, for good
spectrum sharing we should also think of a waydoieve fairness among dissimilar users
and of how to coordinate their access to lightdarfarence with each unlicensed user and

avoid conflict with thePriority Users

2.3  Cognitive Radio

Cognitive Radio (CR) is an emerging idea to impletrigis kind of spectrum sharing
because of their ability to sense the spectrum dwdamically allocate their usage
accordingly. CR is also considered a novel appraaciealing with the problem of spectrum
scarcity in wireless communication system [15]. i@®lves several parts of communication
systems and uses some intelligent strategies goatieecapable of responding autonomously

to the changes in their communication environment.

Joseph Mitola, in his PhD dissertation [32], is finst person to propose the concept
of Cognitive Radio. In his previous paper [33],dedfined a Cognitive Radio 44 radio or
system that senses, and is aware of, its operatiengironment and can dynamically and
autonomously adjust its radio operating parametaccordingly”. This is essentially a
Software Defined Radio (SDR) system with artificiatelligence, sensing capability and

reacting according to its environment.
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The term cognition itself traditionally has beeredigo describe a human thinking
process in reference to their awareness of theiosndings and that they somehow react to
any changes by learning, elaborating and adjusimipis way, a human will keep memories,
working to understand languages, problem solving mraking decisions. Similarly, for a
radio system to match the criteria of cognitiomeeds to include the process to learn from
previous events, gain knowledge, and dynamicalljusitdcommunication parameters to
improve their system performance. As such, allehogeria are in line with the definition of
Cognitive Radio suggested by ITU-R [27] as follows radio system employing a
technology, which makes it possible to obtain kedgé of its operational environment,
policies and internal state, to dynamically adjustparameters and protocols according to

the knowledge obtained and to learn from the resoiained.

The FCC, on the other hand, describes a Cognita@idr[28] as a system which
“could negotiate cooperatively with other spectrusers to enable more efficient sharing of
spectrum. A cognitive radio could also identify fomms of the spectrum that are unused at a
specific time or location and transmit in such uediswhite spaces,” resulting in more

intense, more efficient use of the spectrum whiteding interference to other users”

A CR user is an independent unit in a wireless camogation environment and in

order for it to use the spectral resource effidigrit should:

- Sense the interference; normally it will use theeiference as a main sensing object
to sense spectral environment over a wide bandwidth

- Implement the communication etiquette and be taother CR users; normally it will
adapt its power level or transmission bandwidtlavoid interference with other CR
users.

- Keep thePriority Users (spectrum licensee) informed, at the least, it kholetect
their presence.

- Be self-modification capable; normally it will learfrom previous experience to
optimize the use of the spectrum and deal with navditions.

- Apply a knowledge base as databases to suppodriairlg and reasoning engine to

optimize future output.
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A CR intelligently optimizes its own performancergsponse to user requests and its
communication environment. The way a cognitive sagisponds to the requirement of the
environment is not necessarily predictable, dueit$oability to learn and update its
intelligence based on its past experiences. TheiCR then is able to cleverly bring forward

certain transmissions depending on the availallityesources.

24  Smart Building Environments

A smart environment can be defined assystem that is able to acquire and apply
knowledge about the environment and its inhabitantsrder to improve their experience in
that environmenf34]. The ability to acquire and apply the knowledmn be gained from the
automation process which can be viewed as a cyclgesteiving the state of the

environment, completing the task, and acting upechange of the state of the environment.

On the other hand, a smart or intelligent buildocagn be defined as ‘building that
utilizes the use of information technology and oardystems to make the functioning of the
building more useful to its occupants, in relatitmits management, or in respect to the

building’s operational purpose$35].

A smart building environment is essentially a butd which implements an
automation system that can perceive the state efefwvironment through the use of
information technology and control systems, and apply that knowledge to improve the
experience of the building occupants. The cuttidgeeof this distributed automation system
is the use of sensors which are situated throughtmutbuilding walls and transform the

infrastructure into an intelligent wall.

The intelligent wall itself, as reported in [36frcbe defined a® self-configuring
and self-optimizing part of a pre-installed collabtve autonomous infrastructure which
uses Distributed Artificial Intelligence (DAI) toelp dynamically control a Frequency
Selective Surfaces (FSS) multipath propagation emetgy focused towards certain part of
building’. The sensor and DAI in intelligent wall will wotkgether and merge with the CR

algorithm, to achieve better performance of theelegs indoor communication.
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2.4.1Frequency Selective Surfaces (FSS)

Frequency Selective Surfaces (FSS) are the mdsentfal part of an intelligent wall.
In general as defined in [37], FSS'as array of periodic apertures in a conductive faae
that, when illuminated by an electromagnetic waasdjibits total transmission around the

resonance frequency’

The FSS structure will perform a filter operatiorpdnding on its physical
construction. So, it can be behave either low paig$, pass, band pass or band stop, and is
tuned to a bandwidth that covers the frequenciemtefest. Typical FSS types and their

responses are shown in Fig 2.2.

The FSS can be beneficial in creating small isdlaenes by delimiting the space of
use. It can be an advantage for Wireless LAN systamit can raise their performance by

increasing the spectrum re-use.

(a) (b) (c) (d)

Transfer function
Transfer function
Transfer function
Transfer function

Frequency Frequency Frequency Frequency
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2.4.2Some FSS Resear ch in Wireless Technology

Modelling FSS in wireless environments has beenrtegan [38]. This research has
simulated a building facility as an office enviroam partitioned with three isolated offices
with support from Wireless LAN both at 2.4 GHz an@ GHz. It is assumed the wireless

communication occurs within a relatively short digte (<10 m).

In this research, the FSS walls were made froml&yers separated by a spacer, each
layer using a dielectric core of extruded polystgreThe thickness dimension of both layers,

plus cladding also made from dielectric materiasvabout 30 mm.

Their objective was to achieve the selectivity @guency by allowing the signal of
the user of 2.4 GHz to across a physical boundadyta block the signal of the user of 5.2
GHz. The separation between frequencies with apjtepshielding from FSS structure has
proved that the 45 dB attenuation can be achiemethe stop band, with only 2-3 dB

attenuation in the pass band.

In research reported in [39], the researchers naasienple wallboard from custom-
designed band stop FSS as a cover of wall surfd¢es.structure is constructed and tested
by setting up the floor plan of two rooms. Thisusture was made to isolate the undesired
5.8 GHz and to allow 2.4 GHz signals to pass thnoddpe transmitting antenna was located
in the centre of room 1 and a receiving antenn# 8@ different locations was used to
measure the performance of Frequency Selectiveavatrious incident angles (0° - 55°) in
the azimuth plane.

The measurement showed that this structure extikdtdand-stop response with
attenuation of 15 dB at 5.4 — 6.0 GHz comparedntauamodified wall. This additional
attenuation in the stop band is considered to geifsiant and beneficial for interference
reduction. On the other hand, the pass band regior2.4 GHz exhibited additional

attenuation of less than 5 dB compared to the uifreddvall.
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Mostly, research investigating the effect of FS$otoor environment is based on the
simulation of an FSS system in a ray tracing moOek example is a study reported in [40].
They have proposed a method of controlling signalvecage based on changing
electromagnetic properties of FSS like intelligavdlls. In this case they simply set the
scenarios into a two wall state of ON and OFF. s&knarios were simulated using 3D ray
tracing-based model simulation. They have showhn tthe intelligent walls have a positive
influence on controlling the signal coverage andnaging the level of service of the

communication system in the building.

In another study reported in [41, 42], they alsedu3D ray tracing model to study the
effect of deploying FSS by simulating a simple sgenwith or without FSS. The simulation
was performed at 2 different frequencies (2.4 arl GHz) to highlight the frequency
selectivity behaviour of the deployed FSS. The E&8® was simulated was a square-loop
design tuned to 2.4 GHz and assumed to be constiuct FR4 dielectric material. They
showed that FSS effectively reduced the interfexdncany other wireless systems operating
at the same frequency outside of the external acontawall. They also confirmed that
wireless systems operating with different frequeattyer than the FSS-tuned frequency can
be used without any significant effect on its raggliopagation characteristics.

25 FSSWall Pand

Apart from FSS research which employs simulatioevaluate the FSS performance,
there are some researches that specifically demnghevaluate a physical FSS structure.
Most of the designs are reflect/transmit FSS smmectand all of them are still ongoing

laboratory prototype and not in the market yet.

As reported in [43], they have been constructe®l.lan x 2.1 m x 0.7 m FSS panel
made from three interlocking panel. They nameakiiTetra Mode Conversion — FSS (MS-
FSS) Panel because it was designed to resonaté0aMBiz (Tetra service band in some
countries). The design use substrate material frade9.5 mm plasterboard and an 80 mm

air layer supported by a wooden frame with a tot&l4 dielectric elements.

30



Background Theory

Performance of MS-FSS panel was evaluated by gabia panel in the right-angled
corridor and in 2 scenarios, with or without the MSS panel. They have proved that, at the
design frequency 870 MHz, the MS-FSS panel gereateaverage signal level of -43.5 dB,
which is 13.5 dB above the case when the MS-FS8Ipen in placed.

In [40, 44], they have made a simple and low c@&S$ kvall by covering a building
wall with a custom designed FSS cover. The FSSrcawas constructed using conducting
aluminium foil square loop and tuned at 2.4 GHz VWLAignals. Under such a scenario,
they have achieved the attenuation of about 30 datgr than that of an uncovered wall at
the resonant frequency. The achievable attenusitienallowed FSS structure to decrease a

significant interference between users and thusaehnuch better system performance.

In another project from Kajima Technical Researtdtitute [45], they have designed
FSS glass structure printed with tripoles elemeatlenfrom silver past print (silver paint with
95% Ag) and tuned at 1.9 GHz. This FSS glass strechas obtained more than 35 dB
attenuation at the resonant frequency. This ddsagnproved to shield only 1.9 GHz device
signal and let others to pass through.

Different from previous mentioned research, the guoyeported in [46, 47] have
designed and tested a novel absorb/transmit FSSI pemking for 5 GHz WLAN
application as shown in Figure 2.4. The FSS strectlivided into 2 layers, the first one is
conventional conducting cross dipole with circidgerture in the centre and the second layer
is made from resistive cross dipole. The absorptiapability in stop band help reduce
additional WLAN multipath, delay spread and resuitafading causes by typical
reflect/transmit FSS structure, thus this panel htheepotential as a security isolation wall
for 5 GHz WLAN.
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Figure 2-4 Absorb/Transmit FSS Panel (directly negluced fronj48] )

The latest publication reported in [49] have susfidly designed a switchable FSS
structure that can provide a better reconfigurabletion to enhance spectral efficiency and
capacity of indoor wireless communication systenhme Tdesign is constructed in FR4
dielectric material and based on square loop apegeometry, with four PIN diodes across
the aperture for each cell at 90 degree intenFatgures 2.5 and 2.6 show the front and rear
close view of the switchable FSS prototype. Theralsize of FSS panel is 45 cm x 30 cm
and the thickness of FR4 substrate was 1.6 mmdRities can be switched between forward
and reverse bias to obtain an average of 10 dBtiaddi transmission loss for both
polarization at normal and oblique incidence. Rasitic biasing is applied from the front

side of FSS and diagonal negative biasing came themeverse side of the FSS prototype.

32



Background Theory

Figure 2-6 Rear Close-up View of the switchable FBStotype (directly taken frofd9])

33



Background Theory

2.6 Interference Modd

Interference is the major factor that limits wisdesystems from applying radio
spectrum reuse. The use of channel assignment itees can reduce interference
significantly. However, co-channel interference s=i by frequency reuse is becoming the
most restraining factor on the overall system capan the wireless network. The main
objective is to minimize the carrier-to-interferenatio by efficiently using the radio path
loss characteristic and hence increasing the igBotrum reuse efficiency [50].

Consider any two nodes T (for the transmitting naated R (for the receiving node),
where R lies within the transmission radius of Te WénotéNt andNgr as a set consisting of
neighbours of nodes T and R respectively. We adsmtk P as the neighbours of transmitting
node (Pe Nt) and Q as the neighbours of receiving node (). A more detailed picture
of interference model can be seen in Figure 2.4aReansmission call made from-=* R in

channel c to be successful, the following critenast be satisfied [51]:

1. Nodes T and R must not involve any other transimmmgseception in channel c. This
criterion ensures that a node cannot simultaneosestye two transmissions in the
same channel.

2. Neighbours of transmitting node (3N1) must not receive any other data in channel
c. Otherwise the transmission from node T will fesu interference in data loss at
node P. However, note that a node P can transrsliannel c if this does not violate
criterion 3.

3. Neighbours of the receiving nodes (@Ng) must not transmit on channel c,
otherwise, the transmission from node Q will resnlthe loss of data received at
node R. However, note that a node Q can receiebannel c if this does not violate

criterion 2.
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—P Desired Signal
— — P Interfering Signal

Moreover, we have P & Q as a neighbouring statibickvuses the same channel as
the reference channel ® R to communicate with other stations. The aver@gmal to

Interference plus Noise Rat{8INR) at node R is given by:

SINR = = Ptdf_a
e  Pid7+ Ny

where,
Py = Transmit power of node T
P; = Transmit power of node i
o} = Distance of node T from R
d = Distance of node i from R
No = Environmental noise
a = Propagation constant
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As we can summarize from the equation above, sdifeeadeas to minimize SINR

are as below:

- Physical separation between node: the shorter thtardie, the more interference
applied at node R

- Power transmit adjustment between interfering atatihe more the power, the more
interference applied at node R

- The increment of desired transmit power pf P

Those basic ideas becoming the major concept ébiaanel assignment algorithm by

separating co-channels and or by adjusting thertréies power [52].

2.6.1Free Space Path L oss

A very simple path loss model is one which consdersignal propagating in free
space. The power radiated by an isotropic antemsaread uniformly and without loss in all
directions surrounding the antenna. The power vedeiR, by the receiving antenna which is
separated the transmitting antenna with power inéted, R, by the distance, d, is given by

the Friis free space equation [53]:

2
R(d) = o
(4m“d-L
(2.9)
Where Gand G are gains of transmitting and receiving antensaeetively, is the

wavelength in meters, and L is the system los®faudt related to the propagation model.

The path loss at point r can be defined asrieasure of the average RF attenuation
suffered by a transmitted signal when it arrivestteg receiver, after traversing a path of

several wavelength$53].

So, it should be the ratio between transmitted pa@we, Py(ro), and received power at

r, P(r), and is given by [53]:
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R(r,)

PL(dB) =10l0g-| O

(2.10)

In the case of an isotropic antenna, it can benasduo have a gain equal to unity, by

inserting the eq 2.8 into eq.2.10 together withabgumption above:
Vs 4rd
PL(dB) =-10log ——— |=20log — 2.11
(dB) g{@mzdz} g{/]} (2.11)

In the case of predicting the propagation charesties between two or more antennas
located inside a building, in some cases it is s&mg to consider the transmitted signal
through Line of Sight (LOS) path to receiver, bat most cases it will be through the
Obstructed Line of Sight (OLOS) path

2.7 Indoor Propagation Model

The increasing use of WLANs and personal commuioicagystem devices make the
indoor propagation model crucial. Typically, a riged signal in an indoor environment is
mainly attenuated due to propagation reflectioffugion and transmissions through building
material, which can vary as much as 30-40 dB ov¥eaciion of a wavelength [54].

As reported in research from [54, 55] building pesigon loss is dependent on many
variables including building structure and its gedmy, building construction material, and
mixture of small obstacle of items of metal, woaahd other objects. Generally, typical
indoor obstacles are varying with a very small sofewavelength and normally with
propagation distances of not more than 100 metarsaddition, depending upon carrier
frequency, other effects caused by, for exampnan movement of people, may be present.
The sum of those effects largely control the wag thdio link works in this type of

environment.
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The ability to accurately predict radio path progi@an behaviour is becoming crucial
to wireless communication system design. Since tigedcsite measurements are costly,
propagation models have been developed as a ®jitatl-cost, and convenient alternative,
particularly system simulation models. Thereforés important to define a suitable path loss
prediction model, in order to provide design guites for a system simulation which better

reflects a real system.

Generally, path loss prediction models can be diithto three categories [53, 56,
57]:

- Empirical Models, which are normally in the form afset of empirical equations
derived from extensive field measurements. These te be simple and accurate for
the same characteristic environments. They redqag®g computational effort but are

less sensitive to changes in the environment.

- Site-specific Models, which are normally in thenfoof a set of equations derived
from extensive computerized numerical results, whbe input parameters are very
detailed and accurate. They require a vast amduthéta related to the environment,
so they produce a large computer overhead.

- Theoretical Models, which are normally derived frasieal conditions, and assume
physical parameters of the environment. In someesas highly complex
environments, the analysis becomes too complex, ngaki difficult to derive an

equation based model.

2.7.1Distance-Dependent Path L oss M odel

A distance-dependent path loss model is the modethwvis based on unique
parameters of attenuation and loss prediction t&ken a number of experiments in various
types of indoor environments in different locaticared sites. It assumed that the mean path
loss, L, is an exponential function of distance over a reference distana®, usually equal

to 1 meter, with power of mean path loss exponerand given by [57]:
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L(d) O [dij (2.12)

0

So, the absolute mean path loss is given by [58]; [

L(d) = L(d,) +10nlog(dij [dB] (2.13)

0

The reference path loss due to free space propagatgiven by:

4rd,
A

L(do):ZOIog[ j [dB] (2.14)

The total path loss within a building may also néadnclude the influence of slow

fading characteristics within the indoor link aisdgiven by [59]:

L(d) = L(d,) +10n|og(dij +X_ [dB] (2.15)

0

Where, the mean path loss exponent n depends autt@indings and building type,
and varies in the range of 2 to 10. Thgs a zero mean log-normally distributed random

variable with a standard deviation®fn dB.

This model does not provide an actual detailediptieth model, e.g. characterization
of the path loss between floors, because it onhggjiestimation through many experiments
and over many different scenarios. Most of the mesaments have been made at 900 and
1800 MHz.
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2.7.2Multi-Wall-M odel (MWM)

The Multi-Wall-Model (MWM) takes into account andividual transmission loss of
each of the walls penetrated by the direct pativéetn the transmitter and the receiver [60],
[61]. This model is based on measurement, andfdausad that the total floor loss is a non-
linear function of the number of penetrated flogireen by an empirical factob, so MWM is
given by [60]:

k¢ +2

[
L=Leg+ Lo+ kyLy +Kikoa 'L, (2.16)
j=1

where,

Lrs = Free space loss between transmitter and receiver

L. = Constant Loss, wall losses from measurement winecally close to uniform
kwj = number of penetrated walls of type

Lwj = Loss of wall typg

ki = number of penetrated wall of type

Ls = Loss between adjacent floor

b = empirical parameter for non-linear characterisfifioor

j = number of wall type

The difference between wall types in the third terirequation 2.8 above is clearly

given by Table 2.1 below:

Wall Material Thickness k=1 k=2
Concrete 10 cm Lw11=16 dB Lwi2=14 dB
Concrete 20 cm Lw21=29 dB Lwo2 =24 dB
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Chapter 3. Performance Evaluation Methodologies
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31 Introduction

Most research in engineering has to face buildipgwcomplex system before it can
analyse at least one influencing factor relatetheosystem itself. Developing a model with
simulation is one of the most convenient alterrestibecause it is low cost, very flexible and
allows for implementation of the system configusativariations. Moreover, quick results
can be obtained with the help of high level prograng software and powerful computer

speed.
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This chapter gives a brief introduction to the dition techniques and the simulation
tools that have been used to evaluate the perfarenaha system scenario. The parameters
used to evaluate the performance are also desautddinally, simulation validation will be

presented.

3.2 Simulation Technique

Monte-Carlo simulation has been used in this warksblve a complex system
scenario that can divide a specific system into ynaimgle equations. Monte-Carlo
simulation utilizes a large number of random nursldrstatistical values which represent an
adequate combination of system parameters to bedtes determine the statistical behaviour
without the need to test every combination of evemflated to the system performance
evaluation. The larger number of trials the betiter expected result to be produced from the

system simulation.

This research will consider many wireless indoarysairs that are uniformly placed
in random locations within the indoor communicatemvironment. As shown in Fig. 3.1, all
wireless indoor user pairs consist of a transmifig) and a receiver () which have
transceiver functionality. The location of &nd R can be in the same room or intra-room
(yellow solid line) or separated between differesdm or inter-room (blue and red dashed

line) in the same indoor building.

Let us consider one single transmitter activatedstayting to transmit signal to its
destination receiver. Prior to activation and jomithe system, the receiver needs to check
the level of interference caused by another trattemor transmitting signal in the same
spectrum, then Signal to Noise Ratio (SNR). Ifsitabove the required threshold, it means
this pair is receiving into the system and contsmt@ occupy one available channel and
Signal to Interference Noise Ratio (SINR). If itabove the required threshold, it means this
pair is not being disturbed by any existing pairghie channel and continues its process to
transmit the signal to its destination. The proceds follow the same rule as explained
previously for any wireless indoor users tryingttansmit within the building. More detalil
about SNR and SINR will explained later in this Qteat.
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4 Room Multiwallfloor Indoor Environtment
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The rooms are considered side by side to each waiitierthe size of each room at 10
m x 5m x 3 m (I x wx h). The simulation algorithmillustrated in Fig. 3.2. In general, the

algorithm is divided into 2 stages:

1. Transmission stage, this is the stage where alttijes are directly related to the
pair Tx and Rx setting up the transmission fromcspen selection, spectrum

sensing and SINR measuring.

2. FSS stage, the stage where the wall takes actiprotect the specific spectrum in

relation to the need of a particular user.
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The subsection of 1 in the simulation algorithm thee channel selection process will

be explained in detail in Chapter 4.
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3.3 Modéling Tools

3.3.1Simulation Tools

Research in the communication engineering area snded perform complex
simulation tasks as it requires programming todtsctv can have huge flexibility to suit the
requirements of the research. Currently MATLAB igl&ly used as a simulation tool. It
offers high accuracy and stability with its own quré characteristics related to the needs of
the research work. As such, MATLAB is used as annmogramming tool in this research.
MATLAB (or MATrix LABoratory) is a programming langage for analytical and numerical
computation. Technically, MATLAB combines the preseof calculation, visualisation, and
high level programming into one built in environmhe’ll problems and solutions in

MATLAB can be expressed in a widely used matherahtiotation.

In relation to this research work, the use of MATR.As a simulation tool makes it
possible to visualize all system models into matsigebra, compute the relating data
numerically and display the results in many différkinds of graphical display in a two or

three dimensional plot.

Moreover, MATLAB has its own built in functions tocover all mathematical
calculation in the form of matrix based linear d&lge it also contains many professional
toolboxes which have additional functions built fmany system modelling applications,
especially in area of Communication System and tBligbignal Processing (DSP). The
advantages previously explained make MATLAB thetfchoice for the main programming
tool in this research. The disadvantage of MATLARhat the simulation runs much slower
when compared with other programming language sisclt, Java or OPNET, but now the
execution time of the codes is far less importastthe rapid growth of computing power
makes it possible to cut considerable time of satioh and make it a time cost effective

approach to simulation.
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3.3.2 Analytical Tools

For any given system, a defined Markov model casgifa list of the possible states of
that system, the possible transition paths betwhese states, and the rate parameters of
those transitions. In communication system analyisés transitions usually consist of an
arrivals and departures rate. Graphically, the Mankodel is represented as a ‘bubble’, with
arrows denoting the transition paths between staieslepicted in Figure 3.3 below for a
single process ofbirth and death processThe symboll denotes the arrival rate parameter
of transition from state O to state 1 and, vicesaethe symbol denotes the departure rate

leaving from state 1 to state 0. This process hagéneral solution as follows [62, 63]:

PO = 75—+ (PO(O) - ﬁ) o=+t (3.1)
PO) = -+ (Pu(0) - ﬁ) e+t (3.2)
A

Co X =D

Equations (3.1) and (3.2) comprise the transiehitiem, describing a system as a
function of time. In most applications, the intéreentres not on the values of these
probabilities at a specific point in time, but mtton their long-run values. That is why we
need to define the behaviour of the system fordargues ot, after it has been in operation

for a long period of time by letting= « in both equations above and we obtain [64]:

P = lime,e, By(8) = 71— (3.3)

and

46



Performance Evaluation Methodologies

. A
P1 = llmt_)oo Pl(t) = m (34)

The system is then said to be in statistical egpiiim when the state probabilities are
independent of the initial conditions and sum td@yand following the conservation-of flow

as below
Po+Pi=1 (3.5)

Furthermore, if a system with a multidimensionathband-death process is defined
as a single-server system with two sources, assbatesource generates call at a constant
ratey; when idle and rate 0 otherwise, and has exponesgigice time with mean;j. With
Blocked Customers Delay¢BCD) queuing assumed and letti§g= O if sourcei is idle,S =
1if sourcei is being served, ar = 2 if sourcei is waiting for service.

Finally, let P{S; =j;,S2 =j2}=P(1.j2) (1.j2 =0,1,2) be the statistical-
equilibrium state distribution. The detailed systesrshown in Figure 3.3. The rate of the
system leaving each state compares to the ratehighwihe system entering that state as

follows

(A + A,)P(0,0) = p;P(1,0) + p,P(0,1)

(A3 + u)P(1,0) = A, P(0,0) + yP(2,1)

(A1 + u)P(0,1) = A,P(0,0) + 1, P(1,2)
wP(1,2) = 2,P(0,1)
wP(2,1) = A,P(1,0)

By observing the equation above, it can be seenthieaterm on the left-hand side is
identical to the sum of the terms on the right haiui&, some of the redundant equations can
be ignored and the above equation can be put tegetho one with the normalization

equation.

P(0,0) + P(1,0) + P(0,1) + P(1,2) =1 (3.6)
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In which uniquely determines the unknown probaileit

A1 Ay
A
-—_
M1 H2
2 C >7\2
8 Cj)\l

T

3.4 Performance Parameters

Considerable effort has been made in selectinglsleitperformance parameters to
evaluate the system performance in this work. Sigmiterference and Noise Ratio (SINR)
is used to measure the link quality of each useth& system. Blocking probability and
dropping probability are used to evaluate the systapacity.

3.4.1Signal to Interference and Noise Ratio

In radio communication, especially for signals the¢ transmitted over line of sight
(LOS), we should specify the transmitted power HredSINR required for achieving a given
level of performance. Firstly, it is assumed thegt transmitting antenna radiates isotropically
in free space at the power level qf Pthe receiving antenna is separated by theadest of
d, the received power of the antenna (for unifoyroit symbols, we can denote this received

power, R as the signal power of active transmittey), Ban be expressed as [53]:
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2
PS :M (3-7)
(4rd)
where,

G; = Gain of the transmitter
G, = Gain of the receiver

A = wavelength of the transmitted signal

The effect of the thermal noise that arises atrédoeiver is also computed, by using
the equation as given below:

N, =kT,B (3.8)

where,

k = Boltzmann constant (1.38 x 1i/K)
To= Noise temperature in Kelvin

B = Signal bandwidth

Then, the measured ratio of the signal comparededyackground noise in the same
bandwidth, is

P.
SNR :i: signal —
NO

P

s

P

n

(3.9)

noise

This parameter can be used as a performance thdedinang the set up phase, when
an active transmitter sends a request to set uprahemission, assuming no interference is
present in the channel.

In relation to the shared spectrum in use betweenor more different transmitters, it
needs to consider the co-channel interference wisi¢he interference caused by the other
transmitters near the receiver location. Let usumssn interfering transmitters are

surrounding the destination receiver, as illusttateFig. 3.3. In this illustration, fxis the
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active transmitter, which shared the same spectitin Tx, and Tx. The modulation used
by both Tx and Rx has to have an adequate SINR threshold requiremesder to cope
with the interference caused by both transmitter dnd Tx. This interference power can be

denoted by, , and calculated by:
N

ZP| :P52+P53+"'+Psn:zpsn_Psl (310)
=1

In the equation above, it is assumed that the bjgoaer of active transmitteP, is

the main signal path in one particular shared spettdenoted a®, .

The performance evaluation can be calculated byngakto account the influence of
interference by using the parameter called Signdhterference plus Noise Ratio (SINR),

and is defined as:

SNR=—>_=__F
No+1 PR +> P

n

(3.11)
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—  TudRxpath

_—— Irterference path

3.4.2Blocking Probability and Dropping Probability

Blocking probability has been used to measure ttabgbility of a transmission
request being rejected during a set up phase. Tdukibg probability at traffic load is
defined as [64]:

B(t) = Number of call blocked at load t (3.12)
Total calls at load t

The blocking probability is an important parameterdetermine the capacity of the
wireless communication system. By using differeyges of simulation scenarios system

performance can be evaluated by comparing the lliggirobability of each scenario.
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Dropping Probability is the other performance pagten used in relation to the
capacity of the wireless communication system. Pnog probability at a particular level
will show the performance of a connection thatsfavhen the transmission is in progress and
can be indicated as the congestion level overridiféict in use. The dropping probability at
traffic load t is defined as [64]:

Numberof call droppedat loadt

D(t) = (3.13)

Totalnumberof acceptectcallsat loadt

3.4.3Set Theory

Furthermore, there is a need to define all usetBermodel as a group of test users. A
specific group of users is part of node distribngion the system model, and can be a set of

interested users to look after when we need tamhéte a statistical result.

Let C be the set of all user pairs randomly scaigem a 2 storey building witim

rooms, so

Cintraroom= IS the set of all user pairs located in one room

Cinterroom= 1S the set of all user pairs which separated by avdloor

In addition to the set C, it also defined U to be set of all user pairs randomly
scattering in all coverage area in eacparticular rooms. The set of all this users can be

denoted by:

U, is the set of all user pairs randomly scatteringall coverage area in each 4

particular rooms
where, i=1ton

j=1ton
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i=j defineasintra — room user
Y \else define as inter — room user

For the reason of simple and consistent descrigbonhe entirety of this thesis, we

define intra-room user as Inroom user and interrraser as Outroom user.
The sample of set of Inroom user:

U,, is the set of pairs in room 1;

U11= {ulJ Cintraroom: U Inroom pairs} (3.14)
These Inroom pairs haveset of pairs for each room from room Intcooms.
The sample of set of Outroom user:

U,, & U,, are the set of pairs across room 1 and room 2 eedversa

U1z & Uz = {uld Cinterroom: U Outroom pairs} (3.15)
These Outroom pairs have a set of pairs and diviidatb:

- 2n sets of user pairs which are separated by 1 wall

- nsets of user pairs which are separated by 2 walls

In addition to set U, there is a need to define ¢bé of pairs which requires a

connection and access to the channel. The settbieake users can be denoted by:

A, is the set of pairs which requiring connection aaddomly scattering in all
coverage area in entire building.
A, = {u OU; :uis requiring servicé (3.16)

where, k= number of all user pairs
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by:

The subscript ‘0’ here refers to the initial stagidjch stated earlier above.

Then, it moved to the stage 1 (with the subscfif)t and all this users can be denoted

A, is the set of pairs which has Interference alwveual to minimum threshold
Aq = {uDU, :u(int _Threg>-114 (3.17)

where, k= number of all user pairs

Int_Thres= minimum threshold of interference >=-110 dBm

In stage 2 (with the subscript ‘2"), all these @sean be denoted by:

A is the set of pairs which has SINR above or etpualinimum threshold
A, = {uou, :u(SINR = 5} (3.18)

where, k= number of all user pairs
MINSINR= minimum threshold of SINR =5 dB

The interference threshold is set to -110 dBm, Wwh&more than 10 times greater

than the noise floor, so the differentiation betwéw®e signal and noise can be observed.

3.4.4Cumulative Distribution Function (CDF)

The Cumulative Distribution function (EPis a mathematical tool used to explain the

statistical behaviour of the large amount of datulting from application of the Monte Carlo

simulation. The cumulative distribution function rfoa random variable atgives

the probability that the random varialdes less than or equal to that numker

The CDF of x is defined as:

CDF =F(x) = [*_f(t)ot (3.19)
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WhereF(x) is the probability density function of x, in thikesis, the measuring the
system performance can be obtained by lookingecBF of blocking probability less than
required performance, in this case, it could becayping number to BP equal or less than
5%. The CDF of this result will clearly show theatsitical behaviour of the system

performance in general.

3.5 Simulation Validation with Analysis

In order to validate the accuracy of the correspongimulation result of FSS on-off,
the results have been compared with theoreticalysisawith the assumption of the
environment with no frequency reuse taking plate&loes mean that any channel can only

take one user at a time.

3.5.1The Engset Distribution

With another assumption that a small number of usge apparent in the indoor
environment the Engset distribution should giveettdy approximation for comparison with
the simulation result. In the Engset distributiare consider the arrival origin from a finite
population of sources, say with a total number o$temers ¢ who are accessing the
maximum of m servers, with the number of costummsg bigger than the number of
server. In the modef is the arrival rate of one customer, the servicee$ are exponential

with parameter u, and there are no waiting places.

M/M/m/0/C Engset Distribution System Diagram
C>m
cp (c1)B (C-2)p (C-m)B
A A
- - L RS Blocked
Customer
K 2 3u mu

m Servers
0 Waiting Places
C Customers
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The Engset distribution can be expressed as

c\B\™"
pm(m,C) = M (3.20)

22(1)(5)

wherep,, is the probability that m channels are occupiédd consider the blocked call, the
probability should be when m channels are occupretithere is a new call arrival, and it can

be expressed by the equation below [49]

o
() E)

pp(m,C) = (3.21)

3.5.2Validation Analysis

As described previously, this simulation has twis £ group users which are working
independently. We simulate the model for FSS indeoeless communication with the
proportion of Inroom:Outroom from [0:60 8:52 16:24:36 30:30 36:24 44:16 8:52 60:0].
Using the algorithm from the previous section, waleate the blocking probability for each
user proportion with two conditions applied, oneewhHSS is continually off and one when
FSS threshold is set for 80%. The Engset distdimugiquation is used as a comparison, again
with each proportion of user and the same two d¢md as in our simulation. In general,
Figure 3.5 shows a steady concurrence line betileziiengset formula and the simulation
for the Indoor user. The 80% FSS threshold is neatly influencing the performance of the

Indoor user as it maintains 20 fixed channelsHlierwhole simulation.
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Blocking Prob. for Inroom User
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The same happens with the result for the Outroear as shown in Figure 3.5. The
dashed line represents the result for FSS systdyn dff, which means both sets of users
have the same set of 20 channels to choose fowliwde time, and also have a good
agreement with the “** whom represent the Engsettfie 20 channels. The solid line
represents the result of the Outroom user if an 8% threshold is set, which means the
Outroom user will only have the total of 18 chasnte choose from for the whole time, it
follows the same concurrence line with Engset fdenfior 18 users in the ‘0’
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Blocking Proh. for OQutroom User
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A more complex scenario and its analysis with tifeience of FSS will be discussed

later in this thesis.

3.5.3Finding the Right Channel Proportion

The first thing we need to consider is finding twerect channel proportion. We have
3 active spectrums with 30 channels altogether. Ultimate goal is to find the best channel
proportion with all blocking probability (BP) forath users at less than 5% (5% operational
area). Another consideration is to give priorityth@ Inroom user as theriority Users of
spectrum f2. We need to decrease the blocking pitifyaof the Outroom user to below 5%,
taking into account a minimum deterioration of lliog probability of the Inroom user. In
this work, we consider use of 3 different scenatimdook in detail for a good channel
proportion. In addition, all simulation is condutttesing a default 20 Erlan@ffered Traffic

(OT), the summary result of all 3 scenarios is shawrig. 3.7.
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Scenario 1 with Number of Channel f1 constant; in this setwsleft the number of
channel in f1 constant in 10 channels, but f2 @havifl vary from 2 — 18 channels.
The channel proportion is come as the matrix [1®210:4:16 10:6:14 10:8:12
10:10:10 10:12:8 10:6:14 10:4:16 10:18:2]. The apenal area range from just
below channel proportion 10:4:16 to below chanmepprtion 10:10:10.

Scenario 2 with Number of Channel f2 constant; in this setwmleft the number of
channel in f2 constant in 10 channels, but f1 &l vary from 2 — 18 channels.
The channel proportion is come as the matrix [2804:10:16 6:10:14 8:10:12
10:10:10 12:10:8 14:10:6 16:10:4 18:10:2]. The apenal area range from just
below channel proportion 4:10:16 to below chanmepprtion 10:10:10.

Scenario 3 with Number of Channel f1 and 3 equally split;tins set up we equally
split the number channel in f1 and f3 from 6 — bammnels each side and the rest of
number of channel left in f2. The channel propartis come as the matrix [14:2:14
13:4:13 12:6:12 11:8:11 10:10:10 9:12:9 8:14:8 771&18:6]. The operational area
range from just below channel proportion 13:4:13b&low channel proportion
10:10:10.

As we conclude from the Figure. 3.7, generally,libst option for channel proportion
is with the scenario CP f1f3 equally split, andexsally the 12:6:12 because it gives a good
BP Range between Inroom and Outroom. We need ®iR&1ge as our ‘improvement zone’
to develop a more detail scenario in the futuree T? 11:8:11 also allows greater BP range,
but compared with 12:6:12, the BP Outroom is muidhdér and closer to the maximum
affordable performance of 5%. 12:8:12 also provi@dmlanced number of channels between

spectrum f1 and f3.
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Blocking Prob. Inroom and Outroom User Mix Channel Propartion
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3.6 Conclusion

In this chapter, firstly introduced the concept Mbnte-Carlo simulation of the
wireless indoor environment in building with 4 sid side rooms with the size of 10 m x 5
m x 3 m. The simulation itself consists of two tlist stages, the first one is transmission
stage, the stage to simulate the set up of wiredlessmunication of each user in the indoor
environment and the second one is FSS stage, dbge & simulate the set up of smart wall
characteristic changes to follow any adjustmeninfiie interference characteristics of the

indoor wireless communication system.

This chapter discussed some of the parametersinsedasuring the performance of
the wireless communication system starting from gigmal to noise ratio (SNR), signal to
interference plus noise ratio (SINR), blocking pabliity, dropping probability, set theory,

and cumulative distribution function.

The characteristics of the traffic in the indooreléss communication system was
discussed, which is based on a finite number ofcgsufrom a finite user population. It was
explained how this could be modelled using an Engjséribution, as a way of validating our
simulation in a basic scenario. The direct comparshowed a good match between the two.

We have also determined the most suitable ChanrgioRion (CP) by using the
comparison between 3 different scenarios. We h&esen the CP 12:6:12, because of its
better BP range, as the default for further simaohain the future.
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Chapter 4. Performance Analysis in Spectrum

Sharing using a Markov Mode
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4.1 I ntroduction

In general, this thesis will discuss 3 differenégarangement spectrum models, which
are One Available Spectrum (1AS), Two Available @pen (2AS) and Three Available
Spectrum (3AS). In the last two models, both Inroand Outroom users have their own
default working spectrum. In addition, for botletBAS and 3AS model, they have to have
their channel proportion arranged to follow a gaheniformity with what we have in 1AS

spectrum structure.

Both types of users are coexisting and sharingséimee spectrum resource. It affects
the utilization level for both users to influencack other. This is the area where some
interesting interaction can be useful to explom, interaction between Inroom and Outroom
users in the same spectrum can actually degradeogHermance of Inroom users as a

Priority User of the spectrum. In this case, the FSS basedatéstr mechanism takes its
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place to provide an appropriate step to increase pdrformance of the Outroom users

without significantly reducing the performance loé inroom users.

The remainder of this chapter is organized as \iadlan section 4.2, the coexistence
scenario for two user groups with One Available Gpan (1AS) and an analytical model to
describe the system behaviour are presented. Orbdbes of an analytical model, FSS
restriction mechanisms are considered in sectiBn®he restriction mechanisms are used to
protect the performance d¥riority Users in this case Inroom users, while maintaining
overall resource utilization performances. Finalgction 4.4 provides conclusions related to

the general outcome of this chapter.

42  Coexistence Mode for Shared Spectrum with No Restriction

In this section, the system behaviour of the cderie scenario is analysed. For the
easier discussion to define stage-transition drageaPoisson arrival process for both Inroom
and Outroom users are assumed. It can be seerwas &h Figure 4.1 that arrival flows for
both Inroom and Outroom groups arriving in Spectrilmand are denoted by, and Aoy
respectively. The users are served in a first-cirseserved fashion. The basic scenario is
also modelled so that there are no restrictionslace for both users to access the spectrum.
We have also assumed that the service times amnerpally distributed with mean service
time u™ and so the departure flow rate is dependent onuheber of users using spectrym,
andj,, for Inroom and Outroom users respectively. A wgdlrbe blocked when they cannot

find an empty channel in the system.
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Ain Aout

<

jll'lin jzuout

Figure 4.2 shows a state-transition-rate diagrardefiine the behaviour of two user
groups with One Available Spectrum (1AS) systenchEaode in the diagram represents a
user active state in the system. The first digthie node denotes the number of Inroom users
on spectrum f1, while the second digit in the nddaotes the number of Outroom users on

spectrum f1.
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Notations in use are explained as follows:

Ain Arrival rate of Inroom users to access spectrim f
hout  Arrival rate of Outroom users to access spectrim f
2m Number of channels in spectrum f1

u Departure rate per user

It is assumed that the departure rate per uséwesya constant. It also assumed that a
normalized departure rate per user of 1 with resfethe arrival rate. The user allocation

process is assumed to follow a birth-death proesssxplained in [64], which means the
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allocation process applies only when there is asttmn to neighbouring states, i.e. the
number of users will increase or decrease by ometiate on the f1 system due to the arrival

or departure of users from both the Inroom anddb&oom groups.

In addition, referring to the Figure 4.2, the hontal direction represents the arrival
and departure process in spectrum fl for Inroonrsysehile transition in the vertical
direction represents the arrival and departuregeg® spectrum f1 for Outroom users. In the
horizontal direction, the arrival rate of Inroomeus equald., , and the same happens in the
vertical direction where the arrival rate of Outnoasers equals,,. Both users will have the
constant arrival rate until all the channels inctpen f1 are fully occupied and follow the
conditionj; + j» < 2m This condition suggest a logical consequence eviif lower-

diagonal of th€2m, 2m)state-transition-rate diagram becomes unobtainable

4.2.1 Markov Equilibrium Analysis

The analysis of state-transition-rate equilibriuam doe reviewed by following the
condition of a law otonservation of flowwhere the transition rate into stdfe,j2) equals to

the transition rate out of stafe,j.) following the equation below [50]:

(5 + WP} = 4aPpa + M1 Py (=0.1,...) (4.1)

Where {,} and {y;} are the rates of transition upward and downwaspectively,
and L1 = [ = 0. More precisely, it is assumed that systemshhae the Markov property
have to have equilibrium state distributions thats$y the law ofconservation of flowwvhen

the states are properly defined.

The nodes in Figure 4.2 can be split into threéeBht components in the corners,
three components on the edge and one compondm icentre. It has 7 different equilibrium

eguations altogether.

There are 2 conditions that need to be considecedimplify the equilibrium

expression
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» Unobtainable states at half lower-diagonal of (2m),2state-transition-rate
diagram, means it has to follow the condition of
P(( +j2) > 2m) = Q.

* No negative value of number of user states in gsitesn, means
p(—1,j2) = p(j,—1D =0, 0<j;,j, <2m.

For statg0,0), we have

Min + Aoue)P(0,0) = uP(0 + 1,0) + uP(0,0 + 1) (4.2)
For statg2m,0)

uP(2m,0) = A,,P(2m — 1,0) (4.3)
For statg0,2m)

1P (0,2m) = Ay, P(0,2m — 1) (4.4)
For state(j;,0), {0 < j; < 2m — 1},

Ain + Aoue + )P, 0) = A P(y — 1,0) + A0ueP(1, 0 — 1) + pP(jy + 1,0) +

uP (i1, 0+ 1) (4.5)

p(u,—1 =0
For statg(0, j2), {0 < j2< 2m — 1},

in + Aout + WP(0,j2) = AinP(0 —1,j2) + AueP(0,j2 = 1) + uP(0+1,j2) +

upP(0,j, +1) (4.6)
p(_lij) =0

For state(jy, j,), {j1 +Jj2 < 2m &&j;,j, > 03},
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O\in + }\out + Z.U)P(ilsz) = )\inp(jl - 1:]2) + }\outp(il:jz - 1) + ;uP(il + 11]2) +
uP (1, j2 + 1) (4.7)

For state(jy,j2), {Jj1 +Jj2 = 2m &&jy,j, > 0},
2uP(j1,j2) = AinP (1 — 1,j2) + AoueP(rjz — 1) (4.8)

As a general rule the system always will be inadestso the state probabilities must

also satisfy the normalization equation
?1720 Z?Znio pUJj2) =1 (4.9)
This model can also be used for Two Available Spect(2AS) and Three Available
Spectrum (3AS) models to show the state-transitate-diagram of shared spectrum between

Inroom and Outroom with no restrictions in placdeTdifferentiation between those two

models and more about restriction will be discusadtie next section of this chapter.

4.2.2 Blocking Probability for Shared Spectrum with No Restriction

The blocking probability of both Inroom and Outroamers is considered to be
identical and equivalent to the sum of the statdabilities along the diagonal edge. These

are states reflecting the maximum number of chaninghe system.

Py tnroom = Po_outroom = Z?}:o p(,2m—ji) + Z;’rllzo p(2m — j3,j;) + p(m,m)
(4.10)

4.3 Restriction Mechanism asa Tool to Control Coexistence

This research proposes restriction mechanisms#rabe categorized into 2 different

groups:
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* FSS based Restriction Mechanism, which is a reésmiapplied with the help of an
external entity such as FSS walls. FSS will defime factor to activate its filter, i.e.
occupancy level of shared spectrormumber of SUs active in shared spectrum

» User Spectrum based Restriction Mechanism, whiehresstriction applied from user
perspective via an internal parameter. Mostly, thestriction is based on the
occupancy level of spectrum, i.@0% occupancy then search channel in other

spectrum

4.3.1 FSSbased Restriction M echanism

In the 1AS model, there is only one spectrum abbeldor our two user groups,
Inroom and Outroom users. The Outroom, as a NaoriBriUser, typically can only use f1
spectrum in an opportunistic way, so it is firstlgeded to sense the empty channel before it
can occupy any channel in f1. In the case whereNth&estrictionmodel is in place, there
are no such restrictions to cause the Outroom ueestop searching for empty channels in
spectrum f1. It can affect the performance of Imnoasers in general. On this basis, an FSS
based restriction mechanism is needed. It worksrdtect the performance of Inroom users

as thePriority User of the spectrum.

FSS as a centralized element can determine therf&ztlet it activate its filter to
block a specific user from using the spectrum bgiragl up additional interference tuned to a
specific frequency. FSS works with the informatiabtained from the surrounding
environment; it could be from interference sensednfa shared spectrum or even with the

help of a user beacon to know how many active uaeren the spectrum.

4311 FSSRestriction based on Maximum Occupancy Threshold

The FSS based restriction mechanism can be appliechanage the spectrum
allocation on behalf of thBriority Users With the help of an attached sensor on its sarfac
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the FSS will sense the level of interference iragipular frequency. The Occupancy level is
one item of the information that can be gatherethfFSS interference sensing activity.

We aim to use a restriction mechanism based oro¢hapancy level of the shared
spectrum. This restriction applies an equal prdidgluf restriction to Outroom users, i.e. in
the application of 1AS model, the restriction appliwhenOcc_fl1 < k wherek is the
threshold of FSS activation.

This scenario is applied with the same coexistanoéel as previously used Mo
Restrictionmodel. The users will fill up the channel in tHesed spectrum on a first-come-
first-served basis. The FSS continually observesgains information on spectrum usage by
constantly sensing the interference. In the caserevthek threshold value is reached, the
FSS then activates its filter and blocks all Outnoasers from sensing the f1 spectrum. The
effect is that all Outroom users activeut_act_max< k) in f1 will be dropped (the FSS
dropping term is used to differentiate this fronomping caused by other means). The same
restriction is not applicable to Inroom users whigrey still can fill up to channel until it is
full. Figure 4.3 shows a state-transition-rate taag to denote the behaviour of the FSS

restriction model.
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Notations in use are explained as follows:

Ain Arrival rate of Inroom users to access spectrim f
hout  Arrival rate of Outroom users to access spectrum f
2m Number of channels in spectrum f1

! Departure rate per user

k FSS Threshold

The nodes in Figure 4.3 can be split into threéeBht components in the corners,
three components on the edge and one compondm icentre. It has 7 different equilibrium

equation altogether.

e The Unobtainable states becomes bigger companetiopsly inNo Restriction

model and follow the condition of

{p((1+]2) > k) =0}N{p(1,0), k+1<j;<2m
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* No negative value of the number of user statesligspplicable, means

p(=1,j2) = p(j,—1) = 0, 0<j,j, <2m.

The equilibrium expressions are as follows

For statg0,0), as follow

i + Aour)P(0,0) = P (0 + 1,0) + uP(0,0 + 1) + kuP(o, k) (4.11)

For statg2m,0)

uP(2m,0) = A;,,P(2m — 1,0) (4.12)

For statg0,k),

kP (0, k) = A,y P(0,k — 1) (4.13)

For statgj;,0), {0 < j; <k — 1},
O\in + 7\out + M)P(jl; 0) = 7\inp(jl - 110) + Aoutp(jlr 0-— 1) + .uP(jl + 110) +
1P, 0+ 1) + (k — j)uP (G, k — j1) (4.14)
p(jlr_l) =0

For statg(j;,0), {k < j; < 2m},

O\in + .U)P(llf 0) = }\inp(il - 110) + .UP(I.1+11 0) (415)

For statg(0, j»), {0 < jo< k — 1},
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O\in + }\out + U)P(Osz) = }\inP(O - 1.]2) + }\outP(O:jZ - 1) + ;uP(O + 11]2) +
pP(0,j, + 1) (4.16)
p(=1,j2) =0
For statg(0, j2), {j.= k — 1},
O\in + }\out + U)P(Osz) = }\inP(O - 1.]2) + }\outP(O:jZ - 1) + ;uP(O + 11]2)
(4.17)
p(=1,j2) =0

For state(jy, j,), {j1 +Jj. <k —1&& j;,j, > 0},

Ain + Aoue + 2P(1,j2) =AinP (1 — 1,j2) + ApuePGrjz — 1D + pP (i +1,j2) +
P j2 + 1) (4.18)

For state(jy,j2), {Jj1 +J2 =k &&j1,j» > 0},

kuP(j1,j2) = AinP (1 — 1,j2) + AoueP (1 jz — 1) (4.19)

For Statqil,jz), {]1 +]2 = k —1&& jl,jz > 0},

O\in + )\out + ZM)P(jl’jZ) = }\inp(il - 1'j2) + }\outp(jl'jz - 1) + HP(/1’j2 + 1)
(4.20)

In order to be compliant with the law @bnservation of flowthe normalization

equation in eq. 4.9 is still appropriate.

?1720 ?Zn;op(l'pjz) =1

4.3.1.2 Blocking Probability of FSS Restriction based on Maximum Occupancy Threshold
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Employing the same approach as that used previaughe No Restrictionscenario,
the blocking probability of Outroom is equivalentthe sum of state probabilities along the

diagonal edge.

Py outroom = Z;‘i:o pUvk —Jj1) (4.21)

On the other hand, the blocking probability of lomo is given by the probability of
the system to be in stgpgj1,0).

Pb_Inroom = p(zm; 0) (4-22)

4.3.2User Spectrum based Restriction M echanism

In order to improve the performance of the shaneelcsum, especially if we are
working toward the 2AS and 3AS models, some coowl#i restrictions can be imposed,
which only affect theNon-Priority Userof the spectrum. The user spectrum based resfricti
mechanism is the restriction based on user inténfiamation, i.e. the conditional access can
be applied by using the occupancy level of the tspatat any particular time. It is mostly
used by the system to protect feority Users in this case Inroom user, from significantly

degraded performance if the shared spectrum igheiad selfishly by the Outroom users.

The most basic restriction that can be applieddsu$sed in detail in [50]. They use
the constant restriction, which applies an equabability of restriction to priority user
groups. In this way, they can improve the perforoceanf the opposite inferior group. The
difference can be made in this case, in which tiem need to restrict the accessNain-
Priority Usersto have high flexibility in the use of a spectrather than their own. This is
the reason why in any case of channel selectiaefOutroom user, it is crucial to ensure
that the user will use their own spectrum firstdsefgoing to search for the availability of
channel in another spectrum. So in other words, fistriction mechanism is the Outroom

user’s natural conditional set by the system.

The constant restriction function is specified @tofvs
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r(j) = OcCihress 0 < OCCipres <1 (4.23)
where,

Occinres = USer owned spectrum occupancy based restricicanyeter.

The parameter af,.. can be set to any constant valu®e0DcGhes<l, i.e. OCGhres=
0.7, and its restriction imposed to Outroom users@s,s (j) = 0cc ihres- It then applied
the restriction rule to the Outroom user systensétying the limit of 70% occupancy before
it began to search the channel availability on o#pectrums. This restriction mechanism is
used in the channel selection algorithm of thisitheDetailed explanation will be given in
the next chapter of this thesis.

Figure 4.4 shows a modified state-transition-rasgihm of a shared spectrum, in this
case spectrum f1 in 2AS model and spectrum f2 i8 8fodel, when restriction is in place. It
can be seen that the restriction functighis subject to j, the number of occupied channels i
the Outroom spectrum prior to the sensing procdsshnaffected the arrival rate afy; to

come to the shared spectrum.

The state-transition-rate diagram still has the esagquilibrium analysis as the
previous No Restrictionmodel. It means that it still has the same blogkprobability
measurement technique for both the Inroom and thieoOm. We only have to incorporate

the equation to take into account the restricti@tianism parameter.
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The blocking probabilities for both Inroom and tt@em users are equal and still

equivalent to the sum of the state probabilitiemnglthe diagonal edge and follow the eq.

4.10 as follows

Pb_Inroom = Pb_Outroom =

The same consideration can be applied if the otistni function needs to be imposed
on the model which already incorporates the FS®daastriction. This constant restriction

mechanism only affects the arrival rate lbn-Priority Usersto come into the shared

spectrum.
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4.4 Conclusion

In this chapter, the mathematical analysis of cstexice in spectrum sharing in an
indoor wireless environment was introduced. ThpgeEcsum sharing models are defined and
all are discussed in detail in relation to the wag user groups, Inroom and Outroom users,

use the same spectrum.

TheNo Restrictiorscenario of shared spectrum coexistence is exqadamdetail with
the help of analysis using the Markov model. A estaansition-rate diagram with its

respective equilibrium analysis and blocking praligbequation analysis are also presented.

This research continued to introduce the restrictitechanism used to protect the
performance of the Inroom user who is the Priddser of the shared spectrum. In addition,
the restriction mechanism, which incorporates the of FSS walls in an external entity of
the indoor wireless communication system, was pieposed. The FSS continually observed
and gained information from surrounding users asdduthe information to define the
activation of filters in FSS walls. All analyticaésults of this FSS based model using the

Markov model are also presented.

The 1AS model analysis can also be assumed toebedéxistence analysis of the
shared spectrum f2. So, it will be used to derhe gpectrum sharing analysis for 2AS and
3AS models.

* In the case of the 2AS model, the analysis willibegth the derivation of coexistence
analysis of the shared spectrum f2, using the 1A8ah) followed by the analysis of the
single-dimensional Markov model in spectrum f1.

* In the case of the 3AS model, the analysis willoakeegin with the derivation of
coexistence analysis of the shared spectrum fagusie 1AS model, followed by the

analysis of a single-dimensional Markov model ithbgpectrums f1 and f3.
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Finally, this research proposes the user intermeatriction mechanism using a
constant restriction function based on user owrpEttsum occupancy levels. At this time,
this restriction function only imposes on tRen-Priority Usersof the shared spectrum. This
restriction function can be used in the 2AS and FpBctrum sharing models, where the
Outroom has its own default working spectrum. Fittve analysis, it can be concluded that
this restriction function only affects the arrivate of Non-Priority Usersto come into the

shared spectrum.
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Chapter 5. FSS based Spectrum Sharing in a

Smart Indoor Environment
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5.1 Introduction

This chapter introduces FSS based spectrum sheriagsmart indoor environment,
which defines the efficient usage of the spectrurd the increased performance of users.
Section 5.2 presents the simulation model, whicesuthe Multi-Wall-Model (MWM)
described in chapter 2 as its propagation modehlit considers both the direct Line of Sight
(LOS) signal and Obstructed Line of Sight (OLOS)nsil. All scenarios presented in this
chapter were developed as the basic algorithm wilhbe expanded further for a more

robust and better scenario.

Section 5.3, it desribes in detail about the algm inside the FSS based spectrum

sharing and is followed by Section 5.4 which gieesathematical analysis based on the
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Markov model when the model is incorporated wita thstriction mechanism. The analysis
will cover all three models of FSS ON, FSS OFF &fS&® Fixed Threshold. The section also
derives the blocking probability of all of those dets based on the state-transition-rate
diagram. Simulation analysis is also shown to pieva good understanding of what happens

with those three models. Finally, conclusions avergin section 5.6.

5.2 Simulation M odd

The indoor wireless spectrum sharing users aret afsgansmitting-receiving user
pairs denoted as U, uniformly distributed in thevously described four-room indoor
building. The MWM model, which is used as the indgwopagation model, takes into
account an individual transmission loss of eactlihef walls penetrated by the direct path

between the transmitter (Tx) and the receiver (Rx).

More specifically, all Inroom users, denoted ag Bre uniformly distributed in room
1 and the rest of Outroom users, denoted @g &fe uniformly distributed in rooms 2, 3 and
4. As shown in Figure 5.1, the model currently Bawvailable frequencies where

1. Inroom users use both frequency (f1) 2.45 GHz aaduency (f2) 3 GHz, without
any limit at any time.
2. Outroom users work as default in frequency (f3) Gz and using frequency (f2) 3

GHz with limitations set depending on the utilipatiof frequency (f2).
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3AS Model
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An event-based simulation scenario is used inwligk, and at each subsequent time, a

random subset of eitheriJUor Uy, pairs are activated. The summary of system paemset
used in this work is shown in table below.

Parameter

Value
Service Area 20mx 10 m x 3m
Number of Pairs 30 Inroom
30 Outroom
Transmitter Antenna Gain 0 dBi
Interference Threshold -110 dBm
SINR Threshold 5dB
Noise Floor -126 dBm

5.3

FSS based Spectrum Sharing Algorithm

The model is similar as in the previous chaptefoing two general stages as

follows:

e Transmission Stage:

Step 1. Spectrum Selection.
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Let C be the set of all user pairs randomly sciaiein 2 storey building withn rooms,

SO

Cinroom= is the set of all user pairs located in one room

Coutroom= IS the set of all user pairs which separated by wa

Both U, and U, users start each activation by picking up chanaedlomly and choose
the channel according to each default frequencyg. Setected channel is denoted as C

where, i=1to 3,

and
Set of channels in frequency (f1) denoted as C
Set of channels in frequency (f2) denoted as C
Set of channels in frequency (f3) denoted as C

C1Cok,Csk € C and C is the available channel set for eachufrqy.

Step 2: Spectrum Sensing.

Either U, or Uytsense interference level on their respective(G, will sense in either
Cuik or Gy, and Wy will sense in either & or Gy). If the interference level | of iCis
below the interference threshold (Int_thres),idJactivated. Otherwise if it falls below
the Int_thres, it will be blocked.

Step 3: SINR Measuring

The entire activated jWiser that has already arrived and joined the gsebystem needs
to maintain their channel quality by measuring lgwel of Signal-to-Interference-plus-
Noise-Ratio (SINR) at their receiver side. It mbstabove a certain threshold that has
been set depending on the modulation technique stttk system. If the SINR of an
activated user Us greater than the SINR Threshold(@INR) > SINR_thres), it means
that the | user has successfully used the spectrum. OtheriviSENR of U falls below
the SINR threshold ((SGINR) < SINR_thres), it will be blocked by the chah

Both Inroom and Outroom users are randomly setnid the channel, for example the

Inroom will randomly select the channel in spectriimand f2 and the Outroom users
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randomly select the channel in spectrum f3 andd&tficted access to Outroom users as
defined earlier).
+ FSS Stage

Step 4: FSS Activation

This stage is about the Outroom user signal whigbets through the wall. The accepted
U; user occupies the channel and starts to senchitveniation to its receiver pair. If the
utilization of spectrum f2 is greater than the RB®shold Qcc(f2)> FSS_Thres then

it will activate the FSS and the wall will exhibitore interference on 2, affecting the
Outroom users and, in the end, it will block alltbé Outroom users from accessing the
spectrum f2. Then the blocked Outroom user (FSSK&id user) will try to reassign its

channel and to obtain the channel from its defspdictrum f3.

54 Restriction Mechanism

5.4.11mplementation of Restriction M echanism

The user owned spectrum based restriction mechamsh in this model is the same
as specified earlier in eq. 4.21. This functiomgplemented in the user system as part of the
Outroom channel selection algorithm. The restrittnechanism based its process on the
level of occupancy in Outroom spectrum f3. Thisrusdl keep updating its spectrum
utilization under a term defined &sc(f3) prior to the channel selection process. The value
of c¢,.. is set t00.80cc_total This means that the Outroom user will start sengioth

spectrum f2 and f3 as soon@&cyy,.s = Occ(f3) is reached.

The selection of channel process in spectrum fI2rdllows the algorithm in Figure

5.2 for U, (Inroom), and Figure 5.3 fordy (Outroom) in spectrum f3 and f2.
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Inroom

Yes
(f1 + £2) full?
Assigned Channel Assigned Channel Assigned Channel
Randomly in Randomly in Randomly in
f1 or f2 1 or f2 f1 orf2
N
f1 ° 12 No No
Yes Yes Yes
y, S, N N
—) Assigned User in f1l €——— ) Assigned User in f2 <€—

Inroom users will select the channel at random whih selection of empty channels
from Cy and Gk without any restriction for the entire time. I @hannels in both £ and
Cok are full, it then randomly chooses any channadsnfiCx and Gy and begins step 3.
Otherwise, the Outroom users will pick a channekatdom from G until they reach
Occ_Gy < Occ_thresthen the Outroom users will start to search encpgnnels at random
with a selection of channels fromy&and Cy. If all channels in both £ and Gy are full, the
same will happen to the Outroom users, they thadamly choose any channels fromgC

and Gk and begin step 3 above.
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Outroom

v

Occ f3 < Occ_thres?

Assigned Channel
Randomly in f3

}

—» Assigned User in 3

Yes

(3 + £2) full?
Assigned Channel Assigned Channel

Randomly in Randomly in

f3 or f2 3 or f2
No No

Yes Yes

< — Assigned User in f2 €—

In addition, the model in this chapter also incogbes the FSS based restriction

mechanism, which is applied at the FSS stage in&&3ithm in Figure 3.2. If the scenario

of FSS state is applied to this restriction, itlfiollow the rule as below

« FSS ON, under this state of circumstances theicgstr function value is set to zero

(k = 0); it lets the FSS stay continually in state ON.

« FSS OFF, under this state of circumstances thdaatsh function value is set to the

maximum K = 2m); it lets the FSS stay continually OFF.

« FSS Fixed Threshold, under this state of circunt&tarthe restriction value is set

with a fixed value K = FSS_Thres the rest of the process will follow FSS

activation in step 4 as previously described.
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The modified state-transition-rate diagram with tlstriction factor for the shared

spectrum f2 is shown in Figure 5.3.
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5.4.2Restriction Mechanism Analysis

Based on previous discussion in chapter 4, the spectrum based restriction
mechanism will affect the arrival rate of Outrooets to spectrum f2. On the other hand,
the FSS based restriction mechanism will affect escstates in the state-transition-rate
diagram and become unobtainable, i.e. when the $i8® is OFF the usable state area
(assuminZm x 2mstate diagram) follows the condition {p((1 + j2) £2m}, and the
usable state area reduces to follow the condition (1 +j2) > k) =01}N {p(1,0),
k+1<j; <2m} when FSS state ON. The reduced usable statede@ends on the value kf
It becomes a single dimensional Markov model whenRSS state is continually ON. This

reduced area will affect the way we define the @alkton for blocking probability.
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It is assumed that all users have a device withctmability of tuning into multi-
frequencies, and by the time they have tuned theiking frequency to a specific spectrum,
they will stay and use that frequency until the efidheir connection. If there are active
Outroom users left when the FSS is activated infthepectrum, they will remain on the

channel until they finish their connection.

* The Unobtainable states still follow the conditimin

{p((1+]j2) > k) =0}N{p(s,0), k+I<j<2m}.

« The number of user states cannot be negative mganin
p(=1,j2) = p(1,—1) = 0, 0<3,j, < 2m.

The equilibrium expressions are as follows

For statg0,0), as follows

i + Apyr)P(0,0) = P (0 + 1,0) + uP(0,0 + 1) (5.1)

For statg2m,0)

uP(2m,0) = A;,,P(2m — 1,0) (5.2)

For statg0,k),

UP(0,k) = A,y P(0,k — 1) (5.3)

For statg(j;,0), {0 < j; <k — 1},

O\in + }\out + U)P(jl: 0) = }\inp(jl - 1'0) + )\outp(jlr 0-— 1) + .up(jl + 1,0) +

uP(, 04+ 1) (5.4)
p(jl'_]-) =0
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For statg(j;,0), {k < j; < 2m},
Ain + WP(1,0) = AinP(1 — 1,0) + P (j141,0) (5.5)
For statg(0, j2), {0 < j2< k},
O\in + }\out + U)P(Osz) = }\inP(O - 1.]2) + }\outP(OljZ - 1) + ;uP(O + 1)]2) +
uP(0,j, + 1) (5.6)
p(=1,j;) =0

For state(j1,j2), {J1 +J2 <k && j1,j> > 0},

O\in + }\out + Z.U)P(ilsz) = )\inp(jl - 1:]2) + }\outp(il:jz - 1) + ;uP(il + 11]2) +
uP(1,j2 + 1) (5.7)

For state(jy, j2), {j1 +Jj2 =k &&j1,j, > 0},
ﬂp(fpjz) = Ainp(h - sz) + 7\outp(]'b]'z -1) (5.8)

And finally, it should be remembered that the statgbabilities must also satisfy the

normalization equation in eq. 4.9 as follows

?1710 Zzﬁo p(nJj2) =1

5.4.3 Blocking Probability Analysis

The analysis of the blocking probability of the teys will consist of 3 different
models used in this chapter, FSS Continually ON$ Entinually OFF and FSS Fixed
Threshold. The reason behind this is because edetlof those models provide different

effects to the usable state area of state-transitite diagram in shared spectrum f2.
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5431 FSSContinually ON

The total blocking probability of Inroom users cists of two different parts; the first
is the blocking probability of Inroom users in spam f1 and the second is the blocking

probability of Inroom users in spectrum f2.
Py inroom = Pv_inf1 + Pp inf2 (5.9)
Py ing1 = p(2n) (5.10)
Where n is the total number of channels in spectrum fletdasn the single-

dimensional state-transition-rate diagram in Fig&r®. P, ;, -, will be equal for all three

models.

A A
DROROS I OO e

The blocking probability for Inroom users in sharggectrum f2 is equal to the
probability of the system being in the stat@m, 0) and is equal t®, ;,;00m for the 1AS

model previously described in eq. 4.20.
Py in2 = p(2m,0) (5.11)
Therefore the total blocking probability of Inroamers in the system will be

Pb_inroom = p(zn) + p(zmr 0) (5-12)
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The total blocking probability of the Outroom usemnsists of one part, which is the
blocking probability of Outroom users in spectrusn Assumingn is also the total number of
channels in spectrum f3 and is based on the soligiensional state-transition-rate diagram
shown in Figure 5.6, the blocking probability of @om users in spectrum f3 can be

expressed as
Pb_outroom = Pb_outf3 = p(zn)-r(i) (5.13)

Py outr3 OF the blocking probability of Outroom in spectrd@&will be similar for all

three models.

Aoweer(j) Aout-Flj) Aoueer(i) AuteHlj)

A\ — e — —a
/0 /P\A‘/l\/ui‘/;/ A \A“/n\/p,"ml AL \A‘/ZD/F Cn
"/\/*‘*‘/ — v\,v/\\/v\—f/ - - -

5.4.3.2 FSSContinually OFF
Similarly, the total blocking probability of Inroonmsers will follow eq. 5.9. The same
effect happens as in the FSS continually ON moallegre the blocking probability of Inroom

users in spectrum f1 also follows eq. 5.10.
The blocking probability for the Inroom user in s spectrum 2 is similar to the
No Restrictiormodel and is equivalent to the sum of the statdailities along the diagonal

edge as shown in Figure 4.2 and follows eq. 4.10.

Therefore the total blocking probability of thedom users in the system will be

Pb_Inroom = p(zn) + Z;‘?:o p(ilr 2m _jl) + Z?}:o p(zm _jz;jz) + p(m, m)
(5.14)
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In the case of the total blocking probability oét®utroom users, they consist of two
different parts. The first one is the blocking pabbity of Inroom users in spectrum f1 and

the other is the blocking probability of Inroom tse spectrum f2.

Py outroom = Pb_outf3 + Pb_outfz (5.15)

The blocking probability of Outroom users in speoir f3 will follow the same

equation asP, o3 in €d. 5.13. The blocking probability of Outroorseus in spectrum 2

will be similar to that of the Inroom users anddals eq. 4.10.

Therefore, the total blocking probability of Inroamsers in the system will be

Py_outroom = p(2n).7(j) + Z;'rllzo p(,2m—j).7(j) + Z;'rllzo p(2m — jp,j;) +
pmmr () (5.16)

5.4.3.3 FSSFixed Threshold

The total blocking probability of the Inroom usaimilarly follows eq. 5.9. The same
effect happens to the blocking probability of Inmasers in spectrum f1 following eq. 5.10
and in spectrum f2 it following eq. 4.20. In thisyy the total blocking probability of Inroom
users in the system will be the same as in the é@@nually ON model and follows eq.
5.12.

The blocking probability of the Outroom users iresjppum f3 will follow the same

equation as, o,¢r3 IN €g. 5.13 and in spectrum f2 it is still equesra to the sum of state
probabilities along the diagonal edge and is equtl Py, ,y¢r00m fOr the 1AS model as

previously described in eq. 4.19.

Py outf2 = Zﬁ:o Uk —j1).r() (5.17)

Therefore, the total blocking probability of thet@aom users in the system will be
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Py outroom = p(2n).7() + XX _opG. k —j1).7() (5.18)

5.5 Simulation Result and Analysis

5.5.1FSSON and FSS OFF

Before going much further into another complex nmpies important to conduct an

in-depth investigation on the system performanc¢hefbasic model, in which FSS ON is

continually applied and FSS OFF is continually &apin relation to th®ffered Traffic It is

to show the maximun®ffered Trafficthat can be handled by the system in extreme cases

Figure 5.3 shows detail results as follows

FSS continually ON (FSS ON) is the condition whitre best performance of Inroom
users and the worst situation for Outroom users lmarexpected. The system can
accommodate alDffered Trafficof Inroom users with the blocking probability from
almost zero up to slightly higher than 2% for 2%akgs ofOffered Traffic On the
other hand, the system can only accommodate sfighigher than 16 Erlangs of
Offered Trafficof Outroom users, where the blocking probabilityuist slightly less
than 5% for 16 Erlangs @ffered Trafficand up to a bit less than 24% for 25 Erlangs
of Offered Traffic

FSS continually OFF (FSS OFF) is the reflectiontteg worst situation of Inroom
users and the best performance of Outroom usergrewthe system can only
accommodate slightly higher than 22 Erlang©tfered Trafficinroom users with the
blocking probability increased from almost zerolét Erlangs ofOffered Trafficto
slightly higher than 10% at 25 Erlangs Offered Traffic On the other hand, the
system can accommodate more than 24 Erlan@3ffefed Trafficof Outroom users
with the blocking probability increasing from almamero at 16 Erlangs dDffered
Traffic to slightly higher than 6% for 25 Erlangs@ffered Traffic

The FSS ON gives maximum flexibility to Inroom uséo use both spectrum f1 and

f2 and blocks Outroom user from accessing specfun€onsequently, Outroom users can

only use their own channels in spectrum f3. Thikesathe performance of Outroom users

92



FSS based Spectrum Sharingin a Smart Indoor Environment

poorer with the increase @iffered Traffic Outroom users most probably will lose about one
third of their usable channels because they arekbbbdue to the FSS attenuation.

On the other hand, FSS OFF will enable both usetsave equal flexibility for the
use of spectrum f2. From the Inroom perspectivey twill lose about one sixth of their
usable channels through competition with other sis#raring the spectrum. For Outroom
users, they will obtain more channels with the @ased likelihood of at least 25% compared
to the FSS ON. In this scenario, it shows the ¢dfenf the user spectrum restriction
mechanism, by letting the Outroom user access 8D%eir own channel before they can
access the channel in spectrum 2, this resulbeiter performance for Outroom users in the
scenario FSS OFF state.

Comparison of Blocking Probability of F55 OFF All the Time and F35 OR All the Time

25 1 1 1 1 1 1 1 1
—B& —BP of Inroom with FS5 ON all time P J)
—& —BF of Outroam with F55 ON all time -
ok —8— BP of Inroom with FS3 OFF all time _,../a, i
——BF of Outroom with F35 OFF all time a
. 5% BP line pd
g
s e
= 15 B - -
= -
= -
]
£ f,.-*"" ]
pas 3]
£ 10F T h
[
o
@

16 17 18 19 20 21 22 23 24 25
Offered Traffic (Er)
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5.5.2FSS Fixed Threshold

This method will base its activation trigger on thestantaneous rate of
0.650cc_maxf2When this threshold value is reached in f2, tI&S Fwill instantly exhibit
more attenuation to Outroom users and close thesacof Outroom users to search the

channel in spectrum f2.

By using FSS Fixed Threshold spectrum sharing, loeking probability of the
Outroom users can be significantly reduced. Tftered Trafficthat can be handled by the
system can also increase to up to 21 Erlangs fiictfaom only slightly over 16 Erlangs in
FSS continually ON state. The blocking probabilignges from 0.4% for 16 Erlangs of
Offered Trafficand rises with the increase Offered Trafficuntil 5.73% for 25 Erlangs of
Offered Traffic If we look in detail from the Inroom perspectitbe Inroom users only
experience a small loss in the amounOdfered Trafficthat can be handled. The blocking
probability ranges from 0.1% at 16 Erlangs incmnegsio 5.7% at 25 Erlangs @ffered
Traffic.

Comparison of BElocking Probability of F55 Fixed Threshold and FS5 ON

25 T T T T T T T T
BP of Inroom with F=% Fixed Threshaold AP
=== BF of Outroom with F=% Fixed Threshold - -
oo L| —®—BP of Inraom with FSS ON PR |
— & - BPF of Outroom with F55 ON or’
. 5% BP line e
#F -
= 15} ..-—"ﬂ /.‘:
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5.6 Conclusion

In this Chapter, we introduced FSS based spectsinaring in smart indoor
environments. Using the instantaneous activatior®%, we learn the basic performance of
the system under three different circumstances lwhie FSS ON, FSS OFF and Fixed
Threshold.

The restriction analysis shows that when we impeS& based restrictions on all
three models, it will provides different outcomes the usable state area of state-transition-
rate diagram in shared spectrum f2. FSS continu@aly will turn the multi-dimensional
Markov model into a single-dimensional Markov mode$S continually OFF will form the
usable state area defined ag({; + j2) < 2m}. FSS Fixed Threshold will form the usable
state area defined ap({j1 + j2) > k) = 0}N {p(j1,0), k+I<j; <2nm} with the (width) area
depending on the value &f. This usable state is one of the main factorsld@ine the

blocking probability ofNon-Priority Usersin the shared spectrum.

Simulation results show the basic performance eaofgthis FSS based spectrum
sharing, where the scenario FSS OFF gives morengalya to Outroom users to gain better
performance when compared to Inroom Users. Thisasae sets the spectrum f2 to be used
for both Inroom and Outroom users with equal oppaty for both users. Alternatively, the
scenario FSS ON provides more advantage to thenmngser to use both spectrum f1 and f2

and forces the Outroom user to only use its owmeéks in spectrum f3.

With the intention being to keep protecting thefpenance of the Inroom user, this
research attempted the simple scenario by settimeg RSS threshold to 65% (Fixed
Threshold). The result shows much better performarfdOutroom users when compared to

the FSS ON situation without decreasing the peréorre of Inroom users dramatically.
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Chapter 6. FSS Spectrum Access in  Three
Available Spectrum Bands
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6.1 I ntroduction

In this chapter the thesis proposes the use ofnardic table to further improve the

performance of wireless indoor communication. Rirsin section 6.2, it discusses how to

define the dynamic table based on the summarizefbrpgance of previous models and

analysis here in section 6.3 shows the performaeselt of the FSS Dynamic Table when

compared with the previous model.

The discussions continue in section 6.4 with how tse of statistical values can

minimize the frequency of instantaneous trafficddsy using the FSS State Window. The

discussion and analysis of some result is thenngive section 6.5 and followed by

conclusions.

96



FSS Spectrum Accessin Three Available Spectrum Bands

6.2  Defining a Dynamic Table

In order to improve the performance, we introducBymamic Table. This table is
summarizes the performance of indoor communicatidh the variation ofOffered Traffic
from light use of 15 Erlangs to heavy use OT ofE2langs with the 2.5 Erlang increments.
With the intention to improve the performance oft©am users without significantly
reducing the performance of Inroom users, we ttemtbe Inroom user’'s performance with
each offered amount of traffic not to exceed thmeitliof 5% blocking probability. FSS
Instantaneous Threshold value is the extreme thléstbtained from the simulation when
the performance reached 5% blocking probabilityr Ewample, the value of a maximum
threshold of (> 100) means the system with pravioean offered traffic can still maintain
its performance below 5% blocking probability faetentire range of threshold set from 0 —
100%. All the results are summarized in Table &d @an be constructed into the equation as

follows

1 ; 0T < 16
1 ; 16<0T <19
FSSinres =41 ; 19<0T <21
076 ; 21<0T<24
05 ; 0T > 24
(6.1)
Generated Mean FSS I nstantaneous
Offered Traffic Offered Traffic Threshold
OTgn<16 15 >100
16< OTgen <19 175 >100
19<OTgm<21 20 >100
21< OTgen<24 225 76
OTgen =24 25 50
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6.3  TheDynamic Table based FSS Spectrum Access

The Dynamic Table based FSS Spectrum Sharing #igorns illustrated in Figure
6.2. We consider the indoor user as a set of tratisgireceiving pairs of nodes, denoted as
U, uniformly distributed inside the building and #le pairsU; e U are spatially fixed. As
described previously, if = j then they represent the Inroom user and the Outrosen.
Moreover, the process ifransmission Stagtill follows the three steps as described earlier
in chapter 5. However, in tHeSS Stagerocessjnstead of having a fixed threshold value
assigned from the very start of the simulatiomatv has the look-up table as a reference to
determine the FSS_thres value in relation to eqnai.1 above. The same process then
follows as earlier, where we decide to turn the FSN or OFF depending on the
instantaneous occupancy of spectrum f2. An evesgdacenario is used in this work, and at
each event a random subset of pairs are activayastem parameters used in this work are

shown in Table. 5.2.

Parameter Value
Service Area 20m x 10m x 3m
Number of Pairs 30 Inroom
30 Outroom

Transmitter Antenna Gain 0 dBi
Interference Threshold -110 dBm

SINR Threshold 5dB
Noise Floor -126 dBm
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The benefit of having this dynamic table in plasehat it would set th&SS _thres
value depending on the instantene@féered Traffic So, the FSS activation threshold at
time t FSS_thres())when measure@ffered Traffics x will not be the same as with the FSS
activation threshold at time-10 (FSS_thres(t+1Q)when the measuredffered Trafficis y.

It depends on the instanteneddfered Trafficmeasured at the time the user accesses the
shared spectrum f2. The higher the meas@#dred Traffic,the lower the FSS activation

will be set and it will depend on the traffic factzased on eq. 6.1.
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If we compare our previous scenario with the onaguthe FSS Fixed Threshold, this
scenario will give much better performance for ©am users, without significantly reducing
the performance for Inroom users. Figure 6.3. shthessnap-shot of FSS state activation
with its respective traffic load over the activati®-500 in iteration 20. We can see a varying
traffic load over the timely activation and its instanteneous changing rate is very fdgss T
is the reason behind the development of this dyodable. We cannot use the same fixed
activation threshold for the entire activation,tea we use the dynamic table as a look-up

table to minimize the instanteneous changing otrtigic load.

Comparizan of Blocking Probability of F35 Dynamic Table and FS3 Fixed Threshold

25 I 1 1 1 1 1 1 I
— BP of Inroom with F3S Dynamic Table
=== BF of Dutroom with F35 Dynamic Table
ok —&—EBP of Inroom with FS5 Fixed Threshold .
=& - BP of Outroom with F25 Fixed Threshold
5% BP line
9
= 15F r,-’-"}
= ra
E A2
o ',.r'
=T Ca /'f'
= - -
o s i
‘,ﬂ ‘,..r‘
d / b

Offered Traffic (Er)

Figure 6.2 shows the comparison between the FS8dFbhreshold and the FSS
Dynamic Table scenarios with the increasing trdfied from 16 Erlangs to 25 Erlangs. FSS

Dynamic Table gives much better performance forr@urh users indicated by the increase
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in traffic load that can be handled, from 21 Erlang slightly higher than 22.5 Erlangs. The
blocking probability also gives a much strongenttevhere now at up to 22 Erlangs traffic
the blocking probability will only reach 2.5% and mcrease from the previous scenario of
about 19 Erlangs. The FSS Dynamic Table decredsedlocking probability at a maximum
traffic load of 25 Erlangs, from 15.7% to 11.2%.eTihcreased performance of the Outroom
users does not considerably reduce the performaht@oom, where they can still handle
the maximum 23 Erlangs traffic, even with the ims® blocking probability from 3.5% to

slightly less than 5%.

6.4  FSS State Window based Spectrum Sharing

The model in the FSS Dynamic Table still uses astaimeneous measurement of
traffic load over the time activation. This mod#ll snakes the fast flipping states of FSS ON
and OFF occurs frequently. As a result, as showfigare 6.4, most of the timely activation
with the blocking probability Outroom users tenditorease when instanteneous FSS state
change occurrs. A stable rate of change in the $t&8 tends to give a better performance to

Outroom and a much more stable performance to mresers.

This is the area where we need to improve the sygterformance by proposing a
system to minimize thimstanteneous FSS state changes. The idea is @ slgkng window
averaging the traffic load with a specific slot gan The way it works is the FSS State
Window will record the measured traffic load evéirge activation is successful and average
the sum of those recorded with a specific valuaiofdow size, following the basic equation

as shown below
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S Traffic load() (6.2)

ws

Traffic_load,,e =

where,
Traffic Load (i) = Instant Traffic at activatian

WS = Window size

The sliding window, with a size olvs to record traffic load is used and keeps
averaging the measured traffic load over a rangactfationt to t+ws and the following

equation will modify eq. (6.2) to include the shdiwindow as follows

t+ws i i
Yixt’$Traffic_load(i) (6.3)

ws

Traffic_loadg,e(t > t + ws) =

As a result, as shown in Figure 6.5, by using téissical value resulting from this

Traffic_load,e we can define a more realistic measured trafficntmrporate the dynamic

table.
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6.5 Resultsand Analysis

The performance of all models is simulated by usMgnte Carlo simulation
modelling techniques (see Chapter 3). It is assuthatl user connection arrivals in the
coverage area are consistent with a poisson arpra@ess, and are uniformly distributed
throughout the coverage area.

The X axis in both figures is the percentage ofliteeking probability obtained from
each model. The Y axis is the probability th¥tx < P,} whereP, is a given value of
percentage blocking probability or is the Cumulatiistribution Function (CDF) of

measured blocking probability of every user in eactivation.

Figure 6.6 (Inroom plot) and Figure 6.7 (Outroorotplllustrate the CDF of system
blocking probability of some FSS based spectrunessanodels used previously both for
Inroom and Outroom users, from the basic FSS ON§ BFF, the dynamic table and the
model combining the dynamic table with the FSSistjdvindow.

As described in earlier chapters, the FSS ON (batil line) state provides the best
performance of Inroom users and the worst perfomaasf Outroom users. This is in line
with the result shown in Figure 6.6 for Inroom usérere 100% of users have a blocking
probability less than or equal to 5% and the reslubwn in Figure 6.7 for the Outroom users
where only 1% of users have blocking probabilitgsléghan or equal to 5%. On the other
hand, the FSS OFF (red dotted line) gives the wmedormance of the Inroom users and the
best performance of the Outroom users. Figure 6oBvs only 86.3% of Inroom users have
blocking probability less than or equal to 5% alnél tesult in Figure 6.7 shows where 96.9%

of Outroom users have blocking probability lessitbaequal than 5%.

In the case of the FSS model using the dynamietdidre we compare performance
in the model without using the FSS state windowéldash dotted line) with the model using
the FSS state window of 25 s (cyan dashed lingurgi6.7 shows an increased performance
of the Outroom user from 80.5% in the model withth& FSS state window up to 85.1% if
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the FSS state window is in place. The increasedrdOot user performance does not
significantly decrease the performance of Inroorarsisvhere it only drops from 93.7% to
92.4%.
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COF of BElocking Probahility of Outroom Lser
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In addition, if we examine the detail of the effetthe size of the sliding window, we
can see the result as shown in Figure 6.8 (Inrolmt) and Figure 6.9 (Outroom plot), that a
longer sliding window tends to allow better perfamse for Outroom users without

significantly decreasing the performance of Inragsers.

We compare this result with the model without usihg FSS state window of 25 s
(cyan dashed line) and with the model using the §&& window of 100 s (blue dotted line).
It has shown in Figure 6.9 an increased performaric®@utroom user from 85.1% in the
model without the FSS state window up to 94% if B®S state window is in place. The
increased Outroom user performance does not signily decrease the performance of

Inroom users where it only drops from 92.4% to 88.4
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CDF of Blocking Probability of Inroam User with Differant FS5 State YWindow
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6.6 Conclusion

Based on the techniques developed in the previbapter, we have defined the
dynamic table as a look-up table used by the FSSitfo FSS State activation. The

performance of this model was then compared wit8 F&ed Threshold.

To further improve the system performance we predabhe use of the FSS State
Window. This model used a sliding window averagihg traffic load over a specific time
interval based on window size. As a result, welggs variation in the measured traffic load
and minimize the frequency of instantaneous chamgedgffic. This statistical value was
then incorporated in the dynamic table to perfohe mew improved FSS model. The result
shows that a longer sliding window compared withtamt measurement provides a better
performance for Outroom users without significardBcreasing the performance of Inroom

users.
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Chapter 7. Further Work
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7.1 Incorporating Dynamic Channel Assignment to IncreasSystem

Performance

In the context of this thesis, Dynamic Channel gssient can be categorized as a

user spectrum restriction mechanism. In this wotkrently it only uses the random channel

selection technigue and it gives a good balanctomeance between different user groups.

The combined use of dynamic channel assignment emiéible a more efficient channel

selection process. In turn, it will improve the foemance of the system. There are several

different parameters that can be considered such as

* The use of interference levels in each test userthamnel selection and determining the

best channel by selecting the one with the higB&sR.

» Estimated traffic load can also be used as a flexibriable, i.e. if there is more than one

assignment of channel, the best channel option élldetermined depending on the

predetermined peak of traffic change.
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7.2  Dynamic Cooperation between Same Level of Users

This thesis focuses on the Outroom user to imptbedr performance by finding
opportunities to use the Inroom spectrum, but noé versa, where Inroom can only use its
default spectrum. In the option of Two AvailableeBfjum (2AS), we can further look into
detail on the way in which the system reacts ifhbosers can use each other’'s spectrum
depending on their occupancy level. For exampléhef Inroom user can use the Outroom
user’s spectrum (f3) when they need it and the gameference also occurs on Outroom user

as they can use the Inroom spectrum (f1).

The dynamic cooperation between both users, wighube of FSS walls, will give
more detailed information on how dynamic spectrusoeas can be gained for user groups
with the same level of flexibility. The two-dimensial Markov analytical model, as
previously developed in this thesis, can be usedirtderstand the way in which those
different user groups affecting each other’'s penfamce.

7.3 Incorporating Learning into the Activation Processf FSS Walls

Utilizing distributed coordination between usergres to be a promising alternative
to overcome the shortage of radio spectrum ressunséde the building. The way it operates
is by applying the cognitive learning applicatiantiie user radio system. The cognitive radio
system can benefit from its learning capability avith their action adjusted accordingly in
order to achieve their objective. The knowledgeahihis obtained from previous information
(it could be from a predetermined initial stateewen the concept of a pre-play state) is
continuously being added, so it then allows useexplore more alternative states to achieve
better coexistence performance. In the contextisfresearch, learning-based application can
be carried out to incorporate with the FSS systeriuitther improve the FSS state activation

process.
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7.4 Multidimensional Markov Model

This thesis focuses its discussion on the Markalyasis of shared spectrum (f2). It
applies the Markov model by using user set asatsable to define equilibrium analysis of
the provided state-transition-rate diagram. Moranttwo user groups will require a multi-

dimensional approach even though the same metrsidl i@pplicable.

As a starting point, i.e. for three user group $pea sharing, the use of the three-
dimensional Markov chain model in [66], [67] can bensidered. They use the Markov
model to analyse the performance of different baitkvindow algorithms in IEEE 802.11.
However, the way they analyse the three-dimensidhatkov analysis appears to have
similarity with the basic Markov analysis in thissearch. By applying their model with some
modification to suit this research user’s interactcase, the complexity of state-transition-
rate diagram will be reduced. The equilibrium asmcan be derived to form the equation to

reflect performance analysis at every stage ofthiser groups’ spectrum sharing model.
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8.1  Summary and Conclusions of the Work

This thesis has explored the fundamental issuapptying dynamic shared spectrum
in smart indoor environments. A brief summary arahatusion of the entire thesis is
presented below. In addition, the main findingshef research and the original contributions
are also highlighted in this chapter.

Chapter 1 provides a general introduction to thesihand elucidates the purpose of
this research. Chapter 2 presents a comprehengvature review focusing oBDynamic
Spectrum Acces@DSA). It also explains types of coexistence ooparation that don-
Priority User (NPU) can use to access the spectrum in termgpeftum sharing with
Priority User (PU) and whyCognitive Radio(CR) is an excellent fit to support spectrum
sharing between the PU and NPU. In addition, chigbtdso briefly discusses the concept of
the smart building environment together with the o§Frequency Selective Surfac@sSS)

to create small ‘communication’ isolated zones \thih use of FSS walls.
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Chapter 3 describes the research methodology, hmagiééchniques and validation
methods used to evaluate the performance. MATLABsisd as a tool to perform all of the
simulation tasks. The Monte Carlo simulation tegei has been widely used to verify the
statistical behaviour of the random selected ewetdted to the system performance
evaluation. Several performance measures and cetidn methods are introduced for
systems performance analysis suciBlagking Probability(BP) for each specific set of users
inside a building. It provide€Engset Distributioncomparison between theoretical and
simulation results for the use of simulation vatida and explained how &umulative
Distribution Function (CDF) was a fundamental tool to show any improvweimef
performance for each scenario used in this resedtan, it continues to find the acceptable
parameter foChannel Proportion(CP), the proportionate number of channels intiaiato
each of the three spectrums, and uses that CP e#maof 12:6:12 (f1:f2:f3) to perform all
simulation scenarios throughout this thesis.

Chapter 4 gives broad mathematical analysis oftgppecsharing with two users and
one available spectrum (1AS) using Markov analyAis.analytical model is developed to
understand the behaviour of different user groupsa group with full flexibility compared
to a group with limited flexibility, and study theay in which they influence each other in
terms of system performance. The model is extendedcorporate the use of a restriction
mechanism in order to control the relative userfguarance among different groups. Two
types of restriction are proposed. The first onthésFSS based restriction mechanism, which
uses the information gathered from interferencenftbe surrounding environment and bases
its activation restriction on maximum occupancytba shared spectrum. The other is the
user spectrum based restriction mechanism, whiels tiseir local information of level of
occupancy and applies it to their action restrictidhe analytical approach and restriction

mechanism proposed in this chapter are generafijcaple to any other types of systems.

Chapter 5 explains the basic modelling scenaricafolFSS used in the control of 3
frequency spectrum sharing scenarios in a smasbindnvironment. It proposes a definition
of the smart environment in this scenario, wheeedttive FSS walls have three capabilities:
1) FSS ON, the condition where the wall will exhibigh isolation through the entire surface
of the wall and provide high interference at a #pefrequency targeted by the user; 2) FSS
OFF, the condition where the wall acts as a stahaall; and 3) Fixed Threshold, the
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condition where the wall bases its FSS activationrstantaneous occupancy of a specific
frequency. This chapter provides a thorough disonssn how restriction mechanism can be
implemented by using the analysis with the helphef Markov model. It continues to derive
the blocking probability analysis specifically feach of the three FSS models using the state-

transition-rate diagram constructed earlier.

In Chapter 6, more explorations using three freqig=nsimilar to the previous
chapter were conducted, with different scenariage @ovel approach is presented, using the
Dynamic Table. This table is an instantaneous A8&shold look up table that has been
grouped to its respective traffic load. The beneffihaving this dynamic table is that it would
set the FSS Activation threshold value dependinghmninstantaneous traffic load and it

proved to have a better performance when compaitbdive previous model.

However, the use of an instantaneous value is proe¢ to be an ideal option as it
causes the FSS state to frequently alter its ¢tet@llating ON-OFF) when it reaches the
threshold value. For this reason, this researalodoices another novel approach based on a
sliding window (‘FSS State Window’) to determine avhto activate the FSS. It is shown that
a longer sliding window tends to give a better perfance for Outroom users without
significantly decreasing the performance of Inragsers.

8.2  Summary of Original Contributions

This thesis is focused on investigating the impafct-SS walls on the performance of
wireless indoor communication. The original and eloeontributions of this thesis are

highlighted in this section.

8.2.1Concept of Using FSSto Control QoS within a Smart Building Environment

* Novel restriction mechanisms based on FSS are olgeeélin this thesis to control
the relative QoS among different groups of usets wifferent levels of flexibility.

This mechanism will restrict the FSS state actoratbased on a maximum level of
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occupancy of the shared spectrum. Results shovatbalanced blocking probability
between different user groups can be achieved bplyiayg this restriction
mechanism.

* In addition to the work in [36] where they have wimothe achievable coverage
control building by using FSS walls, this reseaigkable to add another dimension
by simulating the performance of FSS based spectceess. The novelty of this
scheme is the way in which it determines when tovaie the FSS using an
instantaneous FSS threshold value. Two differamttesgies have been discussed in

this thesis.

8.2.2Mathematical Analysisof Spectrum Performance using Markov Diagram

An original two-dimensional Markov analytical modsldeveloped to understand the
way in which different groups of users, i.e. PitipfJser or Non-Priority User, affect each
other’s performance. The two-dimensional Markov elad used to model the coexistence in
a shared spectrum. This analytical model distirgsstself from other models such as [65],
[68] by defining its model from the user set argdapplication to a heterogeneous multi-user

indoor communication system with different resouaailability.

This thesis also proposed an FSS based restriotechanism. It is the analysis of
imposing the external restriction (FSS Wall) totler improve the spectrum performance.
The restriction analysis shows that when we impBS& based restriction on all three
models, FSS continually ON, FSS continually OFF B68& Fixed Threshold, it will provide
different outcomes on the usable state area of-stamsition-rate diagrams in shared
spectrum f2. FSS continually ON will turn the mudimensional Markov model into a
single-dimensional Markov model. FSS continually FOwill form the usable state area
defined as Pp((j1 + j2) < 2m}. FSS Fixed Threshold will form the usable statesadefined as
{p((ir + j2) > k) = 03N {p(jr.0), k+I<j1 < 2n} with the (width) area depending on the
value ofk . This usable state is one of the main factordeine the blocking probability of

Non-Priority Usersin the shared spectrum.
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8.2.3 FSS based Spectrum Sharing Using FSS State Window

Chapter 6 introduces a novel algorithm, the FSSeSwindow, to determine the
activation of the FSS state by using the slidingdew. The novelty of this model comes in
the way it works by recording the measured traffied every time activation is successful
over the size duration of the sliding window anderages the sum of that recorded
information with a specific value of sliding windosize. The result is represented by
Cumulative Density FunctiofCDF) for a specific user when the blocking prabgbequals
or is less than 5%. It shows that increasing theetduration of the FSS State Window,
provides a better Non-Priority User performancehaitt significantly decreasing the
performance of the Priority User. To the best wf knowledge, our algorithm is the first to
apply this sliding window method to determine ti&SFactivation.
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Glossary of Terms

1AS
2AS
3AS
BCD
BPSK
BRTI
CDF
CDMA
CP
CR
DAI
DCA
DSA
DSSS
EM
FCC
FDMA
FHSS
FSS
ISM
ITU-R

LOS
MIMO
MWM
NPU
OFCOM
OFDM
OFDMA

: One Available Spectrum
: Two Available Spectrums
: Three Available Spectrums
: Blocked Customers Delayed
: Binary Phase Shift Keying
: Badan Regulasi Telekomunikasi Indonesia
: Cumulative Distribution Function
: Code Division Multiple Access
: Channel Proportion
: Cognitive Radio
. Distributed Artificial Intelligence
: Dynamic Channel Assignment
: Dynamic Spectrum Access
. Direct Sequence Spread Spectrum
: Electro-Magnetic
: Federal Communications Commission
: Frequency Division Multiple Access
: Frequency Hopping Spread Spectrum
: Frequency Selective Surfaces
: Industrial Scientific and Medical

. International Telecommunication Union — TiRadio

Communication Sector

: Line of Sight
: Multiple Inputs Multiple Outputs
: Multi-Wall-Model
: Non-Priority Users
: The Office of Communications
: Orthogonal Frequency Division Multiplexing

: Orthogonal Frequency Division Multiple Agse

118



OLOS
0SS
oT
PU
QAM
QoS
QPSK
SDMA
SDR
SINR
SNR
TDMA
U-NII
UuwB
WLAN

: Obstructed Line of Sight
: Opportunistic Spectrum Sharing
: Offered Traffic
. Priority Users
: Quadrature Amplitude Modulation
: Quality of Service
: Quadrature Phase Shift Keying
: Spatial Division Multiple Access
: Software Defined Radio
: Signal to Interference plus Noise Ratio
: Signal to Noise Ratio
: Time Division Multiple Access
: Unlicensed National Information Structure
: Ultra Wide Band

- Wireless Local Area Network
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