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Abstract

The interaction of convection with rotation and magnetic fields plays an important role in

determining the dynamics of many geophysical and astrophysical phenomena. In particular, this

interaction is thought to be associated with the generationof large-scale mean flows as observed,

for example, in the atmospheres of the giant planets and in the interior of the Sun. This study

examines the interaction of convection with rotation and magnetic fields in a simplified, two-

dimensional, plane layer model. We consider the case where the fluid rotates about an axis that is

oblique to gravity, and is in the presence of a horizontal magnetic field. Also considered, is the

case where a horizontal temperature gradient maintains a thermal wind. The fluid is taken to be

either incompressible, using the Boussinesq approximation, or compressible, using the anelastic

approximation. An examination of the linear behaviour is undertaken to investigate the conditions

required for the onset of convection, in a number of different regimes. The existence of an

unexpected symmetry is proved in the anelastic case. A pseudospectral numerical code, developed

in order to solve the nonlinear equations, is then described. The code is employed to investigate

the dynamics in the nonlinear regime and determine the underlying physical interactions for

mean flow maintenance. It is shown that whether convection acts to decrease or increase the

thermal wind shear, depends on the Prandtl number and the angle of tilt of the rotation vector.

Furthermore, the asymmetries introduced when a backgroundstratification is present, manifest

themselves in the time-dependent nature of the mean flows driven. We also show that an imposed

horizontal magnetic field not only inhibits mean flow generation but also affects the vertical

structure of the flows. To finish, a discussion of the applicability of the work to astrophysical

phenomena is given.
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6.2. In (a),Ra = 40000 and the section is taken atKEū = 0.1307, in (b),
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Chapter 1

Introduction

1.1 Motivation

For centuries, scientists have been observing the Sun and its Solar System. With the advent of new

observational techniques an ever clearer picture of the Universe is being built, though many of the

phenomena observed can not be well explained. It is our hope that by studying such phenomena

through mathematical modelling, and relating the results to observations, our understanding will

be improved.

In particular, large-scale mean flows have long been observed in many systems of geophysical

and astrophysical importance, such as planets, stars, galaxies and accretion disks. Despite this,

mean flow generation is not a well understood process; neither is the interaction of mean flows

with other physical processes such as magnetic field generation. Well-known examples of mean

flows include the differential rotation in the Sun, the large-scale zonal jets on Jupiter and the jet

streams in the Earth’s atmosphere. The next section examines these examples in more detail and

describes the physical mechanisms that might cause them.

1.2 Examples of mean flows

To begin, we define loosely what is meant by a mean flow. Fluid flow can be split into a mean

part and a fluctuating part, where the mean flow is the part of the fluid velocity that remains after

an averaging process (e.g., Reynolds decomposition). We will define this more rigorously in due

course. Often, the mean flow is much larger than the small-scale turbulence that occurs along
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with it. We now describe some of these large-scale flows, the physical situations in which they

occur and their implications.

1.2.1 The Sun

The Sun is a mass of plasma that lies at the centre of the Solar System. It has a radius of

approximately6.955 × 108m and a mass of approximately1.989 × 1030kg (Williams (2004)).

The physical processes occurring in the Sun have a large effect on space weather (National

Research Council (1997)) and so it is important to understand them. This activity can have

terrestrial implications, for example, the Sun ejects large quantities of matter and radiation in so-

called coronal mass ejections and these can cause damage to satellites and disrupt communication

networks (National Research Council (2008)). Observations of the Sun, over many years, have

enabled us to gain a deeper understanding of the structure ofthe Sun. A detailed review of the

Sun and its properties is found in Priest (1984) or Stix (2004); we outline some key features in

the following sections.

Structure of the Sun

The Sun can be thought of as consisting of a number of distinctregions, defined by the material

in the region and the physical processes that occur there, see figure 1.1. At the centre of the

Figure 1.1: Interior structure of the Sun. The core extends to 20-25% of the radius and is

surrounded by the radiation zone which extends to approximately 70% of the radius. The outer

30% is occupied by the convection zone. Image source: http://phys.org/news/.
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Sun is the solar core which extends to20-25% of the radius. In the core, temperatures are hot

enough for nuclear fusion to take place, so that hydrogen canbe converted into helium, and in

doing so, create vast amounts of energy. This energy is carried outwards by radiation into the

next region, known as the radiative zone, where the energy continues to be radiated outwards,

until approximately70% of the distance of the solar radius is reached. In the region occupied by

the outer30% by radius, the Sun is convectively unstable and this region is therefore known as

the convective zone. The region between the radiative and convective zones is a shallow region of

radial shear, known as the tachocline (Spiegel & Zahn (1992)), it will be described in more detail

later. In the convective zone, energy is transported by the convection towards the surface. At the

photosphere, i.e., the visible surface of the Sun, hotter material that has been convected outwards

from the interior is cooled and therefore its density increases, this causes the material to sink

towards the base of the convection zone and the process begins again. These convective motions

are characterised at the surface as solar granules and supergranules. Above the photosphere is the

solar atmosphere, but we are interested in the physical processes that occur in the solar interior,

more specifically in the convection zone and so we shall not delve deeper into the solar atmosphere

here.

It has been known for some time that, by tracking visible surface features, the Sun is rotating

faster at the equator than it is at the poles - it is differentially rotating (see e.g., Ward (1966)).

However, little was known about the internal rotation profile of the Sun until relatively recently,

when a technique known as helioseismology was developed. Helioseismology measures Doppler

shifts at the solar surface that result from wave oscillations in the interior and the data obtained can

be inverted to infer information about the large-scale structure and rotation of the solar interior.

Details of the technique are given in Christensen-Dalsgaard (2002). Using this technique, the

rotation profile given in figure 1.2 has been deduced. From theprofile we see that the radiative

zone is in solid body rotation but the convection zone is rotating faster at the equator than it is at

the poles, with lines of constant rotation rate being radial, thus confirming the differential rotation

previously observed. The period of rotation at the poles is approximately33 days whereas at the

equator it is only25 days (Schouet al. (1998)). The smooth transition between the radiation and

convection zones occurs at the tachocline and as a result thetachocline is a layer of strong shear

(Hugheset al. (2007)). It is the convective turbulence in the convective zone that appears to drive

motions that result in differential rotation, these motions persist on averaging and are an example

of a mean flow. This thesis aims to provide simple models for examining such a convectively

driven mean flow.
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Figure 1.2: Rotation profile of the Sun. The radiation zone isin solid body rotation, whereas the

convection zone is differentially rotating. In between these two regions is a thin layer known as

the tachocline. Image from Schouet al. (1998).

Magnetic nature of the Sun

The Sun consists of electrically conducting fluid which allows it to have a magnetic field. The

process by which this field is generated is known as dynamo action and is an active research

topic in its own right (see Ossendrijver (2003) or Tobias & Weiss (2007) for a review) but it is

believed that differential rotation assists the dynamo process. The Sun’s active magnetic field

affects the physical processes occurring in the Sun and therefore, ideally, the effect of a field

should be considered in any solar model. For example, the differential rotation of the Sun causes

magnetic field lines to twist and, over time, cause magnetic field loops to erupt from the Sun’s

surface, this leads to the emergence of so-called sunspots which can be observed as dark spots on

the Sun’s surface (e.g., Tobias (2002)). Observations of sunspots over many years have led to the

recognition of a sunspot cycle - the periodic change in number and location of sunspots over time.

An illustration of this cycle is given in figure 1.3. For obvious reasons, this diagram is known as

a butterfly diagram (Maunder (1904)) and from it we can observe that the sunspot cycle has an

eleven year period. During this cycle, sunspots increase innumber and move towards the equator

before decreasing in number, then the cycle starts again. Each time the cycle starts again, the

magnetic field switches polarity and as a result the completemagnetic cycle actually occurs over

a 22 year period, as shown by figure 1.4. For a comprehensive review of sunspots, see Thomas &

Weiss (2008).

Clearly, to understand the Sun, it is necessary to understand how convection interacts with rotation

and magnetic fields. This is a primary aim of our study.
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Figure 1.3: Solar butterfly diagram. The location of sunspots as a function of time and latitude. In

each eleven year cycle, sunspots increase in number, move towards the equator and then decrease

in number. Image from Hathaway (2010).

Figure 1.4: Magnetic butterfly diagram. The polarity of the magnetic field associated with

sunspots switches after each 11 year cycle, resulting in a complete cycle period of 22 years.

Image source: David Hathaway, NASA.

1.2.2 Jupiter

With a radius of approximately7 × 107m and a mass of approximately1.9 × 1027kg (Williams

(2007)), Jupiter is the largest planet in the Solar System. It is believed to consist of a dense

metallic core surrounded by an outer layer atmosphere of hydrogen and helium (Stevenson &

Salpeter (1976), Guillotet al.(2004)). The atmosphere is thought to be about1.5×107m in extent

and it is in the atmosphere that mean flows are observed. It is known that Jupiter has a magnetic

field, which like the Sun is believed to be driven by dynamo action. Though the mechanism is not

fully understood, it is thought the magnetic field is generated in the metallic core, see e.g., Jones

(2011). The mean flows on Jupiter result in the very distinct,banded structure we observe, see

figure 1.5(a). This banded structure is made up of an array of prograde and retrograde zonal flows

and whilst they have been observed for centuries it is not fully understood what causes them.
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(a) (b)

Figure 1.5: (a) Image of Jupiter showing the distinct array of zonal jets present in its atmosphere.

Image source: http://astronomy.nju.edu.cn. (b) Data relating to the zonal flows obtained from

the Voyager and Cassini missions, the two sets of data are very similar. Image from Porcoet al.

(2003).

Data relating to the zonal flows was obtained on two separate missions by the Voyager (Limaye

(1986)) and Cassini spacecraft (Porcoet al. (2003)), see figure 1.5(b). Despite these missions

being 20 years apart, the data for the zonal flows was found to be almost identical, highlighting

the steady nature of the jets.

There have been different models proposed to describe the banded structure and the origin of

the jets. One model, introduced by Busse (1976), suggests that the zonal flows are driven by

convection in the deep interior. A second model, proposes the zonal flows are confined to a stably

stratified region at the surface (Williams (1979), Dowling &Ingersoll (1989)) in which case, the

flows are driven by small-scale turbulence, perhaps caused by thunderstorms. Both models have

shortcomings when trying to reproduce the exact banded structure of the Jovian atmosphere. The

deep convection models are often able to reproduce the prograde equatorial jet and its flanking

jets, e.g., Christensen (2001, 2002), Heimpelet al. (2005), but do not reproduce the high latitude

jets. On the other hand, the shallow layer models are able to produce high-level jets but not the

equatorial flows, e.g., Cho & Polvani (1996). Although more recently, Scott & Polvani (2007) and

Warneford & Dellar (2014) have had some success by incorporating Newtonian cooling into their

shallow layer models. Vasavada & Showman (2005) provided a review of observations, theory,

experiments and simulations of Jupiter’s atmosphere, theyconcluded that Jupiter’s dynamics are

probably a result of both deep and shallow processes.
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1.2.3 Other examples

We have discussed the mean flows of the Sun and Jupiter in some detail but there are many other

examples of large-scale mean flows in nature. We describe some of them briefly here.

Earth’s atmosphere

The circulation in the Earth’s atmosphere is another example of a large-scale flow present in

nature. An extensive description of the circulation in the atmosphere can be found in Vallis

(2006). We describe the key aspects briefly here. There are two main types of circulation: the

meridional circulation, i.e., along lines of constant longitude, and the zonal flows, i.e., along

lines of constant latitude. The circulation is driven by therotation of the Earth and solar heating;

they act to transport energy from the equator to the poles by convection. There are three distinct

circulation cells acting meridionally in each hemisphere,as shown in figure 1.6. The cell closest

to the equator is known as the Hadley cell (Hadley (1735)) andit works as follows: the warmer

air at the equator rises and moves polewards and then sinks inthe subtropics. Some of the air that

sinks to the surface at the subtropic latitudes returns to the equator to complete the Hadley cell.

The rest of the sinking air moves towards the poles where, at roughly60° latitude, it meets cold

air moving down from the poles. The low surface pressure at60° latitude causes the air to rise;

some of this air returns to30° latitude to complete the Ferrel cell. The third circulation cell is

known as the Polar cell, and it is completed when some of the air circulated towards the equator

from the poles, meets the Ferrel cell and is returned to the poles.

The zonal flows, known as jet streams, arise because the air from the equatorial region is warm

compared to the air in the Ferrel cell, and so there is a strongtemperature gradient between the

two air masses. The resulting jets, known as subtropical jets, flow from west to east in both

hemispheres - the wind does not flow from hot to cold directly but is deflected by the Coriolis

effect (i.e., to the right in the northern hemisphere and to the left in the southern hemisphere).

Similarly, the meeting of the warm air from mid-latitudes and the cold air from the poles causes

another jet to form above the air masses, in much the same way as the subtropical jets. Again

these jets occur in each hemisphere and they are known as the polar jets.

In this thesis, we focus on mean flows driven in astrophysicalbodies such as the Sun, we mention

the Earth’s atmosphere as another example of the ubiquitousnature of mean flows only and will

not consider it any further.
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Figure 1.6: Circulation of air in the Earth’s atmosphere. There exist three distinct cells of

meridional circulation in each hemisphere: (i) the Hadley cell, (ii) the Ferrel cell and (iii) the

Polar cell. In addition, large-scale zonal flows exist in theform of the polar and subtropical jets.

Image source: www.srh.noaa.gov.

Other planets

In addition to data about Jupiter, the Cassini mission provided details about Saturn (see Porco

et al. (2005)). Along with images from the Hubble telescope (Pérez-Hoyos et al. (2005)),

this data has been able to enlighten us about the zonal flow pattern on Saturn. Like Jupiter,

Saturn’s atmosphere consists of a prograde equatorial jet with multiple smaller-scale jets at higher

latitudes. However, Saturn’s equatorial jet is broader than Jupiter’s, and the bands are less striking

in colour, hence Saturn is a less well-known example of strong zonal flow. Porcoet al.(2005) also

showed that at higher latitudes on Saturn, there are only three prograde jets in each hemisphere, in

contrast to many more on Jupiter. Moreover, there is very little retrograde surface flow on Saturn,

again in contrast to Jupiter.

As well as the gas giant planets, Jupiter and Saturn, the ice giant planets, Uranus and Neptune,

are also known to have strong zonal flows. Imaging data from the Hubble and Keck telescopes

has provided information about the zonal flow on these planets (see Hammelet al. (2001, 2005)).

In contrast to Jupiter and Saturn, the equatorial jets on Uranus and Neptune are retrograde and

the higher latitudes do not contain multiple jets. Instead,there is a high-latitude prograde jet in

each hemisphere. The zonal flow profiles of Jupiter, Saturn, Uranus and Neptune as found in

Sukorianskyet al. (2002) are shown in figure 1.7.

As explained before, shallow layer systems have been used tomodel atmospheres of giant planets

and they often result in retrograde equatorial jets, in agreement with the observations for Uranus

and Neptune. Therefore, these models have been favoured forinvestigating the zonal flows on

the ice giant planets (e.g., Cho & Polvani (1996)). As an alternative, Aurnouet al. (2007) used
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Figure 1.7: Observed zonal flow profiles of Jupiter, Saturn, Uranus and Neptune. Figure adapted

from figure 2 of Sukorianskyet al. (2002).

three-dimensional convection models to examine the flows onUranus and Neptune.

Other stars

Whilst we have described the Sun in some detail, it is not the only star that exhibits differential

rotation. For example, the rapidly rotating star system, ABDoradus, is also believed to be

differentially rotating (Donati & Collier Cameron (1997)). The interior rotation rate profile of

the Sun is well known from helioseismology (see section 1.2.1) but for some time, the Sun was

the only star for which we had measurements of its internal rotation rate. Although, by tracking

surface features, the surface rotation rate of other stars could be deduced, (see e.g., Donatiet al.

(1999) and Collier Cameronet al. (2002)). More recently, asteroseismology missions have been

carried out to probe the internal rotation profiles of other stars e.g., the Kepler mission (see

Gilliland et al. (2010)). Such missions, as well as the previous surface measurements, showed

that other stars are also differentially rotating.

Whilst the aim of this study is to examine the interaction of convection, rotation, magnetic

fields and the driving of mean flows in a simplified model, the work has been conducted with

applications to stellar physics in mind.

1.3 Mechanisms for mean flow generation

In the previous section, we described some examples of mean flows observed in a geophysical

and astrophysical context. The mechanisms of their generation depends upon the exact physical

setting in which they are found. We have seen that the interaction of convection with rotation
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and magnetic fields results in the observed solar differential rotation. Whereas, the mechanism

for zonal flow in Jupiter’s atmosphere is still not fully understood. As we have seen, it is thought

that the flow may be a result of convective processes in the deep interior, or a result of processes

occurring in a stably stratified weather layer, or possibly acombination of the two. This thesis

examines convection as a mechanism for mean flow generation and therefore we will focus on

convection hereafter.

1.4 Convection

As has been discussed in the preceding sections, convectionis an important mechanism in the

driving of mean flows. Broadly, convection is a process that transports heat energy in a fluid by

fluid motions. The general idea behind thermal convection isthat a parcel of warm fluid is less

dense than a cooler parcel, and so, if a fluid parcel is warmed,it will become less dense than its

surroundings and rise because of buoyancy effects. On the other hand, the cooler fluid will sink

to replace the initial fluid, resulting in motions within thefluid. This convective motion transports

heat energy in the fluid and leads to fluid mixing.

1.4.1 Rayleigh-B́enard convection

The most simple mathematical description of convection is encapsulated in the Rayleigh-Bénard

system, named after Henri Bénard and Lord Rayleigh. Bénard conducted experiments on a layer

heated from below (Bénard (1900, 1901)) and Rayleigh (1916) carried out a mathematical linear

stability analysis of the same system. The Rayleigh-Bénard system consists of a fluid layer where

the lower boundary is maintained at a higher temperature than the upper boundary. Initially, the

fluid is taken to be at rest. As described above, the hotter, less dense fluid will want to rise due

to buoyancy and the system is unstable. The natural tendencyof the fluid to redistribute itself to

form a stable configuration is opposed by the fluid viscosity.Therefore, the temperature gradient

must be large enough to overcome this opposition before the instability will onset. Rayleigh

showed that whether a fluid layer heated from below is stable or not can be determined from

a dimensionless parameter that relates the size of the temperature gradient to the size of the

viscous effects. This parameter is known as the Rayleigh number and will play an important

role throughout this thesis; it will be defined in section 2.3.4.

In subsequent years, the simple Rayleigh-Bénard model wasbuilt upon and generalised in Jeffreys

(1926, 1928). Chandrasekhar (1961) provides a comprehensive review of the mathematical linear
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theory for a number of different situations. Details of other work relating to the linear theory of

convection is given in Chapters 3 and 4.

1.4.2 Experiments

A useful tool for studying convection is through experiments. Often, experiments can explore

parameter regimes that cannot be studied theoretically or numerically. There has been an

abundance of experimental studies of convection, beginning with the experiments of Bénard in

1900. Schmidt & Milverton (1935) confirmed experimentally the predicted onset of convection,

as derived by Rayleigh. In subsequent years, the experiments were repeated by many, including

Malkus (1954), who was able to achieve greater precision. Rossby (1969) added rotation to the

systems of previous studies. As experimental techniques were improved and new ones developed,

experiments involving convection in deeper layers were performed, e.g., Castainget al. (1989),

they not only had a deeper layer but were able to reach higher Rayleigh numbers. Liu & Ecke

(1997) studied rotating experiments in a deeper layer than in the earlier experiments such as

those undertaken by Rossby (1969). More recently, experimentalists have tried to develop scaling

laws relating to heat transport, for example, Kinget al. (2009, 2012) try to establish laws for the

dependence of the efficiency of heat transfer (as measured bythe Nusselt number) on the thermal

driving (as measured by the Rayleigh number) in rotating Rayleigh-Bénard convection.

1.4.3 Nonlinear studies

Linear theory, as introduced by Rayleigh and described by Chandrasekhar (1961), is only capable

of determining whether a system is convectively stable or not and if not, at what rate we would

expect to see growth. It is not able to tell us anything about the dynamics of the fluid after the

initial period of growth. To determine this behaviour, it isrequired that the nonlinear effects

are accounted for in the mathematical description of the convection. Early studies of nonlinear

convection were carried out by Malkus & Veronis (1958), theyanalysed the nonlinear stability of

the system to finite amplitude perturbations and established whether or not a system would reach

a thermal equilibrium. Veronis (1959) extended this idea toincorporate rotation.

There is only so much progress that can be made analytically when studying the nonlinear regime,

but with the advent of computers, techniques were developedto solve the equations numerically.

Veronis (1966) was one of the first to do this when he studied two-dimensional Rayleigh-Bénard

convection using a numerical algorithm to solve the equations. He later added rotation to the
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system and solved it using a similar algorithm, see Veronis (1968). Because of the lack of

computing power at the time, these simulations were only conducted at very moderate Rayleigh

numbers. Moore & Weiss (1973) studied two-dimensional Rayleigh-Bénard convection using

a different numerical approach to Veronis (1966) and found they were able to study a much

larger range of parameters. With the development of faster,more efficient computers and better

numerical algorithms, Rayleigh-Bénard convection was able to be studied in a lot more depth

numerically. For example, Vincent & Yuen (1999, 2000) were able to reach Rayleigh numbers

of up to several orders of magnitude higher than in previous studies in their two-dimensional

simulations, this led to the discovery of behaviour not seenbefore, or predicted by any theory.

Computing resources now allow for the study of fully nonlinear convection in three dimensions.

As mean flow generation is a nonlinear process, the ability tosolve the nonlinear equations

numerically has led to a large number of studies of convection-driven mean flows. Mean flows

generated by convection have been studied using a variety ofdifferent models. Earlier models

tended to treat the fluid as incompressible and use the Boussinesq approximation (described in

section 2.3) as this is computationally the simplest thing to do. Hathaway & Somerville (1983)

performed three-dimensional simulations of Boussinesq convection in a so-called tilted f-plane

geometry, which can be used as a local approximation to a region of a spherical body. The tilted

f-plane is a plane layer in which the rotation vector can be oblique to gravity (see section 1.5 for

more details). The plane layer geometry is considered the simplest to handle computationally.

Hathaway & Somerville (1986, 1987), extended the work of Hathaway & Somerville (1983) to

investigate the interaction between convection, rotationand shear flows by imposing a background

shear flow. Other work relating to Boussinesq convection on atilted f-plane was done by Julien &

Knobloch (1998) who used asymptotic theory to establish constraints on the transport properties

of the flows. They compared the results of their asymptotic analysis to the results of the numerical

simulations of Hathaway & Somerville (1983) and found good agreement. Saito & Ishioka (2011)

revisited the problem of the interaction of convection withrotation in an imposed shear flow. They

were able to examine a larger region of parameter space than Hathaway & Somerville (1987) and

identified a feedback mechanism resulting in an acceleratedmean flow.

The plane layer model, as just described, is a local model, and when the axis of rotation is allowed

to vary from the direction of gravity, it can be used to represent a local region at different latitudes

of a spherical body, but this is a crude approximation. In order to capture some of effects of

the curvature of a spherical body, Busse (1970) introduced an annulus model. This geometry

has been used in attempts to model the zonal flow on Jupiter, for example, Joneset al. (2003)
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used a rotating annulus model in a two-dimensional study andincorporated the possibility of

boundary friction which allowed for the more realistic multiple jet solutions to be found more

easily. Rotvig & Jones (2006) examined this annulus model more extensively and identified a

bursting mechanism that occurs in the convection in some cases. Three-dimensional Boussinesq

simulations were carried out in a spherical shell geometry by Christensen (2001, 2002) who was

using the zonal winds on large gas planets as his motivation.

As pointed out by many of these Boussinesq studies, they are only to be treated as a starting

point for the investigation of mean flows in astrophysical situations, since in reality there exist

large density gradients across the fluid in question and the Boussinesq approximation neglects

these. This has led to the consideration of models with a compressible fluid, but because of the

particularly demanding nature of the computations involved in solving the fully compressible

equations, the anelastic approximation is often used (see section 2.4 for a description of the

anelastic approximation). Jones & Kuzanyan (2009) used theanelastic approximation with a

spherical shell geometry to perform three-dimensional simulations of the zonal flow of giant

planets. They also comment on the differences between the Boussinesq and compressible cases.

In the late 20th century, an anelastic code was developed foruse on parallel architecture to

greatly help with large three-dimensional simulations. The code is based upon spherical harmonic

decomposition and is therefore given the name Anelastic Spherical Harmonic (ASH) code, see

Clune et al. (1999). The code has since been used to perform a large numberof simulations

of astrophysical flows. For example, Elliottet al. (2000) and Brun & Toomre (2002) used the

code to simulate differential rotation and meridional circulation in the Sun. The early simulations

using the ASH code did not include the effects of a magnetic field, but later, such effects have

been included in simulations of the anelastic magnetohydrodynamic (MHD) equations. These

have been used to study stellar convection and dynamos, for example, Browning (2008) studied

fully convective stars, Brunet al. (2005a) studied dynamos in A-type stars and Brownet al.

(2007), Brownet al. (2011) examined dynamos in rapidly rotating suns and young solar type

stars respectively.

Even though fully compressible simulations are extremely computationally demanding, there

have been some three-dimensional simulations of fully compressible convection. These include

Brummell et al. (1996), Brummellet al. (1998) and Chan (2001) who are concerned with

differential rotation in fully convective, plane layer models. In this thesis we will only investigate

Boussinesq and anelastic models.



Chapter 1. Introduction 14

z

φ

Ω

y

Figure 1.8: Hathaway model. A schematic of the model used by Hathawayet al. (1980). It

consists of a plane layer taken at a latitudeφ on a spherical body. As a result the rotation vector is

oblique to gravity and is given byΩ = (0,Ωcos φ,Ω sinφ). z is directed upwards,y is directed

northwards andx (into the page) is directed eastwards.

1.5 Hathaway model

The tilted f-plane geometry, as briefly discussed in the previous section, is a plane layer where

the rotation vector is oblique to gravity. Hathawayet al. (1979, 1980) utilised a tilted plane layer

model for studying the onset of convection when both a vertical and a horizontal temperature

gradient are imposed. We describe their system as it is used as the starting point of our study and

the tilted f-plane will be the geometry we use for the models considered throughout this thesis.

The model of Hathawayet al. (1980) consists of a local plane layer of fluid rotating aboutan axis

that is oblique to gravity, used to represent different latitudes on a spherical body (see figure 1.8).

Gravity is in the vertical direction and the rotation vectoris at an angleφ from the horizontal.

z is measured upwards,y is measured northwards andx is measured eastwards. The rotation

vector is then given byΩ = Ω(0, cosφ, sin φ). A temperature gradient is imposed in both the

vertical (z) and horizontal (y) directions. Hathawayet al. (1980) enforce a fixed temperature, no

slip boundary condition on the top and bottom boundaries. This model will form the basis of our

study, however we will adapt and extend the model to examine different physical situations. A

mathematical description of the model we use is derived in the next chapter.
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1.6 Thesis outline

Having described the motivation for studying convection-driven mean flows and given an

overview of existing models for such a study, our objective is to extend the work of others to

investigate the effects of a horizontal temperature gradient, magnetic field and compressibility on

mean flows driven by convection. To this end, this thesis is organised in the following way.

In Chapter 2, we introduce our model, which is an extension ofthe model of Hathawayet al.

(1980), as described in section 1.5. We then present a derivation of the governing equations for

our system, and cast them into different forms for use in later chapters.

Chapters 3 and 4 lay important foundations for a nonlinear study by considering the linear theory.

Chapter 3 extends the work of Hathawayet al. (1980) to more physically relevant regimes and

to incorporate a horizontal magnetic field. Chapter 4 introduces an oblique rotation vector into a

plane layer model of stratified convection, where previous models have only considered vertical

rotation.

Further groundwork for a nonlinear study is carried out in Chapter 5, where a detailed

description of the numerical methods used to solve the fullynonlinear equations is given. The

construction of an efficient, pseudospectral Fourier-Chebyshev code is first described for the

purely hydrodynamic system. The chapter then finishes by explaining how extensions to include

the effects of a magnetic field and stratification are implemented.

With the foundations in place, Chapters 6-8 are devoted to a nonlinear study of convection, with a

focus on establishing the behaviour of mean flows in a number of different systems. Chapter

6 investigates the effect of a horizontal temperature gradient, Chapter 7 examines the effect

of imposing a background density stratification on the fluid layer and Chapter 8 considers the

inhibition of mean flow generation by a magnetic field.

To conclude the thesis, Chapter 9 summarises the main results, discusses applications and

limitations of the work presented, before indicating how the work might be extended.



16



17

Chapter 2

Derivation of governing equations

The models used to study many of the phenomena described in Chapter 1 make different

assumptions depending on their motivation, and therefore,the equations used to describe them

take different forms, but the majority have their origins inthe fluid and magnetohydrodynamic

(MHD) equations. There are a number of textbooks that give a comprehensive introduction to

these equations, e.g., Chandrasekhar (1961), Batchelor (2000), Davidson (2001). In this chapter,

we introduce the model we use to study convection, and derivethe equations governing such a

model. We also manipulate the equations into a number of different forms that we will utilise in

later chapters. Furthermore, we discuss some of the approximations that go into the models and

their physical relevance.

2.1 Fluid and MHD equations

To begin our study, we require the equations governing the magnetohydrodynamic flow of an

electrically conducting, viscous fluid with varying density and temperature and the associated

magnetic field. We shall denote byρ(x, t) the fluid density, byu(x, t) = (u, v, w) the fluid

velocity, byT (x, t) the fluid temperature and byB(x, t) = (B1, B2, B3) the magnetic field at a

positionx and timet.

2.1.1 Continuity equation

The first equation we shall be concerned with is the continuity equation, this is a statement of

conservation of mass and is given by

∂ρ

∂t
+∇ · (ρu) = 0. (2.1.1)
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2.1.2 Momentum equation

The second equation is the momentum equation (also called the Navier-Stokes equation or

equation of motion) and is given in an inertial frame by

ρ

(

∂u

∂t
+ (u · ∇)u

)

= −∇P + F+∇ · (µτ ), (2.1.2)

whereτ is the viscous stress tensor given by

τij =
∂ui
∂xj

+
∂uj
∂xi

− 2

3
∇ · uδij , (2.1.3)

P is the isotropic pressure andµ is the dynamic viscosity. We have assumed that the fluid is

Newtonian and so the stress is proportional to the rate of strain of the fluid.F is the external force

acting on the fluid.

There are two external forces that are of importance in this thesis:

1. The buoyancy force due to gravity, given byρg = ρ(0, 0,−g), whereg is the acceleration

due to gravity.

2. The Lorentz force due to the magnetic field, given byj × B, wherej = (j1, j2, j3) =

1
µ0
(∇×B) is the (non-relativistic) current andµ0 is the permeability of free space.

In addition, as we are interested in rotating fluids, we have to consider the Coriolis effect which

results in a modification to the governing equations. The Coriolis force is a pseudo-force that

results from the acceleration of a non-inertial reference frame; it is given by2ρΩ × u, whereΩ

is the angular velocity vector.

With these external forces and the Coriolis effect considered, the momentum equation (2.1.2) in

a rotating frame becomes

ρ

(

∂u

∂t
+ (u · ∇)u

)

= −∇p− ρgêz − 2ρΩ× u+
1

µ0
(∇×B)×B+∇ · (µτ), (2.1.4)

wherep = P − 1
2 |Ω×x|2 is a modified pressure to account for the centrifugal acceleration which

can be written−1
2∇(|Ω× x|2).

2.1.3 Temperature equation

The third governing equation results from conservation of energy and leads to a relevant equation

for heat conduction (see e.g., Hurlburtet al. (1996))

ρ
∂

∂t
(cvT ) + ρ(u · ∇)(cvT ) = k∇2T − p∇ · u+Φ+Υ, (2.1.5)
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whereΦ represents viscous heating and is given byΦij = µ
2 (

∂ui
∂xj

+
∂uj
∂xi

)2 − 2
3µ(∇ · u)2 and

Υ = η
µ0
(∇×B)2 represents ohmic heating, withη being the magnetic diffusivity.cv represents

the specific heat at constant volume andk is the thermal conductivity.

2.1.4 Induction equation

Our final equation is an evolution equation for the magnetic field, it can be obtained in the

following way: Ohm’s law, for a moving conductor, gives us that the electric field,E, is related

to the magnetic field by

E =
j

σ
− u×B

=
1

µ0σ
(∇×B)− u×B, (2.1.6)

whereσ is the conductivity of the fluid. Note, we have made the MHD approximation which

assumes the above form for Ohm’s law and that all speeds are non-relativistic. Equation (2.1.6),

when combined with Faraday’s law, which is given by

∇×E = −∂B
∂t
, (2.1.7)

gives
∂B

∂t
= ∇× (u×B) + η∇2B, (2.1.8)

where we have setη = 1
µ0σ

to be constant and used the vector identity∇× (∇×B) = −∇2B,

which relies on the fact the magnetic field is solenoidal (∇ · B = 0). Equation (2.1.8) is known

as the induction equation.

2.1.5 Equation of state

An equation of state is required to complete the descriptionof the fluid system. In general it is a

thermodynamic equation relating state variables of the fluid, e.g., an equation relating the density

of a fluid to its pressure and temperature, i.e.,

ρ = ρ(p, T ). (2.1.9)

The equation of state we use depends on the approximations weare making, we will give the

appropriate equations of state for each model as they are introduced.
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2.2 Model setup

In this thesis, we will use a local plane layer model, similarto the one used by Hathawayet al.

(1980), which was described in section 1.5. However, we adapt and extend the model to suit a

number of different physical situations. Our model consists of a plane layer of fluid rotating about

an axis that is oblique to gravity, see figure 2.1. The layer can be interpreted as a local model for

a layer taken at a latitudeφ on a spherical body (cf. figure 1.8), so that the rotation vector is given

by

Ω = Ω(0, cos φ, sinφ). (2.2.10)

Thex-direction is measure eastwards, they-direction is measured northwards and thez-direction

is measured upwards. Gravity points vertically downwards.To drive convection, a vertical

temperature gradient is imposed, where the lower boundary is maintained at a higher temperature

than the upper boundary. In addition, we impose a horizontaltemperature gradient representative

of latitudinal temperature gradients that exist in, for example, stars (Hathawayet al. (1980)).

Our model described so far, is exactly as the one used in Hathaway et al. (1980) and described

in section 1.5. However, additional to the Hathaway model, we will also impose a horizontal

magnetic fieldB0 in the initial configuration (see figure 2.1), since horizontal fields are more

relevant to stars than vertical fields, see e.g., Galloway & Weiss (1981). In further contrast to

Hathawayet al. (1980), we impose stress free conditions on the top and bottom boundaries.
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Figure 2.1: Configuration: Our model consists of a rotating plane layer rotating with velocity

Ω = (0,Ωcos φ,Ω sinφ). x is directed eastwards,y is directed northwards andz is directed

upwards. A horizontal magnetic field is imposed and a temperature gradient in both they andz

directions is imposed.

The equations governing the behaviour of our model were described in section 2.1. These

equations give a full description for a compressible fluid ina rotating frame, but they are

computationally demanding to solve. To simplify things, wewill consider two approximations: (i)



Chapter 2. Derivation of governing equations 21

the Boussinesq approximation and (ii) the anelastic approximation. We begin with the Boussinesq

approximation in the next section, before describing the anelastic approximation in section 2.4.

2.3 Boussinesq approximation

As was first recognised by Boussinesq (1903), there are situations where the full governing

equations, described in section 2.1, can be simplified. Spiegel & Veronis (1960) and

Chandrasekhar (1961) give details of the so-called Boussinesq approximation, but the two key

assumptions are that (i) density is linearly related to temperature so that fluctuations in the density

result from thermal (and not pressure) effects and (ii) thatthe depth of the motions is less than

the scale heights of the system. These approximations are well suited to a liquid. As a result

of the Boussinesq approximation, we can neglect density perturbations in all terms except the

buoyancy term and so sound waves are filtered from the system.The fluctuations are required to

remain in the buoyancy term as the acceleration due to gravity is large compared to characteristic

accelerations. We denote the constant density byρ0.

Applying the Boussinesq approximation to equations (2.1.1) and (2.1.4) gives

∇ · u = 0, (2.3.11)

∂u

∂t
+ (u · ∇)u = − 1

ρ0
∇p− ρ

ρ0
gêz − 2Ω × u+

1

ρ0µ0
(∇×B)×B+ ν∇2u, (2.3.12)

where we have assumedµ to be constant and definedν = µ
ρ0

to be the kinematic viscosity.

We have also used the fact that∇ · (µτ ) = µ∇ · τ = µ
(

∇2u+ 1
3∇(∇ · u

)

= µ∇2u for an

incompressible fluid.

In the temperature equation (2.1.5), we ignore the terms resulting from viscous and ohmic heating,

and takecv andk to be constant to give

∂T

∂t
+ (u · ∇)T = κ∇2T, (2.3.13)

whereκ = k
ρ0cv

is the thermal diffusivity. The induction equation (2.1.8)remains as

∂B

∂t
= ∇× (u×B) + η∇2B, (2.3.14)

with the solenoidal constraint

∇ ·B = 0 (2.3.15)

still holding true.
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An appropriate equation of state for the Boussinesq system relates density to temperature and is

given by (see e.g., Chandrasekhar (1961))

ρ = ρ0(1− α̃(T − T0)), (2.3.16)

whereα̃ is the coefficient of thermal expansion andT0 is the temperature at whichρ = ρ0.

2.3.1 Boundary conditions

At the top (z = d) and bottom (z = 0) boundaries, we enforce no normal flow. This requires

u · n̂ = w = 0 on z = 0,d. (2.3.17)

For stress free boundaries, we enforce that the tangential stress must vanish on the boundaries.

Equation (2.1.3) suggests that this requires

τ13 =
∂u

∂z
+
∂w

∂x
= 0, (2.3.18)

τ23 =
∂v

∂z
+
∂w

∂y
= 0 (2.3.19)

on z = 0 andz = d.

Sincew = 0 on the boundaries for allx andy, we have∂w
∂x

= ∂w
∂y

= 0 on the boundaries and so

equations (2.3.18) and (2.3.19) reduce to

∂u

∂z
=
∂v

∂z
= 0 on z = 0,d. (2.3.20)

These conditions allow us to find an additional condition onw. First, calculate

∂

∂z
∇ · u =

∂2u

∂x∂z
+

∂2v

∂y∂z
+
∂2w

∂z2
= 0 (2.3.21)

then, using (2.3.20), we obtain
∂2w

∂z2
= 0 on z = 0, d. (2.3.22)

A condition on the vorticity can be obtained if we consider its vertical component given byϕ =

∂v
∂x

− ∂u
∂y

, differentiatingϕ with respect toz gives

∂ϕ

∂z
=

∂2v

∂x∂z
− ∂2u

∂y∂z
= 0 on z = 0, d, (2.3.23)

using (2.3.20).
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Since the convection is driven by a temperature difference,∆T , across the layer we have

T (y) = T0(y) + ∆T on z = 0 (2.3.24)

T (y) = T0(y) on z = d. (2.3.25)

Note, in this setup,T is allowed to vary withy on the boundaries.

The magnetic boundary conditions are obtained by assuming there is no normal magnetic field at

the boundary, i.e.,

B · n̂ = B3 = 0 onz = 0, d, (2.3.26)

and by taking
∂B1

∂z
=
∂B2

∂z
= 0 on z = 0,d. (2.3.27)

These conditions allow us to find an additional condition onB3. First, we calculate

∂

∂z
∇ ·B =

∂2B1

∂x∂z
+
∂2B2

∂y∂z
+
∂2B3

∂z2
= 0 (2.3.28)

then, using (2.3.27), we obtain
∂2B3

∂z2
= 0 on z = 0, d. (2.3.29)

Roberts & Jones (2000) call these magnetic boundary conditions illustrative, but they are also

known as perfectly conducting boundary conditions.

2.3.2 Basic state

We now seek a basic state to the system. A basic state is a (usually) simple solution to the

governing equations of the system. Perturbations can then be added to this state to investigate the

stability of the system.

Throughout this thesis, we assume a time-independent, or steady, basic state and whenever a

magnetic field is present, we assume a horizontal basic statefield given by

BBS = B0(cosα, sinα, 0), (2.3.30)

whereα is the angle describing the orientation of the field.

We assume the basic state temperature varies iny, to account for latitudinal temperature gradients

(see section 2.2), then we must have a balance between the pressure gradient, buoyancy and

Coriolis terms in the momentum equation, (2.3.12), which leads to a thermal wind.
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We wish for the flow induced by the horizontal temperature gradient to be in the east-west, orx-

direction. We therefore choose a simple, steady basic stateflow of the formuBS = (U(z), 0, 0),

then, from equation (2.3.13), we have∇2TBS = 0. Therefore, we can assume

TBS = T0 +
∂T

∂z
z +

∂T

∂y
y, (2.3.31)

where ∂T
∂z

gives our vertical temperature gradient and∂T
∂y

gives our horizontal temperature

gradient. With these assumptions, thex-component of the curl of the momentum equation

(equation (2.3.12)) in the basic state, i.e., the thermal wind equation, becomes

2
dU

dz
Ω sinφ+ α̃

∂T

∂y
g = 0. (2.3.32)

Hence, the thermal wind shear is given by

dU

dz
= −

α̃∂T
∂y
g

2Ω sinφ
, (2.3.33)

which, upon integrating, leads to a basic state zonal flow given by

U(z) = −
α̃∂T
∂y
g

2Ω sinφ

(

z − d

2

)

, (2.3.34)

where we have chosen the constant of integration such that the flow is antisymmetric about the

mid-plane,z = d
2 .

We can then use the basic state velocity and temperature to find the basic state density and

pressure. Equation (2.3.16) with equation (2.3.31) gives

ρBS = ρ0

(

1− α̃

(

∂T

∂z
z +

∂T

∂y
y

))

. (2.3.35)

Thez-component of the momentum equation (2.3.12) in the basic state is given by

dpBS
dz

= −ρBSg + 2ρ0U(z)Ω cosφ. (2.3.36)

Substituting forρBS from equation (2.3.35), forU from equation (2.3.34) and integrating leads

to the following expression forpBS

pBS = p0 − ρ0gz

(

1− α̃z

2

∂T

∂z

)

− ρ0gα̃
∂T

∂y

[

cosφ

sinφ

z

2
(z − d)− zy

]

, (2.3.37)

wherep0 is a constant of integration.

Note, when∂T
∂y

is zero, i.e., there is no horizontal temperature gradient and hence no thermal

wind, we reduce to the standard case studied in Chandrasekhar (1961) and we have hydrostatic

balance (balance between the pressure gradient and buoyancy). Also, whenφ = π
2 , our system is

closely related to the Eady problem, see Drazin & Reid (1981).
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2.3.3 Perturbation equations

Having defined our basic state, we can introduce perturbations to this basic state. Primed

quantities will denote the perturbations, except for the temperature fluctuation which we denote

by θ. So, we let each of the variables be a sum of the basic state anda perturbation, i.e.,

u = uBS + u′, p = pBS + p′, ρ = ρBS + ρ′, (2.3.38)

T = TBS + θ, B = BBS +B′. (2.3.39)

We note that the perturbations may contain both a mean (horizontally averaged) part and a

fluctuation to that mean. This terminology will be importantlater when we consider mean flows

(Chapters 6, 7 and 8).

At this stage, we have made no assumption about the size of theperturbations relative to the

basic state. On substituting these expansions into the equations (2.3.11)-(2.3.16) we obtain the

following set of perturbation equations. Note we have cancelled the basic state terms and some

terms are zero because of their lack of time or spatial dependence.

∂u′

∂t
+(U + u′)

∂

∂x
u′ + v′

∂

∂y
u′ + w′ ∂

∂z
(UBS + u′) = − 1

ρ0
∇p′ − ρ′

ρ0
gêz

− 2Ω× u′ +
1

µ0ρ0
[(∇×B′)× (BBS +B′)] + ν∇2u′, (2.3.40)

∇ · u′ = 0, (2.3.41)

∂θ

∂t
+ (U + u′)

∂

∂x
θ + v′

∂

∂y
(TBS + θ) + w′ ∂

∂z
(TBS + θ) = κ∇2θ, (2.3.42)

ρ′ = −ρ0α̃θ, (2.3.43)

∂B′

∂t
= ∇× [(UBS + u′)×B′ + (u′ ×BBS)] + η∇2B′, (2.3.44)

∇ ·B′ = 0. (2.3.45)

We can eliminateρ′ by using equation (2.3.43) in equation (2.3.40). These equations constitute

the fully nonlinear equations describing rotating magnetoconvection in a horizontal field.

The impenetrable, stress free boundary conditions for the velocity, given by equations (2.3.17),

(2.3.20) and (2.3.22) translate to the following boundary conditions on the perturbations

w′ = 0,
∂u′

∂z
=
∂v′

∂z
= 0,

∂2w′

∂z2
= 0, on z = 0, d. (2.3.46)

The condition on the vertical component of the vorticity, (2.3.23), becomes

∂ϕ′

∂z
= 0, on z = 0, d, (2.3.47)
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whereϕ′ = ∂v′

∂x
− ∂u′

∂y
. Throughout this thesis, the boundaries will be held at a fixed temperature

and so any perturbation to the temperature basic state must vanish on the boundaries. The

boundary conditions on the temperature perturbation are therefore

θ = 0 on z = 0, d. (2.3.48)

Finally, the perfectly conducting magnetic boundary conditions given by (2.3.26), (2.3.27) and

(2.3.29), translate to the following conditions on the perturbations

B′
3 = 0,

∂B′
1

∂z
=
∂B′

2

∂z
= 0,

∂2B′
3

∂z2
= 0, onz = 0, d. (2.3.49)

2.3.4 Nondimensionalisation

It is useful to put the equations into a dimensionless form. To do this we need to choose some

typical values over which to scale the variables. For the length scale, we choosed, the depth of the

layer, meaning that the layer extends fromz = 0 to z = 1 in dimensionless terms. For the time

scale we choose the thermal diffusion time,d2

κ
, this is the time scale over which a temperature

perturbation is diffused, over a length scaled. The pressure will scale withρ0κν
d2

and temperature

with |∂T
∂z

|d. We takeB0 to be the size of the magnetic field. We therefore let

x = dx̃, t =
d2

κ
t̃, p′ =

ρ0κν

d2
p̃, u′ =

κ

d
ũ, θ = |∂T

∂z
|dθ̃, B′ = B0B̃. (2.3.50)

With this, equations (2.3.40)-(2.3.45) become

∂ũ

∂t̃
+ (U + ũ)

∂ũ

∂x̃
+ ṽ

∂

∂ỹ
ũ+ w̃

∂

∂z̃
(UBS + ũ) = −Pr∇̃p̃+RaPrθ̃êz

− Ta
1
2PrΩ̃× ũ+QζPr[(∇̃ × B̃)× (BBS + B̃)] + Pr∇̃2ũ, (2.3.51)

∇̃ · ũ = 0, (2.3.52)

∂θ̃

∂t̃
+ (U + ũ)

∂θ̃

∂x̃
+ ṽ

∂

∂ỹ
(TBS + θ̃) + w̃

∂

∂z̃
(TBS + θ̃) = ∇̃2θ̃, (2.3.53)

∂B̃

∂t̃
= ∇̃ × [(UBS + ũ)× B̃+ (ũ×BBS)] + ζ∇̃2B̃, (2.3.54)

∇̃ · B̃ = 0. (2.3.55)

These are the dimensionless perturbation equations for Boussinesq convection. They will be a

starting point for a number of investigations in the coming chapters.

We have introduced the following dimensionless numbers

Ra =
gα̃d4|∂T

∂z
|

κν
, Pr =

ν

κ
, Ta =

4Ω2d4

ν2
, Q =

B2
0d

2

µ0ρ0νη
, ζ =

η

κ
. (2.3.56)
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Ra is the Rayleigh number and is a measure of the strength of the convective driving of the system.

It is the ratio of the buoyancy force to diffusive forces.Pr is the fluid Prandtl number and is the

ratio of the kinematic viscosity to thermal diffusivity - itis a property of the fluid. ForPr > 1,

momentum will diffuse faster than heat and forPr < 1, momentum will diffuse slower than heat.

Ta is the Taylor number and is the ratio of the Coriolis to viscous forces. IncreasingTa increases

the effect of rotation on the system.Q is the Chandrasekhar number and is a measure of the

strength of the magnetic field through the ratio of the Lorentz force to viscous forces. Increasing

Q increases the effect of the magnetic field on the system.ζ is the ratio of magnetic diffusivity

to thermal diffusivity and is again a property of the fluid. For ζ > 1, magnetic field will diffuse

faster than heat and forζ < 1, magnetic field will diffuse slower than heat. We also note here that

the commonly used magnetic Prandtl number,Pm can be formed fromPr andζ in the following

way

Pm ≡ ν

η
=
ν

κ

κ

η
=
Pr

ζ
. (2.3.57)

2.3.5 Nondimensionalisation of the basic state

The basic state we defined in section 2.3.2 was dimensional. Now that we have introduced some

dimensionless parameters to the governing equations, (2.3.51)-(2.3.55), it makes sense to express

our basic state in terms of these parameters. The basic statetemperature (2.3.31) becomes

T̃BS = T̃0 + Tz z̃ + Tyỹ (2.3.58)

whereTz =
∂T
∂z

| ∂T
∂z

|
andTy =

∂T
∂y

| ∂T
∂z

|
. This results inTz = 1 for stable stratifications andTz = −1

for unstable stratifications. Throughout this thesis we consider convectively unstable basic state

stratifications and so we takeTz = −1. Ty will be kept as a variable used to characterise the size

of the thermal wind.

The only nonzero component of the basic state flow is thex-component given by (2.3.34), in

dimensionless terms this becomes

Ũ = − RaTy

Ta
1
2 sinφ

(

z̃ − 1

2

)

. (2.3.59)

The magnetic field basic state (2.3.30) simply reduces to

B̃BS = (cosα, sinα, 0). (2.3.60)

As the pressure and density basic states no longer appear in the governing equations we shall not

express them in dimensionless terms.
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2.4 Anelastic approximation

The Boussinesq equations, derived in the section 2.3, do notallow for the effects of

compressibility and stratification of the fluid, but in many physical situations it is important to

include such effects. For example, the interiors of stars are characterised by many density scale

heights and it is thought that this density stratification plays an important role in governing the

dynamics. However, using the fully compressible equationsis computationally intensive and so,

as an alternative, the anelastic approximation can be used to capture the effects of compressibility.

This, like in the Boussinesq system, is an approximation andso its validity must be kept in mind.

The anelastic approximation filters the sound waves from thesystem (as did the Boussinesq

approximation). It is the sound waves that make the fully compressible equations so

computationally expensive to deal with. But, unlike the Boussinesq approximation, we no longer

need to assume that the typical layer depth is small comparedwith the pressure scale height.

The anelastic equations were first derived by Batchelor (1953) in the context of the Earth’s

atmosphere. Ogura & Phillips (1962) later performed a more formal scale analysis and Gough

(1969) extended the approximation to allow for time-dependent basic states, though we shall

focus solely on the time-independent case in this thesis. The anelastic approximation has since

been used to study a number of problems in geophysical and astrophysical fluids. For example,

convection in A-type stars (Toomreet al.(1976)), the geodynamo (Glatzmaier & Roberts (1996)),

solar convection (Mieschet al. (2000)), solar differential rotation (Brun & Toomre (2002)), the

solar dynamo (Brunet al.(2005b), Browninget al.(2006)) and rapidly rotating stars (Brownet al.

(2008)). Some of these examples involve the presence of a magnetic field, but in this thesis we

shall restrict ourselves to only applying the anelastic approximation to the purely hydrodynamic

equations, i.e.,B = 0.

2.4.1 Governing equations

We begin with the fully compressible equations of section 2.1 and derive the anelastic equations

by making suitable assumptions, as discussed above. We use aprocedure similar to that used by

Lantz & Fan (1999). A detailed description of the derivationis also given in Roxburgh (2007)

and Berkoff (2011) for non-rotating magnetoconvection.

As detailed in section 2.1, the governing equations for fully compressible, rotating, hydrodynamic

convection are:
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the momentum equation

ρ

[

∂u

∂t
+ (u · ∇)u

]

= −∇p− ρgêz − 2ρΩ× u+∇ · (µτ ), (2.4.61)

where

τij =
∂ui
∂xj

+
∂uj
∂xi

− 2

3
∇ · uδij (2.4.62)

is the viscous stress tensor and we take a tilted rotation vector of the form

Ω = Ω(0, cosφ, sin φ), (2.4.63)

as shown in figure 2.1. The continuity equation is given by

∂ρ

∂t
+∇ · (ρu) = 0, (2.4.64)

and instead of a temperature formulation (such as equation (2.1.5)) we will use an entropy

formulation of the energy equation given by

ρT

[

∂s

∂t
+ (u · ∇)s

]

= ∇ ·
[

kT
cp
T∇s

]

+ µ
τ 2

2
, (2.4.65)

where we take the turbulent thermal conductivitykT = cpρκ = constant. Here,s is the entropy,

it is related to other thermodynamic variables by the following expression

s = cv ln

(

p

ργ

)

, (2.4.66)

where γ =
cp
cv

is the ratio of the specific heat capacity at constant pressure to the specific

heat capacity at constant volume. In equation (2.4.65), we have assumed the turbulent thermal

conductivity to be much larger than the molecular thermal conductivity, and so (2.4.65) contains

an entropy diffusion term but not a thermal diffusion term. We note that both terms are retained

in some models, see e.g., Braginsky & Roberts (1995).

Compared with the equation of state used in the Boussinesq equations, (2.3.16), we consider a

more general equation of state, it is also known as the ideal gas law and is given by

p = RρT, (2.4.67)

whereR = cp − cv is the gas constant.

2.4.2 Preliminary scalings

To derive the equations of the anelastic approximation, we express all variables as the sum of a

reference state variable and a perturbation to that reference state, i.e.,

f(x, y, z, t) = f̄(z) + f∗(x, y, z, t), (2.4.68)
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where an overbar denotes a reference state quantity and a star a perturbation quantity. Note, as

in the Boussinesq case (section 2.3.3), the perturbation quantity may contain both a horizontally

averaged, mean part and a fluctuation to that mean.

We use a reference atmosphere that depends on the vertical coordinatez only. The atmosphere is

in hydrostatic equilibrium and so we have

dp̄

dz
= −ρ̄g. (2.4.69)

The reference variables are also related by

p̄ = Rρ̄T̄ , (2.4.70)

s̄ = cv ln

(

p̄

ρ̄γ

)

. (2.4.71)

In addition, we assume a reference atmosphere that is very close to being adiabatic and therefore

we introduce a small parameter,ǫ, that measures the departure from adiabaticity of the reference

state, i.e.,

ǫ ≡ l

Hr

(

∂ ln T̄

∂ ln p̄
− ∂ ln T̄

∂ ln p̄

∣

∣

∣

∣

ad

)

= − l

Tr

[(

dT̄

dz

)

r

+
g

cp

]

= − l

cp

(

ds̄

dz

)

r

, (2.4.72)

wherel is a typical length scale of the system,Hr =
p̄
gρ̄

= − dz
d ln p̄ is the pressure scale height, the

subscriptad indicates the value for an adiabatic atmosphere and a subscript r denotes a reference

value taken atz = 0. ǫ will also be a measure of the relative magnitude of the perturbations and

we assume
|p∗|
p̄

≈ |ρ∗|
ρ̄

≈ |T ∗|
T̄

≈ |s∗| ≈ ǫ≪ 1, (2.4.73)

so that the fluctuations are small compared to the reference state. Note also that the relative

pressure, density and temperature fluctuations are of the same order, this is different to the

assumption made in the Boussinesq approximation.

To begin the derivation of the anelastic equations, we use preliminary scalings, denoted by the

subscripts. Let

p = ps(p̄+ ǫp∗), T = Ts(T̄ + ǫT ∗), ρ = ρs(ρ̄+ ǫρ∗), (2.4.74)

u = usu
∗, t = tst

∗, g = gs, (2.4.75)

∇ =
1

ls
∇∗, cp = cp,s, µ = µs, (2.4.76)

Ω = ΩsΩ
∗, kT = kT,s, ν = νs, (2.4.77)

κ = κs. (2.4.78)
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Note that these scalings may depend onǫ. We wish to develop scalings that are independent of

ǫ. The reference state is nearly adiabatic and so we must have that the reference and fluctuating

entropy enter at the same order and hences = const+ sscp,s(s̄+ s∗), but the constant term does

not appear in any equations and so we will neglect it from now on. Since any departure from

the reference state is small we can assume hydrostatic balance. As in Gough (1969), we take the

pressure scale heightls = Hr to be our characteristic length scale. The characteristic velocityus

is obtained from equating the kinetic energy of a bubble of gas and the work done by the buoyancy

force over the characteristic length. This gives (ignoringthe effects of pressure fluctuations and

viscous stresses)

u2s = gls
ρ∗

ρ̄
≈ gHrǫ. (2.4.79)

It follows that the characteristic time is

ts =
ls
us

=

(

Hr

ǫg

) 1
2

. (2.4.80)

So that the required terms enter at leading order we requireρs = ρr andTs = Tr. Gravity is

assumed constant across the layer and since at leading orderwe must have hydrostatic balance,

it follows that gs = gr. The pressure scaling should be consistent withHr = p̄
gρ̄

and therefore

ps = grHrρr. The gas constantR does not fluctuate and socp,s = cp,r.

To see how the other terms scale, we substitute our preliminary scalings into the governing

equations, then, from equation (2.4.61), after dividing through byρrgr we have

ǫ(ρ̄+ ǫρ∗)

[

∂u∗

∂t∗
+ (u∗ · ∇∗)u∗

]

= −∇∗(p̄+ ǫp∗)− (ρ̄+ ǫρ∗)êz

− 2Ωs(Hrgrǫ)
1
2

gr
(ρ̄+ ǫρ∗)Ω∗ × u∗ +

(grHrǫ)
1
2

ρrgrH2
r

∇∗ · (µsτ ∗).

(2.4.81)

At O(1) we must satisfy hydrostatic balance and all other terms mustenter atO(ǫ). The left hand

side clearly satisfies this ordering. For the third term on the right-hand side to beO(ǫ)we require

Ωs = ǫ
1
2Ωr. Similarly, the last term on the right hand side requiresµs = ǫ

1
2µr. Then, since

µ = ρν, it follows thatνs = ǫ
1
2 νr. Introducing the preliminary scalings into the energy equation

(2.4.65) gives

ρrTrsscp,r

(

ǫgr
Hr

) 1
2

(ρ̄+ ǫρ∗)(T̄ + ǫT ∗)

[

∂(s̄+ s∗)

∂t∗
+ (u∗ · ∇∗)(s̄ + s∗)

]

=
kT,sTrsscp,r
cp,rH2

r

∇∗[(T̄ + ǫT ∗)∇∗(s̄+ s∗)] + µrǫ
1
2
grHrǫ

H2
r

τ ∗2

2
. (2.4.82)
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For all the terms to balance atO(ǫ
3
2 ) we needss = ǫ andkT,s = ǫ

1
2 kT,r. This latter scaling

means that, sincekT = ρcpκ, we must haveκs = ǫ
1
2κr. We have now developed scalings which

are independent ofǫ. The next section uses these to derive the full anelastic equations.

2.4.3 Anelastic scalings

With knowledge of the scalings from the previous section we have the following anelastic scalings

which are independent ofǫ:

p = ρrgrHr(p̄+ ǫp∗), T = Tr(T̄ + ǫT ∗), ρ = ρr(ρ̄+ ǫρ∗), (2.4.83)

u = (grHrǫ)
1
2u∗, t =

(

Hr

ǫgr

)
1
2

t∗, g = gr, (2.4.84)

∇ =
1

Hr
∇∗, cp = cp,r, µ = ǫ

1
2µr, (2.4.85)

Ω = Ωrǫ
1
2Ω∗, kT = ǫ

1
2 kT,r ν = ǫ

1
2 νr, (2.4.86)

κ = ǫ
1
2κr, s = ǫcp,r(s̄+ s∗). (2.4.87)

Now, substituting these scalings into equation (2.4.61) gives

ǫρrgr(ρ̄+ ǫρ∗)

[

∂u∗

∂t∗
+ (u∗ · ∇∗)u∗

]

= −ρrgrHr

Hr
∇∗(p̄ + ǫp∗)− ρrgr(ρ̄+ ǫρ∗)êz

− 2ρrΩrǫ(grHr)
1
2 (ρ̄+ ǫρ∗)Ω∗ × u∗ +

ǫg
1
2
r

H
3
2
r

∇∗ · (µrτ ∗).

(2.4.88)

Then, by dividing byρrgr, we obtain

ǫ(ρ̄+ ǫρ∗)

[

∂u∗

∂t∗
+ (u∗ · ∇∗)u∗

]

= −∇∗(p̄ + ǫp∗)− (ρ̄+ ǫρ∗)êz

− 2Ωrǫ(grHr)
1
2

gr
(ρ̄+ ǫρ∗)Ω∗ × u∗ +

ǫg
1
2
r

ρrgrH
3
2
r

∇∗ · (µrτ ∗).

(2.4.89)

At leading order,O(ǫ), this yields

ρ̄

[

∂u∗

∂t∗
+ (u∗ · ∇∗)u∗

]

= −∇∗p∗ − ρ∗êz −
2ΩrH

1
2
r

g
1
2
r

ρ̄Ω∗ × u∗ +
1

ρrg
1
2
r H

3
2
r

∇∗ · (µrτ ∗).

(2.4.90)

Introducing the anelastic scalings (2.4.83)-(2.4.87) to the traditional nondimensional numbers

(defined in 2.3.4) gives the following:

Ra = − gH4
r

cpκν

(

ds̄

dz

)

r

=
gH3

r ǫ

κν
=
gH3

r

κrνr
, (2.4.91)
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Ta =
4Ω2H4

r

ν2
=

4Ω2
rH

4
r

ν2r
(2.4.92)

and

Pr =
ν

κ
=
νr
κr
. (2.4.93)

Equation (2.4.90) can then be written as

ρ̄

[

∂u∗

∂t∗
+ (u∗ · ∇∗)u∗

]

= −∇∗p∗ − ρ∗êz −
(

TaPr

Ra

) 1
2

ρ̄Ω∗ × u∗ +

(

Pr

Ra

) 1
2

∇∗ · ς∗,

(2.4.94)

where we have usedµr = ρrρ̄νr, takenν to be constant andς is given by ςij = ρ̄τij =

ρ̄
(

∂ui
∂xj

+
∂uj
∂xi

− 2
3∇ · uδij

)

. As we did for the momentum equation, we can use the anelastic

scalings (2.4.83)-(2.4.87) with the continuity equation given by equation (2.4.64). This gives

ρr

(

ǫgr
Hr

)
1
2 ∂(ρ̄+ ǫρ∗)

∂t∗
+
ρr(grHrǫ)

1
2

Hr
∇∗((ρ̄+ ǫρ∗)u∗) = 0, (2.4.95)

which at leading order, after dividing byρr
(

gr
Hr

)
1
2
, yields

∇∗ · (ρ̄u∗) = 0. (2.4.96)

Note that this is the same form as the incompressibility condition in Boussinesq convection (cf.

equation (2.3.11)) but now it is̄ρu that is divergence free and not justu.

Next, on substitution of the anelastic scalings (2.4.83)-(2.4.87), the energy equation (2.4.65)

becomes

ρrTrcp,rǫ
3
2

(

gr
Hr

) 1
2

(ρ̄+ ǫρ∗)(T̄ + ǫT ∗)

[

∂(s̄ + s∗)

∂t∗
+ (u∗ · ∇∗)(s̄ + s∗)

]

=
kT,rTrcp,rǫ

3
2

cp,rH2
r

∇∗[(T̄ + ǫT ∗)∇∗(s̄+ s∗)] + µrǫ
3
2
gr
Hr

τ ∗2

2
. (2.4.97)

Dividing by ρrTrcp,rg
1
2
r

H
1
2
r

gives

ǫ
3
2 (ρ̄+ ǫρ∗)(T̄ + ǫT ∗)

[

∂(s̄ + s∗)

∂t∗
+ (u∗ · ∇∗)(s̄+ s∗)

]

= ǫ
3
2
kT,rTr
H2
r

H
1
2
r

ρrTrcp,rg
1
2
r

∇∗[(T̄ + ǫT ∗)∇∗(s̄+ s∗)] + µrǫ
3
2

g
1
2
r

ρrTrcp,rH
1
2
r

τ ∗2

2
, (2.4.98)

which, atO(ǫ
3
2 ), gives

ρ̄T̄

[

∂s∗

∂t∗
+ (u∗ · ∇∗)(s̄ + s∗)

]

=
kT,r

H
3
2
r ρrcp,rg

1
2
r

∇∗[T̄∇∗(s̄+ s∗)] +
µrg

1
2
r

ρrTrcp,rH
1
2
r

τ ∗2

2
.

(2.4.99)
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Alternatively, after introducing combinations of the nondimensional numbers defined in equations

(2.4.91) - (2.4.93), this can be written as

ρ̄T̄

[

∂s∗

∂t∗
+ (u∗ · ∇∗)(s̄+ s∗)

]

=

(

1

RaPr

) 1
2

∇∗[T̄∇∗(s̄+ s∗)] +
grHr

Trcp,r

(

Pr

Ra

) 1
2 1

ρ̄

ς∗
2

2
.

(2.4.100)

The equation of state (2.4.67) becomes

grρrHr(p̄+ ǫp∗) = RρrTr(ρ̄+ ǫρ∗)(T̄ + ǫT ∗) (2.4.101)

but, from the zero order equation we havep̄ = RTr
grHr

ρ̄T̄ and so

grHrρrǫp
∗ = RTrρr(ρ̄ǫT ∗ + ǫρ∗T̄ + ǫ2ρ∗T ∗)

⇒ p∗ =
RTr
grHr

(ρ̄T ∗ + ρ∗T̄ + ǫρ∗T ∗) (2.4.102)

which at leading order, usingRTr
gHr

= p̄

ρ̄T̄
, gives

p∗

p̄
=
T ∗

T̄
+
ρ∗

ρ̄
. (2.4.103)

Finally, we consider the thermodynamic relations = cv ln
(

p
ργ

)

. Substituting in the anelastic

scalings (2.4.83)-(2.4.87) gives

ǫcp,r(s̄+ s∗) = cv ln[ρrgrHr(p̄+ ǫp∗)]− γcv ln[ρr(ρ̄+ ǫρ∗)]. (2.4.104)

Then, from the zero order equation we have

ǫcp,rs̄ = cv ln ρrgrHrp̄− γcv ln ρrρ̄, (2.4.105)

and so we can write

ǫcp,rs
∗ = cv ln

(

1 + ǫ
p∗

p̄

)

− cp ln

(

1 + ǫ
ρ∗

ρ̄

)

. (2.4.106)

But, from (2.4.73),p
∗

p̄
and ρ∗

ρ̄
are small, allowing us to expand the logarithmic terms as Taylor

series, leaving, at orderǫ,

cps
∗ = cv

p∗

p̄
− cp

ρ∗

ρ̄

⇒ s∗ =
1

γ

p∗

p̄
− ρ∗

ρ̄
. (2.4.107)

Thus, we have formulated the nonlinear anelastic equationsfor rotating hydrodynamic

convection, they are summarised below

ρ̄

[

∂u

∂t
+ (u · ∇)u

]

= −∇p− ρêz −
(

TaPr

Ra

) 1
2

ρ̄Ω× u+

(

Pr

Ra

) 1
2

∇ · ς, (2.4.108)
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∇ · (ρ̄u) = 0, (2.4.109)

ρ̄T̄

[

∂s

∂t
+ (u · ∇)(s̄ + s)

]

=

(

1

RaPr

)
1
2

∇[T̄∇(s̄+ s)] +
grHr

Trcp,r

(

Pr

Ra

)
1
2 1

ρ̄

ς2

2
, (2.4.110)

p

p̄
=
T

T̄
+
ρ

ρ̄
, (2.4.111)

s =
1

γ

p

p̄
− ρ

ρ̄
. (2.4.112)

Note, for clarity, we have removed the *’s from the perturbation quantities.

2.4.4 Lantz formulation

We can reduce the number of thermodynamic variables in the equations by employing a technique

first used by Lantz (1992), and independently by Braginsky & Roberts (1995), (see also Lantz &

Fan (1999)). We first divide the momentum equation (2.4.108)by ρ̄ to give

[

∂u

∂t
+ (u · ∇)u

]

= −∇p
ρ̄

− ρ

ρ̄
êz −

(

TaPr

Ra

) 1
2

Ω× u+

(

Pr

Ra

) 1
2 1

ρ̄
∇ · ς. (2.4.113)

Now, in particular, consider the first two terms on the right-hand side which can be written as

− ∇p
ρ̄

−
(

1

γ

p

p̄
− s

)

êz

=−∇
(

p

ρ̄

)

+ sêz −
[

1

γ
− p̄

d

dz

(

1

ρ̄

)]

p

p̄
êz (2.4.114)

Then, if we assume a polytropic atmosphere, we havep̄ ∝ ρ̄
m+1
m , wherem is the polytropic

index. In addition, the reference atmosphere is in hydrostatic equilibrium and so we can rewrite

the second term in the square brackets in (2.4.114) to give

−∇
(

p

ρ̄

)

+ sêz −
[

1

γ
− m

m+ 1

]

p

p̄
êz. (2.4.115)

For an atmosphere close to adiabatic,m ≈ 1.5 and so for a perfect, monotonic gas (whereγ =

5
3 ) the term in the square brackets is small. With this simplification, the momentum equation

(2.4.108) becomes

[

∂u

∂t
+ (u · ∇)u

]

= −∇p

ρ̄
+ sêz −

(

TaPr

Ra

)
1
2

Ω× u+

(

Pr

Ra

)
1
2 1

ρ̄
∇ · ς, (2.4.116)

and so now we are in a position to eliminate the pressure by taking a curl and reduce the number

of thermodynamic variables.
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2.4.5 Reference state

The reference state we consider will be independent of time.In addition, the reference variables

are related by

p̄ = Rρ̄T̄ , (2.4.117)

s̄ = cv ln

(

p̄

ρ̄γ

)

(2.4.118)

and they must satisfy the zero order governing equations, i.e., they must satisfy

∇ ·
[

kT
cp
T̄∇s̄

]

= 0, (2.4.119)

∇p̄ = −ρ̄gêz. (2.4.120)

The equations have a trivial, static solution that takes theform of a polytrope, i.e.,̄p = Aρ̄(1+
1
m)

wherem is the polytropic index andA is a constant. The hydrostatic condition then gives

(

1 +
1

m

)

Aρ̄
1
m
dρ̄

dz
= −ρ̄g. (2.4.121)

Separating variables and integrating gives

ρ̄ =

( −gz
A(m+ 1)

+ C

)m

(2.4.122)

and hence

p̄ = A

( −gz
A(m+ 1)

+ C

)m+1

. (2.4.123)

From these we can establish̄T , which is given by

T̄ =
p̄

Rρ̄ =
A

R

( −gz
A(m+ 1)

+ C

)

. (2.4.124)

This is the dimensional reference state.

In addition, it will be useful to have the reference state in dimensionless form. From equation

(2.4.124), the thermal gradient is
dT̄

dz
=

−g
R(m+ 1)

, (2.4.125)

which in dimensionless form gives

Tr
Hr

dT̄

dz
=

−g
R(m+ 1)

, (2.4.126)

or,
dT̄

dz
=

−g
R(m+ 1)

Hr

Tr
≡ θ. (2.4.127)
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Definingθ is such a way, allows us to write the reference state in dimensionless form as

T̄ = (1 + θz), (2.4.128)

ρ̄ = (1 + θz)m, (2.4.129)

p̄ = −(1 + θz)m+1

θ(m+ 1)
= (1 + θz)m+1, (2.4.130)

s̄ =
m+ 1− γm

γǫ
ln(1 + θz) + const= −1

θ
ln(1 + θz) + const (2.4.131)

where m+1−γm
γ

= − ǫ
θ

= O(ǫ). Equation (2.4.131) follows from the relation (2.4.118) in

conjunction with the definition ofǫ in (2.4.72).

2.4.6 Alternative nondimensionalisation

Equations (2.4.109), (2.4.110) and (2.4.116) are dimensionless governing equations for anelastic

convection. However, the typical scales over which they have been derived differ from those used

in the nondimensionalisation of the Boussinesq equations in section 2.3.4. We wish to be able

to reduce the anelastic equations to the Boussinesq equations easily. We therefore rescale our

dimensionless anelastic equations so that they are dimensionless with respect to the layer depth,

d, and the thermal diffusion time scale,d
2

κ
. To do this, we let

∇ =
Hr

d
∇̃, t =

d2

κr

(

gr
Hr

) 1
2

t̃, u =
κr
d

1

(grHr)
1
2

ũ, p =
κ2r
d2

1

grHr
p̃, (2.4.132)

where a tilde denotes the dimensionless quantities with respect to the new nondimensionalisation.

With these new scalings, the momentum equation (2.4.116), after dividing by κ2r
grd3

, becomes

[

∂ũ

∂t̃
+ (ũ · ∇̃)ũ

]

= −∇̃ p̃

ρ̄
+
grd

3

κ2r
sêz −

2Ωrd
2

κ2r
Ω̃× ũ+

1

ρrκr
∇̃ · (µrτ̃ ), (2.4.133)

which can be written as

[

∂ũ

∂t̃
+ (ũ · ∇̃)ũ

]

= −∇̃
(

p̃

ρ̄

)

+RaPrsêz − Ta
1
2PrΩ̃× ũ+

Pr

ρ̄
∇̃ · ς̃, (2.4.134)

where

Ta =
4Ω2

rd
4

ν2r
, Ra =

gd3

κrνr
, P r =

νr
κr
. (2.4.135)

The continuity equation (2.4.109) keeps the same form and becomes

∇̃ · (ρ̄ũ) = 0. (2.4.136)
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The energy equation (2.4.110) becomes

κrH
1
2
r

d2g
1
2
r

ρ̄T̄

[

∂s̃

∂t̃
+ (ũ · ∇̃)(s̄ + s̃)

]

=
kT,rH

2
r

H
3
2
r ρrcp,rg

1
2
r d2

∇̃[T̄ ∇̃(s̄+ s̃)] +
µrg

1
2
r H2

rκ
2
r

ρrTrcp,rd4grH
3
2
r

τ̃ 2

2
,

(2.4.137)

which, after dividing byκr
d2

(

Hr

gr

) 1
2

gives

ρ̄T̄

[

∂s̃

∂t̃
+ (ũ · ∇̃)(s̄ + s̃)

]

=
kT,r

κrρrcp,r
∇̃ · [T̄ ∇̃(s̄ + s̃)] +

µrκr
ρrTrcp,rd2

τ̃ 2

2
. (2.4.138)

Now, θ = − gd
cpTr

andkT,r = κrρrcp,r which gives

ρ̄T̄

[

∂s̃

∂t̃
+ (ũ · ∇̃)(s̄+ s̃)

]

= ∇̃ · [T̄ ∇̃(s̄ + s̃)]− θ

ρ̄Ra

ς̃2

2
. (2.4.139)

With this new nondimensionalisation, the reference state,given by (2.4.128)-(2.4.131), becomes

T̄ = 1 + θz, ρ̄ = (1 + θz)m, p̄ = − RaPr

θ(m+ 1)
(1 + θz)m+1, (2.4.140)

s̄ =
m+ 1− γm

γǫ
ln(1 + θz) + const with

m+ 1− γm

γ
= − ǫ

θ
= O(ǫ). (2.4.141)

We note here thatz is increasing upwards consistent with our Boussinesq formalism, this is in

contrast to many anelastic studies wherez increases downwards, see e.g., Roxburgh (2007).

Now that we have defined our reference state we can substituteit into our equations (2.4.134),

(2.4.136) and (2.4.139) to give the equations for the perturbations as

∂u

∂t
+ (u · ∇)u = −∇

(

p

ρ̄

)

+RaPrsêz − Ta
1
2Pr(Ω× u) + Pr∇2u

+
Prmθ

1 + θz

[

∂u

∂z
+

2

3
∇w +

1

3
(1 + 2m)θ

w

1 + θz
êz

]

, (2.4.142)

∇ · u = − mθ

1 + θz
w, (2.4.143)

∂s

∂t
+ u · ∇s = w

1 + θz
+

1

ρ̄
∇2s+

θ

(1 + θz)m+1

∂s

∂z

− θ

Ra(1 + θz)



2

3
∑

i=1

(

∂ui
∂xi

)2

+
∑

i<j

(

∂ui
∂xj

+
∂uj
∂xi

)2

− 2

3
(∇ · u)2



 ,

(2.4.144)

where we have removed the tildes form the perturbation variables. These equations are similar to

those given in Mizerski & Tobias (2011). The key difference here however is the introduction of

a tilted rotation vector,Ω = (0, cos φ, sinφ).
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2.4.7 Boundary conditions

For the anelastic system, the boundary conditions we use areslightly different to the ones used

in the Boussinesq system. Instead of conditions on the temperature at the boundaries, we impose

conditions on the entropy. We will assume the entropy to be fixed on the top and bottom

boundaries, so that any perturbation to the basic state entropy must vanish on the boundaries,

i.e.,

s = 0 onz = 0, 1. (2.4.145)

As in the Boussinesq case, we assume impenetrable, stress free boundaries, and so we have

w = 0,
∂u

∂z
=
∂v

∂z
= 0 onz = 0, 1. (2.4.146)

But, since∇ · u 6= 0 in the anelastic system, the conditions (2.4.146) translate to a different

condition onw than the one in the Boussinesq case, see equation (2.3.46). To derive the new

condition, we consider∂
∂z
∇ · u, from equation (2.4.143) we have

∂

∂z
∇ · u =

∂2u

∂z∂x
+

∂2v

∂z∂y
+
∂2w

∂z2
= − mθ

1 + θz

∂w

∂z
+

mθ2

(1 + θz)2
w. (2.4.147)

Then, using (2.4.146), this gives

∂2w

∂z2
= − mθ

1 + θz

∂w

∂z
on z = 0, 1. (2.4.148)

The condition on the vertical component of the vorticity remains as in the Boussinesq case, i.e.,

∂ϕ

∂z
= 0 on z = 0, 1. (2.4.149)

2.4.8 Basic state

The basic state can be slightly different to the reference state. But here we consider a static, steady

basic state in which

uBS = 0, ρBS = pBS = sBS = TBS = 0. (2.4.150)

Therefore, in this case, the reference state and basic stateare equivalent. However, if for example,

we were to consider the addition of a magnetic field, then the reference state would remain as

non-magnetic and the magnetic field would be introduced through the basic state.



Chapter 2. Derivation of governing equations 40

2.5 Summary

In this chapter, we introduced the model we will use throughout this thesis (see section 2.1). The

model is based upon the one used by Hathawayet al. (1980), as described in section 1.5, i.e., we

consider a plane layer of fluid rotating about an axis that is oblique to gravity. The basic state

involves the imposition of both a horizontal and a vertical temperature gradient so that the basic

state velocity contains a zonal thermal wind with vertical shear. However, extra to the Hathaway

model, we impose a horizontal basic state magnetic field and we replace the no-slip boundary

conditions of Hathawayet al. (1980), with stress free boundary conditions.

We presented the fully compressible fluid and MHD equations describing our system, in a

rotating frame, but, as these equations are computationally demanding to solve, we discussed

two approximations which we invoke in subsequent chapters.

1. The Boussinesq approximation was introduced in section 2.3 and allows density

variations to be neglected in all terms except the buoyancy term. We derived perturbation

equations under this approximation and recast them into dimensionless form. In Chapter

3, we consider the linearisation of these equations and in Chapters 6 and 8 we solve the

nonlinear Boussinesq equations.

2. The anelastic approximation was introduced in section 2.4 and allows for density

stratification in the fluid layer, whilst still filtering out the fast sound waves present in the

fully compressible system. We derived the perturbation equations under this approximation,

and considered the simplest basic state, so that there is no thermal wind or magnetic field to

consider. In doing so, we have extended the system of Mizerski & Tobias (2011) to include

a tilted rotation vector. We perform a linear study of these equations in Chapter 4 and a

nonlinear study in Chapter 7.
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Chapter 3

Linear Boussinesq Convection

3.1 Introduction

In Chapter 2, we derived the equations that describe the evolution of perturbations to a basic state

of the hydrodynamic variables. The perturbations were of arbitrary size but in this chapter we

assume them to be small enough that we can treat all products of perturbations to be negligible.

By neglecting such products, we linearise the system of equations. Once we have the linear

equations we are able to perform a normal mode decompositionand analyse the stability of the

system. This is a well documented procedure and details can be found in Chandrasekhar (1961),

Drazin & Reid (1981), amongst others.

There have been many studies of the linear stability of convection in a Boussinesq system. Early

studies in a spherical geometry were performed by Roberts (1968) and Busse (1970), but these

works were later shown to have shortcomings. Joneset al.(2000) improved on this early work and

their results also agreed with the numerical simulations carried out by Zhang (1992). Dormyet al.

(2004) considered the onset of convection in rotating spherical shells. The spherical geometry

adds an extra level of complexity to computations and so other geometries have been studied for

their relative computational ease. A setup that has been able to capture some of the features seen

in a full spherical model is that of the annulus model (Busse (1970)). However, often considered

the simplest of geometries to examine, is that of a plane layer as described in section 1.5 of the

introduction.

The linear stability of a plane layer of fluid that is rotatingabout an axis parallel to gravity has been

widely investigated, Chandrasekhar (1961) gives the most comprehensive review of the stability

of this setup, but we also highlight some other studies. Eltayeb (1972) used linear stability
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analysis to study hydromagnetic convection in a rapidly rotating fluid layer for four different

orientations of rotation vector and magnetic field (see alsoEltayeb (1975)), although they do

not examine the case where the rotation vector is oblique to gravity and the imposed magnetic

field is horizontal. In addition, Roberts & Jones (2000) considered a plane layer rotating about a

vertical axis in the presence of a horizontal magnetic field at large Prandtl number. Arter (1983)

investigated non-rotating convection in an imposed horizontal magnetic field, whilst this was

primarily a nonlinear study, he did derive results from linear theory.

In the hydrodynamic regime, Teedet al. (2010) considered the effect of a thermal wind on plane

layer convection but rotating about an axis parallel to gravity. As well as thermal instabilities

they allowed for the possibility of baroclinic instabilities in a stably stratified fluid. They found,

for a strong enough thermal wind, the system could be unstable even if the the layer was stably

stratified.

A plane layer with vertical rotation is appropriate for modelling regions close to the poles

on a spherical body, but if the layer is allowed to rotate at anangle oblique to gravity (the

vertical direction) then it can be used to represent different latitudes on a spherical body. The

linear stability of this setup was considered by Hathawayet al. (1979, 1980), who also imposed

horizontal temperature gradients in the basic state to produce a thermal wind. This model was

discussed in more detail in section 1.5.

We begin by deriving the linear equations for the Hathaway model, but, in addition, we will

allow for the presence of a horizontal magnetic field. In other words, we linearise the nonlinear

equations derived in Chapter 2.

3.2 Linear theory

3.2.1 Linearisation of the governing equations

On neglecting terms which are quadratic in the perturbations, the nondimensional equations

(2.3.51)-(2.3.55) become

∂u

∂t
+U

∂u

∂x
+w

duBS

dz
= −Pr∇p+RaPrθêz−Ta

1
2PrΩ×u+QζPr[(∇×B)×BBS ]+Pr∇2u,

(3.2.1)

∇ · u = 0, (3.2.2)

∂θ

∂t
+ U

∂θ

∂x
+ Tyv − w = ∇2θ, (3.2.3)
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∂B

∂t
= ∇× [(uBS ×B) + (u×BBS)] + ζ∇2B, (3.2.4)

∇ ·B = 0. (3.2.5)

For clarity, we have removed the tildes from the perturbation quantities. Recall from equations

(2.3.46)-(2.3.49), the boundary conditions we impose whensolving these equations are

w = 0,
∂2w

∂z2
= 0,

∂ϕ

∂z
= 0, θ = 0, B3 = 0,

∂B1

∂z
= 0 (3.2.6)

on z = 0, 1.

3.2.2 Normal mode decomposition

To solve the system of equations (3.2.1)-(3.2.5) subject tothe boundary conditions (3.2.6), we

consider wave-like disturbances of the form

θ(x, y, z, t) = Re {Θ(z)f(x, y, t)} , (3.2.7)

wheref(x, y, t) = eikx+ily+σt, Θ is the amplitude,k andl are the real wavenumbers in thex and

y directions respectively, andσ is the complex growth rate. Note we can write the growth rate as

σ = σR + iσI whereσR represents the growth rate of the disturbance andσI is the frequency of

oscillations of the mode. Furthermore, in some cases, it will be convenient to write the frequency

asσI = ω and in what follows, both representations of the frequency will be used. Now, since

∇ · u = 0, we can write

u = ∇×
(

Z̃ ẑ
)

+∇×
(

∇× W̃ ẑ
)

,

whereZ̃(z) = Z
a2
f(x, y, t) andW̃ = W (z)

a2
f(x, y, t) and therefore

(u, v, w) = Re

{[

ik

a2
DW +

il

a2
Z,

il

a2
DW − ik

a2
Z,W

]

f(x, y, t)

}

, (3.2.8)

whereD ≡ d
dz

anda2 = k2 + l2 is the total horizontal wavenumber. In this expansion,W (z) is

the amplitude function for the vertical velocity andZ(z) the amplitude function for the vertical

vorticity, i.e.,

ϕ =
∂v

∂x
− ∂u

∂y
= Re

{

Z(z)eikx+ily+σt
}

, (3.2.9)

whereϕ is thez-component of the vorticity,∇× u. Similarly, since∇ ·B = 0 we can write

B = ∇×
(

T̃ ẑ
)

+∇×
(

∇× P̃ ẑ
)

whereT̃ = T
a2
f(x, y, t) andP̃ = P(z)

a2
f(x, y, t) and therefore

(B1, B2, B3) = Re

{[

ik

a2
DP +

il

a2
T , il

a2
DP − ik

a2
T ,P

]

f(x, y, t)

}

. (3.2.10)
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By writing u andB in such a way means that∇·u = 0 and∇·B = 0 are automatically satisfied.

To eliminate the pressure perturbation we take the curl of equation (3.2.1), i.e., we form the

vorticity equation. The vertical component of this equation is given by

∂ϕ

∂t
+ U

∂ϕ

∂x
− ∂w

∂y
DU =− PrTa

1
2

[

sinφ

(

∂u

∂x
+
∂v

∂y

)

− cosφ
∂w

∂y

]

+ Pr∇2ϕ

+QζPr

[(

cosα
∂

∂x
+ sinα

∂

∂y

)(

∂B2

∂x
− ∂B1

∂y

)]

. (3.2.11)

Then, by assuming solutions of the form (3.2.7)-(3.2.10), we obtain

σZ + ikUZ − ilWDU =PrTa
1
2 (sinφDW + il cosφW ) + Pr(D2 − a2)Z

+QζPr (cosαik + sinαil) T , (3.2.12)

where we have used∂w
∂z

= −
(

∂u
∂x

+ ∂v
∂y

)

from ∇ · u = 0, and ∂B2
∂x

− ∂B1
∂y

= T from equation

(3.2.10).

Now, if we take thez-component of the curl of the vorticity equation, i.e., the curl of the curl of

equation (3.2.1), then we obtain

∂

∂t
(−∇2w) + U

∂

∂x
(−∇2w) =−RaPr

(

∂2θ

∂x2
+
∂2θ

∂y2

)

+ PrTa
1
2

(

cosφ
∂ϕ

∂y
+ sinφ

∂ϕ

∂z

)

+ Pr∇2(−∇2w) +QζPr

[(

cosα
∂

∂x
+ sinα

∂

∂y

)

(−∇2B3)

]

,

(3.2.13)

where we have used the vector relation∇ × (∇ × u) = −∇2u (since∇ · u = 0). Assuming

normal mode solutions in equation (3.2.13) gives

−σ(D2 − a2)W − U ik(D2 − a2)W = −a2RaPrΘ+ PrTa
1
2 (cosφilZ + sinφDZ)

− Pr(D2 − a2)2W −QζPr(ik cosα+ il sinα)(D2 − a2)P. (3.2.14)

Normal mode decomposition of the heat equation (3.2.3) gives

[σ + ikU ] a2Θ+ Ty (ilDW − ikZ) + Tza
2W = a2

(

D2 − a2
)

Θ. (3.2.15)

Regarding the evolution of the magnetic field, thez-component of the induction equation (3.2.4)

is given by
∂B3

∂t
=

∂

∂x
(−UB3 + w cosα)− ∂

∂y
(−w sinα) + ζ∇2B3, (3.2.16)

which, on substitution of the separable solutions (3.2.8) and (3.2.10) gives

σP = −ikUP + ikW cosα+ ilW sinα+ ζ(D2 − a2)P, (3.2.17)
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and thez-component of the curl of the induction equation (3.2.4) gives

∂

∂t

(

∂B2

∂x
− ∂B1

∂y

)

= sinα

(

− ∂2w

∂x∂z
− ∂2u

∂x2
− ∂2u

∂y2

)

+ cosα

(

∂2v

∂x2
+
∂2v

∂y2
+

∂2w

∂y∂z

)

− U

(

∂2B2

∂x2
+
∂2B2

∂y2
+
∂2B3

∂y∂z

)

−DU
∂B3

∂y
+ ζ∇2

(

∂B2

∂x
− ∂B1

∂y

)

,

(3.2.18)

which in separable form can be written as

σT = sinαilZ + cosαikZ + ζ(D2 − a2)T − ilDUP − ikUT (3.2.19)

using∇ · u = ∇ ·B = 0.

So, in summary, our governing equations for linearised Boussinesq convection are

[σ + ikU(z)](D2 − a2)W + PrTa
1
2 (il cosφZ + sinφDZ) = −a2PrRaΘ

+ Pr(D2 − a2)2W +QζPr(il sinα+ ik cosα)(D2 − a2)P, (3.2.20)

[σ + ikU(z)]Z − ilDUW − PrTa
1
2 (il cosφW + sinφDW ) =

Pr(D2 − a2)Z +QζPr(il sinα+ ik cosα)T , (3.2.21)

[σ + ikU(z)]a2Θ+ Ty(ilDW − ikZ)− a2W = a2(D2 − a2)Θ, (3.2.22)

[σ + ikU(z)]P − (il sinα+ ik cosα)W = ζ(D2 − a2)P, (3.2.23)

[σ + ikU(z)]T − (il sinα+ ik cosα)Z + ilDUP = ζ(D2 − a2)T . (3.2.24)

3.2.3 Boundary conditions

The boundary conditions given by (3.2.6) need transforminginto a form compatible with the

above notation. The conditions on the vertical velocity component and the temperature conditions

become respectively,

w = 0 ⇒W = 0 onz = 0, 1, (3.2.25)

θ = 0 ⇒ Θ = 0 on z = 0, 1. (3.2.26)

For stress free boundaries we also have

∂2w

∂z2
= 0 ⇒ D2W = 0 on z = 0, 1, (3.2.27)

∂ϕ

∂z
= 0 ⇒ DZ = 0 onz = 0, 1. (3.2.28)

The magnetic boundary conditions transform as

B3 = 0 ⇒ P = 0 onz = 0, 1, (3.2.29)

∂B1

∂z
= 0 ⇒ DT = 0 on z = 0, 1. (3.2.30)
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Equations (3.2.20)-(3.2.24) form a 12th order linear system of ODEs. Together with boundary

conditions (3.2.25)-(3.2.30) they form a complex eigenvalue problem. For a small number of

parameter regimes, this system can be solved analytically.For example, whenTa = 0, B = 0,

we reduce to the simplest case considered in Chandrasekhar (1961), and the values of the Rayleigh

number and wavenumber at the onset of convection can be determined exactly as

Racrit =
27π4

4
, acrit =

π√
2
. (3.2.31)

However, in general, we are required to solve the equations (3.2.20)-(3.2.24) numerically.

3.3 Numerical method

To solve our eigenvalue problem numerically we use a routinein MATLAB known as bvp4c,

developed by Shampineet al. (2000). Almost any boundary value problem (BVP) can be

formulated for solution with bvp4c. The first step is to writethe equations to be solved as a

system of first order ODEs. To do this we introduce new variables, one for each variable in the

original problem plus one for each of its derivatives up to one less than the highest derivative

appearing.

In order to use this method to solve equations (3.2.20)-(3.2.24), subject to the boundary conditions

given by (3.2.25)-(3.2.30), we first split the equations into their real and imaginary parts. To do

this we write each of the variables as a sum of its real and imaginary parts, i.e., write

W =WR + iWI , Z = ZR + iZI, Θ = ΘR + iΘI, (3.3.32)

P = PR + iPI, T = TR + iTI, σ = σR + iσI, (3.3.33)

and substitute into each of the five equations (3.2.20)-(3.2.24). Taking the real and imaginary

parts of these equations gives us ten equations, which we then write as a system of 24 first order

differential equations. Since this is a linear eigenvalue problem, the amplitude is arbitrary, and

so, in order to fix this amplitude, we require extra boundary conditions, one for each of the

eigenvalues. Typically, we take eitherDΘR = DΘI = 1 orDWR = DWI = 1.

We have developed two main variations of our linear code thatuse bvp4c. The first of these

imposesσR = 0 and solves forRac ≡ Ra andωc ≡ σI , for a givenk and l. In other words,

it finds the modes which are marginally stable (they are neither growing (σR > 0) nor decaying

(σR < 0)) and the frequency at which they occur. By minimisingRac over all wavenumbers, we

obtain the critical Rayleigh number,Racrit. The wavenumbers at which this critical value occurs
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are the critical wavenumbers, denotedkcrit andlcrit, the total critical wavenumber is then given by

acrit =
√

k2crit + l2crit. The corresponding critical frequency of this mode is denotedωcrit. We refer

to the critical Rayleigh number, critical wavenumber and critical frequency collectively as the

critical values. Note, a larger critical wavenumber corresponds to a smaller length scale and vice

versa. Similarly, a larger critical frequency correspondsto a solution with a shorter time period

and vice versa.

σR = 0 determines the Rayleigh number required for the onset of instability. The instability can

occur either as a direct bifurcation, whereσR = ωc = 0 or as a Hopf bifurcation, whereσR = 0

but ωc 6= 0. The first of these situations is referred to as stationary instability and the second

as oscillatory instability (or overstability). For regular Rayleigh-Bénard convection, it has been

shown that overstability is preferred ifPr . 0.6766 and ifTa > Ta∗, whereTa∗ is a function of

wavenumber andPr. The exact values and proof of this can be found in Chandrasekhar (1961).

The second variation of our code solves forσR andσI , for a givenRa, k andl. This allows us to

determine the growth rate of a mode, for a particular set of parameters. Maximising the calculated

σR over the wavenumbers determines the fastest growing mode, and the wavenumber at which

this mode occurs, and therefore establishing the wavelength of the mode we would expect to see

in an experiment.

3.3.1 Eigenfunctions

After solving our 24 first order ODEs, MATLAB bvp4c allows us to retrieve any of our 24

variables. In particular, we are able to find the real and imaginary parts ofW , Z, Θ, DW , P, T
andDP, evaluated at a series of points inz. We are then able to reconstructθ, u, andB using

equations (3.2.7), (3.2.8) and (3.2.10). Equation (3.2.8)gives the velocity field perturbations as

u = Re

{(

ik

a2
DW +

il

a2
Z

)

eikx+ily+σt
}

, (3.3.34)

v = Re

{(

il

a2
DW − ik

a2
Z

)

eikx+ily+σt
}

, (3.3.35)

w = Re
{

Weikx+ily+σt
}

. (3.3.36)

The temperature perturbation from (3.2.7) is given by

θ = Re
{

Θeikx+ily+σt
}

(3.3.37)



Chapter 3. Linear Boussinesq Convection 48

and the magnetic field perturbation components from (3.2.10) are similarly given by

B1 = Re

{(

ik

a2
DP +

il

a2
T
)

eikx+ily+σt
}

, (3.3.38)

B2 = Re

{(

il

a2
DP − ik

a2
T
)

eikx+ily+σt
}

, (3.3.39)

B3 = Re[Peikx+ily+σt]. (3.3.40)

3.4 Numerical results

In this section we present the linear results; they can be categorised into three parts. We begin by

considering the purely hydrodynamic case (see section 3.5), i.e., we setB = 0 (and soP = T =

0) and neglect the equations given by (3.2.23) and (3.2.24). As a result, we reduce to the system

of equations solved by Hathawayet al. (1980) (hereafter HTG), however, we shall enforce stress

free boundary conditions whereas HTG imposed no slip boundary conditions. We will consider

two cases within this hydrodynamic regime: initially, the basic state temperature will be taken

to vary only inz and therefore there will be no thermal wind, i.e.,Ty = U = 0. A horizontal

temperature gradient will be included in the second part of the hydrodynamic section though,

and the the effects of a thermal wind considered. The final part of the chapter (see section 3.6)

will take B 6= 0 and so the effects of a horizontal magnetic field on rotating convection can be

examined, but no thermal wind effects will be present.

3.5 Hydrodynamic results (B = 0)

As mentioned above, whenB = 0, our system of equations reduces to the same system of

equations as those used by HTG, and therefore we use their results as a test for our numerical

code. However, HTG have rigid boundaries and so for the purposes of the test we have to change

from stress free to no slip boundary conditions. This involves invokingDW = Z = 0 on the

boundaries instead ofD2W = DZ = 0. Our first test involves a case whereTy = 0. We

calculate the critical Rayleigh number and critical wavenumber as a function ofTa for north-

south (NS) and east-west (EW) convection rolls in a layer with φ = π
4 (see figure 3.1). NS

rolls are defined as convection rolls whose axes are aligned in they-direction (NS direction) and

similarly EW convection rolls are those whose axes are aligned in thex-direction (EW direction).

Whenφ = π
2 , NS and EW rolls are equivalent because of the symmetry aboutthez axis, however,

whenφ 6= π
2 , there is a distinction to be made between NS and EW rolls. Figure 3.1 is identical
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to figure 2 of HTG and provides good support for the validity ofour numerical code. We also

successfully verified the code against a number of other cases, including ones whereTy 6= 0.
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Figure 3.1: Critical Rayleigh number (Racrit) and critical wavenumber (acrit) against Taylor

number (Ta) for NS (solid line) and EW (dashed line) convection rolls, in a layer withφ = π
4 .

This figure exactly replicates figure 2 of HTG and provides good support for the accuracy of our

numerical code.

3.5.1 Prandtl number effects

In many astrophysical situations, such as stellar interiors, the fluid Prandtl number is much smaller

than unity and so the smallPr regime is one we wish to investigate further. The majority ofwork

by HTG fixesPr = 1, with a small amount of time given toPr = 0.1. In this section, we examine

the effects of smallPr in more detail. As mentioned in section 3.3, for smallPr, convection can

set in as oscillatory modes and so we must consider the possibility of both direct and overstable

convection.

Ty = 0

Initially, we consider the effects of smallPr on the onset of convection in a system with a

tilted rotation vector, but no thermal wind (Ty = 0). We study the dependence onTa of the

critical Rayleigh number, wavenumber and frequency given by Racrit, acrit andωcrit respectively.

Figures 3.2 and 3.3 show separately the critical values as a function ofTa, for the cases of NS

and EW convection rolls respectively, for a layer atφ = π
4 . The Rayleigh number at onset is
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independent ofPr for direct modes, however, the Rayleigh number required forthe onset of

oscillatory convection depends onPr. For NS rolls,Racrit decreases with decreasingPr for

fixedTa, as dokcrit andωcrit, as shown in figure 3.2. As discussed in Chandrasekhar (1961), the

tilted rotation vector has the effect of reducing the rotation rate by a factor ofsinφ on convection

in thex-z plane. This results in the NS rolls having the same qualitative behaviour as for vertical

rotation but with reduced critical values.

In contrast, the tilted rotation vector has a larger impact on the convection in they-z plane (EW

rolls) as seen in figure 3.3. For smallerPr, the growth ofRacrit with Ta does not immediately

settle to a power law and the critical wavenumber decreases with increasingTa, before increasing

again. Also, in this case, it is not always true thatRacrit decreases with decreasingPr for fixed

Ta. For example, atTa = 5 × 105, Racrit = 8413.2 whenPr = 0.0125 butRacrit = 8521.7

whenPr = 0.00625. As was reported by HTG, for fixedTa andPr a lowerRa is required

to destabilise NS rolls than EW rolls, we see this in our case too, i.e., for stress free boundary

conditions at smallPr. Note also, for convection to onset as oscillatory modes, the rotation rate

has to be high enough, and that this transition rotation rateis lower for EW rolls than it is for NS

rolls.
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Figure 3.2: Critical values for NS rolls. (a) Critical Rayleigh number,Racrit, (b) critical

wavenumber,kcrit, and (c) critical frequency,ωcrit, of NS rolls against Taylor number,Ta, for

different Pr in a layer atφ = π
4 . The black line represents direct modes and all other lines

represent oscillatory modes. In blackPr = 1, bluePr = 0.1, greenPr = 0.05, redPr = 0.025,

purplePr = 0.0125 and orangePr = 0.00625.
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Figure 3.3: Critical values for EW rolls. (a) Critical Rayleigh number,Racrit, (b) critical

wavenumber,lcrit, and (c) critical frequency,ωcrit, of EW rolls against Taylor number,Ta, for

different Pr in a layer atφ = π
4 . The black line represents direct modes and all other lines

represent oscillatory modes. In blackPr = 1, bluePr = 0.1, greenPr = 0.05, redPr = 0.025,

purplePr = 0.0125 and orangePr = 0.00625.

Ty 6= 0

This section considers the case whenTy 6= 0 and so a horizontal temperature gradient is present

in the basic state, resulting in a thermal wind, as discussedin section 2.3.2. HTG found that for

Prandtl numbersO(1), if the shear is strong enough, NS rolls are stabilised by thethermal wind,

whilst EW rolls can extract energy from the shear and grow. This leads to EW rolls becoming

preferred over NS rolls. We found this to be true even whenPr was decreased to small values,

therefore, this section will be restricted to examining EW rolls only.

It is informative to examine the effect of the tilted rotation vector and thermal wind on the

orientation of the eigenfunctions. Figure 3.4 shows plots of w(y, z) (top row), θ(y, z) (middle

row) andζ(y, z) (bottom row) atRa = Racrit, l = lcrit andω = ωcrit at a snapshot in time. In (a),

there is no tilting of the convection cells and a reflectionalsymmetry is present. This symmetry

can be seen to exist from equations (3.2.20)-(3.2.22), as whenQ = 0 andφ = π
2 , all the terms

in these equations have the same parity, e.g., whenW andΘ are even andZ is odd. In (b),

the rotation vector is tilted from the vertical toφ = π
4 and the convection cells align themselves

with the axis of rotation. Furthermore, the reflectional symmetry present in (a) no longer exists.
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Figure 3.4: Eigenfunctionsw(y, z), θ(y, z) and ζ(y, z) at Racrit, lcrit and ωcrit for

Pr = 0.05, Ta = 105 and (a)Ty = 0, φ = π
2 , (b) Ty = 0, φ = π

4 , (c) Ty = −0.5, φ = π
2 ,

(d) Ty = −0.5, φ = π
4 , (e)Ty = 0.5, φ = π

2 , (f) Ty = 0.5, φ = π
4 .
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This is because, in this case, theil cosφZ andil cosφW terms in equations (3.2.20) and (3.2.21)

respectively are non-zero, and therefore break the symmetry. In figure 3.4 (a)-(f), the solutions

are oscillatory, i.e.,ω 6= 0. However, we comment that, if we consider steady solutions (ω = 0),

then it is possible to find a rotational symmetry that is not present when (ω 6= 0). Tilting of

the convection cells can be achieved for vertical rotation if a horizontal temperature gradient is

applied, see (c), (e). ForTy > 0, the tilt is towards the equator, forTy < 0 the tilt is towards the

pole. Note, in (c) and (e), a symmetry is not in fact present although this is not necessarily obvious

from the plots, this is because of the size ofTy; we comment that the asymmetry does become

clearer the larger|Ty| is. When both a horizontal temperature gradient and a tiltedrotation vector

are present, the poleward tilt is either exaggerated (whenTy < 0) or reduced (whenTy > 0). This

can be seen in subfigures (d) and (f) respectively.

3.5.2 Effect ofTy on the onset of convection

To see how the addition of a thermal wind affects the onset of convection of EW rolls, we plot the

critical Rayleigh number, wavenumber and frequency as a function ofTy for Ta fixed at105 (see

figure 3.5). We show the case forPr = 1 (black) andPr = 0.1 (blue).

We see that, forPr = 1, the maximumRacrit is achieved for very small, positiveTy and for

negativeTy, the presence of a thermal wind lowers the critical Rayleighnumber, meaning that

convection will onset for a smaller thermal forcing. From plot (b), for Pr = 1, a negativeTy

results in a smaller preferred wavenumber than for positiveTy, with a smooth transition between

the two. In other words, the rolls we would observe are of a larger size for negativeTy than they

are for positiveTy. As for Ty = 0, the solutions forPr = 1 are direct modes and hence the

critical frequency is zero for these solutions; we do not display this line on the plot ofωcrit.

In figure 3.5, we also show the critical values forPr = 0.1, a more realistic regime, as discussed

previously. In this case, the maximum critical Rayleigh number occurs forTy slightly negative,

but for any significant horizontal temperature gradient,Racrit is less than forTy = 0. As expected,

the Pr = 0.1 modes onset at a lower value ofRa than thePr = 1 modes, meaning that

convection is more easily excited in the lowerPr case. The critical wavenumber,lcrit, is also

smaller forPr = 0.1 than it is forPr = 1. Also in contrast to thePr = 1 case,lcrit is similar for

similar values of|Ty|; instead, the difference between the solution for positiveTy and the solution

for negativeTy appears in the frequency of the marginal mode, rather than inthe wavenumber.

For Pr = 0.1, the preferred modes are oscillatory, their associated critical frequency is shown

in (c). In this case, asTy increases the critical frequency also increases. We also notice that the
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increase is more rapid in the negativeTy regime than it is in the positiveTy regime and that the

solutions with positiveTy oscillate over a shorter period than the solutions with negative Ty do.
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Figure 3.5: (a) Critical Rayleigh number (Racrit), (b) critical wavenumber (lcrit) and (c) critical

frequency (ωcrit), as a function ofTy, for Pr = 1 (black) andPr = 0.1 (blue) withTa fixed at

105. ThePr = 1 solutions are steady and thePr = 0.1 solutions are oscillatory.

3.6 Effects of a horizontal magnetic field

Having studied the hydrodynamic problem in the previous section, we now include a horizontal

magnetic field to investigate its effect. We setTy = 0 so that there is no horizontal temperature

gradient and hence no thermal wind. To gain some insight intothis problem, it is worth

considering a simple case that can be studied analytically,before using the knowledge gained

to assist with a more general numerical study.

3.6.1 Analytical results

We can make some progress analytically if we consider the case of vertical rotation (φ = π
2 ),

magnetic field in they-direction (α = π
2 ) and setk = 0, so that we become two-dimensional in
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they-z plane. In this limit, and takingTy = U = 0, the equations (3.2.20)-(3.2.24) become

σ(D2 − l2)W + PrTa
1
2DZ = −l2PrRaΘ+ Pr(D2 − l2)2W +QζPril(D2 − l2)P,

(3.6.41)

σZ − PrTa
1
2DW = Pr(D2 − l2)Z +QζPrilT , (3.6.42)

σΘ−W = (D2 − l2)Θ, (3.6.43)

σP − ilW = ζ(D2 − l2)P, (3.6.44)

σT − ilZ = −ζ(D2 − l2)T . (3.6.45)

For the boundary conditions given by (3.2.25)-(3.2.30), the eigenmode solutions of the system

given by (3.6.41)-(3.6.45) take a simple form, in particular we can let

W =W0 sin(nπz), Z = Z0 cos(nπz), Θ = Θ0 sin(nπz),

P = P0 sin(nπz), T = T0 cos(nπz), (3.6.46)

for n = 1, 2, . . .. Substituting these into equations (3.6.41)-(3.6.45), allows us to write

[

σA+ PrA2
]

W0 = l2RaPrΘ0 +QζPrilAP0 − nπPrTa
1
2Z0, (3.6.47)

[σ + PrA]Z0 = nπPrTa
1
2W0 +QζPrilT0, (3.6.48)

[σ +A] Θ0 =W0, (3.6.49)

[σ + ζA]P0 = ilW0, (3.6.50)

[σ + ζA]T0 = ilZ0, (3.6.51)

where we have definedA = n2π2 + l2, in order to simplify the notation. We can combine these

five equations into a single equation for the growth rateσ. To do this we first eliminateT0 from

equation (3.6.48) using equation (3.6.51) and then we eliminateΘ0, P0 andZ0 (in that order)

from equation (3.6.47) to give a quintic equation forσ. The equation can be written as

a1σ
5 + a2σ

4 + a3σ
3 + a4σ

2 + a5σ + a6 = 0, (3.6.52)
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where

a1 =A,

a2 =2PrA2 + 2ζA2 +A2,

a3 =2PrζA3 + PrA3 + ζA3 + (PrA+ ζA)(PrA2 + ζA2 +A2)

+ 2QζPrl2A− l2PrRa+ Pr2n2π2Ta,

a4 =ζPrA
4 + (ζA+ PrA)(ζPrA3 + PrA3 + ζA3)

+ (PrζA2 +QζPrl2)(PrA2 + ζA2 +A2)− ζAl2PrRa+QζPrl2A2

− (PrA+ ζA)(l2PrRa−QζPrl2A) + Pr2n2π2TaζA+ Pr2n2π2Ta(ζA+A),

a5 =(PrA+ ζA)ζPrA4 + (PrζA2 +QζPrl2)(ζPrA3 + PrA3 + ζA3)

− (PrA+ ζA)(ζAl2PrRa−QζPrl2A2)− (PrζA2 +QζPrl2)(l2PrRa−QζPrl2A)

+ Pr2n2π2Ta(ζA+A)ζA+ Pr2n2π2TaζA2,

a6 =(PrζA2 +QζPrl2)ζPrA4 − (PrζA2 +QζPrl2)(ζAl2PrRa−QζPrl2A2)

+ Pr2n2π2Taζ2A3. (3.6.53)

This dispersion relation allows us to find the eigenvalues, in particular, the Rayleigh number at

which the marginal state (σR = 0) occurs, along with the frequency of oscillation in the case

whenω 6= 0 (overstable convection).

Steady solutions

Convection sets in as steady rolls whenσR = ω = 0, i.e., σ = 0. From (3.6.52), we see this

occurs whena6 = 0, that is, when

(PrζA2 +QζPrl2)ζPrA4 − (PrζA2 +QζPrl2)(ζAl2PrRa−QζPrl2A2)

+ Pr2n2π2Taζ2A3 = 0. (3.6.54)

Dividing byPr2ζ2 and rearranging, leads to the following condition on the Rayleigh number

Ral2(A3 +QAl2) = A3(A3 +QAl2) +Ql2A(A3 +Ql2A) + n2π2TaA3, (3.6.55)

which gives us that, whenσ = 0, Ra is given by the following expression

Ra =
A3

l2
+QA+

n2π2TaA3

l2(A3 +QAl2)

=
(n2π2 + l2)3

l2
+Q(n2π2 + l2) +

n2π2Ta(n2π2 + l2)2

l2((n2π2 + l2)2 +Ql2)
, (3.6.56)
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see Roberts & Jones (2000).

We are interested in the first mode that goes unstable, i.e., the fastest growing mode that occurs

for the smallestRa. Clearly, from equation (3.6.56), this occurs whenn = 1. Note that, in the

absence of rotation (Ta = 0) and withn = 1, equation (3.6.56) reduces to the expression found

in Chandrasekhar (1961) and Arter (1983)

Ra =
(π2 + l2)3

l2
+Q(π2 + l2) (3.6.57)

and in the absence of a magnetic field (Q = 0), equation (3.6.56) reduces to the expression found

in Chandrasekhar (1961)

Ra =
Taπ2

l2
+

(π2 + l2)3

l2
. (3.6.58)

Oscillatory solutions

For marginal overstable modes,σ = iω and so (3.6.52) gives us that

a1iω
5 + a2ω

4 − a3iω
3 − a4ω

2 + a5iω + a6 = 0, (3.6.59)

which, by taking the real and imaginary parts gives us two equations:

a2ω
4 − a4ω

2 + a6 = 0, (3.6.60)

a1ω
5 − a3ω

3 + a5ω = 0. (3.6.61)

To find the roots of these equations, a code in Maple was used tosolve forω andRa at the

onset of convection whenφ = π
2 . These solutions can then be used as an initial estimate for the

φ = π
4 solutions in our bvp4c code. By using theφ = π

2 solutions as an initial estimate, it is

hoped that the code will converge faster to theφ = π
4 solutions. As an example, in table 3.1, we

include the values ofRa andω at onset for different wavenumbers in a case whereφ = π
2 . In

the complex plane, equations (3.6.60) and (3.6.61) have seven(Ra, ω) pairs of solutions, but we

are only interested in the cases whereRa andω are both real. One of the seven pairs of solutions

is always real and corresponds to the direct mode at onset, i.e.,ω = 0, this solution is denoted

with a subscript zero in the table. The other six solutions consist of three pairs of solutions given

by (Rai,±ωi) for i = 1, 2, 3. These oscillatory solutions, may or may not, be real, depending

upon the parameters of the system. Table 3.1 shows a selection of results to highlight each of

these different scenarios. For example, atl = 0.1, only five of the seven solutions are real, but for

l = 1, 2, 3, all seven solutions are real and for very largel, only the direct mode exists. To obtain

the critical Rayleigh number, we would need to minimise these results overl, but we are not
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Direct Overstable

l Ra0 ω0 Ra1 ω1 Ra2 ω2 Ra3 ω3

0.1 4.89× 107 0 2.01× 106 ±28.60 5.45× 107 ±0.50 – –

1 1.22× 105 0 2.79× 104 ±29.88 5.39× 105 ±11.02 3.35× 104 ±2.57

2 1.41× 105 0 1.56× 104 ±33.39 1.28× 105 ±22.23 8.81× 103 ±9.72

3 1.90× 105 0 2.19× 104 ±37.68 4.39× 104 ±34.30 8.47× 103 ±18.90

4 2.60× 105 0 1.07× 104 ±28.85 – – – –

5 3.51× 105 0 1.42× 104 ±39.00 – – – –

100 2.00× 108 0 – – – – – –

Table 3.1: A table of solutions to the equations (3.6.60) and(3.6.61) forPr = 0.1, ζ = 0.1,

Q = 10000 andφ = π
2 . These are an example of the solutions used as an initial estimate in the

numerical code that solves for the solution whenφ = π
4 .

interested in calculating the critical values for theφ = π
2 case, our aim is to establish a sensible

initial estimate to use in the code, to find theφ = π
4 solutions.

3.6.2 Numerical solutions

We wish to consider the effect of a tilted rotation vector on the magnetoconvection. As mentioned

before, this can not be done analytically becauseφ 6= π
2 introduces extra terms into the equations

(3.6.41)-(3.6.45), which mean that the expansions given in(3.6.46) can not be assumed. We

therefore use our numerical code to derive results whenφ 6= π
2 . As explained in the previous

section, using the solutions found whenφ = π
2 as an initial estimate for the solution whenφ = π

4 ,

helps the bvp4c algorithm to converge faster to theφ = π
4 solution.

Testing the code

Before we proceed with investigating theφ = π
4 case, we test our numerical code where

possible. If we set the Chandrasekhar number,Q, to zero we should recover the behaviour of the

purely hydrodynamic case. This was the first check for the magnetic code and we successfully

reproduced a number of purely hydrodynamic results.

Secondly, settingTa = 0 allows us to test the code against known results for magnetoconvection

in a horizontal field, e.g., Arter (1983). From Arter, we havea theoretical expression for the

Rayleigh number as a function of the wavenumber andQ, see equation (3.6.57). PlottingRa
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againstk (see figure 3.6) for this expression and forRa from our code, we see that the two

exactly coincide. The blue symbols represent the numericalresults generated by the code and

the the red symbols the theoretical expression as given by Arter. The upper lines are the results

for the steady solution and the lower lines for the oscillatory solution. We choose to display the

Rayleigh number as a function of wavenumber whenPr = 1, ζ = 0.1 andQ = 1000.

100 2 4 6 8

105

103

104

106
R
a

k

Figure 3.6: Rayleigh number against wavenumber for a layer with Q = 1000, Pr = 1 and

ζ = 0.1. The blue symbols represent the numerical results generated by the code and the red

symbols the theoretical expression as given by Arter (1983). The two coincide. The upper lines

are the results for the steady solution and the lower lines are for the oscillatory solution.

We now investigate the effect of a tilted rotation vector in the presence of a horizontal magnetic

field on the onset of convection.

3.6.3 Two-dimensional solutions

In Chapter 8, we consider nonlinear convection in the presence of a horizontal magnetic field in

a layer that is rotating about an axis that is oblique to gravity. We consider only axisymmetric

two-dimensional solutions in they-z plane, i.e., we set∂
∂x

≡ 0. Therefore, we first study the

linear problem in this same two-dimensional plane. This involves settingk = 0 and hence we

focus on EW rolls only.

We study a number of different parameter regimes: (i)Pr = 1, ζ < 1, (ii) Pr < 1, ζ = 1.1,

(iii) Pr < 1, ζ < 1 and we briefly comment on (iv)Pr = 1, ζ = 1.1. We note that in
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magnetoconvection, oscillatory modes only exist forζ < 1 andQ > Q∗ (see Arter (1983)); and

in rotating hydrodynamic convection, oscillatory modes only exist for Pr < 1 andTa > Ta∗

(see Chandrasekhar (1961)). In all cases throughout this section we fixTa = 105, φ = π
4 and

α = π
2 . This means the field is in they-direction and so it will have an effect on the EW rolls. For

EW rolls, it is known that a field in thex-direction will have no effect (see e.g., Proctor & Weiss

(1982)).

Case (i):Pr = 1, ζ = 0.1

We begin by investigating the dependence onQ of the critical Rayleigh number, critical

wavenumber and critical frequency given byRacrit, lcrit andωcrit respectively. We find that, as

expected, the Rayleigh number at onset is independent ofPr andζ for direct modes and, as was

the case in section 3.5.1, the oscillatory mode depends onPr, here it also depends onζ. Plots of

the critical values againstQ are shown in figure 3.7 forPr = 1, ζ = 0.1. The blue lines represent

the direct mode and the red lines represent the oscillatory mode. Note that the oscillatory mode

does not exist untilQ is large enough, but once it does it is the preferred mode. We will refer

to this oscillatory mode as the magnetic mode as it results when ζ < 1. In both the steady and

oscillatory cases, onceQ has reached a sufficiently large value, there is a power law relatingRacrit

andQ.

For both modes, the minimumRacrit occurs for a non-minimalQ for which the solution exists,

i.e., Racrit is not monotonically increasing withQ. For both modes, the critical wavenumber

decreases with increasingQ meaning that the marginal convection rolls have a larger length scale

at higherQ. In addition, up until the largestQ considered, the oscillatory solutions have a smaller

preferred length scale than the direct solutions. By definition, the critical frequency of the direct

mode is zero but the oscillatory solution has a critical frequency that increases with increasingQ.

Case (ii): Pr = 0.1, ζ = 1.1

If we now takePr < 1 but ζ > 1, in particular, if we takePr = 0.1 andζ = 1.1, we get the

results shown in figure 3.8. This time the oscillatory solution is shown in green to distinguish it

from the (magnetic) oscillatory solution in the previous case. We call this new oscillatory mode

the rotating oscillatory mode as it results whenPr is small. Now the oscillatory solution is only

preferred up untilQ ∼ 200 and then the direct mode becomes preferred. Again, the wavenumber

decreases with increasingQ but it is the oscillatory solutions that have the largest length scale (in
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Figure 3.7: Critical values for case (i). Critical Rayleighnumber (a), wavenumber (b) and

frequency (c) as a function ofQ for Pr = 1 andζ = 0.1 with Ta = 105. The direct mode

is shown in blue and the oscillatory mode in red. In this case only the magnetic oscillatory mode

exists.

contrast to case (i)). The critical frequency increases withQ but at largerQ, the growth slows and

the increase is only slight.

Case (iii): Pr = 0.1, ζ = 0.1

Taking the case when bothPr andζ are small, specificallyPr = ζ = 0.1, we expect there to

exist two overstable modes, the magnetic and the rotating oscillatory modes. Indeed, this is what

we find (see figure 3.9). At smallQ, the rotating mode (green) is preferred, then atQ ∼ 1500,

the magnetic mode (red) becomes preferred. Whilst the direct mode exists for allQ shown, it is

never the preferred one. For large enoughQ, the magnetic overstable mode has a larger preferred

wavenumber than the preferred wavenumber of the direct mode, i.e., they have a smaller preferred

length scale. The frequency increases withQ for both overstable branches.

Case (iv):Pr = 1, ζ = 1.1

As might be expected, no overstable modes could be found whenbothPr andζ are greater than

or equal to one. In this case, the direct mode is the only solution and it has the same critical values

as the direct mode in cases (i)-(iii), and so we do not displaythe results again here.
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Figure 3.8: Critical values for case (ii). Critical Rayleigh number (a), wavenumber (b) and

frequency (c) as a function ofQ for Pr = 0.1 andζ = 1.1 with Ta = 105. The direct mode is

shown in blue and the oscillatory mode in green. In this case only the rotating oscillatory mode

exists.
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Figure 3.9: Critical values for case (iii). Critical Rayleigh number (a), wavenumber (b) and

frequency (c) as a function ofQ for Pr = 0.1 andζ = 0.1 with Ta = 105. The direct mode

is shown in blue, the (magnetic) oscillatory mode in red and the (rotating) oscillatory mode in

green.
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Figure 3.10: Eigenvalue diagram forl = 10, Q = 500, Ta = 105, Pr = 1 andζ = 0.1. The

arrows indicate the direction of increasing Rayleigh number.

3.6.4 Eigenvalue diagrams

To analyse more closely the behaviour of the eigenvaluesσR and σI , and therefore the

bifurcations, we plot them against each other for increasing Ra (at fixed wavenumber). Figure

3.10 tracks the eigenvalues as we increaseRa, in the case whenPr = 1, ζ = 0.1, Q = 500 and

l = 10. The direction of increasingRa is indicated by the arrows shown. In this case, the quintic

dispersion relation has only three solutions with realσI . Of these solutions one is always real

and negative (and therefore stable). Below a particular value of Rayleigh number, the other two

eigenvalues form a complex conjugate pair with negative real part (stable). AsRa is increased,

we reach a value for which this eigenvalue pair become purelyimaginary, i.e.,σR = 0 and the

system undergoes a Hopf bifurcation (as described in section 3.3). IncreasingRa further leads to

this pair having positive real parts (unstable) but their imaginary parts decrease until we have a

repeated eigenvalue. ForRa greater than this, both eigenvalues are real, and whilst thereal part

of one continues to increase in magnitude, the other decreases and passes through the origin in a

direct bifurcation.

We have just described the case for a particularl andQ but, for the region of parameter space

where one pair of oscillatory solutions exists, we would observe the same qualitative behaviour of

the eigenvalues for anyl andQ. The difference would occur in the values of the Rayleigh number

and frequency at which the bifurcations occur.

The eigenvalue diagram corresponding to case (ii), is shownin fig 3.11 for two key examples. In

(a) Q = 930, l = 0.7 and we see that asRa is increased, we have that a complex conjugate

pair of eigenvalues with negative real part move towards theimaginary axis (σR = 0) and
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pass over it, thereby undergoing a Hopf bifurcation. Continuing further along this path, the

imaginary parts of the pair decrease in magnitude until theyreach zero and we have two positive,

real eigenvalues. On reaching this point, one eigenvalue increases in magnitude and the other

decreases. Meanwhile, another eigenvalue moves from the stable region (σR < 0) to the unstable

region (σR > 0), via a direct bifurcation. Eventually, for some value ofRa, this eigenvalue and

the one from the previously complex conjugate pair with decreasing real part meet, and become

once again a complex conjugate pair. WhenRa is increased further, this complex conjugate pair

moves back over the lineσR = 0 in another Hopf bifurcation and the eigenvalues become stable

again. So there are two overstable branches appearing in this description but we only see the

preferred one in the plots of the critical values in figure 3.8.

In (b)Q = 1000 andl = 0.7. Now the eigenvalues for the different bifurcations do not interact.

As Ra is increased the real, negative eigenvalue increases towards zero and continues passing

through the origin in a direct bifurcation and then continues to grow. Separately from this,

a complex conjugate pair with negative real part moves towards the lineσR = 0 and asRa

continues to increase, they undergo a Hopf bifurcation to become unstable. At even higher

Ra, their real parts start to decrease as they move back towardsthe imaginary axis, eventually

undergoing another Hopf bifurcation.
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Figure 3.11: Eigenvalue diagram for a layer withTa = 105, Pr = 0.1 and ζ = 1.1. In a)

Q = 930 and l = 0.7; in b) Q = 1000 and l = 0.7. The arrows indicate the direction of

increasing Rayleigh number.

In case (iii), it is possible for the dispersion relation to have seven roots with realσI (depending

on l). To study the bifurcations involved in this case more carefully, we plot the eigenvalues for

a series of differentl in figure 3.12. We fixQ = 900 and consider different wavenumbers. In
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(a), l = 0.9 and the only oscillatory solutions present are those from the rotation modes. It is no

surprise therefore, that the eigenvalue diagram takes the same form as figure 3.11 (a) and as such

the description of the evolution of the eigenvalues with increasing Rayleigh number is the same

as described in the accompanying paragraph to figure 3.11. In(b), l = 1.7, now the eigenvalues

have progressed as in figure 3.11 (b) but in addition, two extra branches have appeared, although

these have yet to reach the lineσR = 0. In (c), l has been increased tol = 2, the two extra

branches have now crossed the lineσR = 0 and undergone a bifurcation. This bifurcation is of

the same form as in figure 3.10, the magnetic dominated case. Therefore the eigenvalues in this

part of the eigenvalue diagram behave in a similar way to thatof case (i). Byl = 3.5 (subfigure

(d)), we can see the three bifurcations corresponding to thethree overstable solutions and their

eigenvalue branches are well established. The diagram is a combination of the solutions from the

rotational modes (case (ii)) and the magnetic mode (case (i)). This is to be expected since we have

smallPr andζ, and as a result all oscillatory solutions should be possible. In (e),l = 4.6, this

is roughly the wavenumber at which the branches corresponding to the rotation modes cease to

exist and we see that the branches have moved back over the line σR = 0. After this point there

are no oscillatory solutions coming from the rotational branch. This is seen in (f), wherel = 6,

and we only have the one oscillatory branch. The form of the eigenvalues are now as in case (i),

where the magnetic field dominated and indeed we see the eigenvalue diagrams are qualitatively

the same.

3.6.5 Three-dimensional solutions

Our motivation for examining two-dimensional (EW) solutions in detail was as preparation for

the nonlinear work that will follow in Chapter 8. It is still,however, worth considering three-

dimensional perturbations, i.e., allowingk and l to both be non-zero. In the previous section,

the smallPr andζ regimes led to the largest variety of behaviour, and so we choose to consider

Pr = ζ = 0.1 in this section. This also allows for both magnetic and rotating overstable modes

as we saw in the investigation of two-dimensional solutions.

Figure 3.13 shows the critical values as a function ofQ. Now we have bothlcrit andkcrit and

the critical total horizontal wavenumber is given bya2crit = k2crit + l2crit. Again, the rotating mode

is shown in green, the magnetic mode in red and the direct modein blue. We recall that the

magnetic and rotating modes are oscillatory and so have a non-zero frequency, whereas the direct

mode is steady and so its critical frequency is zero. The firstnoticeable difference between the

two-dimensional and three-dimensional solutions is that for the rotating mode,lcrit = 0, and so
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Figure 3.12: Eigenvalue diagram for a layer withTa = 105, Pr = 0.1, ζ = 0.1. andQ = 900.

In a)k = 0.9, in b) k = 1.7, in c)k = 2, in d) k = 3.5, in e)k = 4.6, and in f)l = 6. The arrows

indicate the direction of increasing Rayleigh number.
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NS rolls are actually the preferred ones. Then, sinceα = π
2 (the field is in they-direction) the field

has no effect on the critical values, i.e., they are independent ofQ. The magnetic mode behaves

differently, for the smallestQ for which it exists, it haskcrit = 0 and so EW rolls are preferred

on this branch, but asQ is increased,kcrit increases and three-dimensional solutions become the

preferred ones (for this branch). The direct solution appears to take on two different states. Firstly,

for smallQ, lcrit = 0 and so NS rolls are preferred and therefore, as described in the rotating mode

case,Racrit is independent ofQ. Then, atQ ∼ 400, there is a transition to a three-dimensional

solution and a decrease inRacrit. In this second regime, the critical Rayleigh number changes

only slightly, whilstkcrit increases andlcrit decreases. Overall, the rotating oscillatory mode is the

preferred mode, it has the lowestRacrit of all the branches, for allQ.
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Figure 3.13: Critical Rayleigh number, (Racrit, top left), critical wavenumber (kcrit, bottom left,

lcrit, bottom right) and critical frequency (ωcrit, top right) as a function ofQ for Pr = 0.1 and

ζ = 0.1 with Ta = 105 for three-dimensional perturbations. The direct mode is shown in blue,

the (magnetic) oscillatory mode in red and the (rotating) oscillatory mode in green.

3.7 Summary

We began the chapter with a derivation of the linear equations for rotating magnetoconvection

with a tilted rotation vector and horizontal magnetic field (section 3.2). In some cases, we were
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able to solve the linear equations analytically, but to solve them in the most general cases, we

required a numerical code. This code was described in section 3.3 and was based around a

boundary value problem solver in MATLAB known as bvp4c. The code was used to study the

linear stability in a number of regimes that were not analytically tractable. In section 3.5, we

examined the small Prandtl number regime as this is the regime into which many astrophysical

flows fit. In the case of no thermal wind, the eigenfunctions were tilted when EW rolls were

considered and this tilting was exaggerated by a negative horizontal temperature gradient. We

also noted that the thermal wind, in general, acts to destabilise EW rolls and stabilise NS rolls.

The second part of the chapter was concerned with the case when the magnetic field strength was

non-zero (section 3.6). Here, we used analytical results ofa study of two-dimensional modes

in vertically rotating magnetoconvection to help locate solutions whenφ = π
4 . We found that

different solutions existed, dependent on whetherPr andζ were greater or less than unity. We

studied in more detail the behaviour of the eigenvalues in each of these cases to identify when

each of the solutions exists.

To finish the chapter, we considered three-dimensional perturbations and found, in some cases,

oblique rolls are actually the preferred ones.

The linear work in this chapter was undertaken to aid with a nonlinear study of convection under

the Boussinesq approximation. A nonlinear study for the purely hydrodynamic case is carried out

in Chapter 6, and for the MHD case in Chapter 8.
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Chapter 4

Linear Anelastic Convection

4.1 Introduction

As explained in section 2.4, for systems where there are a large number of scale heights involved

but that remain close to being adiabatic, the anelastic equations are an improvement on the

Boussinesq equations. The anelastic equations allow for density stratification across the layer

whilst still filtering out fast sound waves. This makes studying a compressible layer more

computationally accessible. In much the same way as the Boussinesq case, the linear theory

of the anelastic system is worth studying to firstly tell us about the stability of the fluid layer and

secondly it can act as a useful test for the anelastic nonlinear study that follows in Chapter 7.

The onset of compressible convection using the anelastic approximation has been studied in

a number of papers. Joneset al. (1990) considered a Cartesian geometry and took rotation,

magnetic field and gravity to be mutually perpendicular. Thelinear theory of convection in a

spherical shell geometry, using the anelastic approximation, was presented by Drewet al. (1995)

and Joneset al. (2009) built upon this, by developing an asymptotic theory for the onset of

compressible convection in rapidly rotating spherical shells.

More recently, Mizerski & Tobias (2011) investigated the effect of compressibility and

stratification on convection, using the anelastic approximation, in a rotating plane layer model.

As discussed in section 2.4 we use this model as the basis for our investigation but we adapt it to

allow for a tilted rotation vector.
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4.2 Linear equations

In Chapter 2, we derived the nonlinear equations for rotating convection under the anelastic

approximation. For ease of reference, we restate the equations here. From equations (2.4.142)-

(2.4.144) we have

∂u

∂t
+ (u · ∇)u =−∇

(

p

ρ̄

)

+RaPrsêz − Ta
1
2Pr(Ω× u) + Pr∇2u

+
Prmθ

1 + θz

[

∂u

∂z
+

2

3
∇w +

1

3
(1 + 2m)θ

w

1 + θz
êz

]

, (4.2.1)

∇ · u =− mθ

1 + θz
w, (4.2.2)

∂s

∂t
+ u · ∇s = w

1 + θz
+

1

ρ̄
∇2s+

θ

(1 + θz)m+1

∂s

∂z

− θ

Ra(1 + θz)



2

3
∑

i=1

(

∂ui
∂xi

)2

+
∑

i<j

(

∂ui
∂xj

+
∂uj
∂xi

)2

− 2

3
(∇ · u)2



 .

(4.2.3)

In this chapter, we are interested in the linear theory, and so we perturb equations (4.2.1)-(4.2.3)

about the simple basic state given by (2.4.150) then, as in the Boussinesq case, we neglect all

terms quadratic in the perturbations to give the linear anelastic equations

∂u′

∂t
=−∇

(

p′

ρ̄

)

+RaPrs′êz − Ta
1
2Pr(Ω× u′) + Pr∇2u′

+
Prmθ

1 + θz

[

∂u′

∂z
+

2

3
∇w′ +

1

3
(1 + 2m)θ

w′

1 + θz
êz

]

, (4.2.4)

∇ · u′ =− mθ

1 + θz
w′, (4.2.5)

∂s′

∂t
=

w′

1 + θz
+

1

(1 + θz)m
∇2s′ +

θ

(1 + θz)m+1

∂s′

∂z
. (4.2.6)

Now, if we take thez-component of the curl of equation (4.2.4), we obtain

∂ζ

∂t
= Ta

1
2Pr

[

sinφ

(

∂w

∂z
+

mθ

1 + θz
w

)

+ cosφ
∂w

∂y

]

+ Pr∇2ζ +
Prmθ

1 + θz

∂ζ

∂z
, (4.2.7)

where we have definedζ = ∂v
∂x

− ∂u
∂y

to be thez-component of vorticity and we have removed

the primes from the perturbations. By taking thez-component of the double curl of (4.2.4), we

obtain

− ∂

∂t

[

∇2w +
∂

∂z

(

mθ

1 + θz
w

)]

= Ta
1
2Pr[sinφ

∂ζ

∂z
+

mθ

1 + θz
cosφ

∂w

∂x
+ cosφ

∂ζ

∂y
]

−RaPr∇2
Hs− Pr∇4w +

3Prm(2−m)θ4

(1 + θz)4
w − 2Prmθ

1 + θz

∂

∂z
∇2
Hw

− 2Prm2θ2

3(1 + θz)2
∇2
Hw − 2Prmθ

1 + θz

∂3w

∂z3
+
Prm(4−m)θ2

(1 + θz)2
∂2w

∂z2
− 3Prm(2−m)θ3

(1 + θz)3
∂w

∂z
.

(4.2.8)
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The energy equation (4.2.6) gives

∂s

∂t
− w

1 + θz
=

1

(1 + θz)m
∇2s+

θ

(1 + θz)m+1

∂s

∂z
, (4.2.9)

and the divergence of the velocity field from equation (4.2.5) is given by

∇ · u = − mθ

1 + θz
w. (4.2.10)

In the standard way, we seek solutions proportional toei(kx+ly)+σt, i.e., we look for solutions of

the form

w = Re
{

W (z)ei(kx+ly)+σt
}

, (4.2.11)

ζ = Re
{

Z(z)ei(kx+ly)+σt
}

, (4.2.12)

s = Re
{

S(z)ei(kx+ly)+σt
}

, (4.2.13)

wherek andl are the wavenumbers in thex andy directions respectively andσ = σR + iω is the

complex growth rate. With this, equations (4.2.7)-(4.2.9)become

σZ =Ta
1
2Pr

[

sinφ

(

DW +
mθ

1 + θz
W

)

+ cosφilW

]

+ Pr(D2 − a2)Z +
Prmθ

1 + θz
DZ, (4.2.14)

− σ[D2W − a2W +
mθ

1 + θz
DW − mθ2

(1 + θz)2
W ] = RaPra2S

+ Ta
1
2Pr[sinφDZ +

mθ

1 + θz
cosφikW + cosφilZ]− PrD4W + 2Pra2D2W

− Pra4W +
3Prm(2−m)θ4

(1 + θz)4
W +

2Prmθ

1 + θz
a2DW +

2Prm2θ2

3(1 + θz)2
a2W

− 2Prmθ

1 + θz
D3W +

Prm(4−m)θ2

(1 + θz)2
D2W − 3Prm(2−m)θ3

(1 + θz)3
DW, (4.2.15)

σS − W

1 + θz
=

1

(1 + θz)m
(D2 − a2)S +

θ

(1 + θz)m+1
DS (4.2.16)

respectively, wherea2 = k2 + l2 andD ≡ d
dz

. We solve this linear eigenvalue problem using the

bvp4c solver of MATLAB , with the method described in section 3.3. The boundary conditions we

enforce are stress free and isentropic, as described in section 2.4.7. For the notation used in this

section, the conditions (2.4.145)-(2.4.149) become

S = 0, W = 0, DZ = 0 and D2W +
mθDW

(1 + θz)
= 0 on z = 0, 1. (4.2.17)

Since we are close to adiabaticity, we usem = 1.495 in all calculations. Berkoffet al. (2010)

demonstrated that the anelastic approximation gives a goodapproximation to fully compressible
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calculations even when the reference state is super-adiabatic, finding a2% error even whenǫ ∼
10. But as mentioned above, we prefer to remain close to the adiabatic state and setm ∼ 1.5.

Note, we can check our code in the Boussinesq limit by settingθ = 0. θ is a measure of the

degree of compressibility. Therefore, we will varyθ to investigate the effect of a number of

different stratifications. Sincēρ = (1 + θz)m, we define

ρ̄bot = ρ̄(z = 0) = 1 and ρ̄top = ρ̄(z = 1) = (1 + θ)m. (4.2.18)

Then, if we letr = ρ̄top

ρ̄bot
, we have

r = (1 + θ)m ⇒m ln(1 + θ) = ln r

⇒(1 + θ) = r
1
m

⇒θ = r
1
m − 1. (4.2.19)

We choose to focus on stratifications wherer = 0.5, 0.1 and 0.01 which correspond toθ =

−0.37101,−0.78566 and−0.95406 respectively. We have calculated values ofθ to five decimal

places and these are the values we work with throughout, however, for clarity, hereafter we only

give θ to two decimal places when referring to it in the text.

4.3 Numerical results

4.3.1 Effect ofTa on the onset of convection

In this section, we present results obtained by solving the linear system (4.2.14)-(4.2.16). To begin

with, we setσR = 0 and solve for the values ofRa, a andω at onset, i.e., the critical Rayleigh

number (Racrit), critical wavenumber (acrit) and critical frequency (ωcrit). We are interested in

how these vary withθ, φ andPr. Figure 4.1 showsRacrit (top),kcrit (middle) andωcrit (bottom)

for NS rolls (l = 0) whenPr = 0.1 andφ = π
4 , for a number of different stratifications. As

Pr < 1, all the solutions displayed are oscillatory. The black lines correspond toθ = 0, red to

θ = −0.37, green toθ = −0.79 and blue toθ = −0.95. We note that, forθ 6= 0 and l = 0,

there is a distinction to be made between solutions with a positive critical frequency and those

with a negative critical frequency. We consider this symmetry breaking in more depth in section

4.4. We denote by ’+’ those solutions that have a positive critical frequency and by ’o’ those that

have a negative critical frequency. For some parameters only marginal solutions with a negative

frequency exist, these solutions are marked with a ’·’.
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Figure 4.1:Racrit (top), kcrit (centre) andωcrit (bottom) againstTa for NS rolls whenPr = 0.1 and

φ = π
4

. In black θ = 0, in red θ = −0.37, in greenθ = −0.79 and in blueθ = −0.95. Solutions

with positive preferred frequency are denoted with a ’+’, solutions with negative preferred frequency are

denoted with a ’o’ and the cases where only marginal solutions with a negative frequency exist are denoted

by a ’·’.
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Before we analyse the plots in figure 4.1 further, we comment that the solutions with positive and

negative frequency are, in fact, left and right travelling waves, respectively. In figure 4.2, we show

an eigenfunction at six different times over one period for an example of a left travelling wave (a)

and a right travelling wave (b). The time period is given by2π
ωcrit

, so that the left travelling wave

has a longer time period associated with it. A feature of travelling waves is that their amplitude

remains fixed in time but they propagate in space, this can clearly be seen from the plots. The lack

of symmetry of the solutions aboutz = 0.5 arises because of the layer stratification, i.e., because

θ is non-zero. We will comment further on this asymmetry and the form of the eigenfunctions

more generally in section 4.3.2.

We now return to considering the plots of the critical valuesgiven in figure 4.1. We note that

although theθ = 0 solutions are marked as having a negative critical frequency, Racrit is in fact

the same for both solutions with a positive frequency and solutions with a negative frequency. It

can also be seen that, untilTa is large enough, the solutions with a negative frequency arethe

preferred ones for all the values ofθ shown, and then the solutions with positive frequency become

the preferred ones. The value ofTa at which this transition occurs appears to decrease as|θ| is

increased. Forθ = 0, oscillatory solutions do not exist forTa < Ta∗ (see, e.g., Chandrasekhar

(1961)), but as|θ| is increased the negative branch exists for allTa, however, the positive branch

does not (we will see an explanation of this shortly). At moderateTa (Ta ≈ 2000), it appears that

the stronger the stratification is, the more stable the system, but asTa is increased the weakest

stratification (no stratification) becomes the most stable.Also, there is a small kink in theRacrit

curve around the point the positive branch comes into existence for theθ 6= 0 solutions (at

approximatelyTa = 1 to 2× 103). If we consider the plot ofkcrit, then we see there is a kink in

the critical wavenumber at theTa just before the kink in the critical Rayleigh number. From the

critical wavenumber plot, we see that there is a discontinuity when the solution changes from the

negative frequency regime to the positive one, and that the critical wavenumber is typically larger

when the critical frequency is positive, meaning that the eigenfunctions of the negative solutions

have a smaller length scale. The difference between the length scales of the solutions with positive

and negative frequency gets larger with increasing|θ|. At moderateTa, that isTa ≈ 2000, kcrit

is largest for|θ| largest and decreases with|θ|. But, asTa is increased, the preferred length

scale changes and, in the region ofTa where the solutions with positive frequency are preferred

(Ta ≈ 106−107), the stronger the stratification, the smallerkcrit. From the plot of|(ωcrit)| against

Ta (figure 4.1 (c)) we see that, in general, the solutions with the strongest stratifications have the

largest|ωcrit|. This is true in both the regime whereωcrit is positive and the one whereωcrit is

negative. The only region where this is not always true is around theTa where the transition
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Figure 4.2:w(x, z, t) at onset over one time period for NS rolls whenPr = 0.1, φ = π
4 , θ =

−0.79 and (a)ωcrit > 0 (left travelling wave), (b)ωcrit < 0 (right travelling wave).
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from negative to positive solution occurs, because there, some of the solutions haveωcrit > 0 and

some haveωcrit < 0, depending onθ.

As noted before, the solutions with positive frequency do not exist for smallTa, but the solutions

with negative frequency do. To investigate this further, weplot σR againstσI for differentTa, as

Ra is increased. The results are shown in figure 4.3. In (a)θ = 0 andTa = 102. Here we see that

the eigenvalues do not pass through the lineσR = 0 for σI 6= 0 and hence there are no oscillatory

solutions at thisTa. But, if we increaseTa to103 (see subfigure (b)), then the eigenvalues do pass

throughσR = 0 for some non-zero frequency. Therefore, both the positive and negative branches

exist at thisTa. Note for (a) and (b),θ = 0 and so the eigenvalue spectrum is symmetric, and

hence at a particularTa, marginal oscillatory modes either exist with both positive and negative

frequency, or they do not exist at all. If we now consider whathappens whenθ = −0.95, we

get the eigenvalue spectrum as given in (c) whereTa = 2000 and in (d) whereTa = 5000. In

(c), the eigenvalues with a positive frequency always haveσR < 0 and so this explains why the

marginal oscillatory modes with positive frequency do not exist for smallTa. For large enough

Ta, the eigenvalues do eventually haveσR > 0 (see subfigure (d)) and so the positive frequency

branch does become unstable and we have marginal oscillatory modes with both the positive and

negative frequencies existing at thisTa.

Figure 4.4 shows the critical values for EW rolls (k = 0). This time, surprisingly, there is no

distinction to be made between solutions with positive and negative frequency (this is investigated

further in section 4.4) and so the top plot is a plot ofRacrit againstTa, the middle plot is a plot

of lcrit againstTa and the bottom plot is the corresponding plot ofωcrit againstTa for the positive

branch only (the only difference between positive and negative branches here is the sign of the

frequency). We see that for smallTa, θ = 0 is the most unstable, but this changes asTa is

increased. For smallTa, the smallest critical wavenumbers occur for the smallest stratifications,

but asTa is increased, the smallest stratifications have the largestcritical wavenumbers. The

critical frequency works in the opposite way to this, i.e., for small Ta the smallest critical

frequencies occur for the largest stratifications, but asTa is increased, the largest stratifications

have the largest critical frequencies. Comparing the magnitude ofRacrit in the EW and NS cases

shows that NS rolls are preferred for allθ.

We notice that, unlike in the NS case, oscillatory solutionsdo not exist for smallTa. By plotting

the real and imaginary parts of the growth rate against each other, for differentTa, we can see

why. For example, in figure 4.5 (a), we plot the growth rates asRa is increased forPr = 0.1,

θ = −0.79, l = 3, k = 0 andTa = 50. The arrows indicate the direction of increasingRa.
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Figure 4.3:σR plotted againstσI for (a) k = 2, Ta = 102 andθ = 0, (b) k = 1, Ta = 103

andθ = 0, (c) k = 2, T = 2000 andθ = −0.95 and (d)k = 2, T = 5000 andθ = −0.95.

Oscillatory bifurcations occur whenσR = 0 for σI 6= 0.

We see that for smallRa, the eigenvalues exist in complex conjugate pairs but with anegative

real part so that the system is stable. Then, asRa is increased, the complex conjugate pairs move

towards the real axis (σI = 0) where one of the pair moves to smallerσR and remains stable

whilst the other moves towardsσR > 0. For large enoughRa, this eigenvalue passes through

(σR, σI) = (0, 0) in a direct bifurcation. The origin is the only point at whichthe lineσR = 0

is crossed and so, in this case, there are no Hopf bifurcations and hence no unstable oscillatory

modes exist (see section 3.3 for a description of direct and Hopf bifurcations). This explains why,

in figure 4.4, critical values do not exist for smallTa. In figure 4.5 (b),Ta is increased to105 but

other parameters remain the same. Now the lineσR = 0 is crossed forσI 6= 0 and so oscillatory

modes do exist at thisTa, as expected from figure 4.4. In addition, we remark on the symmetric

nature of these eigenvalue diagrams; in particular, the eigenvalues arise in complex conjugate

pairs, so that modes with positive frequency are not preferred over those with negative frequency,

or vice versa. A further investigation of this symmetry is carried out in section 4.4.
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4
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solutions with positive and negative frequency have the sameRacrit, so both are preferred modes at onset.
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Figure 4.5:σR plotted againstσI for θ = −0.79, k = 0, l = 3, and (a)Ta = 50, (b) Ta = 105.

Oscillatory bifurcations occur whenσR = 0 for σI 6= 0.

4.3.2 Eigenfunctions

It is informative to consider the differences to the eigenfunctions caused by stratification, in both

the NS and EW cases. Figure 4.6 shows contour plots ofw(y, z), s(y, z) andζ(y, z) at critical

values forPr = 0.1, Ta = 107, and in (a),θ = 0, φ = π
2 , l = 0, in (b), θ = 0, φ = π

4 , l = 0,

in (c), θ = 0, φ = π
4 , k = 0, in (d), θ = −0.95, φ = π

2 , l = 0, in (e),θ = −0.95, φ = π
4 , l = 0,

and in (f),θ = −0.95, φ = π
4 , k = 0. We have included the cases when there is no stratification

or no tilt to the rotation vector in order to make comparisons. As we have seen in Chapter 3, the

tilt of the rotation vector only affects the orientation of the convection rolls in they − z plane

(EW rolls) and so the cells with the most tilt are in subfigures(c) and (f). Comparing (a) and (d),

where the only difference is that (d) has a density stratification across the layer, we see that (d)

has an asymmetry across the layer whereas (a) has a symmetry aboutz = 0.5. The stratification

also appears to introduce a slight westward tilt ins. Comparing (b) and (e), where the rotation is

now at an angle to the direction of gravity we see a similar breaking of symmetry and westward

tilt of s. Comparing (c) and (f), allows us to see the difference when astratification is added and

EW rolls are considered. There is not a large change inw(y, z), but a much bigger difference

can be seen ins(y, z) where the equatorial tilt caused by the stratification has combined with the

poleward tilt due to the rotation vector to give less poleward tilted cells than in theθ = 0 case.

To see the effect ofθ on the vertical structure of the eigenfunctions, we plot|W (z)| against

z for NS rolls withφ = π
4 , Pr = 0.1, θ = 0 (blue),θ = −0.37 (red),θ = −0.79 (green) and

θ = −0.95 (black) for (a)Ta = 103 and (b)Ta = 107. The results are shown in figure 4.7. As|θ|
is increased, the asymmetry of the vertical structure increases, this effect is perhaps most obvious
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Figure 4.6: Eigenfunctionsw, s andζ atRacrit andacrit for Pr = 0.1, Ta = 107 and (a)θ = 0,

φ = π
2 , l = 0, (b) θ = 0, φ = π

4 , l = 0, (c) θ = 0, φ = π
4 , k = 0, (d) θ = −0.95, φ = π

2 , l = 0,

(e) θ = −0.95, φ = π
4 , l = 0, and (f)θ = −0.95, φ = π

4 , k = 0.
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at the smaller of the twoTa. Mizerski & Tobias (2011) showed that, at highTa, stratification did

not have a great effect on the form of the eigenfunctions.
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Figure 4.7: Amplitude function|W (z)| as a function ofz for NS rolls,φ = π
4 , Pr = 0.1 and

θ = 0 (blue),θ = −0.37 (red),θ = −0.79 (green) andθ = −0.95 (black) for (a)Ta = 103 and

(b) Ta = 107.

4.3.3 Three-dimensional solutions

We have seen that, when considering two-dimensional perturbations only, NS rolls are preferred

over EW rolls, for allTa and θ considered. However, it might be that oblique rolls are the

preferred ones, i.e., the convection rolls at onset have both wavenumberk and l non-zero. We

considered three-dimensional perturbations and found that, in the majority of cases, the NS rolls

were still found to be the preferred ones. However, for a small region of parameter space, oblique

rolls were preferred. For example, whenθ = −0.37 and Ta = 1200, the critical Rayleigh

number is achieved at non-zerok andl, as shown in figure 4.8 (a). In this case,Racrit = 1427,

kcrit = 1.5900, lcrit = 1.8250 andωcrit = −1.6105. The three-dimensional mode is only slightly

preferred over the NS mode though, whereRacrit = 1459.

An example of a three-dimensional simulation, where a two-dimensional, NS mode is preferred

is shown in figure 4.8 (b), we see that the critical wavenumberlies on thel = 0 axis. Since in

many of the cases we studied, the preferred modes also took the form of NS rolls, especially for

largeTa, we will focus mainly on the case whenl = 0. In addition, the earlier analysis (cf. figure

4.3) showed there is an interesting symmetry breaking in theNS case that is not present in the

EW case (see section 4.3.1) and we would like to examine this further.
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Figure 4.8: Contours of Rayleigh number againstk andl for (a)Ta = 1200, θ = −0.37 and (b)

Ta = 10000, θ = −0.79. In (a) the preferred mode (white cross) is oblique andRacrit = 1427,

kcrit = 1.8250, lcrit = 1.5900 andωcrit = −1.6105, whereas in (b), the preferred mode (white

cross) is oriented NS andRacrit = 1915, kcrit = 2.6200, lcrit = 0 andωcrit = −6.1293.

4.3.4 NS rolls - effect ofφ and Pr

As we have just explained, in this section we choose to focus on NS rolls. Specifically, we study

the effect ofφ and smallPr on the values ofRa, k andω at onset, for different rotation rates and

stratifications.

Effect of φ

In order to make a direct comparison between solutions for different φ, we plot their

corresponding values ofRacrit, kcrit andωcrit on the same axes. We plot the cases whenφ = π
2 ,

φ = π
4 andφ = π

6 for the Boussinesq case (θ = 0) and a strongly stratified case (θ = −0.95).

The results are shown in figure 4.9. The top plot is ofRacrit againstTa, the middle plot is ofkcrit

againstTa and the bottom plot is ofωcrit againstTa. Theθ = 0 solutions are shown in black, blue

and green for theφ = π
2 , φ = π

4 andφ = π
6 cases respectively and theθ = −0.95 solutions are

shown in red, orange and turquoise for theφ = π
2 ,φ = π

4 andφ = π
6 cases respectively. Again, ’o’

represents solutions where the preferred frequency is negative, ’+’ where the preferred frequency

is positive and ’·’ when only the solution with negative frequency exists.

Note that, theφ = π
2 solution does not have a broken symmetry (even whenθ 6= 0), neither does

theθ = 0 case (for allφ), and so the positive and negative branches have the same critical values

in these cases. Therefore, both a tilted rotation vector anda stratification are required to break the
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symmetry between the solutions with positive and negative critical frequency. Also in theφ = π
2

case, a high enough value ofTa has to be reached in order for oscillatory solutions to exist. For

θ = 0, there is a clear hierarchy of preferred solutions:φ = π
6 is the most unstable, followed

by φ = π
4 and thenφ = π

2 (this is in agreement with the Boussinesq analysis of Hathaway et al.

(1980)). If we decreaseθ to −0.95, then the behaviour is changed slightly. Firstly, we note that,

in this case, from figure 4.9 (a), theφ = π
6 solution has a second kink in it; in addition to the kink

that occurs when the positive solution exists, there is a kink around the value ofTa at which the

positive solution becomes preferred, and this coincides with a sharp rise inkcrit. This behaviour

means that, in contrast to theθ = 0 case, theφ = π
6 solutions can be more stable than theφ = π

4

solutions, depending onTa whenθ = −0.95. At smallTa, theθ = 0 solutions are less stable

(have a lowerRacrit) than theθ = −0.95 solutions, but asTa is increased, we reach a transition

Ta at which theθ = −0.95 solutions become more stable than theθ = 0 solutions. This transition

Ta happens at a largerTa for smallerφ, which since in this case,l = 0, and we are considering

NS rolls, we would expect, because the component of the rotation vector affecting thex-z plane

is given byTa sinφ (Chandrasekhar (1961)).

For θ = 0, kcrit is largest forφ = π
2 , thenφ = π

4 and thenφ = π
6 , for all Ta. At small

Ta, there is little difference between the three cases but thisdifference increases withTa. Again,

adding a stratification makes a noticeable difference; at small Tawhere both positive and negative

frequency marginal solutions exist, but where the negativeones are preferred, theφ = π
2 solutions

have the smallestkcrit, followed byφ = π
4 and thenφ = π

6 . As Ta is increased, the solutions

change their preferred length scale until, at large enoughTa, when the solutions withωcrit > 0

are preferred, theφ = π
2 solutions have the largestkcrit, followed byφ = π

4 and thenφ = π
6 .

For θ = 0, φ = π
2 has the largest|ωcrit|, followed byφ = π

4 and thenφ = π
6 . OnceTa is large

enough, so that all solutions exist, this ordering is also true forθ = −0.95. Notice the difference

when only negative solutions exist: there,φ = π
4 has a smaller|ωcrit| thanφ = π

6 .

Effect of Pr

To see the effect of decreasingPr for a fixedθ we plotRacrit, kcrit andωcrit againstTa for θ = 0

andθ = −0.95 for a number of differentPr. The results are shown in figure 4.10. Theθ = 0

solutions are shown in black, blue, green and purple forPr = 1, Pr = 0.1, Pr = 0.01 and

Pr = 0.001 respectively and theθ = −0.95 solutions are shown in red, orange, turquoise and

grey forPr = 1, Pr = 0.1, Pr = 0.01 andPr = 0.001 respectively. As in previous figures, the

symbol type represents whether solutions with a positive ornegative frequency are preferred.
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Figure 4.9:Racrit (top) kcrit (centre) andωcrit (bottom) againstTa for NS rolls whenPr = 0.1. Black

(red), blue (orange) and green (turquoise) symbols denoteφ = π
2

, φ = π
4

andφ = π
6

respectively forθ = 0

(θ = −0.95). The symbol shape has the same interpretation as in figure 4.1.
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A key difference between the stratified and unstratified cases, whenPr = 1, is that forθ = 0

the preferred solution is a steady mode, i.e.,ωcrit = 0, but for θ 6= 0, the preferred solution is

an oscillatory mode, hence theθ = 0 case is not seen in figure 4.10 (c). For both values ofθ

considered here, and for fixedTa, Racrit, kcrit andωcrit decrease withPr. For all of thePr < 1

cases considered, theθ = 0 solution has a smallerRacrit than theθ = −0.95 solution, until a

large enoughTa is reached, at which point the stratified solution becomes the less stable. TheTa

at which this change occurs increases with decreasingPr. Another difference that occurs asPr

is decreased is that a second kink in theRacrit curve forθ = −0.95 becomes more prominent.

In thePr = 0.01 andPr = 0.001 curves there is a large kink as the solutions with positive

frequency become preferred, these kinks are not visible in the largerPr curves. As in the case

whenφ was changed, these kinks coincide with a sharp rise inkcrit. We also note that, in order

to obtain power law growth ofRacrit with Ta, a higherTa is required for smallerPr. OnceTa

is large enough so that power law growth is observed, the stratified solutions then have a smaller

kcrit and hence a larger length scale. When the solutions have a negative critical frequency,|ωcrit|
is larger for the stratified cases. If the stratified solutions have a positive critical frequency, then,

for Pr = 0.1, the stratified solutions have the larger|ωcrit|. ForPr = 0.01 andPr = 0.001, if

the stratified solutions have a positive critical frequency, then theθ = 0 solutions have the larger

|ωcrit| until Ta is large enough and then the stratified cases have the larger|ωcrit|.

4.3.5 Effect ofθ on the onset of convection

We can also consider what happens to the critical values as wevary θ, for fixedTa.

Figure 4.11 shows the critical values against|θ| for NS rolls withPr = 0.1 andφ = π
4 . The

red lines represent solutions withTa = 104, the blue lines represent solutions withTa = 105,

the black lines represent solutions withTa = 106 and the purple lines represent solutions with

Ta = 107. Unlike previously, we now represent solutions with a positive critical frequency with a

solid line and solutions with a negative critical frequencywith a dashed line (we plot the absolute

values of the critical frequencies). For smallTa, the negative branch is preferred but this changes

to the positive branch asTa is increased, as expected from the previous work in section 4.3. The

positive solution always has the smaller critical wavenumber and critical frequency compared

with the negative branch. TheTa = 104 solution becomes more stable with increasing|θ| but for

higherTa the minimumRacrit occurs at|θ| > 0, with the minimum increasing withTa. There is

also a much larger variation inkcrit with increasing|θ| for the positive case.

Figure 4.12 shows the equivalent to figure 4.11 but for EW rolls. As noted before, fork = 0,
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Figure 4.10:Racrit (top) kcrit (centre) andωcrit (bottom) againstTa for NS rolls whenφ = π
4
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Pr = 0.001 respectively forθ = 0 (θ = −0.95). The symbol shape has the same interpretation as in figure

4.1.
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Figure 4.11:Racrit (left) kcrit (centre) andωcrit (right) against|θ| for NS rolls whenPr = 0.1,

φ = π
4 . Solid lines represent solutions withωcrit > 0 and dashed lines represent solutions with

ωcrit < 0. In redTa = 104, in blueTa = 105, in blackTa = 106 and in purpleTa = 107

there is not a distinction to be made between the solutions with positive and negative frequency

as they have the same critical values, hence we only plot the positive frequency solutions. The

behaviour is very similar to that in the NS case, butRacrit is higher in the EW case, so that NS

rolls are preferred.
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Figure 4.12:Racrit (left) lcrit (centre) andωcrit (right) against|θ| for EW rolls whenPr = 0.1,

φ = π
4 . In redTa = 104, in blueTa = 105, in blackTa = 106 and in purpleTa = 107

Figure 4.13 allows us to compare three cases with three different tilt angles, (i)φ = π
2 , (ii) φ = π

4

and (iii) φ = π
6 . We have plotted the critical values against|θ| for NS rolls withPr = 0.1 for

two differentTa. TheTa = 104 solutions are shown in black, blue and green for theφ = π
2 ,
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φ = π
4 andφ = π

6 cases respectively, and theTa = 107 solutions are shown in red, orange

and turquoise for theφ = π
2 , φ = π

4 andφ = π
6 cases respectively. For bothTa shown, and

for all θ, φ = π
2 is the most stable followed byφ = π

4 and thenφ = π
6 . Forφ = π

2 , as we have

seen previously, the solutions with positive and negative frequency correspond to the same critical

Rayleigh number and same critical wavenumber, but forφ 6= π
2 , there is a distinction to be made

between solutions with positive frequency and those with negative frequency. The difference

between the positive and negative critical values increases with |θ|and also with decreasingφ. A

key difference between the twoTa considered is that, forTa = 104, the solutions with negative

critical frequency are preferred over solutions with positive frequency but forTa = 107, the

solutions with positive critical frequency are the preferred ones. Since forTa = 104, the negative

solutions are the preferred ones, we see from the plot ofkcrit that for small|θ| the preferredkcrit is

largest forφ = π
2 , followed byφ = π

4 and thenφ = π
6 but, as|θ| is increased, the preferredkcrit

is largest forφ = π
6 followed byφ = π

4 and thenφ = π
2 . ForTa = 107, the positive solutions

are the preferred ones, andφ = π
2 has the largest preferredkcrit for all |θ|. Notice also, that until

the very largest|θ|, for Ta = 107, kcrit decreases with increasing|θ| so that the length scale of the

solutions at onset increases with|θ|. For bothTa, the largest critical frequencies occur forφ = π
2

and decrease withφ, for all |θ|.
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Figure 4.13:Racrit (left), kcrit (centre) andωcrit (right) against|θ| for NS rolls whenPr = 0.1.

Black (red), blue (orange) and green (turquoise) symbols correspond toφ = π
2 , φ = π

4 andφ = π
6

respectively forTa = 104 (Ta = 107). Solid lines correspond to solutions withωcrit > 0 and

dashed lines to solutions withωcrit < 0.

In figure 4.14, we show how the critical values are changed with θ whenPr is decreased. We

consider the case whenPr = 0.01, it is shown in black and red forTa = 107 andTa = 109
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respectively, and the case whenPr = 0.001, it is shown in blue, orange and grey forTa = 107,

Ta = 109 andTa = 1011 respectively. The solutions with positive frequency are displayed

with a solid line whilst the solutions with a negative frequency are displayed with a dashed line.

For bothPr, at the smallerTa, the solution with negative critical frequency is preferred for

most |θ|, although at the largest stratifications the solutions withthe positive critical frequency

are preferred. Then, asTa is increased, the solution with the positive frequency becomes the

preferred one for all|θ|. It is clear from the plots that the black and orange lines almost coincide.

In other words, the critical values forPr = 0.01, Ta = 107 and the critical values forPr =

0.001, Ta = 109 are almost identical. For these parameters, we note that theproductPrTa
1
2 is

the same in both cases, and so, this perhaps provides an explanation for this agreement between

the two solutions (sincePrTa
1
2 is the form in which the Coriolis term appears in the governing

equations, and for smallPr, largeTa, we expect this term to dominate, see equations (4.2.14)-

(4.2.16)). This product is also the same for the solutions withPr = 0.01, Ta = 109 solution and

thePr = 0.001, Ta = 1011 and indeed the red and grey lines are also nearly identical.
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Figure 4.14:Racrit (left), kcrit (centre) andωcrit (right) against|θ| for NS rolls whenφ = π
4 . Black

(blue), red (orange) and (grey) symbols correspond toTa = 107, Ta = 109 andTa = 1011

respectively forPr = 0.01 (Pr = 0.001). Solid lines correspond to solutions withωcrit > 0 and

dashed lines to solutions withωcrit < 0.

4.4 Symmetry considerations

As touched upon in section 4.3, whenθ 6= 0 and l = 0 (NS rolls), there is a distinction to

be made between solutions with a positive critical frequency and those with a negative critical
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frequency. However, whenθ 6= 0 andk = 0 (EW rolls) there is still a symmetry and the positive

and negative branches have the same|ωcrit|. This is a surprising result. Naively, we might expect

that breaking the up-down symmetry of the system, via the introduction of a vertical density

stratification, would cause a break in symmetry of the eigenvalue spectrum, and hence result in

different frequencies for the positive and negative branches. Instead, whenk = 0, the eigenvalues

remain in complex conjugate pairs. To see this we plot the real and imaginary parts of the growth

rateσ against each other, for a range ofRa but holding all other parameters fixed. For example,

figure 4.15 shows the cases when (a)l = 0, k = 3, (b) k = 0, l = 3 and (c)k = 3, l = 3. We

see that in (a) and (c), the introduction of a vertical stratification across the layer has, as expected,

broken the symmetry of the eigenvalue spectrum - they no longer appear in complex conjugate

pairs. However, counter-intuitively, whenk = 0 (subfigure (b)), the symmetry is not broken

and the eigenvalues remain in complex conjugate pairs, in ananalogous way to the Boussinesq

case (θ = 0). Evonuk (2008) and Glatzmaieret al. (2009) describe a mechanism that is perhaps

responsible for this difference between NS and EW rolls. Thecrux of their argument is that the

vorticity equation (curl of equation (4.2.4)) contains a term proportional toΩ(∇ · u), which is in

general, non-zero for anelastic convection. However, in our system, thex-component of this term

is zero and so it does not have an effect on EW rolls, whereas, the y-component of this term is

non-zero and so it does have an effect on NS rolls.

20

0

0

10

10

−10

−10

−20

30
σR

σ
I

(a)

20

20

0

0

10

10

−10

−20
30

σR

σ
I

(b)

20

0

0

10

10

−10

−10

30
σR

σ
I

(c)

Figure 4.15: Real and imaginary parts of growth rate plottedagainst each other for differentRa

whilst Ta = 105, Pr = 0.1, φ = π
4 , θ = −0.9. In (a) l = 0, k = 3, in (b) k = 0, l = 3 and in (c)

k = 3, l = 3. Whenk = 0 the symmetry is not broken.
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4.4.1 Eigenfunctions

To investigate the symmetry of the EW solutions further, we look at the eigenfunctions,|W (z)|,
|Z(z)| and |S(z)| as a function of vertical depth. Figure 4.16 displays the eigenfunctions as a

function of layer depth fork = 0, l = 2, Ta = 105, Pr = 0.1, φ = π
4 , Ra = 2 × 105 and (a)

θ = 0, (b) θ = −0.95. The solid lines are the eigenfunctions corresponding to solutions with

ω > 0 and the dotted lines are the eigenfunctions corresponding to solutions withω < 0. The

eigenvalues, as explained before, are a complex conjugate pair for bothθ; in (a) σ = 8.0489 ±
11.3672i and in (b)σ = 4.8626± 17.1070i. It is clear from the plots that, in the Boussinesq case,

(a), the eigenfunctions are symmetric aboutz = 0.5, whereas when a stratification is added, (b),

the corresponding eigenfunctions possess no obvious symmetry, despite the fact the eigenvalues

are a complex conjugate pair.

0.5

0.5

0.5

0

0
0

0
0

1

1

1

1

2 3 4 5

0.2 0.4 0.6

0.010.005

θ = 0

z
z

z

|W (z)|

|S(z)|

|Z(z)|

(a)

0.5

0.5

0.5

0.5

0
0

0
0

0
0

1

1

1

1

1.5

20 30

0.01 0.02

10

θ = −0.95406

z
z

z

|W (z)|

|S(z)|

|Z(z)|

(b)

Figure 4.16: Eigenfunctions. The solutions|W (z)|, |Z(z)| and |S(z)| as a function ofz for

k = 0, l = 2, Ta = 105, Pr = 0.1, φ = π
4 , Ra = 2 × 105 and (a)θ = 0, (b) θ = −0.95. The

solid line corresponds to the solutions withω > 0 and the dotted lines to solutions withω < 0.
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4.4.2 Proof of symmetry whenk = 0

The following is a proof of the symmetry of the spectrum of eigenvalues that exists whenk = 0.

The proof not only holds for the stress free boundary conditions considered above but is a more

general result and holds for all natural boundary conditions. The proof is similar in nature to

that of Proctoret al. (2011) who prove a similar result. However, they consider a system with

symmetric equations but break the symmetry through asymmetric boundary conditions. This is

in contrast to this work, where we have asymmetric equationsto begin with, and typically our

boundary conditions are symmetric.

To begin the proof, we make a change of variables. Let

Z̃ = (1 + θz)
m
2 Z, (4.4.20)

W̃ = (1 + θz)
m
2 W, (4.4.21)

S̃ = (1 + θz)
1
2S, (4.4.22)

then multiply (4.2.14) and (4.2.15) by(1+θz)
m
2 , (4.2.16) by(1 + θz)m+ 1

2RaPra2 and substitute

in (4.4.20) - (4.4.22), to give

σZ̃ =Ta
1
2Pr

[

sinφ

(

DW̃ +
mθ

2(1 + θz)
W̃

)

+ cosφilW̃

]

+

Pr(D2 − a2)Z̃ − Prmθ2(m2 − 1)

2(1 + θz)2
Z̃, (4.4.23)

− σ[(D2 − a2)W̃ − mθ2(1 + m
2 )

2(1 + θz)2
W̃ ] = RaPra2(1 + θz)

m−1
2 S̃

+ Ta
1
2Pr sinφ[DZ̃ − mθ

2(1 + θz)
Z̃] + Ta

1
2Pr cosφ

[

mθ

1 + θz
ikW̃ + ilZ̃

]

− PrD4W̃ + 2Pra2D2W̃ − Pra4W̃ +
Prmθ2(m2 + 1)

(1 + θz)2
D2W̃

− Prθ3m(m+ 2)

(1 + θz)3
DW̃ + FW̃, (4.4.24)

where

F =
Prmθ4(3 + 5m

4 − m2

4 − m3

16 )

(1 + θz)4
+
Prma2θ2(1 + m

6 )

(1 + θz)2
, (4.4.25)

and

σRaPra2(1 + θz)mS̃ = RaPra2(1 + θz)
m−1

2 W̃ +RaPra2(D2 − a2)S̃ +
RaPra2θ2

4(1 + θz)2
S̃.

(4.4.26)
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Whenk = 0, a = l and we can write this system as

σAX̃ = BX̃ (4.4.27)

whereX̃ =











Z̃

W̃

S̃











,A =











1 0 0

0 −(D2 − l2) +
mθ2(m

2
+1)

2(1+θz)2
0

0 0 RaPra2(1 + θz)m











and

B =





























Pr(D2
− l2)−

Prmθ2(m

2
−1)

2(1+θz)2
Ta

1

2Pr[sinφ(D + mθ
2(1+θz)

) + cosφil] 0

Ta
1

2Pr[sinφ(D −
mθ

2(1+θz)
) + cosφil]

−Pr(D2
− l2)2 +

Prmθ2(m

2
+1)

2(1+θz)2
D2

RaPrl2(1 + θz)
m−1

2

−
Prθ3m(m+2)

(1+θz)3
D + F

0 RaPra2(1 + θz)
m−1

2 RaPrl2[(D2
− l2) + θ2

4(1+θz)2
]





























.

Next, we define the inner product

〈X̃1, X̃2〉 =
∫ 1

0
X̃∗T

1 X̃2 dz =

∫ 1

0
(X̃∗T

2 X̃1)
∗ dz = 〈X̃2, X̃1〉∗ (4.4.28)

where

X̃1 =











Z̃1

W̃1

S̃1











, X̃2 =











Z̃2

W̃2

S̃2











, (4.4.29)

andX̃1 satisfies the same boundary conditions asX̃2. Then, sinceA is real and symmetric,

〈X̃1, (σAX̃2 −BX̃2)〉 =
∫ 1

0
X̃∗T

1 (σAX̃2 −BX̃2) dz

=

∫ 1

0
X̃T

2 (σ
∗AX̃1 −B†X̃1)

∗ dz = 〈(σ∗AX̃1 −B†X̃1), X̃2〉.

(4.4.30)

Note, equation (4.4.30) only holds if the boundary conditions onX̃i andX̃∗
i
(i = 1, 2) are the

same. SoB† is the formal adjoint ofB, i.e., 〈u,Bv〉 = 〈B†u,v〉 for vectorsu andv and it is

given byB† =




























Pr(D2
− l2)−

Prmθ2(m

2
−1)

2(1+θz)2
−Ta

1

2 Pr[sinφ(D + mθ
2(1+θz)

) + cos φil] 0

−Ta
1

2 Pr[sinφ(D −
mθ

2(1+θz)
) + cos φil]

−Pr(D2
− l2)2 +

Prmθ2(m

2
+1)

2(1+θz)2
D2

RaPra2(1 + θz)
m−1

2

−
Prθ3m(m+2)

(1+θz)3
D +F

0 RaPrl2(1 + θz)
m−1

2 RaPrl2[(D2
− l2) + θ2

4(1+θz)2
]





























.
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SinceB† is the formal adjoint ofB, its spectrum is the complex conjugate of the spectrum of B.

Now, if we let

Ỹ1 =











−Z̃1

W̃1

S̃1











, (4.4.31)

then the adjoint equation

σ∗AX̃1 = B†X̃1 can be written as (4.4.32)

σ∗AỸ1 = BỸ1 whenk = 0. (4.4.33)

So, if (σ, X̃1) is an eigenvalue, eigenfunction pair for the system then sois (σ∗, Ỹ1).

Hence, we have shown that, as long as the boundary conditionson X̃ andX̃∗ are the same, then

whenk = 0, the eigenvalue spectrum is symmetric. This is in agreementwith the numerical

results we found in section 4.3.

If k 6= 0, then the imaginary tilted anelastic term, highlighted in bold in equation (4.4.24), must be

added to the central entry of the matricesB andB†, and this results in a breakdown of the proof,

as the last step (from equation (4.4.32) to equation (4.4.33)) can not be carried out. Therefore,

whenk 6= 0, the eigenvalue spectrum is not symmetric, again in agreement with the numerical

results obtained in 4.3.

4.5 Summary

This chapter analysed the effect of stratification and compressibility on the linear behaviour

of rotating convection, where the rotation vector is oblique to gravity, using the anelastic

approximation. This was a novel investigation as previous studies of rotating plane layer

convection under the anelastic approximation have considered the case of vertical rotation only,

e.g., Mizerski & Tobias (2011).

In section 4.2, we derived the linear equations under the anelastic approximation and noted that

the addition of stratification to this system acts to add extra terms to the equations studied under

the Boussinesq approximation. As a result, the anelastic system can only be solved numerically.

Using an extension of the MATLAB code detailed in section 3.3, we studied the effect of the

stratification on the onset of convection in a number of different regimes. A key discovery was

that, in the presence of stratification, there is a difference between solutions with positive and

negative frequencies when NS rolls are considered but not when EW rolls are considered. In
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section 4.4, we examined the symmetry that occurs in the EW case further and proved that the

symmetry exists for all parameters when any natural boundary conditions are imposed.

As a consequence of the unexpected symmetry-breaking in theNS case, we chose to focus on

the two-dimensional case of NS rolls. We found that at smallTa, the solutions with negative

frequency are preferred, i.e., the solutions are right travelling waves, but atTa large enough (the

value of which depends on other parameters) the solutions with positive frequency are preferred,

i.e., the solutions are left travelling waves. We also notedthat, the effect of|θ|on the critical

values is less dramatic for largeTa. In this chapter, we only gave a small consideration to three-

dimensional modes, further analysis of these would improvethis work.

We remark here also that, as we are interested in the driving of mean flows, it might be intriguing

to consider the Reynolds stresses as calculated using the eigenfunctions outputted from a linear

calculation. We will revisit this idea in Chapter 7, where wewill consider nonlinear anelastic

convection. In that chapter, we will define Reynolds stresses and make comparisons between the

fully nonlinear Reynolds stresses and those calculated from the linear eigenfunctions.
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Chapter 5

Nonlinear Numerical Method

In Chapters 3 and 4, we considered the linear system of rotating convection under the Boussinesq

and anelastic approximations respectively. In order to investigate the behaviour of the system

beyond the initial onset of convection, we are required to solve the nonlinear equations

numerically. This chapter details the numerical method used to solve the nonlinear governing

equations derived in Chapter 2. Details are given for the method used to solve the equations

of the Boussinesq hydrodynamic system, with a discussion onhow to extend to the Boussinesq

MHD and anelastic cases towards the end of the chapter, in sections 5.6 and 5.7 respectively.

5.1 Introduction to pseudospectral methods

The method we utilise is of the Fourier-Chebyshev pseudospectral class. Such methods, and

the techniques involved in the methods, are discussed in a plethora of literature. For example,

see Canutoet al. (1993), Trefethen (2000), Boyd (2001), Peyret (2002), Canuto et al. (2006) and

Glatzmaier (2013). These sources are the ones that were consulted when developing the numerical

code described in this chapter.

Spectral methods can be very useful as they are often able to achieve accurate results, at relatively

low computational cost. The development of efficient Fast Fourier Transform (FFT) algorithms

on which spectral methods are built are key to this efficiency. We will employ an algorithm known

as FFTW, developed by Frigo & Johnson (2005), to compute our transforms.

A spectral method consists of expressing the variables we wish to solve for, as a combination of

time-independent, spatially varying basis functions. Thetime-dependent coefficients defining

such an expression are unknown and we can write the equationsto solve for these spectral
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coefficients instead. A transform, built around the FFT, is used to translate between physical

variables evaluated at grid points and spectral coefficients. Expressing variables in their spectral

form makes for relative ease of computation of derivatives.However, the formation of nonlinear

terms is computationally expensive in spectral space, as convolutions are required. Instead,

multiplications to form the nonlinear terms are carried outin physical space before the resulting

product is transformed back to spectral space to continue with the time marching. It is for this

reason that the method is termed pseudospectral, as opposedto fully spectral, where nonlinear

terms are calculated in spectral space.

5.2 Governing equations

In Chapter 2, we gave a derivation of the nonlinear equationsthat describe convection in a rotating

plane layer. In this section we recast the equations into a form suitable for solving numerically,

though we first restate the original equations, for ease of reference. From equations (2.3.51)-

(2.3.53), withB = 0, they are

∂u

∂t
+ (U + u)

∂u

∂x
+ v

∂

∂y
u+w

∂

∂z
(uBS + u) =

− Pr∇p+RaPrθêz − Ta
1
2PrΩ× u+ Pr∇2u, (5.2.1)

∇ · u = 0, (5.2.2)

∂θ

∂t
+ (U + u)

∂θ

∂x
+ v

∂

∂y
(TBS + θ) + w

∂

∂z
(TBS + θ) = ∇2θ, (5.2.3)

and from section 2.3.3, the boundary conditions we impose are as follows:

w = 0,
∂u

∂z
=
∂v

∂z
= 0, θ = 0, onz = 0, 1. (5.2.4)

For all the nonlinear work in this thesis, we restrict ourselves to the two-dimensional system with

the rotation vector in they-z plane, so that we assume all variations with respect tox vanish, i.e.,

∂
∂x

≡ 0. Under this assumption, the incompressibility condition (5.2.2) becomes∂v
∂y

+ ∂w
∂z

= 0,

this suggests the introduction of a streamfunctionψ(y, z), defined by

∂ψ

∂z
= v,

∂ψ

∂y
= −w, (5.2.5)

so that∇2ψ = ∂v
∂z

− ∂w
∂y

andu = (u, ∂ψ
∂z
, ∂ψ
∂y

). The vorticityω is defined by

ω = ∇× u = (ω, uz,−uy), (5.2.6)
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whereω = wy − vz is thex-component of the vorticity. Note our use of a subscript to denote

differentiation with respect to that variable. We will interchange this notation with the previously

used∂ notation throughout this chapter. With this definition ofω, we have

∇2ψ = −ω. (5.2.7)

Now, consider thex-component of the curl of (5.2.1)

∂ω

∂t
+ (u · ∇)ω − PrTa

1
2 (uy cosφ+ uz sinφ) = RaPr

∂θ

∂y
+ Pr∇2ω, (5.2.8)

where we have used

(∇× (u · ∇)u) · êx = (∇× (∇(
1

2
u2)− u× ω)) · êx

= −(∇× (u× ω)) · êx

= (−u(∇ · ω) +ω(∇ · u)− (ω · ∇)u+ (u · ∇)ω) · êx (5.2.9)

= (u · ∇)ω,

where the first term on the right-hand side of equation (5.2.9) vanishes by definition ofω =

∇×u, the second term on the right-hand side vanishes because of the incompressibility condition,

(5.2.2), and the third term on the right-hand side vanishes since we are restricting ourselves to the

case when∂
∂x

≡ 0. In deriving equation (5.2.8), we have also used

(∇× (Ω× u)) · êx = −uy cosφ− uz sinφ (5.2.10)

and

(∇× θẑ) · êx =
∂θ

∂y
. (5.2.11)

For convenience, we write equation (5.2.8) as

∂ω

∂t
− Pr∇2ω = PrTa

1
2 (cosφuy + sinφuz) +RaPr

∂θ

∂y
+ J(ψ, ω), (5.2.12)

where the JacobianJ(ψ, ω) is given by

J(ψ, ω) =

(

∂ψ

∂y

∂ω

∂z
− ∂ψ

∂z

∂ω

∂y

)

. (5.2.13)

Similarly, we can write equation (5.2.3) as

∂θ

∂t
−∇2θ = −(u · ∇)θ + w − vTy

= J(ψ, θ)− ∂ψ

∂y
− Ty

∂ψ

∂z
, (5.2.14)

whereJ(ψ, θ) =
(

∂ψ
∂y

∂ω
∂z

− ∂ψ
∂z

∂ω
∂y

)

.
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Finally, thex-component of (5.2.1) gives an equation foru

∂u

∂t
+ v

∂u

∂y
+ w

dU

dz
+ w

∂u

∂z
+ PrTa

1
2 (cosφw − sinφv) = Pr∇2u, (5.2.15)

which, on substitution forv andw in terms ofψ (from equation (5.2.5)), after rearranging, gives

∂u

∂t
− Pr∇2u = PrTa

1
2 (cosφ

∂ψ

∂y
+ sinφ

∂ψ

∂z
) + J(ψ, u) − w

dU

dz
, (5.2.16)

where we recall from equation (2.3.59),U = − TyRa

Ta
1
2 sinφ

andJ(ψ, u) is defined in an analogous

way to equation (5.2.13). Note that the pressure term is absent as we assume∂
∂x

≡ 0.

So, in summary, the system of equations for nonlinear hydrodynamic convection we wish to solve

are
∂ω

∂t
− Pr∇2ω = PrTa

1
2 (cosφuy + sinφuz) +RaPr

∂θ

∂y
+ J(ψ, ω), (5.2.17)

∂θ

∂t
−∇2θ = J(ψ, θ)− ∂ψ

∂y
− Ty

∂ψ

∂z
, (5.2.18)

∂u

∂t
− Pr∇2u = PrTa

1
2 (cosφ

∂ψ

∂y
+ sinφ

∂ψ

∂z
) + J(ψ, u) − ∂ψ

∂y

dU

dz
, (5.2.19)

∇2ψ = −ω. (5.2.20)

5.2.1 Boundary conditions

We need to express our boundary conditions, given by (5.2.4), in a form compatible with our

vorticity-streamfunction formulation. The first condition, w = 0 on z = 0, 1, gives us that

∂ψ
∂y

= 0 on z = 0, 1 (using (5.2.5)) and soψ is constant along the boundaries, we can choose

this constant to be zero. If we now consider a condition for the vorticity, ω = ∂w
∂y

− ∂v
∂z

, on the

boundaries, then, from (5.2.4), we havew = 0 and ∂v
∂z

= 0 on the boundaries and soω = 0

on z = 0, 1. The condition onθ remains the same. Therefore, the boundary conditions in the

vorticity-streamfunction formulation are given by

ψ = 0,
∂u

∂z
=
∂v

∂z
= 0, ω = 0, θ = 0 onz = 0, 1. (5.2.21)

5.3 Method of solution

5.3.1 Coordinate transformation

To solve our nonlinear governing equations, we use a Fourier-Chebyshev pseudospectral method,

as described in section 5.1. This method requires the equations to be defined ony′ ∈ [0, 2π], z′ ∈
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[−1, 1]. Currently, as written in dimensionless form, the equations are defined ony ∈ [0, L],

z ∈ [0, 1], whereL is the width of our computational domain in they-direction. Therefore,

we make linear transformations to map the equations onto thecomputational domain. These

transformations are given by

y′ =
2π

L
y, z′ = 2z − 1.

With this, equations (5.2.17)-(5.2.20) become

∂ω

∂t
− Pr

(

a2
∂2

∂y′2
+ 4

∂2

∂z′2

)

ω = F (5.3.22)

∂θ

∂t
−
(

a2
∂2

∂y′2
+ 4

∂2

∂z′2

)

θ = G (5.3.23)

∂u

∂t
− Pr

(

a2
∂2

∂y′2
+ 4

∂2

∂z′2

)

u = H (5.3.24)

(

a2
∂2

∂y′2
+ 4

∂2

∂z′2

)

ψ = −ω (5.3.25)

wherea = 2π
L

and

F = PrTa
1
2 (a cosφuy′ + 2 sinφuz′) + aRaPr

∂θ

∂y′
+ J ′(ψ, ω), (5.3.26)

G = J ′(ψ, ω) − a
∂ψ

∂y′
− 2

∂ψ

∂z′
Ty, (5.3.27)

H = PrTa
1
2 (a cosφψy′ + 2 sin φψz′) + J ′(ψ, u) − a

∂ψ

∂y′
TyRa

Ta
1
2 sinφ

, (5.3.28)

and we have introducedJ ′(ψ, ξ) = 2a ∂ψ
∂y′

∂ξ
∂z′

− 2a ∂ψ
∂z′

∂ξ
∂y′
.

5.3.2 Fourier Expansion

To solve these equations numerically we use a method that assumes periodicity in they-direction

and approximates variables as truncated Fourier series iny′, that is,

ω(y′, z′, t) =

Ny−1
∑

m=0

ω̂m(z
′, t)eimy

′
(5.3.29)

u(y′, z′, t) =

Ny−1
∑

m=0

ûm(z
′, t)eimy

′
(5.3.30)

θ(y′, z′, t) =

Ny−1
∑

m=0

θ̂m(z
′, t)eimy

′
(5.3.31)

ψ(y′, z′, t) =

Ny−1
∑

m=0

ψ̂m(z
′, t)eimy

′
(5.3.32)
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whereNy is the number of modes we choose in they-direction. Note that, whilstω, u, θ andψ

are real,ω̂m, ûm, θ̂m andψ̂m may be complex. The numerical grid on which we discretise and

solve our equations is uniformly spaced iny, the nodes are given by

y′k = 2πk/Ny, k = 0, 1, . . . , Ny − 1. (5.3.33)

On substitution of these Fourier expansions equations (5.3.22)-(5.3.25) become

∂ω̂m
∂t

− Pr(4∂zz −m2a2)ω̂m = F̂m, (5.3.34)

∂θ̂m
∂t

− (4∂zz −m2a2)θ̂m = Ĝm, (5.3.35)

∂ûm
∂t

− Pr(4∂zz −m2a2)ûm = Ĥm, (5.3.36)

(4∂zz −m2a2)ψ̂m = −ω̂m, (5.3.37)

where the exponential terms have cancelled. Note that, for convenience, we have removed the

summation overm = 0, 1, . . . , Ny − 1 and also the primes from our computational variables.

F̂m, Ĝm andĤm are the Fourier coefficients of the functionsF (y, z, t), G(y, z, t) andH(y, z, t)

respectively.

The boundary conditions given by equations (5.2.21) become

ω̂m(±1, t) = θ̂m(±1, t) =
∂ûm(±1, t)

∂z
= ψ̂m(±1, t) = 0. (5.3.38)

Notice in equations (5.3.34)-(5.3.37),y-derivatives are simply calculated in Fourier space by

multiplying by im for each derivative. We can see this from

∂ω

∂y
(y, z, t) =

Ny−1
∑

m=0

ω̂m(z, t)
∂

∂y
(eimy)

=

Ny−1
∑

m=0

imω̂m(z, t)(e
imy)

= imω (5.3.39)

i.e., the Fourier coefficients of∂ω
∂y

are imω̂m, whereω̂m are the Fourier coefficients ofω. It

follows that ∂
2ω
∂y2

= −m2ω.

5.3.3 Chebyshev expansion

Next, we choose to evaluate thez-dependence by a Chebyshev series. The Chebyshev

polynomials,Tn(z), are defined onz ∈ [−1, 1] and can be obtained from the following recurrence
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relation (see, e.g., Boyd (2001)):

T0(z) = 1, T1(z) = z, Tn+1(z) = 2zTn(z)− Tn−1(z) for n = 1, 2, . . . (5.3.40)

We choose to expand in Chebyshev polynomials inz because, unlike Fourier series, Chebyshev

series avoid the parity mixing in the rotation term of equations (5.2.17) and (5.2.19). In addition,

the uneven grid spacing inz is such that there are more points near the boundaries, whichaids

with boundary layer resolution.

Assuming a Chebyshev expansion for thez-dependence of our spectral coefficients, leads to the

following:

ω̂m(z, t) =

Nz+2
∑

l=1

ω̂ml(t)Tl−1(z), (5.3.41)

θ̂m(z, t) =

Nz+2
∑

l=1

θ̂ml(t)Tl−1(z), (5.3.42)

ûm(z, t) =

Nz+2
∑

l=1

ûml(t)Tl−1(z), (5.3.43)

ψ̂m(z, t) =

Nz+2
∑

l=1

ψ̂ml(t)Tl−1(z), (5.3.44)

for eachm = 0, 1, . . . Ny − 1.

We sample the expansions (5.3.41)-(5.3.44) atNz Chebyshev points given by

zj = cos
(2j − 1)π

2Nz
, j = 1(1)Nz . (5.3.45)

In addition to theseNz interior points, we have our boundary pointsz = ±1, givingNz+2 points

in total. This is why our expansions (5.3.41)-(5.3.44) run from l = 1 to l = Nz + 2.

z-derivatives

Before we proceed with substituting the Chebyshev expansions (5.3.41)-(5.3.44) into the

governing equations, we describe how we calculatez-derivatives. For example, if we need to

know
∂2

∂z2
f̂m(z, t) =

∂2

∂z2

Nz+2
∑

l=1

f̂ml(t)Tl−1(z),

then instead of computing the second derivative of Chebyshev polynomials we could employ

a recurrence relation for calculating the coefficients of the derivative expanded in Chebyshev

polynomials, i.e.,

∂2f̂m(z, t)

∂z2
=

Nz+2
∑

l=1

f̂
(2)
ml (t)Tl−1(z). (5.3.46)
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Such a recurrence relation is described in Boyd (2001) and Peyret (2002) and we outline it now.

If we want theqth derivative off̂m, then we write

∂qf̂m(z, t)

∂zq
=

Nz+2
∑

l=1

f̂
(q)
ml (t)Tl−1(z)

and determine the coefficientsf (q)ml , in descending order, using

cl−2f̂
(q)
m(l−1) = el+qf̂

(q)
m(l+1) + 2(l − 1)f̂

(q−1)
ml l = Nz + 2, Nz + 1, . . . , 2 (5.3.47)

with initial conditionsf̂ (q)ml = 0 if l > Nz + 2− q and

cl =







2 if l = 0

1 if l > 0
el =







1 if l ≤ Nz + 2

0 if l > Nz + 2.
(5.3.48)

This method will be useful when calculating derivatives inz, though we treat 2nd-order

derivatives inz in a different way, as we shall describe now.

There is an alternative way in which we can express the secondorder z-derivatives in

equations (5.3.34)-(5.3.37). Peyret (2002) details another recurrence relation which connects

the coefficients of the second derivative directly to those of the zeroth derivative. Following the

derivation given in Peyret, we take the recurrence relationgiven by (5.3.47) and write it forq = 1

andq = 2. This gives

c(l−2)f̂
(1)
m(l−1) = el+1f̂

(1)
m(l+1) + 2(l − 1)f̂

(0)
ml (5.3.49)

c(l−2)f̂
(2)
m(l−1) = el+2f̂

(2)
m(l+1) + 2(l − 1)f̂

(1)
ml . (5.3.50)

By writing equation (5.3.50) withl+1 andl−1 in place ofl, we can eliminate the first derivative

terms from equation (5.3.49), to leave an equation in terms of the coefficients of the zeroth and

second derivatives only. To this end, puttingl+1 in place ofl in equation (5.3.50) and rearranging

gives

f̂
(1)
m(l+1) =

cl−1f̂
(2)
ml − el+3f̂

(2)
m(l+2)

2l
. (5.3.51)

Similarly, equation (5.3.50) withl − 1 in place ofl gives

f̂
(1)
m(l−1) =

cl−3f̂
(2)
m(l−2) − el+1f̂

(2)
ml

2(l − 2)
. (5.3.52)

Then, substituting equations (5.3.51) and (5.3.52) into (5.3.49) gives

cl−2





cl−3f̂
(2)
m(l−2) − el+1f

(2)
ml

2(l − 2)



 = el+1





cl−1f̂
(2)
ml − el+3f

(2)
m(l+2)

2l



+ 2(l − 1)f̂
(0)
ml (5.3.53)
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for l = 3, 4, . . . , Nz + 2. Since (5.3.53) is only valid forl ≥ 3, we havecl−1 = cl−2 = 1 and

el+1el+3 = el+3 (from (5.3.48)), for alll. Using these facts, and expanding (5.3.53), leads to

2(l − 1)f̂
(0)
ml =

cl−3f̂
(2)
m(l−2)

2(l − 2)
− el+1f̂

(2)
ml

2(l − 2)
− el+1f̂

(2)
ml

2l
+
el+3f̂

(2)
m(l+2)

2l
. (5.3.54)

Dividing by 2(l − 2) gives an expression for̂f (0)ml

f̂
(0)
ml =

cl−3f̂
(2)
m(l−2)

4(l − 1)(l − 2)
− el+1f̂

(2)
ml (4l − 4)

8l(l − 1)(l − 2)
+
el+3f̂

(2)
m(l+2)

4l(l − 1)
, (5.3.55)

which can be written

f̂
(0)
ml = Plf̂

(2)
m(l−2) +Qlf̂

(2)
ml +Rlf̂

(2)
m(l+2) for l = 3, 4, . . . , Nz + 2 (5.3.56)

where,

Pl =
cl−3

4(l − 1)(l − 2)
, Ql = − el+1

2l(l − 2)
, Rl =

el+3

4l(l − 1)
. (5.3.57)

We will use the method just described to express the coefficients of the second derivatives in our

equations in terms of coefficients of zeroth derivatives.

5.3.4 Application to the problem

Now that we have developed the method we will use, we apply it to our system of equations. First,

substitute the Chebyshev expansions (5.3.41)-(5.3.44) into equations (5.3.34)-(5.3.37) to give

∂ω̂ml
∂t

− Pr(4ω̂
(2)
ml −m2a2ω̂ml) = F̂ml ≡ Eωml (5.3.58)

∂θ̂ml
∂t

− (4θ̂
(2)
ml −m2a2θ̂ml) = Ĝml ≡ Eθml (5.3.59)

∂ûml
∂t

− Pr(4û
(2)
ml −m2a2ûml) = Ĥml ≡ Euml (5.3.60)

4ψ̂
(2)
ml −m2a2ψ̂ml = −ω̂ml ≡ Eψml (5.3.61)

where, as described previously,ω̂(2)
ml etc., are the coefficients of the second derivative ofω̂m when

expressed as a Chebyshev series (cf. equation (5.3.46). Equations (5.3.58)-(5.3.61) are to be

solved forl = 1, 2, . . . , Nz + 2 andm = 0, 1, . . . , Ny − 1.

In order to eliminate the second order derivative coefficients from the equation forω (5.3.58), we

form the combinationPlEωm(l−2)+QlE
ω
ml+RlE

ω
m(l+2) with Pl,Ql,Rl as in (5.3.57). This gives,

∂

∂t

[

Plω̂m(l−2) +Qlω̂ml +Rlω̂m(l+2)

]

−

Pr
[

4(Plω̂
(2)
m(l−2) +Qlω̂

(2)
ml +Rlω̂

(2)
m(l+2))−m2a2(Plω̂m(l−2) +Qlω̂ml +Rlω̂m(l+2))

]

=

PlF̂m(l−2) +QlF̂ml +RlF̂m(l+2). (5.3.62)
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Now, equation (5.3.56) givesPlω̂
(2)
m(l−2)+Qlω̂

(2)
ml +Rlω̂

(2)
m(l+2) = ω̂ml, which we use to eliminate

any second derivative coefficients to obtain

∂

∂t

[

Plω̂m(l−2) +Qlω̂ml +Rlω̂m(l+2)

]

−

Pr
[

4ω̂ml −m2a2(Plω̂m(l−2) +Qlω̂ml +Rlω̂m(l+2)

)

] = PlF̂m(l−2) +QlF̂ml +RlF̂m(l+2).

(5.3.63)

In an analogous way, we form the appropriate combinations toremove the second derivative

coefficients from the equations forθ̂, û andψ̂, (5.3.59)-(5.3.61). This gives for̂θml,

∂

∂t

[

Plθ̂m(l−2) +Qlθ̂ml +Rlθ̂m(l+2)

]

−
[

4θ̂ml −m2a2(Plθ̂m(l−2) +Qlθ̂ml +Rlθ̂m(l+2))
]

= PlĜm(l−2) +QlĜml +RlĜm(l+2),

(5.3.64)

for ûml,

∂

∂t

[

Plûm(l−2) +Qlûml +Rlûm(l+2)

]

−

Pr
[

4ûml −m2a2(Plûm(l−2) +Qlûml +Rlûm(l+2))
]

= PlĤm(l−2) +QlĤml +RlĤm(l+2),

(5.3.65)

and forψ̂ml,

−
[

4ψ̂ml −m2a2(Plψ̂m(l−2) +Qlψ̂ml +Rlψ̂m(l+2))
]

= Plω̂m(l−2) +Qlω̂ml +Rlω̂m(l+2).

(5.3.66)

Boundary conditions

Expanding in Chebyshev polynomials means our boundary conditions (5.3.38) become

ω̂m(±1, t) =

Nz+2
∑

l=1

ω̂ml(t)Tl−1(±1) =

Nz+2
∑

l=1

(±1)l−1ω̂ml(t) = 0, (5.3.67)

θ̂m =

Nz+2
∑

l=1

(±1)l−1θ̂ml(t) = 0, (5.3.68)

∂ûm
∂z

=

Nz+2
∑

l=1

(±)l−1û
(1)
ml (t) =

Nz+2
∑

l=1

2(±1)l(l − 1)2ûml(t) = 0, (5.3.69)

ψ̂m =
Nz+2
∑

l=1

(±1)l−1ψ̂ml(t) = 0. (5.3.70)

where we have usedTn(±1) = (±1)n for all n, anddTn
dz

(±1) = (±1)ln2 for all n (Boyd (2001)).
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5.3.5 A note on calculating spectral coefficients

As discussed, we compute derivatives in spectral space, butlittle has been said on the transform

that takes the variables to spectral space. The transform uses a Discrete Fourier Transform (DFT)

in they direction and a Discrete Cosine Transform (DCT) in thez direction (see Peyret (2002)).

To perform this transform, we take the variable in question,for example,

ω(y, z, t) =

Nz
∑

l=1

Ny−1
∑

m=0

ω̂ml(t)Tl−1(z)e
imy (5.3.71)

and sample this variable on our discrete grid given by (5.3.33) and (5.3.45) to give

ω(yk, zj , t) =

Nz+2
∑

l=1

Ny−1
∑

m=0

ω̂ml(t)Tl−1(zj)e
2πimk
Ny (5.3.72)

or

ω(yk, zj , t) =

Nz
∑

l=1

Ny−1
∑

m=0

ω̂ml(t) cos

(

(2j − 1)(l − 1)π

2Nz

)

e
2πimk
Ny , (5.3.73)

where we have used the relationTl−1(cosα) = cos[(l − 1)α]. The spectral coefficientŝωml can

then obtained by taking an DFT iny and a DCT inz. This last representation highlights why we

use a cosine transform; Canutoet al. (1993), Brachetet al. (1983), Boyd (2001) detail how an

efficient DCT can be computed using FFTs. This is the approachwe implement in our numerical

code but we use efficient DFT and DCT routines available in FFTW library (see Frigo & Johnson

(2012)).

5.3.6 Nonlinear terms

Our governing equations, (5.3.22)-(5.3.25), and method ofsolution require us to compute the

spectral coefficients of functionsF ,G,H, which contain the nonlinear terms. The general method

for calculating these is outlined here: we first transform the variables to spectral space, where we

perform differentiation iny or z as required. We then use an inverse transform to move the

spectral coefficients back to real space and it is in real space where we perform the multiplication

of terms to form the nonlinear products. Once we have the nonlinear products, we once again

transform to spectral space and then solve the appropriate equation. This has to be done at every

time step, it is therefore the most computationally demanding part of our routine.

5.3.7 Dealiasing

On a finite grid when the spacing between grid points is∆x, the shortest wavelength resolved

is λ = 2∆x and therefore the maximum wavenumber iskmax = π
∆x . Thus, high frequencies
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become too small to be resolved and instead they are aliased to a smaller frequency. High

frequencies are generated by nonlinear terms and aliasing causes energy transfer from high

frequencies to low frequencies which can lead to instability in the numerical scheme. Orszag

(1971) showed that removing the upper third of wavenumbers solved the problem of aliasing

when the nonlinearities are quadratic. This is the approachwe take to avoid the aliasing instability,

it is easily implemented by setting the coefficients corresponding to the highest one third of

frequencies to zero in Fourier space, before transforming to physical space.

5.3.8 Time stepping

To advance the solution in time we use a semi-implicit, predictor-corrector time stepping scheme.

This involves using the Crank-Nicolson (CN) scheme on the left hand side and the second-order

Adams-Bashforth (AB2) scheme for the right hand side, we will refer to this combination as the

CN-AB2 scheme. These schemes are detailed in e.g., Boyd (2001). For an ODE,du
dt

= F (u, t),

the Crank-Nicolson scheme is given by

un+1 − un

∆t
=
Fn+1 + Fn

2
, (5.3.74)

where∆t is the size of the time step andun = u(n∆t). This is an implicit scheme as it requires

the value ofun+1 to be used in the calculation ofFn+1, whereas the Adam-Bashforth scheme is

explicit and is given by
un+1 − un

∆t
=

3Fn − Fn−1

2
. (5.3.75)

It is computationally expensive to treat nonlinear terms implicitly and so this explicit scheme is

suited to the right hand sides of our equations (as they contain the nonlinear terms). Our equations

take the form
∂V

∂t
+ f = F, (5.3.76)

whereV represents eitherω, θ or u, f contains the diffusive terms and all nonlinear terms are

contained inF . So, implementing a scheme that uses CN for the left-hand side and AB2 for the

right-hand side, we have

V n+1 − V n

∆t
+
fn+1 + fn

2
=

3Fn − Fn−1

2
. (5.3.77)

Note, for the first time step, we do not knowF at an earlier time step and so to initialise the

scheme we takeFn−1 = Fn whenn = 1; this amounts to doing a forward Euler step for the first

time step, and AB2 thereafter. The predictor-corrector process works by forming a ’predicted’
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value for the solution,V n+1
p , by solving

V n+1
p − V n

∆t
+
fn+1
p + fn

2
=

3Fn − Fn−1

2
. (5.3.78)

The predicted value is then used to calculateFn+1
p , i.e., the right-hand side of (5.3.76) evaluated

at the predicted values. An average of this and the originalFn is then taken, in a trapezoidal rule,

to giveFn+1
c =

Fn+Fn+1
p

2 . Fn+1
c is then used as the right-hand side for the corrector step

V n+1
c − V n

∆t
+
fn+1
c + fn

2
= Fn+1

c , (5.3.79)

whereV n+1
c is the corrected solution at then+ 1st level.

The predicted and corrected values are compared and if

|V n+1
p − V n+1

c |
|V n+1
c |

≤ ǫ then we takeV n+1 = V n+1
c , (5.3.80)

whereǫ is a specified tolerance. If the condition is not satisfied, the original values are restored and

the time step is decreased (typically halved), and the process starts again. WhenV n+1 = V n+1
c

then we can proceed to the next time step. If solutions are within a specified value then the time

step is increased (typically by a factor of
√
2) for the next iteration.

5.3.9 Application of the time stepping method

Applying the CN-AB2 method described in section 5.3.8 to ourequations (5.3.63)-(5.3.65) gives

the following system of equations. Note, we give details forthe equation forω and just state the

others as they arise in an analogous way. The CN-AB2 scheme for the equation forω, (5.3.63), is

given by

Plω̂
n+1
m(l−2) +Qlω̂

n+1
ml +Rlω̂

n+1
m(l+2)

− (Plω̂
n
m(l−2) +Qlω̂

n
ml +Rlω̂

n
m(l+2))−

Pr∆t

2
(4ω̂n+1

ml + 4ω̂nml)

+
Pr∆tm2a2

2

[

Plω̂
n+1
m(l−2) +Qlω̂

n+1
ml +Rlω̂

n+1
m(l+2) + Plω̂

n
m(l−2) +Qlω̂

n
ml +Rlω̂

n
m(l+2)

]

=
∆t

2

[

3PlF̂
n
m(l−2) + 3QlF̂

n
ml + 3RlF̂

n
m(l+2) − (PlF̂

n−1
m(l−2) +QlF̂

n−1
ml +RlF̂

n−1
m(l+2))

]

,

(5.3.81)
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which, on collecting terms at then+ 1st level on the left-hand side and terms at thenth level on

the right-hand side, gives

Plω̂
n+1
m(l−2)(1 +

Pr∆tm2a2

2
) + [Ql(1 +

Pr∆tm2a2

2
)− 2Pr∆t]ω̂n+1

ml +

Rl(1 +
Pr∆tm2a2

2
)ω̂n+1
m(l+2) = Pl(1−

Pr∆tm2a2

2
)ω̂nm(l−2)+

[Ql(1−
Pr∆tm2a2

2
) + 2Pr∆t]ω̂nml +Rl(1−

Pr∆tm2a2

2
)ω̂nm(l+2)

+
3∆t

2

[

PlF̂
n
m(l−2) +QlF̂

n
ml +RlF̂

n
m(l+2)

]

− ∆t

2

(

PlF̂
n−1
m(l−2) +QlF̂

n−1
ml +RlF̂

n−1
m(l+2)

)

,

(5.3.82)

which has to be solved form = 0, 1, . . . , Ny − 1 andl = 3, 4, . . . , Nz + 2.

The equations for̂θ is similar

Plθ̂
n+1
m(l−2)(1 +

∆tm2a2

2
) + [Ql(1 +

∆tm2a2

2
)− 2∆t]θ̂n+1

ml +Rl(1 +
∆tm2a2

2
)θ̂n+1
m(l+2) =

Pl(1−
∆tm2a2

2
)θ̂nm(l−2) + [Ql(1−

∆tm2a2

2
) + 2∆t]θ̂nml +Rl(1−

∆tm2a2

2
)θ̂nm(l+2)+

3∆t

2

[

PlĜ
n
m(l−2) +QlĜ

n
ml +RlĜ

n
m(l+2)

]

− ∆t

2

(

PlĜ
n−1
m(l−2) +QlĜ

n−1
ml +RlĜ

n−1
m(l+2)

)

,

(5.3.83)

as is the equation for̂u

Plû
n+1
m(l−2)(1 +

Pr∆tm2a2

2
) + [Ql(1 +

Pr∆tm2a2

2
)− 2Pr∆t]ûn+1

ml +

Rl(1 +
Pr∆tm2a2

2
)ûn+1
m(l+2) = Pl(1−

Pr∆tm2a2

2
)ûnm(l−2)+

[Ql(1−
Pr∆tm2a2

2
) + 2Pr∆t]ûnml +Rl(1−

Pr∆tm2a2

2
)ûnm(l+2)+

3∆t

2

[

PlĤ
n
m(l−2) +QlĤ

n
ml +RlĤ

n
m(l+2)

]

− ∆t

2

(

PlĤ
n−1
m(l−2) +QlĤ

n−1
ml +RlĤ

n−1
m(l+2)

)

.

(5.3.84)

We obtainψ̂ml at then + 1st step by solvinĝωn+1
ml = −∇2ψ̂n+1

ml . From equation (5.3.66), at the

n+ 1st step, we have

Plω̂
n+1
m(l−2) +Qlω̂

n+1
ml +Rlω̂

n+1
m(l+2) =

− 4ψ̂n+1
ml +m2a2

(

Plψ̂
n+1
m(l−2)

+Qlψ̂
n+1
ml +Rlψ̂

n+1
m(l+2)

)

. (5.3.85)

It is clear from equations (5.3.82)-(5.3.85) that we have two uncoupled systems, one for the odd

coefficients and one for the even coefficients.

In order to find the corresponding boundary conditions we take the current two conditions (from

equations (5.3.67))
Nz+2
∑

l=1

ω̂ml(t) = 0 at z = 1, (5.3.86)
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Nz+2
∑

l=1

(−1)l−1ω̂ml(t) = 0 atz = −1 (5.3.87)

and add them together to obtain an equation involving the oddcoefficients only. Similarly,

subtracting one from the other provides an equation for the even coefficients. We now have

two systems complete with boundary conditions which we can represent in matrix form, i.e.,

CLωoddω̂
n+1
m,odd = CRωoddω̂

n
m,odd +

∆t

2
Codd(3F̂

n

m,odd − F̂n−1

m,odd) (5.3.88)

CLωevenω̂
n+1
m,even = CRωevenω̂

n
m,even +

∆t

2
Ceven(3F̂

n

m,even − F̂n−1

m,even) (5.3.89)

where ω
n+1
m,odd represents the odd entries ofω, ωn+1

m,even represents the even

entries of ω and we have used a similar notation forF . We also have that

CLωodd, CR
ω
odd, CL

ω
even, CR

ω
even, Codd andCeven are all of the form































a a a · · · · · · a

. .. .. . . .. 0 · · · ...

0
.. . . .. . . . 0

...
... 0 P̃l Q̃l R̃l 0
...

... 0
. . . . . . . . .

0 · · · · · · 0
. . . . . .































(5.3.90)

where

a =



















1 for CLωodd

−1 for CLωeven

0 for CRωodd, CR
ω
even,Codd,Ceven,

with those matrices denotedodd, formed whenl = 3, 5, . . . , Nz + 1, and those denotedeven
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formed whenl = 4, 6, . . . , Nz + 2. The diagonals̃Pl, Q̃l andR̃l are given by

P̃l =



















(1 + Pr∆tm2a2

2 )Pl for CLωodd,CL
ω
even

(1− Pr∆tm2a2

2 )Pl for CRωodd,CR
ω
even

Pl for Codd, Ceven

(5.3.91)

Q̃l =



















(1 + Pr∆tm2a2

2 )Ql − 2Pr∆t for CLωodd,CL
ω
even

(1− Pr∆tm2a2

2 )Ql + 2Pr∆t for CRωodd,CR
ω
even

Ql for Codd, Ceven

(5.3.92)

R̃l =



















(1 + Pr∆tm2a2

2 )Rl for CLωodd,CL
ω
even

(1− Pr∆tm2a2

2 )Rl for CRωodd,CR
ω
even

Rl for Codd, Ceven.

(5.3.93)

The corresponding matrix equations for the equations forθ̂, û andψ̂, (5.3.83)-(5.3.85), are given

by:

CLθθ̂n+1
m = CRθθ̂nm +

∆t

2
C(3Ĝnm − Ĝn−1

m ), (5.3.94)

CLuûn+1
m = CRuûnm +

∆t

2
C(3Ĥn

m − Ĥn−1
m ), (5.3.95)

CLψψ̂n+1
m = Cω̂n+1

m , (5.3.96)

for both the odd and the even coefficients.

For the equation for̂θ, (5.3.94), all matrices are the same as those in (5.3.88) and(5.3.89) except

with anyPr factors set to one.

For theû equation, (5.3.95), the only change from the matrices in (5.3.88) and (5.3.89) is the top

row due to the boundary condition, it is now given by

a =







2(l − 1)2 l = 1, 3, . . . , Nz + 1 for CLuodd

2(l − 1)2 l = 2, 4, . . . , Nz + 2 for CLueven.
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The equation for̂ψ, (5.3.96), takes a slightly different form, in this case we have

a =







1 for CLψodd

−1 for CLψeven
(5.3.97)

P̃l = m2a2Pl for CLψodd,CL
ψ
even (5.3.98)

Q̃l = (−4 +m2a2)Ql for CLψodd,CL
ψ
even (5.3.99)

R̃l = m2a2Rl for CLψodd,CL
ψ
even. (5.3.100)

We state again that, these matrix equations must be solved over all wavenumbersm =

0, 1, . . . , Ny − 1. The right-hand side of equations (5.3.88), (5.3.94)-(5.3.96) are known vectors

of sizeNz +2. Notice all of matrices on the left-hand side of the equations are quasi-tridiagonal,

that is, they consist of nonzero entries down the main diagonal and the sub and super diagonals

and one nonzero row, the top row. The remaining entries of thematrices are filled with zeros,

this is a fact that we should exploit for more efficient matrixinversion. Naive inversions of the

matrices take typicallyO(N3
z ) operations for each inversion. Peyret (2002) details an algorithm,

developed by Thual (1986), which leads to an operation countthat isO(Nz). This algorithm is

an extension of LU decomposition, we describe it in the next section as it is the algorithm we use

in our code.

5.3.10 Thual algorithm

We will detail how to solve the matrix system of equations involving the quasi-diagonal matrices,

given by (5.3.88) and (5.3.89). The algorithm used was developed by Thual (1986) and is well

documented in Peyret (2002). To demonstrate the algorithm we will consider the equation for

ωodd, but the algorithm can be applied in an analogous way to the other equations. We have

CLωoddω̂
n+1
m,odd = CRωoddω̂

n
m,odd +

∆t

2
Codd(3F̂

n
m,odd − F̂n−1

m,odd). (5.3.101)

As explained before, the right-hand side is known and amounts to a vector, which for simplicity

we will denote byFodd, and so we have

CLωoddω̂
n+1
m,odd = Fodd (5.3.102)

or, using (5.3.88) and (5.3.90),

P̃lω̂l−2 + Q̃lω̂l + R̃lω̂l+2 = Fl, l = 3, 5, . . . , Nz − 1, (5.3.103)
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where, for brevity, we have removed the ’odd’ label, them label and then+ 1 label. In addition,

we have

P̃lω̂l−2 + Q̃lω̂l = Fl, whenl = Nz + 1. (5.3.104)

To make the tridiagonal nature of this problem clear, we introduce notation consistent with that

used in Peyret (2002):

(pl, ql, rl, fl) = (P̃2l−1, Q̃2l−1, R̃2l−1, F̃2l−1) for l = 2, 3, . . . ,
Nz + 2

2
(5.3.105)

wl = ω̂2l−1 for l = 1, 2, . . . ,
Nz + 2

2
. (5.3.106)

This gives, on substitution into (5.3.103) and (5.3.104),

plwl−1 + qlwl + rlwl+1 = fl for l = 2, 3, . . . ,
Nz

2
, (5.3.107)

plwl−1 + qlwl = fl for l =
Nz + 2

2
(5.3.108)

and
Nz+2

2
∑

l=1

alwl = g. (5.3.109)

For theωodd boundary condition, equation (5.3.86) gives,an = 1 for all n, andg = 0, but for

the purposes of demonstrating this algorithm we will leave them asa andg until the end. The

solution uses the recurrence formula

wl+1 = Xlwl + Yl for l = 1, 2, . . . ,
Nz

2
. (5.3.110)

Next, we eliminatewl+1 from (5.3.107) using (5.3.110) to give

plwl−1 + wl(ql + rlXl) = fl − rlYl (5.3.111)

and hence

wl =
fl − rlYl
ql + rlXl

− plwl−1

ql + rlXl
. (5.3.112)

Now consider (5.3.110), written withl − 1 in place ofl:

wl = Xl−1wl−1 + Yl−1. (5.3.113)

Comparing (5.3.111) and (5.3.113) gives

Xl−1 = − pl
ql + rlXl

, l =
Nz

2
,
Nz

2
− 1, . . . , 2, (5.3.114)

Yl−1 =
fl − rlYl
ql + rlXl

, l =
Nz

2
,
Nz

2
− 1, . . . , 2. (5.3.115)
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These are computed in reverse order, starting froml = Nz

2 . Hence we requireXNz
2

andYNz
2

to

start the iteration procedure. We obtain these starting values as follows: equation (5.3.108) gives

pNz+2
2
wNz

2
+ qNz+2

2
wNz+2

2
= fNz+2

2
(5.3.116)

⇒ wNz+2
2

=
fNz+2

2
− pNz+2

2
wNz

2

qNz+2
2

and (5.3.110), withl = Nz

2 , gives

wNz+2
2

= XNz
2
wNz

2
+ YNz

2
. (5.3.117)

Comparing (5.3.116) and (5.3.117) yields

XNz
2

= −
pNz+2

2

qNz+2
2

, YNz
2

=
fNz+2

2

qNz+2
2

. (5.3.118)

We now knowXl, Yl for l = 1, 2, . . . , Nz

2 and so (5.3.110) can be used to findwl for l =

2, 3, . . . , Nz+2
2 providedw1 is known. We calculatew1 from (5.3.109). (5.3.113) allows us to

writew2, . . . , wNz+2
2

in terms ofw1 by

wl = αlw1 + βl l = 1, 2, . . . ,
Nz + 2

2
. (5.3.119)

Whenl = 1, we getw1 = α1w1 + β1, i.e.,α1 = 1, β1 = 0.

Next, we formulate a recurrence relation forαl, βl. This is done by considering (5.3.113) and

(5.3.119) written forl − 1, i.e.,

wl−1 = αl−1w1 + βl−1.

This can be used to eliminatewl−1 from (5.3.113) to give

wl = Xl−1(αl−1w1 + βl−1) + Yl−1.

Comparing this with (5.3.119) yields

αl = Xl−1αl−1 l = 2, 3, . . . ,
Nz + 2

2
, (5.3.120)

βl = Xl−1βl−1 + Yl−1 l = 2, 3, . . . ,
Nz + 2

2
. (5.3.121)

Now, (5.3.109) and (5.3.119) combine to give

Nz+2
2
∑

l=1

al(αlw1 + βl) = g

⇒ w1 =
g −∑

Nz+2
2

l=1 alβl
∑

Nz+2
2

l=1 alαl

. (5.3.122)
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So, to summarise the algorithm:

• CalculateXl, Yl (l = 1, 2, . . . , Nz

2 ) from (5.3.114) and (5.3.115)

• Calculateαl, βl (l = 1, 2, . . . , Nz+2
2 ) from (5.3.120) and (5.3.121)

• Calculatew1 from (5.3.122)

• Calculatewl (l = 2, 3, . . . , Nz+2
2 ) from (5.3.110)

This algorithm was detailed using the equation forωodd as an example, but it is suitable for all

our quasi-tridiagonal systems in section 5.3.9, and is our method of choice to solve our matrix

equations.

5.4 Testing the code

Before applying our code to the particular problems we wish to solve, we tested it against the

published results of Veronis (1968) and Moore & Weiss (1973). The former of these studies

considered nonlinear convection rotating abut a vertical axis, therefore, in order to test against

their work, we setφ = π
2 and try to reproduce some of the results. The latter study concerns non-

rotating convection and so could be used to check our code in the limit Ta → 0. In both cases,

for a range ofRa andPr, the Nusselt number was calculated (see section 5.5 for a definition)

and for the same input parameters, we were able to calculate the same Nusselt number. For the

highestRa tested we differed slightly from the published results but we believe this is due to the

higher resolution we were able to achieve with our more modern code.

To test the terms resulting from the tilted rotation vector,we calculated the growth rate of solutions

with φ 6= π
2 and compared it with the expected growth rate as calculated by our linear code

described in Chapter 3. As the rotation terms (whereφ appears) are linear, this is enough to check

the accuracy of the terms that result from the tilted rotation vector. We successfully verified a

number of cases.

5.5 Useful diagnostics

A number of quantities will be used to analyse the data we obtain from our numerical code. This

section defines some of them and, if necessary, how to calculate them.
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5.5.1 Mean flows

We are interested in the mean flows driven by our system. Here,we define mean flows to be the

horizontally averaged i.e., averaged iny, components of horizontal velocity,u andv (denoted by

an overbar):

ū(z, t) =
1

L

∫ L

0
u(y, z, t) dy, (5.5.123)

v̄(z, t) =
1

L

∫ L

0
v(y, z, t) dy. (5.5.124)

A convenient way to compute the mean flows is in spectral space. This is done by taking the

Fourier transform ofu or v and then̄u, v̄ is given by them = 0 mode.

The mean flows are largely time-dependent and so we will oftenwork with long-time averages of

them, any time averages will be denoted by angle brackets,〈·〉.

5.5.2 Nusselt number

As a measure of the effectiveness of heat transfer by thermalconvection we use the Nusselt

number, a nondimensional number defined as the following ratio

Nu =
convective heat flux+ conductive heat flux

conductive heat flux
. (5.5.125)

Note, whenNu = 1, there is no convection and heat transfer occurs purely through conduction.

Also, the biggerNu, the more effective convection is at transporting heat. We wish to write the

Nusselt number in terms of our nondimensional temperature perturbationθ, which we solve for

in our numerical code. To do this, consider the nondimensional heat equation given by

∂T

∂t
= ∇2T − (u · ∇)T = ∇ · (∇T − uT ), (5.5.126)

where the second equality is true because∇ · u = 0.

Next, integrate over the fluid layer to give

1

L

∫ 1

0

∫ L

0

∂T

∂t
dy dz =

1

L

∫ 1

0

∫ L

0
∇ · (∇T − uT ) dy dz =

1

L

∫ L

0

∂T

∂z
− wT dy, (5.5.127)

where we have used the divergence theorem, and taken the normal to be in thez-direction. Recall,

from (2.3.39) withTBS = 1− z, we haveT = 1− z + θ, and hence

1

L

∫ 1

0

∫ L

0

∂θ

∂t
dy dz =

1

L

∫ L

0
−1 +

∂θ

∂z
−w(1 − z + θ) dy

= −1 +
∂θ

∂z
− w(1 − z + θ). (5.5.128)
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The total flux remains constant throughout the layer and so wecan choose to evaluate it anywhere

in the layer, for example at the bottom boundary (z = 0). The right-hand side of (5.5.128) gives

the convective heat flux plus the conductive heat flux in the layer, which evaluated at the bottom

boundary (z = 0) gives−1 + ∂θ
∂z
|z=0, sincew = 0 on the boundary. The nondimensional flux

due to conduction only is−1 (derivative of basic state temperature) and hence,

Nu =
−1 + ∂θ

∂z
|z=0

−1
= 1− ∂θ̄

∂z

∣

∣

∣

z=0
. (5.5.129)

5.5.3 Kinetic energies

As a measure of the strength of the mean flows produced in the system, we calculate the kinetic

energy of̄u andv̄ in two different ways, each one with a different interpretation. They are defined

as follows:

1. KE〈ξ̄〉 =
1
2

∫ 1
0 〈ξ̄(z, t)〉2 dz

2. 〈KEξ̄〉 = 〈12
∫ 1
0 ξ̄(z, t)

2 dz〉

whereξ is the variableu or v and again〈·〉 denotes a time-average.

The first definition is a measure of the mean ofξ̄; positive and negative contributions will cancel,

giving a guide to the systematic nature of the flow. The seconddefinition gives a measure of the

variability of ξ̄; sinceξ̄ can be positive or negative, squaring first ensures there is no cancellation

of ξ̄. By comparing the sizes ofKE〈ξ̄〉 and〈KEξ̄〉, we can assess how systematic the flow,ξ̄, is.

If a mean flow has a similarKE〈ξ̄〉 and〈KEξ̄〉, then it will be considered systematic. If, however,

〈KEξ̄〉 is much larger thanKE〈ξ̄〉, thenξ̄ will be considered to be highly fluctuating and not very

systematic. In Chapters 6-8, we use the term systematic frequently, and its meaning should be

taken to be as just described.

It is also informative to consider the total kinetic energy of the perturbations, this is given by

KEpert(t) =
1

2L

∫ 1

0

∫ L

0
(u(y, z, t)2 + v(y, z, t)2 + w(y, z, t)2) dy dz. (5.5.130)

5.6 Extending the method to solve the MHD equations

We have detailed the numerical method we use in our nonlinearcode for the purely hydrodynamic

equations. To extend the method to solve for the MHD equations is straightforward. The
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momentum equation (5.2.1) is augmented by the Lorentz force(see section 2.1), this is just an

extra term in the equations and provides no problem for the numerical method. In addition, we

have to solve the induction equation (2.3.54) subject to∇ · B = 0. This can also be solved in a

similar way to the equation solved in the purely hydrodynamic case, as we outline below.

Analogous to the way in which we introduced the streamfunction for the perturbation velocity

field (cf. equations (5.2.5)), we introduce a flux functionA(y, z) for the perturbation magnetic

field so that

B =

(

B1,
∂A

∂z
,−∂A

∂y

)

, (5.6.131)

which allows us to define the currentj = ∇×B =
(

j, ∂B1
∂z
,−∂B1

∂y

)

, wherej = −∇2A is thex-

component of the current.

With this, thex-component of the vorticity equation (5.2.17) when a horizontal magnetic field is

present, becomes

∂ω

∂t
−Pr∇2ω = PrTa

1
2 (cosφuy+sinφuz)+RaPr

∂θ

∂y
+J(ψ, ω)−QζPr(J(A, j)− ∂j

∂y
sinα),

(5.6.132)

the temperature equation (5.2.18) remains the same, i.e.,

∂θ

∂t
−∇2θ = J(ψ, θ)− ∂ψ

∂y
− Ty

∂ψ

∂z
. (5.6.133)

Thex-component of the momentum equation (5.2.19) is augmented by the Lorentz force to give

∂u

∂t
− Pr∇2u = PrTa

1
2 (cos φ

∂ψ

∂y
+ sinφ

∂ψ

∂z
) + J(ψ, u)−

∂ψ

∂y

dU

dz
+QζPr

(

∂B̃1

∂y
sinα− J(A, B̃1)

)

. (5.6.134)

ψ is obtained fromω by solving the same equation as in the hydrodynamic case, i.e.,

∇2ψ = −ω. (5.6.135)

The evolution of the magnetic field is given by equation (2.3.54), i.e.,

∂B

∂t
= ∇× [(UBS + u)×B+ (u×BBS)] + ζ∇2B, (5.6.136)

with B as in equation (5.6.131). By taking thex-component of this equation, we obtain an

equation forB1

∂B1

∂t
− ζ∇2B1 =

∂u

∂y
sinα− ∂A

∂y

dU

dz
− J(A, u) + J(ψ,B1), (5.6.137)
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and by taking thex-component of the uncurled induction equation (5.6.136), we obtain an

equation forA
∂A

∂t
− ζ∇2A = J(ψ,A) +

∂ψ

∂y
sinα. (5.6.138)

Equation (5.6.132) can be written in the form

∂ω

∂t
− Pr∇2ω = Fmag (5.6.139)

where

Fmag = PrTa
1
2 (cosφuy + sinφuz) +RaPr

∂θ

∂y
+ J(ψ, ω) −QζPr(J(A, j) − ∂j

∂y
sinα),

and can therefore be solved in the same way as described in section 5.3.

Likewise, equation (5.6.134) can be written in the form

∂u

∂t
− Pr∇2u = Hmag (5.6.140)

where

Hmag = PrTa
1
2 (cosφ

∂ψ

∂y
+sinφ

∂ψ

∂z
)+J(ψ, u)− ∂ψ

∂y

dU

dz
+QζPr

(

∂B̃1

∂y
sinα− J(A, B̃1)

)

and is also solved by the same method.

Rewriting (5.6.137) and (5.6.138) as

∂B1

∂t
− ζ∇2B1 = Lmag whereLmag =

∂u

∂y
sinα− ∂A

∂y

dU

dz
− J(A, u) + J(ψ, B̃1),

(5.6.141)

∂A

∂t
− ζ∇2A = Kmag whereKmag = J(ψ,A) +

∂ψ

∂y
sinα, (5.6.142)

we see that these equations are also of the appropriate form for implementing the numerical

method of section 5.3.

Therefore, we have shown that the numerical method derived in section 5.3 for the purely

hydrodynamic system can easily be extended to solve the equations of the MHD system.

5.6.1 Boundary conditions

In addition to the boundary conditions from the hydrodynamic system, we impose the following

magnetic boundary conditions:

A = 0,
∂B1

∂z
= 0, onz = 0, 1, (5.6.143)

derived from requiringB3 = 0 and ∂B1
∂z

= 0 on the boundaries (see section 2.3.1).
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5.6.2 Testing the MHD code

To check the accuracy of our MHD code, we first tested it against our hydrodynamic nonlinear

code (introduced in sections 5.2 and 5.3). We setQ = 0 and successfully reproduced a number of

results. To test the linear magnetic terms, we checked the growth rate against the expected growth

rate as calculated from our linear code and found good agreement. Finally, we tested the full code

against some of the nonlinear results in Arter (1983) and reproduced them successfully.

5.6.3 Useful diagnostics

In addition to the useful diagnostics from section 5.5, we define the full magnetic energy as

follows

ME = QζPr
1

2L

∫ 1

0

∫ L

0
[(B1(y, z, t) + cosα)2 + (Az(y, z, t) + sinα)2 +Ay(y, z, t)

2] dy dz

(5.6.144)

and also the magnetic energy in the magnetic perturbations as

MEpert = QζPr
1

2L

∫ 1

0

∫ L

0
[B1(y, z, t)

2 +Az(y, z, t)
2 +Ay(y, z, t)

2] dy dz. (5.6.145)

5.7 Extending the method to solve the anelastic equations

The nonlinear anelastic equations for our system as given by(2.4.142)-(2.4.144) containz-

dependent reference state quantities. As a consequence of this, the method for solving the

nonlinear anelastic equations is more involved than the method described in sections 5.3-5.6,

for the nonlinear Boussinesq equations. We outline the method used in the anelastic case here.

First, consider

∇ · (ρ̄u) = 0 (5.7.146)

and so

ρ̄
∂v

∂y
+

∂

∂z
(ρ̄w) = 0, (5.7.147)

where we are again assuming all variations with respect tox vanish. Now, let ρ̄u =
(

ρ̄u, ∂ψ
∂z
,−∂ψ

∂y

)

, whereψ is our streamfunction and then (5.7.147) is automatically satisfied. This

gives

v =
1

ρ̄

∂ψ

∂z
and w = −1

ρ̄

∂ψ

∂y
. (5.7.148)
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The vorticity is then given byω = ∇× u = (ω, uz,−uy), where

ω = wy − vz

= −1

ρ̄

∂2ψ

∂y2
− ∂

∂z

(

1

ρ̄

∂ψ

∂z

)

= −1

ρ̄
∇2ψ − ∂

∂z

(

1

ρ̄

)

∂ψ

∂z
. (5.7.149)

With this, thex-component of the vorticity equation (obtained by taking the curl of (2.4.142))

becomes

∂ω

∂t
− Pr∇2ω =

1

ρ̄
J(ψ, ω)− ω(vy + wz) +RaPrsy + Ta

1
2Pr(cosφuy + sinφuz)

+
Pr

ρ̄

dρ̄

dz

(

4

3
(vyy + wyz)−

∂ω

∂z
− 2(vyy ++vzz)

)

−
(

Pr

ρ̄

d2ρ̄

dz2
− Pr

ρ̄2

(

dρ̄

dz

)2
)

(vz + wy)

=
1

ρ̄
J(ψ, ω)− ω(vy + wz) +RaPrsy + Ta

1
2Pr(cosφuy + sinφuz)

+
Pr

ρ̄

dρ̄

dz

(

1

3
ωz −

2

3
(vyy + vzz)

)

− Pr
d

dz

(

1

ρ̄

dρ̄

dz

)

(vz + wy). (5.7.150)

Thex-component of the momentum equation (2.4.142) becomes

∂u

∂t
− Pr∇2u =

1

ρ̄
J(ψ, u) +

Pr

ρ̄

dρ̄

dz

∂u

∂z
+
Ta

1
2Pr

ρ̄

(

cosφ
∂ψ

∂y
+ sinφ

∂ψ

∂z

)

(5.7.151)

and the entropy equation (2.4.144) is written as

∂s

∂t
− 1

ρ̄
∇2s =

1

ρ̄
J(ψ, s)− w

ds̄

dz
+

1

ρ̄T̄

dT̄

dz

∂s

∂z
−

θ

RaT̄

(

(

∂u

∂y

)2

+

(

∂u

∂z

)2

+ (wy + vz)
2 +

4

3

(

w2
z − wzvy + v2y

)

)

≡ G,

(5.7.152)

where all quantities with an overbar are taken to be the reference state quantities given by

(2.4.140) and (2.4.141) in Chapter 2.

Equations (5.7.150) and (5.7.151) are of the same form as their Boussinesq counterparts, i.e.,

they are of the form∂ξ
∂t

−Pr∇2ξ = RHS. Therefore, we can use the method described in section

5.3, to solve these equations. The only difference is that, here, we will discretise space in the

z-direction by using Gauss-Lobatto (GL) points, i.e.,

zj = cos

(

(j − 1)π

Nz − 1

)

for j = 1, 2, . . . , Nz. (5.7.153)

The reason for changing to GL points is that it makes solving the entropy equation (5.7.152)

easier, as we shall see next. Equation (5.7.152) has a1
ρ̄

multiplying the second term on the left-

hand side and since this factor is a function ofz, we have to treat this equation in a different way
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to the equation forθ in the hydrodynamic case, (5.2.18). Inspired by DeRosa (2001), we solve

equation (5.7.152) in ’semi-spectral’ space, that is, spectral in y but physical inz. To do this,

consider equation (5.7.152) written as

∂s̃

∂t
− L̃s̃ = G̃, (5.7.154)

where a ’∼’ denotes an FFT, e.g.,̃s = FFT(s) and whereL̃ = 1
ρ̄
(CDD + m2). CDD is the

scaled Chebyshev differentiation matrix used to calculatederivatives in real space. Trefethen

(2000) gives a simple form for constructing such a matrix using GL points - it is for this reason

we switch to GL points from the original collocation points.We note though, that CDD is a dense

matrix and so, unlike the differentiation matrices resulting from the recurrence relation of spectral

coefficients, inverting the matrix is a more computationally intensive task.

Once transformed into ’semi-spectral’ space, we can apply the same Crank-Nicolson implicit

scheme to the left hand side and the explicit Adams-Bashforth to the right hand side as we did

before (see section 5.3.8), to give

s̃n+1 − s̃n

∆t
−
(

L̃s̃n+1 − L̃s̃n

2

)

=
3G̃n − G̃n−1

2
(5.7.155)

or
(

1− ∆t

2
L̃

)

s̃n+1 =

(

1 +
∆t

2
L̃

)

s̃n +
∆t

2
(3G̃n − G̃n−1), (5.7.156)

which can be written asAs̃n+1 = B where

A = 1− ∆t

2
L̃ (5.7.157)

and

B =

(

1 +
∆t

2
L̃

)

s̃n +
∆t

2

(

3G̃n − G̃n−1
)

. (5.7.158)

This matrix equation is then solved using a LAPACK routine for LU decomposition (see e.g.,

Andersonet al. (1999)).

In a similar way, equation (5.7.149) is also solved in ’semi-spectral’ space owing to the1
ρ̄

multiplying the∇2ψ. Equation (5.7.149) can be written as

ω̃n+1 = A1ψ̃
n+1, (5.7.159)

where

A1 = −1

ρ̄
(CDD+m2)− d

dz

(

1

ρ̄

)

CD . (5.7.160)

This matrix equation is solved using Schur decomposition, because, as Peyret (2002) explains,

Schur decomposition leads to better conditioned matrices for equations of the form (5.7.149).

Again, the Schur decomposition is performed using a routinefrom the LAPACK library

(Andersonet al. (1999)).
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5.7.1 Testing the anelastic code

As was done for the Boussinesq codes, we tested the linear growth rates of the nonlinear anelastic

code against those predicted by the linear code developed for the work in Chapter 4 and found

good agreement. We also performed some simulations to checkthat the anelastic code recovered

the results of the Boussinesq code in the appropriate limit (θ = 0) and again found good

agreement. The only terms which are not tested by the two checks mentioned so far, are the

terms that appear in the equations only whenθ 6= 0 and are nonlinear. On inspection of equations

(2.4.142)-(2.4.144), we see that the only terms that fall into this category are the viscous heating

terms in equation (2.4.144). One way to test these terms is toimpose a shear flow. For example,

we force the momentum equation, (2.4.142), and letu = U(z)ex ands = S(z). In this case,

equations (2.4.142) and (2.4.144) reduce to

−Prd
2U

d2z
=
Pr

ρ̄

dρ̄

dz

dU

dz
+ F (z), (5.7.161)

−1

ρ̄

d2S

d2z
=

1

ρ̄T̄

dT̄

dz

dS

dz
− θ

RaT̄

(

dU

dz

)2

(5.7.162)

respectively, whereF (z) is our imposed forcing term. We have also takenTa = 0 as the terms

due to the rotation have already been tested. If we chooseF = −Prπ cos(πz)
(1+θz)m , then equation

(5.7.161) becomes
d2U

d2z
+

mθ

(1 + θz)

dU

dz
=
π cos(πz)

(1 + θz)m
, (5.7.163)

which can be solved for the general solutiondU
dz = sin(πz)

(1+θz)m + C. ImposingdU
dz = 0 on z = 0, 1

givesC = 0. With this expression fordUdz , we can solve equation (5.7.162) forS in MATLAB and

check it againsts obtained whenF is imposed in the nonlinear code. We successfully verified a

number of cases.

5.7.2 Useful diagnostics

Mean flows are calculated in exactly the same way as describedin section 5.5. But, in the anelastic

equations,̄ρ is a function ofz, and so it must be explicitly included in the definition of thekinetic

energies. For all cases studied in this thesis, we use the following definitions:

KEpert =
1

2L

∫ 1

0

∫ L

0
ρ̄[u(y, z, t)2 + ψz(y, z, t)

2 + ψy(y, z, t)
2] dy dz, (5.7.164)

KE〈ξ̄〉 =
1

2

∫ 1

0
ρ̄〈ξ̄(z, t)〉2 dz, (5.7.165)

〈KEξ̄〉 = 〈1
2

∫ 1

0
ρ̄ξ̄(z, t)2 dz, 〉 (5.7.166)
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whereξ is the variableu or v. KE〈ξ̄〉 and〈KEξ̄〉 have the same interpretation as in the Boussinesq

case, i.e., as described in section 5.5.3.

5.8 Summary

Following the guidance of Peyret (2002), amongst others, wehave constructed and tested an

efficient, nonlinear, pseudospectral numerical code to solve the equations derived in Chapter 2.

In section 5.2, we reformulated the governing equations so that they involved a streamfunction

and the vorticity. Using the purely hydrodynamic system as our example, we then detailed the

numerical algorithm used to solve the equations. The methodassumes periodicity in they-

direction and expands the variables as Fourier series’ in this direction, whilst in thez-direction,

the variables are expanded as Chebyshev series’. Derivatives are computed efficiently in spectral

space and nonlinear products are formed by multiplying together the relevant quantities in

physical space. Sampling the equations on a discrete grid allows them to be written as matrix

equations. Furthermore, the matrices are of quasi-tridiagonal structure, meaning that they can be

inverted efficiently using an algorithm courtesy of Thual (1986).

Whilst, the majority of this chapter dealt with the purely hydrodynamic system, section 5.6 gave

details on how to extend the code to solve the equations of theMHD system. This was a relatively

straightforward task as the extra terms and equations resulting from the presence of a magnetic

field can be solved using the same method. However, applying this method to the nonlinear

anelastic equations provided more complications, arisingbecause of the dependence of the basic

state onz. Section 5.7 detailed a solution to these complications by solving some of the equations

in ’semi-spectral’ space.

All three numerical codes were tested against other work, our linear codes and each other; good

agreement was found in all cases. Successful construction and verification of our codes allows

us to proceed with confidence and examine the systems in the nonlinear regime, in particular, we

can now investigate mean flow generation in our different systems. The following three chapters

present the numerical results obtained for the Boussinesq and anelastic systems using these codes.
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Chapter 6

Nonlinear Hydrodynamic Convection

6.1 Introduction

This chapter considers the nonlinear evolution of the variables governed by equations (5.2.17)-

(5.2.20). We emphasise that these equations are two-dimensional in the sense that they only

depend ony andz, however, all three components of the flow are included. Since mean flows

result from nonlinear interactions, by retaining the nonlinear terms in the governing equations we

can investigate the mean flows driven by the system. As discussed in Chapter 1, section 1.4.3,

there have been a number of studies of mean flow generation in convection. This chapter aims to

add to these studies by focussing on the effect of a tilted rotation vector, the Prandtl number and a

thermal wind on the mean flows driven. In this chapter, we consider solutions to the Boussinesq,

hydrodynamic system, and later we extend the work to examinethe anelastic and MHD systems

(see Chapters 7 and 8 respectively). Owing to the complexityof the governing equations we are

required to solve them numerically; to do this, we employ thealgorithm described in Chapter 5.

6.2 Numerical results

Before considering the mean flows driven by the system, we investigate some more general

properties of the convection. In this chapter, we consider two distinct cases, (i)Ty = 0, i.e.,

there is no thermal wind and (ii)Ty 6= 0, i.e., there is a thermal wind, and in both cases we

investigate the effect of different parameters on the system but, unless otherwise stated, we fix the

rotation rate by settingTa = 105 and the size of the computational box by settingL = 5.
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6.2.1 No thermal wind

We begin by settingTy = 0 and hence there are no thermal wind effects to consider. To investigate

the effect of a tilted rotation vector, i.e., the case where the rotation vector is oblique to gravity,

we fix Pr = 1 and increaseRa for three differentφ: (i) φ = π
2 (vertical rotation), (ii)φ = π

4 (a

layer at45°), (iii) φ = π
6 (a layer at30°).

We find that asRa is increased, the solutions progress through a series of different types of

solution. This progression is best depicted by a regime diagram, as shown in figure 6.1, where

each symbol represents a different type of solution. The redsquares represent steady solutions,

blue circles represent oscillatory or periodic solutions,green triangles represent quasi-periodic

solutions (QP), and light blue stars represent chaotic solutions.
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Figure 6.1: Regime diagram for solutions at fixedφ andRa for Pr = 1, φ = π
2 , π

4 and π
6 .

Red squares represent steady solutions, blue circles represent periodic solutions, green triangles

represent quasi-periodic solutions and light blue stars represent chaotic solutions. The results are

plotted against (a)Ra, and (b) Ra
Rac

.

Plot (a) shows the type of solution that is found for different values ofRa, and plot (b) shows

the same but plotted againstRa
Rac

whereRac is the value at which convection onsets in a box of

lengthL = 5. For reference, here,Rac = 2.13 × 104 for φ = π
2 , Rac = 3.23 × 104 for φ = π

4

andRac = 4.61 × 104 for φ = π
6 . From the diagrams we see that, for all values ofφ studied,

the solution is steady when it first goes unstable, then asRa is increased, it undergoes a Hopf
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bifurcation and becomes periodic. Further increase ofRa leads to another (secondary Hopf)

bifurcation giving a QP solution before the solution becomes chaotic at even largerRa. Notice

whenφ = π
6 , the solution returns to a steady state, at large enoughRa. This is examined in more

detail in section 6.2.4. The regime diagram also highlightsthat, as the rotation vector is tilted

from the vertical, a higherRa is required for growth, i.e., decreasingφ has a stabilising effect on

the system. Also, the larger the tilt from the vertical, the smaller the range ofRa over which the

bifurcations occur, that is, the solution becomes chaotic at lowerRa. For the untilted case, the

solution remains steady untilRa & 105.

6.2.2 Transition to chaos

To analyse the different types of solution that occur for a tilted rotation vector more closely, we

choose to focus on the case whereφ = π
4 . Figure 6.2 shows plots of the time series of the Nusselt

number,Nu, and the kinetic energy in the perturbations,KEpert, for differentRa.

In (a), Ra = 40000 (1.24Rac) and the solution has settled into a steady state; in (b)Ra =

50000 (1.55Rac) and the solution is oscillating with a distinct single period; in (c)Ra = 63000

(1.95Rac) and the solution is still oscillating but now there is more than one associated period -

we call this solution quasi-periodic. In (d)Ra = 75000 (2.33Rac) and the solution has become

chaotic. In other words, the system has undergone a number ofbifurcations en route to chaos.

This transition to chaos can be viewed in an alternative way by looking at phase space and so-

called Poincaré sections (see Guckenheimer & Holmes (1983) for details). Figure 6.3 shows plots

of the solutions in phase space, (KEū,KEv̄,Nu) for the sameRa as in figure 6.2, whereKEū is

the kinetic energy in̄u andKEv̄ is the kinetic energy in̄v, as described in section 5.5. Alongside

each phase space plot is a cut of the phase space, through a constant value ofKEū. For the steady

solution atRa = 40000, the Poincaré section is a fixed point. In (b) we see the oscillatory solution

cuts the plane in two places, indicating that the solution has undergone a Hopf bifurcation. AsRa

is increased to approximatelyRa = 63000, the solution undergoes a second bifurcation to a torus

which is characterised in the Poincaré section by the two closed loops. Subfigure (d) displays

the phase space for the case whenRa is increased to75000, a chaotic solution, which results in

a Poincaré section with no obvious pattern. This route to chaos is known as the Ruelle-Takens-

Newhouse route to chaos, after the seminal work of Newhouseet al. (1978).
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Figure 6.2: Time series of Nusselt number (Nu) and kinetic energy (KEpert) for the case when

Pr = 1, φ = π
4 and in (a),Ra = 40000, in (b),Ra = 50000, in (c),Ra = 63000, and in (d),

Ra = 75000.

6.2.3 Nonlinear solutions

It is informative to visualise the flow in each of the solutionregimes seen in section 6.2.2. To do

this, we plot contours ofψ(y, z) at a snapshot in time (see figure 6.4). In (a), we have the steady

solution and the streamfunction appears as regular convection cells. Clearly evident is the tilted

nature of the rolls, choosing to align with the rotation vector, as in the linear theory (see Hathaway

et al. (1980)). In (b), we consider the QP case, now the streamfunction is less regular in shape

and cells have merged to form larger structures, but the tiltis still apparent. ByRa = 75000, (c),

we have reached the chaotic regime and this is reflected in theform of the solution. WhenRa is

increased further toRa = 2×105, the solutions become highly chaotic, see figure 6.4 (d). Again,

we notice that larger scale structures are forming.

Figure 6.5 shows contours of the total temperature,T = 1− z + θ, corresponding to each of the
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Figure 6.3: Phase space and alongside it a Poincaré sectionfor each of the cases in figure 6.2. In

(a),Ra = 40000 and the section is taken atKEū = 0.1307, in (b),Ra = 50000 and the section

is taken atKEū = 6, in (c), Ra = 63000 and the section is taken atKEū = 100 and in (d),

Ra = 75000 and the section is taken atKEū = 200.
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Figure 6.4: Contours of the streamfunctionψ(y, z) in a settled state, for the case withPr = 1 and

φ = π
4 . In (a),Ra = 40000, in (b),Ra = 63000, in (c),Ra = 75000 and in (d),Ra = 2× 105.

cases in figure 6.4. In (a), the fluid is largely hot at the bottom (red) and cooler at the top (blue)

with little mixing between the boundaries. AsRa is increased, the hotter and cooler fluid start to

mix to make the interior of the fluid layer more isothermal andthin thermal plumes are evident,

as seen in figure 6.5 (b) through (d).

By consideringT̄ , the horizontally averaged temperature (see figure 6.6), wesee that asRa is

increased, the fluid motions are acting to make the interior of the fluid closer to being isothermal.

In all cases, despite mixing, we still have a boundary layer at each boundary due to the fixed

temperature conditions.

6.2.4 Large-scale solutions

As commented on in section 6.2.1, whenφ = π
6 , the solution enters a second steady regime at

largeRa. If we examine the dependency ofNu on Ra for one of these examples (Pr = 1,
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Figure 6.5: Contours of the temperatureT (y, z) after the final time step for the case withPr = 1

andφ = π
4 . In (a),Ra = 40000, in (b), Ra = 63000, in (c), Ra = 75000 and in (d),Ra =

2× 105.

φ = π
6 , Ta = 105), see figure 6.7, then there are some significant points to note. First, for small

Ra, Nu increases withRa before settling to a scaling law with less rapid increase. Secondly,

betweenRa = 6 × 105 andRa = 7 × 105 there is a jump inNu, this jump coincides with the

change in regime from chaotic back to steady. It appears as though the system has found a more

efficient mode of heat transfer (higherNu) in a steady regime.

Comparing contour plots ofψ from the two different steady regimes highlights a key difference

- the scale of the solution (see figure 6.8). The length scale in the second steady regime is much

larger, in fact, it is approximately the size of the domain, i.e, only one positive and one negative

convection cell fit into the box. It is also noticeable that the tilt of the rotation vector is evident at

lowerRa, where the convection rolls align themselves with the rotation vector, whereas, for the

large-scale solutions this alignment has disappeared.
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Figure 6.7: Nusselt number (Nu) against Rayleigh number (Ra) for Pr = 1, φ = π
6 , Ta = 105.

As Ra is increased the solution changes regimes. In particular, at Ra = 6 × 105 the solution

is chaotic but atRa = 7 × 105 the solution is steady. This change in regime coincides withan

increase inNu.

The temperature,T = 1 − z + θ, corresponding to one of these large-scale solutions is shown

in figure 6.9 (a), alongside the profile of the horizontal average of the temperature in (b). We see

that the system has reached an almost isothermal state, due to the highly efficient convecting state

it has been able to achieve. One can see that the bulk of the fluid is isothermal but there exist two

thin boundary layers. Chini & Cox (2009) and Hepworth (2014)found similar, steady, large-scale

solutions in non-rotating, two-dimensional Rayleigh-Bénard convection atPr = 1.
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Figure 6.8: Contours ofψ(y, z) for steady solutions taken from two different steady regimes. In

a)Ra = 40000 and in (b)Ra = 8 × 105. The largerRa solution exhibits a much larger length

scale and the cells are not aligned with the rotation vector,as they are in (a).
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Figure 6.9: (a) Temperature as a function ofy andz. (b) Horizontally averaged temperature as a

function ofz. In both cases,Ra = 8× 105, Pr = 1, φ = π
4 , Ta = 105. The bulk of the fluid is

isothermal except for the two thin boundary layers.

6.2.5 DecreasingPr

We now decrease the Prandtl number, fromPr = 1 toPr = 0.1. In doing so, the critical Rayleigh

number of the system is also decreased, i.e., instability sets in at a lower Rayleigh number. As

with Pr = 1, we find the solutions progress through a series of states as we increaseRa, as

indicated by the regime diagram in figure 6.10. As before, redsquares represent steady solutions,

blue circles represent periodic solutions, green triangles represent quasi-periodic solutions (QP),

and light blue stars represent chaotic solutions. Here we have also characterised a different type of



Chapter 6. Nonlinear Hydrodynamic Convection 136

0
00 0.20.2 0.40.4 0.60.6 0.80.8 11 1.21.2 1.41.4

5

10

15

20

25

30

35

105

104

R
a

R
a

R
a
c

π
2 − φπ

2 − φ

Figure 6.10: Regime diagram for solutions at fixedφ andRa for Pr = 0.1, φ = π
2 , π4 and π

6 .

Red squares represent steady solutions, blue circles represent periodic solutions, green triangles

represent quasi-periodic solutions, black dots relaxation oscillations and light blue stars represent

chaotic solutions. The results are plotted against (a)Ra, and (b) Ra
Rac

.

solution which we describe as relaxation oscillations, these solutions are indicated on the regime

diagram by black dots. Relaxation oscillations are chaotictype solutions but where bursts of

energy occur intermittently. A time series of the Nusselt number and kinetic energy of one of

these solutions is shown in figure 6.11 (a). In this relaxation oscillation state, as the convection

gets more vigorous (higherNu) a larger mean flow is driven, this is seen in figure 6.11 (b). Here

we have plotted the mean flows̄u (blue) andv̄ (red), we see that the peaks in the energy of

the mean flows correspond to dips inNu (cf. figure 6.11(a)). So, as the convection gets more

vigorous (higherNu) it leads to larger mean flows which act to inhibit the convection and this is

matched by a decrease inNu. The process repeats, each cycle resulting in the ’bursts’ of energy

we see. Such bursting solutions have been seen in studies of convection in other systems, for

example, Brummell & Hart (1993), Rotvig & Jones (2006) and Teed et al. (2012) in annulus

models, and Grote & Busse (2001) in a spherical shell geometry.

By plotting the phase space, (KEū,KEv̄,Nu), and Poincaré sections for a relaxation oscillation

solution (see figure 6.12) we see that the relaxation oscillation solution does not lead to a distinct

pattern in phase space, it is just a chaotic solution but withother properties as described above.

Returning to figure 6.10 we see that, asRa is increased, the solutions move from being steady to
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Figure 6.11: (a) Time series of Nusselt number (Nu) and kinetic energy (KEpert) for the case

whenPr = 0.1, φ = π
4 andRa = 70000. (b) shows plots of the kinetic energy in̄u (blue) and̄v

(red) against time for the same case.
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Figure 6.12: Phase space and alongside it a Poincaré section for the relaxation oscillation case

shown in figure 6.11. The cut through phase space is taken atKEū = 300.

periodic to QP to chaotic to relaxation oscillations, but inaddition, for largeRa, whenφ = π
4 , the

solution goes chaotic again, and whenφ = π
6 , the solution goes steady again. As in thePr = 1

case, the largeRa steady solutions that occur whenφ = π
6 appear as large-scale structures and

analysis ofNu shows that the convection is more effective at transportingheat for these steady

solutions. Also as in thePr = 1 case, the large-scale solutions occur when the solutions move

from being chaotic to being steady, we do not present the analysis forPr = 0.1 here, as it is the

same as in thePr = 1 case.
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Comparison ofPr = 1 with Pr = 0.1

The progression through a series of different types of solution is common to bothPr = 1 and

Pr = 0.1. However, whenPr = 0.1, we observed an extra type of solution in which relaxation

oscillations are observed, these were not found whenPr = 1. WhenPr = 0.1, the bifurcations

and transitions occur at lowerRa than whenPr = 1, this is to be expected given that the critical

Ra is lower for the smallerPr. As the rotation vector is tilted from the vertical, the critical

Ra is increased in both cases. Unlike in thePr = 1 case, whenPr = 0.1 andφ = π
2 the

solution becomes periodic at relatively lowRa. Whenφ = π
6 , both thePr = 1 andPr = 0.1

cases experience a regime where the solution returns to a steady state and large-scale flows are

produced. These are met with an increased efficiency of heat transfer by convection, indicated by

the largeNu that occurs with such solutions. ThePr = 1 streamfunction close to onset is of a

smaller length scale than thePr = 0.1 streamfunction close to onset. However, in both cases, as

Ra increases, the scale of the solution also increases. As expected, the convection acts to make

the layer more isothermal in the interior and near the boundaries two boundary layers form. This

is seen in both thePr = 1 andPr = 0.1 cases.

Robustness of large-scale solutions

We have seen that, whenφ = π
6 andTa = 105, the solution returns to a steady state (after being

very time-dependent) and this has been found to occur whenPr = 1 and whenPr = 0.1, albeit

at differentRa. In addition to the parameters already discussed, we have investigated whether

similar large-scale solutions exist for other parameters,as shown in table 6.1. Whilst it is difficult

to draw definite conclusions from this data, it does appear that, the smallerPr andφ are, the

more likely large-scale solutions are to exist, and persist, for higherTa. For example, large-scale

solutions are found forPr = 1, Ta = 105, Ra = 7× 105 andφ = π
6 (run 2), but if we increase

φ (run 12) then we are no longer able to find any large-scale solutions. Furthermore, ifTa is

increased to106, then the only large-scale steady solutions that have been found occur when

Pr = 0.1. ForPr = 1, the largest rotation rate at which large-scale solutions have been found is

Ta = 1.5× 105.
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Run Pr Ta Ra φ Steady? Y/N

1 0.1 105 1.5 × 105 − 3× 105 π
6 Y

2 1 105 7× 105 − 2× 106 π
6 Y

3 0.1 106 3× 105 − 5× 106 π
12 Y

4 0.1 1.2 × 105 3× 105 π
6 Y

5 0.1 2× 105 3× 105 π
6 N

6 1 1.5 × 105 1.5 × 106 π
6 Y

7 1 2× 105 1.5 × 106 π
6 N

8 1 1.5 × 105 9× 105 π
6 Y

9 1 2× 105 9× 105 π
6 N

10 1 104 1× 106 π
6 Y

11 1 105 1× 106 π
5 N

12 1 105 7× 105 π
5.5 − π

2 N

13 1 5× 105 9× 105 π
12 N

14 1 104 107 π
6 Y

Table 6.1: A table to show in which runs large-scale steady solutions occur. Also shown, are runs

with parameters close to those runs which have large-scale solutions but which are not found to

reach the highNu, steady states in which the large-scale structures are observed.
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6.3 Mean flows

Having investigated some more general properties of convection, we now focus on the mean flows

driven, as this is a primary aim of our study. As we saw in Chapter 1, convection is capable of

driving mean flows. The strength and direction of these flows is governed by the parameters of

the system. In particular, we are interested in the effects of smallPr and the tilted rotation vector

on the driving of these flows. The mean flows in thex andy directions are denoted̄u and v̄

respectively, and they are defined in section 5.5.1. One way to characterise the size of mean flows

produced is from their energy. The kinetic energy in the meanflow can be described in two ways,

as explained in section 5.5.3. The different measures of kinetic energy can be used as a measure

of the “mean” of the flow or as a measure of the “variability”. We consider the ratio of kinetic

energy in the mean flow to the total kinetic energy in the perturbations, this will give us a measure

of whether the change in energy of the mean flow is a direct result of the change in energy in the

perturbation. For example, doesū decrease only becauseu does or is there some other process

affecting the mean?

6.3.1 Effect ofφ on mean flows

This section considers the effect ofφ on the mean flows driven by the system. Figure 6.13 (a)

shows plots of the ratio of the variability measure to total kinetic energy againstRa (top row) and

Ra
Rac

(bottom row) forPr = 1. The left column shows plots relating tōu and the right column

relates tōv. Figure 6.13 (b) contains the equivalent plots for the mean measure. From (a) and

(b), forRa sufficiently above its critical value and forRa ≤ 6 × 105, we see that both measures

of the kinetic energy in̄v are largest whenφ = π
6 , followed byφ = π

4 and thenφ = π
2 . At

Ra ≈ 6 × 105, φ = π
6 , the energy in̄v drops significantly, this corresponds to the value ofRa

at which the solution changes regime from chaotic back to steady (cf. section 6.2.4) and after

this point,φ = π
4 gives the largest mean flows. This hierarchy suggests that, when in the chaotic

regime, the more the rotation vector is tilted from the vertical the bigger the flow driven in the

plane of the rotation vector(v̄), but when not in the chaotic regime, only small mean flows are

generated.

In general,ū is smaller than̄v, this can be seen from figure 6.13; the kinetic energy in〈ū〉 is

an order of magnitude less than the kinetic energy in〈v̄〉. We might expect̄u < v̄, asū is the

mean flow in a direction perpendicular to the plane in which the tilted rotation vector lies and

so it is free to fluctuate in all directions. Despite being much smaller in magnitude, the mean
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measure of̄u still gives a larger mean flow for a tilted rotation vector compared to theφ = π
2

case. Comparing the size of the mean and the variability measures forv̄, we see that they are

similar, suggestinḡv does not have too many fluctuations about zero and is a fairly systematic

flow. However, comparing the size of the mean and variabilitymeasures for̄u we find that the

mean measure is an order of magnitude smaller than the variability measure, indicating that̄u

is highly varying in time. Forφ = π
2 , the rotation vector is vertical, and there is no preferred

direction for the mean flow. Therefore, we expect the mean measure in this case to be zero, as

flows in all directions should cancel on time-averaging. This is in fact observed in figure 6.13 (b).

However, in the variability measure all contributions are squared first and thus, forφ = π
2 , there

is a nonzero energy in the mean flow.

The kinetic energies are calculated by considering averages taken over a long period of time, but

it is interesting to analyse the time-dependent nature of the flows. Figure 6.14 fixesRa = 2×105,

Pr = 1 and displays̄u and v̄ as a function ofz andt for φ = π
2 , φ = π

4 andφ = π
6 . Plotted

alongside the time-dependent plots are plots of the time-averagedz-structure of the mean flow.

Clearly,〈v̄〉 is largest forφ = π
6 and thenφ = π

4 , as we expect from the previous energy analysis.

We also see the more systematic nature ofv̄ for φ = π
4 andφ = π

6 , it is mostly all of one sign in

the lower half of the layer, and mostly all of the other sign inthe top half of the layer, whereas,ū

is more variable, leading to a smaller mean. This is all consistent with the energy plots in figure

6.13. Forφ = π
2 , we see that there is a significant mean flow driven, up to 60 units, but the flow

is in all directions and so averages to a small mean. If we average over a long enough time period

then we would expect this mean to go to zero, as we saw in figure 6.13 (b). The vertical structure

of 〈ū〉 and〈v̄〉 is very similar forφ = π
4 andφ = π

6 . We see that, theφ = π
6 mean flows are of

the same form as theφ = π
4 flows but slightly larger in magnitude. Whenφ = π

2 the form is very

different - but that is to be expected as we do not really expect there to be a mean flow at all when

φ = π
2 .

6.3.2 Effect ofPr on mean flows

To investigate the effect ofPr on the mean flows driven, we fixφ = π
4 . Plots of the ratios of the

different measures of kinetic energy in the flow to the total kinetic energy are shown in figure 6.15.

From the plots of the mean measure of kinetic energy withPr = 0.1 andRa = 1.5 × 105 (see

figure 6.15 (b), red lines), we notice a jump in the energy. This jump coincides with a change from

a chaotic regime, where bursting is evident, to a chaotic regime where no bursting is observed, the

flows are more systematic in the latter case and therefore this explains the jump. When comparing
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Figure 6.13: Ratios of the kinetic energy in̄u and v̄ to the kinetic energy in the perturbations

calculated using, in (a), the variability measure (〈KEξ̄〉), and in (b), the mean measure (KE〈ξ̄〉),

for Pr = 1, φ = π
2 (blue, crosses),φ = π

4 (red, dots) andφ = π
6 (green, squares). In each case,

the top row shows plots of the ratios againstRa and the bottom row againstRa
Rac

.
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Figure 6.14: Contour plots of the mean flowsū(z, t), v̄(z, t) and their corresponding time-average

〈ū〉, 〈v̄〉 as a function ofz. In all cases,Pr = 1 andRa = 2× 105 butφ is varied. In (a)φ = π
2 ,

in (b) φ = π
4 , and in (c)φ = π

6 .
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Figure 6.15: Ratios of the kinetic energy in̄u and v̄ to the kinetic energy in the perturbations

calculated using, in (a), the variability measure (〈KEξ̄〉) and in (b), the mean measure (KE〈ξ̄〉),

for φ = π
4 , Pr = 1 (blue, crosses) andPr = 0.1 (red, dots). The top row shows plots of the

ratios againstRa and the bottom row againstRa
Rac

.
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the kinetic energies at differentPr, the conclusions depend on whether we compare them at fixed

Ra or fixed Ra
Rac

. This difference is more important here, than when changingφ for example,

since reducingPr from one to 0.1 reducesRac by approximately a factor of 10. For large enough

Ra, the energy as given by the variability measure (figure 6.15 (a)) is approximately the same for

bothPr. However, the mean measure is larger forPr = 0.1 and so the smallerPr gives the

more systematic mean flows. For fixedRa
Rac

, the variability energy in̄v is much larger forPr = 1

than forPr = 0.1, which results inPr = 1 also having the larger mean measure even though

Pr = 0.1 is more systematic. In contrast, for large enoughRa
Rac

, the variability measure of̄u is

similar for bothPr and so the mean measure ofū is largest forPr = 0.1 because thePr = 0.1

flow is more systematic. As was seen in figure 6.13, by comparing the magnitude of the mean

and variability measures, it is again clear thatv̄ is much more systematic than̄u.

In figure 6.16, we show some examples of mean flows as functionsof z and t, and their time-

averaged counterparts, for fixedRa or Ra
Rac

. In (a) and (b),Ra andφ are fixed butPr is varied.

From the time-dependent plots, thePr = 1 flows appear to fluctuate more in time, this agrees

with the energy plots in figure 6.15. ThePr = 0.1 flows are more systematic, i.e., they have a

larger mean size even though their maxima and minima are smaller than thePr = 1 case.

In figure 6.16 (c) and (d),Ra
Rac

≈ 20 andφ = π
4 whilst Pr is varied. Now〈v̄〉 is much bigger

whenPr = 1, than whenPr = 0.1, owing to the increased supercriticality.̄u is also larger in

magnitude whenPr = 1, but ū is highly varying in this case and so averages to a smaller mean

whenPr = 1, than whenPr = 0.1.

6.3.3 Reynolds stresses

Reynolds stresses are known to drive mean flows (see e.g., Hathaway & Somerville (1983),

Brummell et al. (1998)). To analyse their role in mean flow generation, we consider the mean

equations. We obtain these equations by horizontally averaging the momentum equation. The

y-average of thex-component of the momentum equation (5.2.1) gives

∂ū

∂t
− Pr

∂2ū

∂z2
= PrTa

1
2 sinφv̄ − ∂

∂z
uw, (6.3.1)

where we have used the fact that we have periodic boundary conditions in y, w = −∂ψ
∂y

and

v = ∂ψ
∂z

. In a similar way, we take they-average of they-component of the momentum equation

(5.2.1) to give (as in Hathaway & Somerville (1986))

∂v̄

∂t
− Pr

∂2v̄

∂z2
= −PrTa 1

2 sinφū− ∂

∂z
vw. (6.3.2)
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Figure 6.16: Contour plots of the mean flowsū(z, t), v̄(z, t) and their corresponding time-average

〈ū〉, 〈v̄〉 as a function ofz. In (a),φ = π
4 ,Ra = 2×105 andPr = 1, in (b),φ = π

4 ,Ra = 2×105

andPr = 0.1, in (c), φ = π
4 , Ra ≈ 20Rac, Ra = 7 × 105 andPr = 1, and in (d),φ = π

4 ,

Ra ≈ 20Rac, Ra = 1.5× 105 andPr = 0.1.

By integrating over a long enough time period to assume a steady state, the time derivative can be

neglected, and this, after rearranging, gives

Pr〈ū〉 = Pr

Ta
1
2 sinφ

∂2〈v̄〉
∂z2

− 1

Ta
1
2 sinφ

∂

∂z
〈vw〉, (6.3.3)

Pr〈v̄〉 = − Pr

Ta
1
2 sinφ

∂2〈ū〉
∂z2

+
1

Ta
1
2 sinφ

∂

∂z
〈uw〉. (6.3.4)

The quantitiesuw, vw are the Reynolds stresses, they measure the correlation between the

horizontal and vertical velocity components. With a tiltedrotation vector we might expect these

correlations to be nonzero. We note, from equations (6.3.3)and (6.3.4), that it is thez-derivative

of 〈vw〉 that drives〈ū〉 and thez-derivative of〈uw〉 that drives〈v̄〉. Note also the dependence

of the equations onPr - we shall comment on this further shortly. In what follows, for both

equations, we refer to the term on the left-hand side as the mean flow term, the first term on the

right-hand side as the viscous term and the second term on theright-hand side as the Reynolds

stress (RS) term.
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We saw before, in section 6.3.1, that whenφ = π
2 , 〈ū〉 and〈v̄〉 are small. By considering the RS

terms of equations (6.3.3) and (6.3.4) we see why. In figure 6.17 (a) and (b),φ = π
2 , and in (c)

and (d),φ = π
4 , for Ra = 2 × 105 andPr = 1. In (a) and (c), the RS term drivinḡu is plotted,

i.e., ∂(vw)
∂z

, and in (b) and (d), the RS term drivinḡv is plotted, i.e.,∂(uw)
∂z

. The magnitude, as

given by the colour bar, is only slightly higher in theφ = π
4 cases, yet, it is clear that in theφ = π

4

cases the correlations are much stronger, with a positive band evident in the upper half-plane and

a negative band in the lower half-plane, resulting in the systematic mean flows observed in figure

6.14. In contrast, in theφ = π
2 cases the correlations are highly fluctuating in time such that they

average to a small value and hence there are no systematic flows for vertical rotation.

 

 

0

0

0.2

0.4

0.6

0.8

1

1.8 2.2 2.6

50

−50

z

t
3

∂
∂z
(vw)

(a)

 

 

0

0

0.2

0.4

0.6

0.8

1

1.8 2.2 2.6

50

−50

z

t
3

∂
∂z
(uw)

(b)

 

 

0

0

0.2

0.4

0.6

0.8

1

1.6 2.4 2.8

50

−50

z

t
2

∂
∂z
(vw)

(c)

 

 

0

0

0.2

0.4

0.6

0.8

1

1.6 2.4 2.8

50

100

−50

−100

z

t
2

∂
∂z
(uw)

(d)

Figure 6.17: Contour plots of the Reynolds stresses terms given by ∂
∂z
(vw) in (a) and (c) and

∂
∂z
(uw) in (b) and (d). In all cases,Pr = 1 andRa = 2× 105 but in (a) and (b),φ = π

2 , and in

(c) and (d),φ = π
4 .

Next, we analyse the size of the terms that contribute to the size of the mean flows, given in (6.3.3)

and (6.3.4), for differentPr. To do this, we plot each of the terms in equations (6.3.3) and(6.3.4)
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as a function ofz. From figure 6.18, we see that the dominant balance is betweenthe mean flow

term (blue) and the Reynolds stress term (red) with a less significant contribution from the viscous

term (green). We note that, forPr = 1, the mean flow terms and the mean flows themselves are

identical, and so a solid blue line is not visible in figure 6.18 as it lies beneath the black line.

We see that, the viscous term contributes toū more than it does tōv, this is because the viscous

term affectingū depends on̄v which tends to be larger than̄u, whilst the viscous term affectinḡv

depends on̄u.

Comparing thePr = 1 andPr = 0.1 cases, we observe that thePr = 0.1 flows are bigger, even

though the correlations are smaller forPr = 0.1 than they are forPr = 1. However, the factor of

Pr in equations (6.3.3) and (6.3.4) means that for smallerPr, a larger mean flow can be driven

even for smaller Reynolds stresses. Similarly, thePr factor in the viscous terms means that asPr

is decreased, the magnitude and vertical structure of the mean flows are increasingly dominated

by the Reynolds stresses.
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Figure 6.18: Top: each of the terms in equation (6.3.3) driving ū. Bottom: each of the terms in

equation (6.3.4) drivinḡv. In both cases the terms are plotted as a function ofz for Ra = 2×105,

Ta = 105 andφ = π
4 . The solid lines representPr = 1 and the dashed lines representPr = 0.1.

In blue are the mean flow terms, in red are the Reynolds stress terms and in green are the viscous

terms. Also plotted are the mean flows (black) without thePr factor.

Figure 6.19 shows plots of each of the terms in equations (6.3.3) and (6.3.4) but nowRa
Rac

is held

constant. As in figure 6.18,̄v is dominated by the Reynolds stress term with a small contribution
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from the viscous term. Again,̄u is also dominated by the Reynolds stress term, but the viscous

term forPr = 1 is also significant. As explained before, this is due tov̄ being much larger than

ū. In this case, the Reynolds stress terms are much larger forPr = 1 than forPr = 0.1 and

as a result the mean flows driven are larger, especiallyv̄, even when thePr factors in equations

(6.3.3) and (6.3.4) are taken into account.
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Figure 6.19: Top: each of the terms in equation (6.3.3) driving ū. Bottom: each of the terms in

equation (6.3.4) drivinḡv. In both cases the terms are plotted as a function ofz for Ra = 27Rac,

Ta = 105 andφ = π
4 . The solid lines representPr = 1 and the dashed lines representPr = 0.1.

In blue are the mean flow terms, in red are the Reynolds stress terms and in green are the viscous

terms. Also plotted are the mean flows (black) without thePr factor.

6.4 Addition of a thermal wind

We now study our system with an imposed horizontal temperature gradient, i.e.,Ty 6= 0. As

discussed previously (see section 2.3.2), this results in athermal wind that has vertical shear.

As mentioned in Chapter 1, specifically, section 1.4.3, there have been a number of studies

involving the interaction of mean flow and shear. For example, see Hathaway & Somerville (1986,

1987) and Saito & Ishioka (2011), however, these studies impose the vertical shear rather than

having the shear result from a latitudinal temperature gradient. Rashidet al. (2008), considered

hydrodynamic instabilities in a system with a latitudinal temperature gradient, but they assume
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a stable stratification and have baroclinic modes. As far as we are aware, there have been no

published results of a nonlinear study of mean flows in a tilted plane layer with thermal wind

shear.

Throughout this section, we fixTy = −0.5, since, from Chapter 3, figure 3.4, the cells with a

negativeTy have exaggerated poleward tilt and we might expect this to help drive mean flows. A

negativeTy is representative of bodies with hotter equators and coolerpoles.

We begin by considering the effect ofTy 6= 0 on the nonlinear solutions. As we did forTy = 0

(section 6.2.1), we slowly increaseRa from its value at onset. Initially, we letPr = 1 and vary

φ, the results are shown in figure 6.20. In (a), we plot againstRa and in (b), we plot againstRa
Rac

.

As Ra is increased the solutions undergo a number of transitions and each type of solution is

represented by a different symbol. Red squares represent steady solutions, blue circles represent

periodic solutions, green triangles represent quasi-periodic solutions and light blue stars represent

chaotic solutions.
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Figure 6.20: Regime diagram for solutions at fixedφ andRa for Ty = −0.5, Pr = 1, φ = π
2 and

φ = π
4 . Red squares represent steady solutions, blue circles represent periodic solutions, green

triangles represent quasi-periodic solutions and light blue stars represent chaotic solutions.The

results are plotted against (a)Ra, and (b) Ra
Rac

.

From Chapter 3, section 3.5.2, the critical Rayleigh numbercan be slightly altered when a thermal

wind is introduced - forPr = 1 andTy = −0.5, it is reduced. In this case,Rac = 2.05× 104 for
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φ = π
2 andRac = 2.57 × 104 for φ = π

4 . The regime diagram in figure 6.20 shows the solutions

pass through the same sequence of bifurcations as whenTy = 0 (see figure 6.1). However, with

Ty = −0.5, the transition to chaos happens sooner (at a lower value ofRa, Ra
Rac

) for bothφ = π
2

andφ = π
4 .

6.4.1 Nonlinear solutions

To see the effect of the horizontal temperature gradient on the form of the nonlinear solutions, we

plot contours ofψ(y, z) (see figure 6.21). In (a),Ra = 40000 and we display a snapshot of a

steady solution. The solution is similar in appearance to that whenTy = 0; the convection cells

are aligned with the tilt. In (b),Ra = 55000 and the solution is oscillatory; in this case the cells

are confined to the bulk of the layer, with little flow close to the boundaries. In (c),Ra = 60000

and the neat convection cell pattern in (b) has been distorted. By Ra = 2 × 105, the solution

lies well within the chaotic regime, this is reflected in the more chaotic streamfunction we see in

subfigure (d). Note asRa has increased the length scale of the solutions has also increased, as

was the case whenTy = 0 (see figure 6.4).

Figure 6.22 shows the typical evolution of the temperature of a chaotic solution. In (a), contours

of the basic state temperature,TBS = 1 − z + Tyy, are shown as a function ofy andz. Clearly

evident is the temperature gradient in both the horizontal and vertical directions. In the basic

state, the hottest fluid is at(y, z) = (0, 0) and the coolest fluid is at(y, z) = (L, 1). Allowing

the system to evolve, and correcting the basic state by the perturbationθ(y, z), to give the total

temperatureT (y, z) = 1− z + Tyy + θ(y, z), gives the contours shown in (b), for one particular

case. Whilst it is difficult to interpret exactly what has occurred physically, we can see that there

has been a move to isothermalise the layer at fixedy. So, whilst the gradient in they-direction

still exists, the gradient in thez-direction has been diminished.

A note on large-scale solutions

In section 6.2.4, we remarked on large-scale solutions thatwere found whenTy = 0 (see table

6.1), where in some cases, the solutions somewhat unexpectedly, returned to a steady state at

largeRa. We have not found any such solutions whenTy = −0.5. Using theTy = 0 large-scale

solution as an initial condition, and slowly increasing|Ty|, we were only able to find large-scale

steady solutions at very small|Ty|, i.e., |Ty| ≤ 0.05. For larger|Ty|, the solutions remained

chaotic.
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Figure 6.21: Contours of the streamfunctionψ(y, z) in a settled state for the case withPr = 1,

φ = π
4 andTy = −0.5. In (a),Ra = 40000, in (b),Ra = 55000, in (c),Ra = 60000 and in (d),

Ra = 2× 105.
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Figure 6.22: (a) Contours of the basic state temperature,TBS = 1− z+ Tyy. (b) Contours of the

total temperatureT (y, z) = 1− z+ Tyy + θ(y, z) after the system has been allowed to evolve in

time, for the case withPr = 1, φ = π
4 , Ty = −0.5, andRa = 2× 105.

6.4.2 Interaction between convection and thermal wind shear

The thermal wind shear that balances the horizontal temperature gradient has an associated

velocity which we use as our basic state velocity. The only non-zero component of this velocity
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is in thex-direction and, from equation (2.3.59), is given by

UBS = −TyRa
(

z − 1
2

)

Ta
1
2 sinφ

. (6.4.5)

In our convecting system, as time evolves, two things can happen:

1. The convection can put energy into the shear and increase it.

2. The convection can extract energy from the shear and decrease it.

To assess which of these occurs, we defineutotal = UBS + u to be the total velocity in thex-

direction. We are then interested in the kinetic energy in the total mean flow, i.e.,KEūtotal =

1
2

∫ 1
0 (UBS + u)2 dz. As before, we consider two measures of this, depending on howwe take the

time-average. The mean measure is given by

KE〈ūtotal〉 =
1

2

∫ 1

0
(〈UBS + u〉)2 dz (6.4.6)

and the variability measure is given by

〈KEūtotal〉 =
1

2
〈
∫ 1

0
(UBS + u)2 dz〉. (6.4.7)

With these new quantities, (6.4.6) and (6.4.7), and the measures from section 5.5, we investigate

the effect of a nonzeroTy on the mean flows driven.

Figure 6.23 (a) shows plots of the ratio of the variability measure to the total kinetic energy, for

differentφ, againstRa (top row) andRa
Rac

(bottom row) forPr = 1 andTy = −0.5 and (b) shows

plots of the ratio of the mean measure to the total kinetic energy against the same quantities. The

left-hand columns of (a) and (b), show plots ofū and the right-hand columns, show plots ofv̄.

The solid lines representTy = −0.5 and the dotted lines are theTy = 0 results from before, for

comparison. We see that theTy = −0.5 flows are generally more energetic than theTy = 0 flows

(they have a higher variability measure of kinetic energy).In a similar way, we observe that the

φ = π
4 cases are more energetic than theφ = π

2 cases. However, the largerφ is, the larger the

mean measure (at large enoughRa) and so the largerφ is, the more systematic the flow. Note

that, as forTy = 0, v̄ is more systematic than̄u when a thermal wind is present. Notice also that,

unlike in theTy = 0 case, whenφ = π
2 , a non-zero mean flow is driven. This is because of the

basic state shear flow in thex-direction.

Figure 6.23 (c) plots the mean and variability measures ofKEūtotal as given by equations (6.4.6)

and (6.4.7) againstRa (top row) and Ra
Rac

(bottom row). The dashed lines represent the energy

in UBS , i.e., the energy in̄u at t = 0, and so we can assess whether the shear is increased or
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ū
〉

K
E

p
er

t

〈K
E

ū
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Figure 6.23: Ratio of the KE in the mean flows to KE in the perturbations calculated using (a) the

variability measure and (b) the mean measure. The solid lines are forTy = −0.5 and the dotted lines

are forTy = 0. In (c), the ratio of the KE in̄utotal to total KE is presented with dashed lines corresponding

to the KE inUBS . In all cases,Pr = 1, and the blue lines correspond toφ = π
2

and the red lines toφ = π
4

.
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decreased over time. In this case, for bothφ, the mean measure gives an increase in the shear -

this means there is less energy available to put intov̄ and hence could explain why, forφ = π
4 , v̄

is smaller forTy = −0.5 than whenTy = 0.

Now let us consider the energy in the mean flows whenφ = π
4 and the Prandtl number is varied,

the results are shown in figure 6.24. In (a), is the variability measure of the energy in the flows and

in (b), is the mean measure of the energy in the flows. Again, wesee that theTy = −0.5 flows

are generally more energetic than theTy = 0 flows (larger variability measure). To compare the

different Prandtl numbers it is important to consider the difference between fixedRa and fixed

Ra
Rac

, because of the difference inRac betweenPr = 1 andPr = 0.1. For fixedRa, thePr = 0.1

flows are more energetic than forPr = 1, and are more systematic. This results inv̄ having the

largest mean whenPr = 0.1, which might be to be expected sinceRac decreases withPr, and

so for fixedRa, the system is more supercritical forPr = 0.1. For small Ra
Rac

, the behaviour is

as for fixedRa, but for large Ra
Rac

, the energy, as given by the variability measure, is similarfor

Pr = 1 andPr = 0.1. However, forPr = 0.1 the flow iny is much more systematic, leading to

a larger mean measure ofv̄.

Figure 6.24 (c), left-hand plots, give that the shear is increased forPr = 1 and decreased for

Pr = 0.1. Therefore, forPr = 1, there is less energy available forv̄ and we see that, forPr = 1,

the mean measure ofv̄ for Ty = −0.5 is smaller than forTy = 0, but forPr = 0.1, there is more

energy available to put intōv, and this is consistent with the fact thatv̄ is larger forTy = −0.5,

than it is forTy = 0.

We can see examples of some of the characteristics describedabove by looking at the mean flows

as a function of time andz. Figure 6.25 shows̄u andv̄ as function of time andz and alongside

the contour plots are the time-averaged mean flows forRa = 2 × 105, Pr = 1, Ty = −0.5 and

(a) φ = π
2 and (b)φ = π

4 . We see that the system with a tilted rotation vector drives alarger

mean flow. This is what we expect from the plots of the mean kinetic energy in figure 6.23 (b), at

Ra = 2 × 105. Comparing with the equivalent plots when there is no thermal wind (figure 6.14

(a) and (b)), we see a difference between theφ = π
2 cases. WhenTy = 0, the mean flow is small,

but whenTy = −0.5, there is a significant mean flow with a preferred direction. Whenφ = π
4 ,

the mean flows are similar in that their structure inz appears to be qualitatively the same. But

we do see that the mean flows are larger in the thermal wind case. This is in agreement with the

energy plots in figure 6.23 (b), atRa = 2× 105.

In figure 6.26 we varyPr whilst keepingφ = π
4 , Ra = 2 × 105 andTy = −0.5. In this case,

〈ū〉 is largest whenPr = 1, whereas〈v̄〉 is largest whenPr = 0.1. This concurs with the energy
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Figure 6.24: Ratio of the KE in the mean flows to KE in the perturbations calculated using (a) the

variability measure and (b) the mean measure. The solid lines are forTy = −0.5 and the dotted lines

are forTy = 0. In (c), the ratio of the KE in̄utotal to total KE is presented with dashed lines corresponding

to the KE inUBS . In all cases,φ = π
4

, and the blue lines correspond toPr = 1 and the red lines to

Pr = 0.1.
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Figure 6.25: Contour plots of the mean flowsū(z, t), v̄(z, t) and their corresponding time-average

〈ū〉, 〈v̄〉 as a function ofz. In (a) and (b),Pr = 1, Ty = −0.5 andRa = 2× 105 butφ is varied.

In (a)φ = π
2 and in (b)φ = π

4 .
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ū 〈ū〉
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Figure 6.26: Contour plots of the mean flowsū(z, t), v̄(z, t) and their corresponding time-average

〈ū〉, 〈v̄〉 as a function ofz. In both casesφ = π
4 , Ty = −0.5 andRa = 2× 105 but in (a)Pr = 1

and in (b)Pr = 0.1.

plots of figure 6.24. In both (a) and (b), forv̄, the maximum magnitude is similar to the amplitude

of the mean flow suggestinḡv is systematic. On comparison with theTy = 0 case (fig 6.16 (a)

and (b)), we see that the thermal wind case gives more energetic flows, especially for̄v.

To assess whether the steepness of the gradient of shear is increased or decreased for a range of

parameters we use the mean measure of energy inūtotal. This is because we want a measure

of the gradient of velocity and so the sign of the velocity is significant. In the examples so far,

whether or not the shear is increased or decreased has depended onPr andφ. We now examine

this parameter dependence. Using the mean measure only, we determine whether the shear is

increased or decreased for a number of different parameter regimes. The results are shown in

figure 6.27. We hold two ofφ, Pr, Ra andTa constant and vary the other two, marking points
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Figure 6.27: Regime diagram to show for which parameters theshear is increased, and for which

the shear is reduced and energy extracted from the shear. Reddots indicate a decrease in shear

and black crosses indicate an increase. In all casesTy = −0.5.

in parameter space whereKEūtotal < KEUBS (shear reduced) with a red dot and points where

KEūtotal > KEUBS (shear increased) with a black cross. Although this is not a complete study

of all possible parameters, we can still see some trends. In particular, asPr, Ta orφ is decreased,

or Ra is increased, the convection tends to extract energy from the shear. This can perhaps be

explained if we consider the form of the shear. From equation(6.4.5), we have

dUBS

dz
= − TyRa

Ta
1
2 sinφ

(6.4.8)

and so increasingRa, or decreasingTa or φ, increases the basic state shear. If the basic state

shear is strong, then we would expect the convection to act toreduce the shear by extracting

energy from it, rather than increasing it further, this is inagreement with what we observe in our

simulations.

6.4.3 Reynolds Stresses

Taking horizontal averages of thex andy components of the momentum equation, (5.2.1), gives

the mean flow equations. Even ifTy 6= 0, we find the mean flow equations are exactly as in

equations (6.3.1) and (6.3.2). That is, the mean flows do not explicitly depend onTy. Changes
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to the mean flows withTy must occur due to the implicit dependence of the Reynolds stresses on

Ty.

As before, we can consider contour plots of the Reynolds stresses as a function of time andz.

Figure 6.28 hasRa = 2× 105, Pr = 1, Ty = −0.5 and in (a) and (b),φ = π
2 , and in (c) and (d),

φ = π
4 . In (a) and (c) are the RS terms responsible for drivingū, i.e., ∂(vw)

∂z
, and in (b) and (d)

are the RS terms responsible for drivingv̄, i.e., ∂(uw)
∂z

. If we compare with figure 6.17, which has

no thermal wind for the same parameter values, we see that theReynolds stresses produced in the

thermal wind case are larger in magnitude. We also notice that the RS terms in theφ = π
2 case

are more systematic, leading to the significant mean flow we saw driven in the earlier example

(see figure 6.25), this was not the case whenTy = 0.
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Figure 6.28: Contour plots of the Reynolds stresses terms given by ∂
∂z
(vw) in (a) and (c) and

∂
∂z
(uw) in (b) and (d). In all cases,Pr = 1, Ra = 2 × 105 andTy = −0.5 but in (a) and (b),

φ = π
2 and in (c) and (d),φ = π

4 .

We perform a similar analysis to the one in section 6.3.3, by plotting each of the terms in equation
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(6.3.3) and (6.3.4) as a function ofz. Figure 6.29 hasRa = 2×105, Ta = 105, φ = π
4 ,Ty = −0.5

andPr = 1 (solid) andPr = 0.1 (dashed). Again, it is noticeable that the Reynolds stresses in

thePr = 1 case are significantly bigger than in thePr = 0.1 case, yet̄v in thePr = 0.1 case is

larger than in thePr = 1 case and̄u is comparable for the twoPr. Comparing the thermal wind

plots (figure 6.29) with the plots whereTy = 0 (figure 6.18) we observe that̄v is much larger

when the thermal wind is present, this comes from the larger Reynolds stress driving that occurs

whenTy 6= 0.
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Figure 6.29: Top: each of the terms in equation (6.3.3) driving ū. Bottom: each of the terms in

equation (6.3.4) drivinḡv. In both cases the terms are plotted as a function ofz for Ra = 2×105,

Ty = −0.5, Ta = 105 andφ = π
4 . The solid lines representPr = 1 and the dashed lines

representPr = 0.1. In blue are the mean flow terms, in red are the Reynolds stressterms and in

green are the viscous terms. Also plotted are the mean flows (black) without thePr factor.

Figure 6.30 shows the same terms as figure 6.29 but nowRa
Rac

is held constant, rather thanRa.

The dominant balance is still between the Reynolds stress term and the mean flow term, butū has

a significant contribution form the viscous term. As before,for fixed Ra
Rac

, the Reynolds stress

terms are much larger whenPr = 1, and even when considering thePr factor in the equations,

the mean flows are still larger forPr = 1. Comparing with figure 6.19 (the equivalent plots for

Ty = 0) we see that the terms are of a similar size forv̄ whenPr = 1, but forPr = 0.1, v̄ is

larger when a thermal wind is present as a result of increasedReynolds stresses.
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Figure 6.30: Top: each of the terms in equation (6.3.3) driving ū. Bottom: each of the terms in

equation (6.3.4) drivinḡv. In both cases the terms are plotted as a function ofz for Ra = 27Rac,

Ty = −0.5, Ta = 105 andφ = π
4 . The solid lines representPr = 1 and the dashed lines

representPr = 0.1. In blue are the mean flow terms, in red are the Reynolds stressterms and in

green are the viscous terms. Also plotted are the mean flows (black) without thePr factor.
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6.5 Summary

The first part of the chapter considered nonlinear Boussinesq convection with a tilted rotation

vector and a purely vertical temperature gradient (no thermal wind). We ran a number of

simulations for a range ofRa, varyingφ andPr (with Ta = 105 in most cases). It was found that

the solutions progressed through a series of different regimes asRa was increased. The general

pattern was to go from steady to oscillatory to quasi-periodic to chaotic, but whenPr = 0.1 we

found a slightly different regime which we referred to as therelaxation oscillation regime. In some

cases, asRa was increased, the solutions moved through the chaotic regime and steady solutions

were again found. These were large-scale solutions which were found to be very efficient at

transporting heat by convection. Although no strict relationship was found, it was noted that

these solutions were more likely to persist at higherTa, for smallerPr andφ. These large-scale

solutions are perhaps a manifestation of the fact we have∂
∂x

≡ 0, and if we were to consider the

full three-dimensional system, we may no longer find such large-scale, steady solutions. This is

beyond the scope of this thesis but is discussed further in Chapter 9.

We are interested in the mean flows that can be driven by convection in our plane layer system.

By tilting the rotation vector from the vertical we found non-trivial correlations which led to

significant, systematic mean flows. Withφ = π
2 (vertical rotation vector), all directions are equal

and there is no preferred flow direction. The vertical structure of the mean flows was observed

to be very similar between the tilted cases considered but very different between the tilted and

untilted cases. Deriving the mean flow equations highlighted the Reynolds stress terms which are

responsible for driving the mean flows. It was shown that forφ = π
2 , these terms are small on

averaging, but for a tilted case, they form a systematic pattern on averaging. SmallerPr does

result in smaller RS terms but thePr factor in the mean flow equations mean that, in fact, larger

mean flows can result at smallerPr.

The second part of the chapter considered the addition of a thermal wind (via a horizontal

temperature gradient) to the above system. It was found thatthis caused the transition to chaos

to occur over a smaller range ofRa. Large-scale solutions were only found at very smallTy, for

larger|Ty|, the solutions remained chaotic. It was thought a thermal wind would aid the driving

of mean flows and in general, adding a thermal wind did drive more energetic flows. We also

demonstrated that even when the rotation vector is vertical, if Ty 6= 0, a nontrivial mean flow

is driven. Derivation of the mean flow equations in the case when Ty 6= 0, gave no explicit

dependence onTy and so changes to the mean flows withTy must occur due to the implicit
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dependence of the Reynolds stresses onTy. Generally, flows in the plane of the rotation vector (v̄)

are more systematic than those that are not (ū) but we save a discussion of the physical relevance

of this for the concluding chapter (Chapter 9).

We studied the interaction of convection and thermal wind shear and showed it is possible for

convection to put energy into, or extract energy from, the thermal wind shear. In particular, figure

6.24 showed that whenPr = 1, the shear is increased by the convection but whenPr = 0.1, the

shear is decreased. More generally, we found that whether convection put energy into, or extracted

energy from, the shear flow depended on the parametersPr, Ra, Ta andφ. We identified a

general trend that decreasingPr, φ or Ta tended to cause the convection to extract energy from

the shear.

This study has been restricted to the two-dimensional case corresponding to the EW rolls of

Chapter 3, i.e.,∂
∂x

= 0. As predicted by the linear theory, NS rolls are stabilised upon addition

of a strong enough thermal wind shear and we performed a number of nonlinear simulations to

confirm this, but the results were not shown in this chapter.
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Chapter 7

Nonlinear Anelastic Convection

7.1 Introduction

Until now, the nonlinear work we have presented has assumed the Boussinesq approximation

(see section 2.3), but as discussed previously, it is more realistic to allow for density changes

across the layer depth. To do this, we consider the system under the anelastic approximation, as

derived in Chapter 2, section 2.4. The linear analysis of this anelastic system was carried out in

Chapter 4. This chapter builds on that work to examine the nonlinear effects of stratification on

the convection in our system. We first analyse the change the stratification makes to the dynamics,

before assessing the impact on the mean flows driven. The numerical technique used to solve the

nonlinear anelastic equations, (2.4.142)-(2.4.144), is similar to that used in the previous chapter,

but there are some differences because of thez-dependence of the reference state. The details of

the code used to solve the nonlinear anelastic equations were given in section 5.7.

7.2 Numerical results

To investigate the effect of stratification on our system, wevary θ, as, from section 4.2,θ can be

thought of as a measure of compressibility. Throughout thischapter we fix the rotation rate at

Ta = 105, the angle of the rotation vector atφ = π
4 and the size of the computational box at

L = 5. We begin by examining the types of solution that occur for increasing|θ|, whilst keeping

Ra fixed. The results are shown in figure 7.1, where we have indicated the type of solution that

occurs for a range of|θ|andRa values. We include the Boussinesq results (equivalent to setting

θ = 0), in order to see directly, the difference between the stratified and non-stratified cases. For
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θ = 0, apart from the solution atRa = 50000, all the solutions shown are chaotic (denoted by

a cross), but increasing|θ| introduces another type of solution, the relaxation oscillation (denoted

by a dot). This type of solution was described in detail in section 6.2.5 for Boussinesq convection.

From the regime diagram, we see that onceRa is large enough, for allθ 6= 0 that we studied, the

relaxation oscillation solution is the type of the solutionwe see. AtRa = 50000 (the lowestRa

shown in figure 7.1), there also exist steady and quasi-periodic solutions, but we shall focus on

the cases where the solutions are chaotic in this chapter.
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Figure 7.1: A regime diagram to show the types of solution that occur in our system, for different

values ofθ andRa. Steady solutions are denoted by a square, quasi-periodic solutions by a

triangle, chaotic solutions by a cross and relaxation oscillation solutions by a dot. In all cases

Pr = 1.

To see the difference between the chaotic and relaxation oscillation regimes, we show an example

of the time series of the kinetic energy in the perturbationsin each case, see figure 7.2. In (a),

the solution is chaotic and this is characterised by the apparent random path ofKEpert in time.

This is in contrast to (b), where the solution is in the relaxation oscillation regime, and we observe

bursts of energy intermittently with chaotic behaviour present in between the bursts. We described

the relaxation oscillation, or intermittent, regime in detail in section 6.2 where we were using the
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Boussinesq approximation, but in that case we requiredPr = 0.1 to find any relaxation oscillation

solutions.
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Figure 7.2: Time series ofKEpert for Pr = 1, θ = −0.79 for a chaotic solution in (a) at

Ra = 2× 105 and a relaxation oscillation solution in (b) atRa = 5× 105.

To analyse a large number of simulations more easily, we wishto be able to consider time-

averages, but this needs to be done with caution. From figure 7.2 (a), we can see that averaging

over a long enough time period will give reasonably steady statistics, independent of the time

period we choose to average over, but from figure 7.2 (b), the statistics will depend on how

many bursts are included in the time period over which the average is taken. In other words, the

variance about a mean of the relaxation oscillation solution will be higher than that of a chaotic

solution. This is demonstrated by considering the probability distribution of the kinetic energy in

each case (see figure 7.3). In (a), there is a well defined peak of the distribution and much less

power in the tails of the distribution. However, in (b), there is a much larger spread of the data.

This information tells us that time-averaged data may not bethe best measure for the intermittent

solutions as there is a large variation of the flow in time, about the mean. To establish the effect

of stratification on the system, we therefore focus on the chaotic solutions, as these are easier to

characterise relatively accurately using time-averages.

To examine the effect of vertical stratification on the fluid velocity and entropy, we take a

Boussinesq simulation and increase|θ|. In doing so, we increase the contrast in density, pressure

and temperature between the top and bottom of the layer. For ease of reference, we recall from

section 4.2 that a contrast of 0.5 corresponds toθ = −0.37, of 0.2 to θ = −0.66, of 0.1 to

θ = −0.79 and of 0.01 toθ = −0.95. In figure 7.4, we show plots of the velocity for differentθ,

we plot(v,w) as vectors in(y, z). It is clear that as the stratification is increased, the asymmetry
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Figure 7.3: Relative distribution ofKEpert for the same parameters as used in figure 7.2. In (a)

the mean is4432.7951 and the standard deviation566.7354. In (b), the mean is31556.0515 and

the standard deviation is7743.3476

across the layer becomes stronger. Forθ = −0.37, this effect is small, but byθ = −0.95, it has

become very pronounced in that for each convection cell, thedirection of flow at the top persists

until much lower in the layer (z ∼ 0.2 for θ = −0.95 contrasted withz ∼ 0.5 for θ ∼ 0).

In this anelastic model, it is the departure from adiabaticity that drives convection, i.e., we only

get convection when there is a gradient of entropy across thelayer. In this sense the entropy

gradient can be thought of as analogous to the temperature gradient in Boussinesq convection.

Figure 7.5 shows the total entropy, i.e.,

stot = s̄+ s = −1

θ
ln(1 + θz) + s,

as a function of space at a snapshot in time for a number of differentθ. Again, the effect of the

stratification becomes clear as|θ| is increased; at small|θ|, mixing has taken place, in a similar

way to whenθ = 0 and thin boundary layers have formed as a result of the fixed entropy boundary

conditions. As|θ| is increased, less mixing is able to take place and there remain strong entropy

gradients across the layer. Hence, increasing the strengthof the stratification makes it harder for

the convection to redistribute the entropy.

Taking an average ofstot (overy and time) leads to the profiles shown in figure 7.6. The dashed

lines show the basic state profiles, and the solid lines show the equivalent (i.e., for the sameθ)

profiles after the simulations have been carried out; each colour represents a differentθ. We see

that, for all θ, the convection acts to make the layer closer to being isentropic, but, how close

it gets depends onθ. In other words, when|θ| is small, e.g.,θ = −0.37, most of the layer is
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Figure 7.4: Velocity plots indicating the direction of flow in the layer for differentθ. In (a)

θ = −0.37, in (b) θ = −0.66, in (c) θ = −0.79 and in (d)θ = −0.95. In all casesPr = 1 and

Ra = 5× 105. The asymmetry of the layer increases with|θ|.



Chapter 7. Nonlinear Anelastic Convection 170

 

 

0
0

0.2

0.4

0.6

0.8

1

1 2 3 4 5
y

z

θ = −0.37

−1

−0.2

−0.4

−0.6

−0.8

−1.2

(a)

 

 

0
0

0.2

0.4

0.6

0.8

1

1 2 3 4 5
y

z

θ = −0.66

−1

−0.5

−1.5

(b)

 

 

0
0

0.2

0.4

0.6

0.8

1

1 2 3 4 5
y

z

θ = −0.79

−1

−0.5

−1.5

(c)

 

 

0
0

0.2

0.4

0.6

0.8

1

1 2 3 4 5
y

z

θ = −0.95

−1

−2

−3

(d)

Figure 7.5: Contours of the total entropy,s̄ + s, corresponding to the velocity plots in figure 7.4.

In (a) θ = −0.37, in (b) θ = −0.66, in (c) θ = −0.79 and in (d)θ = −0.95. In all casesPr = 1

andRa = 5× 105. The amount of mixing that occurs in the layer decreases as|θ| increases.



Chapter 7. Nonlinear Anelastic Convection 171

isentropic because the layer is well mixed, though there aresmall regions close to the boundaries

where the entropy distribution changes. But, as|θ| is increased, the size of the isentropic region

decreases and the upper region remains stratified; this effect increases with|θ|. It should be noted

that we expect the entropy distribution to become more uniform as the degree of supercriticality is

increased, and so to compare the differentθ, we should perform the same analysis ofstot at fixed

Ra/Rac, as opposed to fixedRa. However, here, the critical Rayleigh number is only slightly

changed asθ is changed and so all cases are such that14.2 < Ra/Rac < 15.4, and therefore we

take this analysis to be valid without having to repeat for fixedRa/Rac.
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Figure 7.6: Vertical structure of the mean entropy,s̄tot, for the parameters used in figure 7.5. In

red,θ = −0.37, in blue,θ = −0.66, in black,θ = −0.79 and in purple,θ = −0.95. The dashed

lines correspond to the basic state entropy and the solid lines tos̄tot after the simulations have

been carried out.

Next, we consider the effect of increasing|θ| on the kinetic energy of the system. From the

definition ofKEpert in section 5.7.2, we see that it depends explicitly onρ̄. Forθ = 0, ρ̄ = 1 for

all z, but as|θ| is increased,̄ρ ≤ 1 for all z, and is only equal to one on the bottom boundary.

In other words, the total mass in the layer is decreased as|θ| is increased, and this, by definition,

will result in a decreased kinetic energy. But,θ also has an impact onu, and so it is not clear

what will happen to the kinetic energy as|θ| is varied. To see what happens, we plot two cases in

figure 7.7: one of the cases is from the chaotic regime (Ra = 2 × 105, crosses) and the other is

from the relaxation oscillation regime (Ra = 5 × 105, dots). For the relaxation oscillation case,

as |θ| is increased, the energy in the perturbations exhibits an increase until|θ| ∼ 0.6, and then

the energy decreases in a more rapid fashion compared to the rate of increase in the energy that

occurred at small|θ|. As discussed previously, we would expect a decrease in the energy with
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increasing|θ|due to the decrease in̄ρ, but for |θ|. 0.6 the energy is increasing and so this must

be due to an increase in the fluid velocity. This increase is likely to be, in part, a result of the

decrease inRac in this region ofθ space, so that, as|θ| is increased, there is a small increase in

supercriticality which we would expect to lead to larger velocities, but this increase is small and

so may not be the only contributing effect.

The time-averaged kinetic energy of the chaotic solutions (Ra = 2 × 105) possess a similar

behaviour, except that there is not the increase in kinetic energy for small|θ| that is seen for the

relaxation oscillation solution (Ra = 5 × 105), the more rapid decrease of kinetic energy with

increasing|θ|as seen in the relaxation oscillation case, does occur at higher |θ| though.
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Figure 7.7: Kinetic energy in the perturbations as a function of θ for Pr = 1 andRa = 2× 105

(crosses), from the chaotic regime andRa = 5 × 105 (dots), from the relaxation oscillation

regime.

7.2.1 Mean flows

As was the case in the previous chapter, we are interested in analysing the mean flows driven

by the system. In this case, we are particularly interested in the effect of stratification on the

mean flows. Figure 7.8 shows plots of the energy inū andv̄ as a function ofθ, for Pr = 1 and

Ra = 5×105. The red symbols represent the kinetic energy as calculatedusing the mean measure

and the blue symbols represent the kinetic energy as calculated using the variability measure (see

equations (5.7.165) and (5.7.166) respectively for definitions of these quantities). Also plotted is

the ratio of the energy in the mean flow to the energy in the perturbations (as given in figure 7.7).

This should give us a guide as to whether the behaviour of the energy in the mean flows reflects
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the behaviour of the energy in the perturbations, or if thereis some other process affecting the

mean flows. As before, we use both the mean and variability measures of the energies to quantify

the behaviour, where the mean measure is given by the red crosses and the variability measure

by the blue dots. First, if we consider̄u, we see that as|θ| is increased, the variability measure

increases slightly, before decreasing. The ratio follows asimilar pattern suggesting that for small

|θ|, the energy in̄u increases slightly more than it does in the perturbations and at larger|θ| the

energy inū is decreased more than it is in the perturbations. The mean measure of the energy in

ū gives a different perspective: for the smaller|θ| (less than approximately0.5), there is a clearer

increase in the energy in̄u, the ratio also exhibits this steeper increase and so the mean energy

in ū increases more over this range of|θ| than than the energy in the perturbations does. After

|θ| ≈ 0.5, the mean measure of the energy inū decreases, but the ratio remains roughly constant,

which suggests the decrease in energy of the mean is due to theinfluence of increasing|θ| on the

whole system, rather than any particular influence of the larger stratifications on the correlations

driving ū. Note also, as|θ| is increased, the mean and variability measures ofū become much

closer, suggesting that the stratification acts to drive more systematic mean flows. By contrast,

v̄ is systematic for all|θ|. Examining the variability measure ofv̄ shows that it remains roughly

constant until|θ| ≈ 0.65, at which point it then decreases with increasing|θ|. The behaviour

when |θ| ≤ 0.65 of v̄ is thought to be as a consequence of the effect of increasing|θ| on the

whole system because the ratio to kinetic energy in the perturbations remains roughly constant

throughout this region. But, when|θ| > 0.65, there is a decrease in both the variability measure

of the mean energy and the ratio, implying that it is the mean that is decreased more than the

perturbations. For̄v, the mean measure follows much the same path as the variability measure

and therefore the same comments can be made about it.

As described in section 7.2, there is a difference in the time-dependent behaviour of the kinetic

energy in the chaotic and relaxation oscillation cases. Therefore, it is interesting to consider

whether this difference is also present in the mean flows driven by the convection. To investigate

this, we plotv̄ as a function ofz and t for θ = −0.79 in each of the two regimes, the results

are shown in figure 7.9. In (a), the solution is from the chaotic regime and in (b), the solution is

from the relaxation oscillation regime. In (a), for the chaotic solution, the distribution of strong

positive flow in the top half of the plane is fairly even, whereas in (b), for the relaxation oscillation

solution, there are short regions of strong mean flow consistent with the bursting profile we

observed in figure 7.2 (b). There is a clear asymmetry across the layer depth which was not

present in the Boussinesq examples we examined (see for example, figure 6.14); we shall now

investigate this asymmetry further. For this purpose, we will focus on the chaotic regime, as for
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and the variability measure (blue dots) for the case corresponding to figure 7.7, i.e.,Pr = 1 and

Ra = 5× 105.
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reasons mentioned before, we are able to work with time-averages more confidently.
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Figure 7.9: Contour plots of̄v in two different regimes. In (a) the solution is chaotic and in (b)

the solution is from the relaxation oscillation regime. In both cases,Pr = 1, θ = −0.79 with

Ra = 2× 105 in (a) andRa = 5× 105 in (b).

Before considering such time-averages, we consider the time-dependent mean flows,ū(z, t) and

v̄(z, t), for three different stratifications. Contour plots of these flows are shown in figure 7.10. In

(a),θ = −0.24, and the density at the bottom of the layer is just 1.5 times the density at the top of

the layer; in (b),θ = −0.66, and the density at the bottom of the layer is five times the density at

the top of the layer, and in (c),θ = −0.79, the density at the bottom of the layer is ten times the

density at the top of the layer. As alluded to before, the mostnoticeable difference is the extent of

the asymmetry in the layer. For example, the positive flow ofv̄ in the upper half-plane only just

penetrates down into the lower half-plane for small|θ|, but the stronger stratification becomes,

the further it penetrates into the layer.ū is more time-dependent and harder to interpret thanv̄,

but the asymmetry is still evident. From figure 7.10, anothereffect of increasing the stratification

appears to be that the maximum magnitude of the flow decreasesas |θ| increases, but the flows

become more systematic.

To quantify these properties, we consider the mean and variation of the flows in time, and see how

they vary withθ, and also the depth at which they are calculated, i.e., how they vary withz. In

figure 7.11, we plot the time-averaged mean forū and v̄ along with error bars corresponding to

the standard deviation (σ) from that mean. In (a), the stratification is small, withθ = −0.24, and

in (b), the stratification is much stronger, withθ − 0.79. In (a), for ū, we see thatσ is smallest

near to mid-layer and grows as we move out towards the boundaries, but in (b),σ(ū) is smallest

at a deeper layer. This behaviour is also seen inσ(v̄), where for small|θ|, σ is fairly even across
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Figure 7.10: Contour plots of the mean flowsū andv̄. In (a)θ = −0.24, in (b) θ = −0.66 and in

(c) θ = −0.79. In all casesPr = 1 andRa = 2× 105.
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the layer but with its smallest value at approximately mid-layer, but forθ = −0.79 the smallestσ

is found at much smallerz. Note also, the mean of̄u andv̄ is close to zero atz = 0.5 in (a), but

there is a significant flow atz = 0.5 in (b). These measures characterise the behaviour we saw

in the time-dependent plots in figure 7.10. As a percentage ofits mean,σ(ū) is larger thanσ(v̄),

indicative of the more intermittent behaviour ofū we also observed in figure 7.10 .
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Figure 7.11: Mean (black curve) and standard deviation (error bars) ofū and v̄ for Pr = 1,

Ra = 2 × 105, (a) θ = −0.24 and (b)θ = −0.79. As |θ| is increased the more systematic flow

occurs at lowerz.

Comparing figure 7.11 (a) and (b), it appears that the standard deviation at a fixedz is reduced

as |θ| is increased, this is particularly evident at the lower layers (smallerz). To examine this

statement more closely, we plot the standard deviation inū andv̄ as a function ofz, for different

θ. The results are shown in figure 7.12, where the black lines correspond to the smallest density

contrast across the layer (θ = −0.24), then purple (θ = −0.37), then orange (θ = −0.66),

then turquoise (θ = −0.79) and finally blue (θ = −0.95). The more systematic flows have the
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smallest standard deviations as they fluctuate less about their mean. From the plots we see that

generally, the stronger the stratification, the more systematic the flow, particularly in the lower

part of the plane. It is also evident that forσ(v̄), the minimum of the standard deviation occurs

at a deeper level in the layer as|θ| is increased. Forσ(ū), the trend is not so clear, however, the

flows corresponding to larger|θ|have a minimum at a lowerz than the flows corresponding to

smaller|θ|. Therefore, there are fewer fluctuations at lower levels with increasing|θ|, and it is

this that results in the larger time-averaged mean at this level.
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Figure 7.12: Standard deviation of (a)ū and (b) v̄ as a function of layer depth for different

stratifications. In blackθ = −0.24, in purpleθ = −0.37, in orangeθ = −0.66, in turquoise

θ = −0.79 and in blueθ = −0.95.

Figure 7.13 gives the time-averaged profiles ofū (top) andv̄ (bottom) for differentθ. It is not

clear from the plots if there is an obvious relationship betweenū andθ. However, it can be seen

thatū is zero at increasingly deeper levels inz as|θ| is increased. For̄v, in the upper half-plane, if

we ignore theθ = −0.95 solution, then the strongest stratifications give rise to the largest̄v. This

behaviour is not reflected in the lower half-plane. The maximum magnitude of theθ = −0.95

solution in the upper and lower half-planes is smaller than the maxima of the solutions for the

other stratifications. We also see that, as|θ| is increased, the maximum value ofv̄ in the lower

half-plane tends to occur at deeper levels. As forū, the time-averaged plots of̄v show that the

value ofz at which positive flow becomes negative flow, i.e., the layer depth at which the mean

flow is zero, becomes smaller as the stratification is increased, this is in agreement with the time-

dependent plots in figure 7.10.
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Figure 7.13: Time-averaged mean flows〈ū〉 (top) and〈v̄〉 (bottom) as a function ofz. In this case

Pr = 1, Ra = 2 × 105 and in blackθ = −0.24, in purpleθ = −0.37, in orangeθ = −0.66, in

turquoiseθ = −0.79 and in blueθ = −0.95.

7.2.2 Mean flow equations

Taking a horizontal average of thex andy components of the momentum equation (2.4.142) gives

us equations governing the mean flows. This is analogous to section 6.3.3, however, here we must

remember the new definition ofψ involving ρ̄ and thatρ̄ is now a function ofz (see section 5.7).

On taking such horizontal averages, we obtain the followingequations

Prρ̄ū =
Pr

Ta
1
2 sinφ

∂

∂z

(

ρ̄
∂v̄

∂z

)

− 1

Ta
1
2 sinφ

∂(ρ̄vw)

∂z
, (7.2.1)

Prρ̄v̄ = − Pr

Ta
1
2 sinφ

∂

∂z

(

ρ̄
∂ū

∂z

)

+
1

Ta
1
2 sinφ

∂(ρ̄uw)

∂z
, (7.2.2)

where we have averaged in time and assumed a steady state so that ∂
∂t
〈ū〉 = ∂

∂t
〈v̄〉 = 0. Notice

the presence of̄ρ in the equations, and also that whenρ̄ = 1, i.e., θ = 0, equations (7.2.1) and

(7.2.2) reduce to the mean flow equations in the Boussinesq case, as given by equations (6.3.3)

and (6.3.4). In contrast to (6.3.3) and (6.3.4), the mean flowterms on the left-hand sides are now

multiplied byρ̄. The viscous term (first term on the right-hand sides) also have aρ̄multiplying the

∂v̄
∂z

, ∂ū
∂z

before the second derivative is taken. Similarly, the Reynolds stress terms (second term

on right-hand sides), have āρ multiplying the correlationsvw, uw, before the vertical derivative

is taken.

As we have just mentioned, there is a factor ofρ̄ in the mean flow terms of equations (7.2.1) and
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(7.2.2). This means that, in theory, for two differentθ, if the driving terms on the right-hand side

are of the same size, then the case with the largest|θ| will yield the largest̄u andv̄, i.e., if Prρ̄ū

is the same for two different̄ρ (fixed Pr) then ū will be larger for the smaller̄ρ (equivalent to

larger |θ|). To see this, we plot each of the terms of equations (7.2.1) and (7.2.2) in figure 7.14;

for (a) θ = 0 and (b)θ = −0.79. In addition, we plot̄u andv̄ (without thePrρ̄ factors) in red,

but for θ = 0, the mean flow term is also the overall mean flow sincePr = 1, therefore no red

line is visible in this case. However, forθ 6= 0, there is a difference between the mean flow term

and the mean flow itself. In both (a) and (b), the strong dominance of the RS terms (orange) is

clear. It is also evident that the viscous term (green) is more important in determininḡu than it

is v̄, as it was in the Boussinesq case. It is clear that the RS termsare bigger in theθ = 0 case

and this results in the mean flow terms being bigger forθ = 0. However, because forθ = −0.79,

ρ̄ ≤ 1 across the layer,̄u andv̄ are actually bigger forθ = −0.79. This effect is most prominent

at the top of the layer, where the fluid mass is at its lowest.

Figure 7.14 highlights that the dominant balance is betweenthe RS and mean flow terms.

Therefore, if we examine how the RS terms are affected byθ, it should help us to understand how

the mean flows are affected byθ. We begin by considering the time-dependent RS terms. Figure

7.15 shows contours of the RS terms as a function ofz and time for three different stratifications.

In (a), the layer has a mild stratification andθ = −0.24, in (b), the stratification is increased to

θ = −0.66 and in (c), the stratification is strong such thatθ = −0.79. The left-hand column of

plots is of the RS term that drives̄u and the right-hand column of plots is of the RS term that

drives v̄. We see that the term drivinḡv is more systematic than the term drivinḡu, this is to

be expected sincēv is more systematic than̄u. Also evident, is the asymmetry introduced when

θ 6= 0, and this asymmetry gets stronger as|θ| is increased. For example, the positive band in

the upper half-plane of∂
∂z
(ρ̄uw) increases in depth as|θ| is increased. The behaviour of these

RS terms is similar to that of̄u andv̄ (shown in figure 7.10), emphasising the strong correlation

between the RS terms and the mean flows. They, of course, will not be identical as the dominant

balance in the mean flow equations is between the RS term and the mean flow term, i.e., between

the RS term andPrρ̄ū, and not just̄u, and so thePrρ̄ factor needs to be taken into account. There

is also slight modification by the viscous term, especially in the boundary layers.

Taking time averages of the RS terms gives the profiles shown in figure 7.16. The top plot shows

the RS term that drives̄u and the bottom plot shows the RS term that drivesv̄, for differentθ, for

Pr = 1 andRa = 2 × 105, i.e., for the same cases as in figure 7.13. For the RS term driving ū,

at the top of the layer, the size of the term decreases with increasing|θ| - this could be a result of
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Figure 7.14: Terms of the mean flow equations (7.2.1) (top axes) and (7.2.2) (bottom axes) as a

function ofz for Pr = 1, Ra = 2 × 105 and in (a),θ = 0, whilst in (b), θ = −0.79. The blue

lines represent the mean flow terms, the orange the RS terms, the green the viscous terms and

red the mean flows̄u and v̄. In case (a), the mean flow terms are equivalent to the mean flows

themselves.
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Figure 7.15: Left-hand column: Contour plots of the RS term∂
∂z
(ρ̄vw) that driveū. Right-hand

column: Contour plots of the RS term∂
∂z
(ρ̄uw) that drivev̄. In (a),θ = −0.24, in (b),θ = −0.66

and in (c),θ = −0.79 and in all cases,Pr = 1 andRa = 2× 105. They correspond to the mean

flows depicted in figure 7.10.
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the decrease in̄ρ with increased|θ|. We remark that the difference between the different|θ| cases

is most prominent at the top of the layer. At the bottom of the layer,θ = 0 gives the largest RS

term andθ = −0.95 the smallest with the otherθ cases in between but with no obvious pattern as

there is at the top of the layer. These RS terms driveū as given in the top plot of figure 7.13.

The bottom plot of figure 7.16 shows the RS term that drivesv̄. Again, in the top portion of the

layer, it is clear thatθ = 0 gives the largest RS term and that asθ is increased, the size of the term

decreases. In the bottom half of the layer,θ = −0.95 clearly gives the smallest term but there is

no obvious trend as|θ| is increased, which is in contrast to the behaviour of thev̄ shown in figure

7.13. However, this is to be expected, since the RS term drivesPrρ̄v̄ (as given by equation 7.2.2)

and sov̄ is obtained by dividing through byPrρ̄. Therefore, since for larger|θ|, ρ̄ is smaller at

the top of the layer,̄v will be larger there (assuming everything else is fixed). Despite θ = −0.95

corresponding to the smallestρ̄ at z = 1, v̄ is smaller forθ = −0.95 than for the other cases,

this is because the RS term is significantly smaller. Close tothe bottom of the layer,̄ρ varies only

slightly between all theθ cases, and therefore the mean flows reflect the same order of size as the

RS terms at the bottom of the layer.
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Figure 7.16: Time-averaged RS terms that driveū (top) andv̄ (bottom) as a function ofz. In this

casePr = 1,Ra = 2× 105 and in blackθ = −0.24, in purpleθ = −0.37, in orangeθ = −0.66,

in turquoiseθ = −0.79 and in blueθ = −0.95. These plots correspond to the mean flows in

figure 7.13.

As we did forū andv̄, we can analyse the mean and standard deviation of the time series of the

RS terms, to see if they behave in a similar way to the time series of the mean flows. The results
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for cases withPr = 1 andRa = 2 × 105 are shown in figure 7.17 for a weak stratification, (a)

θ = −0.24, and a stronger stratification, (b)θ = −0.79. In (a), the stratification is small and

we see that the distribution of RS terms has approximately the same standard deviation across

the layer. This was also the case for the standard deviation of the distribution ofū and v̄ in the

small stratification case, see figure 7.11 (a). In the case of stronger stratification, see figure 7.17

(b), whereθ = −0.79, the standard deviation of the RS terms is larger at the bottom of the layer

than it is at the top. This is different to the standard deviation of the mean flows for the same

parameters (cf. figure 7.11 (b)) where the standard deviation was larger at the top of the layer

than it was at the bottom. This difference can be explained byremembering that the RS terms

balance with the mean flow terms and not just the mean flow and therefore the factor of̄ρ in the

mean flow term has to be considered. More specifically, (see e.g., DeGroot & Schervish (2002))

σ(ρ̄ū) = |ρ̄|σ(ū), (7.2.3)

at eachz, for all θ. Therefore, sincēρ increases asz decreases, ifσ(ū) decreases withz by a

smaller amount than̄ρ increases, thenσ(ρ̄ū) will increase asz is decreased. This provides an

explanation of how the standard deviation of the RS terms canincrease asz is decreased, whilst

the standard deviation of the mean flows decreases withz.

7.2.3 Linear approximation

Mean flow generation is a nonlinear process. As we have seen, it relies upon quantities such as the

Reynolds stresses, which are the product of perturbations,e.g.,ρ̄uw. Such products are ignored

in a linear calculation. However, it is interesting to consider the differences between the RS

terms as calculated from the solutions of the linear perturbation equations (cf. chapter 4) and as

calculated from the fully nonlinear equations (as done in previous sections of this chapter). Such

a calculation will give us an indication as to whether the behaviour of the system can be captured

without the need for a full nonlinear calculation. The results for two cases are shown in figure

7.18, for differentRa andθ. For case (a), the linear calculation provides a rough estimate for the

RS terms whenθ = −0.37 but, as|θ| is increased, the agreement between the linear and nonlinear

calculations becomes poorer. In other words, increasing the stratification causes the nonlinearities

to become more important so that the linear calculation becomes a worse approximation. In case

(b), Ra is increased by a factor of five. Comparing the linear and nonlinear calculations now

shows a poor agreement, even for the smaller|θ|. This is due to the increased supercriticality and

therefore the increased nonlinearity.
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Figure 7.17: Mean (black curve) and standard deviation (error bars) of the RS terms that drivēu

(left) andv̄ (right) for Pr = 1, Ra = 2× 105 and (a)θ = −0.24, (b) θ = −0.79.
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Figure 7.18: The RS terms calculated from the nonlinear code(solid lines) and the RS terms

calculated from linear eigenfunctions (dashed lines) forPr = 1 and (a)Ra = 2 × 105, (b)

Ra = 106. The agreement is generally poor. The linear calculation provides a rough estimate at

θ = −0.37 andRa = 2× 105 but the approximation gets worse as|θ|andRa are increased.
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We note that in particular, the interaction of the mean flow with the fluctuations is neglected in

the linear calculation. A quasi-linear calculation could be performed to capture this interaction

between the mean and fluctuation quantities whilst still neglecting the terms quadratic in the

fluctuation quantities, to see if this is capable of capturing the large-scale dynamics. Also, a

slightly simpler calculation would be to take the mean flows calculated by the nonlinear code and

impose them in a linear calculation. Both these calculations are beyond the scope of this thesis

but are discussed further in Chapter 9.

7.3 Summary

In this chapter we extended the investigation of convection-driven mean flows in Chapter 6, to

allow for the possibility of the layer being continuously stratified. As mentioned before, this a

more realistic situation for many physical applications inwhich we are interested (see Chapter

1). We found that increasingRa and|θ|eventually led to a subtle change in regime, from chaotic

convection to a regime where bursting is evident. By examining solutions from both of these

regimes, we found an asymmetry in the layer that develops when θ 6= 0, the asymmetry becoming

more prominent as|θ| is increased.

Studying the dependence of the energy in the mean flows onθ, led to the conclusion that

most of the change is likely a result of the effect changingθ has on the whole system, and

not a specific effect changingθ has on the correlations responsible for the mean flows. The

asymmetries introduced in the anelastic simulations are evident in the vertical structure of the

mean flows. Analysis of the time-dependent mean flows shows that the flow in the upper half-

plane penetrates further into the lower half-plane as|θ| is increased. A statistical analysis of the

mean flow distribution gave that the standard deviation is smallest at a lower level in the layer

as |θ| is increased. Also, it was shown that, in general, the standard deviation is decreased, as

the strength of the stratification is increased, making for more systematic mean flows when|θ| is
larger.

To consider what was driving the mean flows, we derived the mean flow equations, which are

a modified form of the ones discussed in Chapter 6; now the meanflow equations contain āρ

factor to allow for the density stratification. We showed that the Reynolds stress term is indeed

the term responsible for the mean flow driving, but that they actually drivePrρ̄ū andPrρ̄v̄ and

the mean flows result as a consequence. This means that, at thetop of the layer, because the mass

is reduced there and the vertical velocity is increased in order to transport heat, the mean flow is
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amplified. The time-dependent RS terms exhibit the same asymmetries as observed in the mean

flow case, but the standard deviation for the RS terms is different from the the mean flows, this is

again because of thēρ factor in the mean flow term.

We finished with an investigation of whether the RS terms as calculated using the linear

eigenfunctions could approximate the actual RS terms. It was found this agreement was moderate

at small|θ|andRa, but only got worse as|θ|orRa was increased, an indication that the nonlinear

processes become more important in these cases. An interesting investigation would be to see if

this nonlinear behaviour could be captured in a quasi-linear calculation, this is discussed further

in section 9.2.
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Chapter 8

Nonlinear rotating convection in the

presence of a horizontal magnetic field

8.1 Introduction

In this chapter, we extend the work of Chapter 6 by introducing a horizontal magnetic field to

the system. We derived the full nonlinear equations for thissetup in Chapter 2, in Chapter 3 we

presented the linear theory and in Chapter 5, specifically section 5.6, we described the numerical

method used to solve the nonlinear governing equations. Before we present results from the

nonlinear simulations, we restate the governing equationsand the boundary conditions, for ease

of reference. From equations (5.6.132)-(5.6.138), the equations are given by

∂ω

∂t
− Pr∇2ω =PrTa

1
2 (cosφuy + sinφuz) +RaPr

∂θ

∂y
+ J(ψ, ω)

−QζPr

(

J(A, j) − ∂j

∂y
sinα

)

, (8.1.1)

∂θ

∂t
−∇2θ =J(ψ, θ) − ∂ψ

∂y
, (8.1.2)

∂u

∂t
− Pr∇2u =PrTa

1
2

(

cosφ
∂ψ

∂y
+ sinφ

∂ψ

∂z

)

+ J(ψ, u)

+QζPr

(

∂B1

∂y
sinα− J(A,B1)

)

, (8.1.3)

∇2ψ =− ω, (8.1.4)

∂B1

∂t
− ζ∇2B1 =

∂u

∂y
sinα− J(A, u) + J(ψ,B1), (8.1.5)

∂A

∂t
− ζ∇2A =J(ψ,A) +

∂ψ

∂y
sinα, (8.1.6)
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where we have takenTy = U = 0, as we will ignore thermal wind effects in this chapter. The

boundary conditions for this system are given by

ω = ψ =
∂u

∂z
= θ = A =

∂B1

∂z
= 0 onz = 0, 1. (8.1.7)

Whilst these equations allow for the possibility of the magnetic field being oriented in any

horizontal direction, we takeα = π
2 throughout this chapter, so that the imposed field is purely

in the y-direction. We also fixTa = 105, φ = π
4 and the length of the computational box by

settingL = 5, unless otherwise stated. We initially considerPr = 1 andζ = 1.1, but the effect

of changingPr andζ will be considered in later sections.

8.2 Numerical results

First, we briefly consider the effect of a horizontal magnetic field on the evolution of the variables

of the MHD system. We then examine the effect of the field on themean flows driven (see

section 8.2.1). To see the effect of the magnetic field on the system, we start with a hydrodynamic

simulation (equivalent toQ = 0) and increaseQ at fixedRa, thus increasing the strength of the

magnetic field. We calculate the kinetic and magnetic energies as a function ofQ, the results for

the case wherePr = 1, ζ = 1.1 andRa = 5 × 105 are shown in figure 8.1. As expected, as

the strength of the field is increased, the magnetic energy ofthe system is also increased, whilst

the kinetic energy is decreased. Since the basic state field lies in they-direction, any attempt by

a flow in thex-direction to draw out field lines is opposed by the field. Thisresults in the flow

in thex-direction being reduced and hence contributes to the decrease in the kinetic energy we

observe.

The different symbols used in figure 8.1 denote different types of solution; crosses denote chaotic

solutions and dots denote steady solutions. In this case, the smallQ solutions are chaotic, but

asQ is increased, the solutions eventually become steady. Since the effect of increasingQ is to

increase the critical Rayleigh number (see section 3.6.3),for fixedRa, the largerQ solutions are

less supercritical and so the move to steady solutions mightbe expected.

To visualise the flow and the magnetic field asQ is increased, we have plotted contours of the

streamfunctionψ(y, z) and the flux functionA(y, z), at a snapshot in time, for three different

values ofQ (see figure 8.2). In (a),Q = 100, and therefore the solution only differs slightly from

the solution in the purely hydrodynamic case and is chaotic;in (b),Q = 1500, and the solution

is still chaotic but, from figure 8.1, this solution occurs just before the solutions go steady. In
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Figure 8.1: Kinetic energy (left) and magnetic energy (right) in the perturbations plotted against

Q for Pr = 1, ζ = 1.1, Ra = 5 × 105. Solutions from the chaotic regime are marked with a

cross and solutions from the steady regime with a dot.

(c), Q = 10000 and these solutions are now steady. We see that asQ is increased, the field

organises, and reduces the magnitude of, the flow, so that it eventually becomes steady. In doing

so, the length scale of the solution increases from being such that three pairs of negative and

positive cells fit in the box atQ = 100 to just one pair fitting in the box byQ = 10000. A linear

calculation of the wavenumber of the fastest growing mode for the cases in figure 8.2 gives:l = 6

for case (a),l = 5 for case (b) andl = 3 for case (c), and so the nonlinear terms have acted to

increase the length scale of the solutions we observe.

8.2.1 Mean flows

In order to investigate the effect of the magnetic field on themean flows driven, we consider

the kinetic energy in the mean flows as a function ofQ. Figure 8.3 shows the results for the

same parameters as in figure 8.1. The mean measure of the kinetic energy is shown in red and

the variability measure is shown in blue (calculated using the formulae in section 5.5.3), and as in

figure 8.1, the different symbols represent a different typeof solution. We note that, at smallQ, as

expected, the behaviour is close to that of the purely hydrodynamic system discussed in Chapter

6. In both the chaotic and the steady regimes, we see that the variability measure of̄u and v̄ is

decreased asQ is increased, but in the chaotic regime, the mean ofū increases and the mean of

v̄ decreases. Therefore, increasingQ has increased the level to whichū is systematic but reduced

the overall energy in the flow.̄v is more systematic than̄u throughout the chaotic regime, this can

be seen from the fact that the mean and the variability measures are much closer in value forv̄

than they are for̄u. Now, if we consider the ratio of the energy in the mean to the kinetic energy in
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Figure 8.2: Contours ofψ(y, z) (left-hand column) andA(y, z) (right-hand column) at a snapshot

in time for Pr = 1, ζ = 1.1, Ra = 5 × 105 and in (a)Q = 100, in (b)Q = 1500 and in (c)

Q = 10000. (a) and (b) correspond to chaotic solutions and (c) is a steady solution.
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the perturbations (see bottom row of figure 8.3) we see that, in the chaotic regime, the ratio of the

variability measure of̄u to KEpert is fairly constant and so the mean flow decreases at the same

rate as the perturbations. The ratio of the mean measure ofū to KEpert, however, is increasing

in the chaotic regime because of the increase inKE〈ū〉 with Q in the chaotic regime. For both

measures, the ratio of the energy inv̄ to the energy in the perturbations exhibits a decrease asQ

is increased, which suggests thatv̄ is decreased more than the perturbations are decreased by the

field. In the steady regime, bothKEū andKEv̄ decrease sharply at first and then more slowly,

this results in a ratio that decreases for smallerQ before increasing with largerQ.
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Figure 8.3: Kinetic energies in the mean flow forPr = 1, ζ = 1.1, Ra = 5 × 105 and a range

of Q. The top row gives the mean measure of the energy inū (left) and v̄ (right) in red and the

variability measure of the energy in blue. Chaotic solutions are marked with a cross and steady

solutions with a dot. The bottom row gives the ratio of the energy in the mean flow to the kinetic

energy in the perturbations.

As well as analysing the energy contained in the mean flows, itis worth studying the time-

dependent mean flows because this can give important information about the nature of the flows

that may not be captured in the time-averaged quantities. For example, figure 8.4 shows̄u andv̄

as a function ofz andt for a case when the field strength is (a) small (Q = 100), and (b) larger

(Q = 1500). Both examples are taken from the chaotic regime of the examples used in figure 8.2.
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For smallQ, case (a), the mean flows are very similar to some of the cases we saw in Chapter 6

(e.g., fig 6.14), which is of no surprise as whenQ = 0, we reduce to the hydrodynamic system

studied in Chapter 6. In particular, we see thatv̄ is more systematic than̄u and is predominantly

positive in the upper half-plane and predominantly negative in the lower half-plane. In case (b),

the magnetic field strength has been increased and we see thatthe nature of̄u andv̄ has changed.

Firstly, let us consider̄v, whilst there is still a band of positive flow in the upper half-plane and a

band of negative flow in the lower half-plane, the bands do notextend all the way to the top and

bottom boundaries, as they did whenQ = 100 (a). AsQ has increased, boundary layers have

formed where the flow has been significantly reduced. The behaviour that causes this change to

occur will be discussed in section 8.2.4. Secondly, we also observe a change in the nature ofū;

boundary layers are also formed in this case, a layer of positive flow at the top boundary and a

layer of negative flow at the bottom boundary. But, in contrast to v̄, the flow is largest in these

layers. Further away from the boundaries, a negative band isevident in the top half of the plane

and a positive band in the lower half of the plane. These bandsare more coherent than any seen in

ū whenQ = 100, this highlights the fact that increasingQ organises the flow into having a more

systematic nature. It should also be noted that the overall magnitude of the flows is decreased as

Q is increased, contributing to the decrease in the variability measure with increasingQ.

To examine the vertical structure ofū and v̄ as a function ofz, and its dependence onQ, we

plot the time-averaged mean flows in figure 8.5. We expect these plots to be more informative

when considerinḡv than when considerinḡu, as, from the time-dependent plots, we know thatū

is highly fluctuating about zero, however, we still examine both cases. All parameters are held

constant and we explore a range ofQ from zero to10000, each value ofQ is shown in a different

colour. First, note how the size of̄v changes asQ is increased; from the bottom plot in figure

8.5 we see that, a small addition of field (Q = 100, red) increases the size ofv̄ (compared with

Q = 0, blue) but then further increases inQ decrease the magnitude of the maximum value of

v̄. A slight change in the vertical structure ofv̄ is also evident. AsQ is increased from zero to

1000, the layer depths at which the maxima occur move towards the mid-layer depth, as we saw in

figure 8.4. FromQ = 2000 to 10000, the solutions are steady and perhaps should be considered

separately, though theQ = 2000 andQ = 5000 cases do have a similar structure, again with their

maxima closer to the mid-layer depth than in the lowQ cases. For̄v, theQ = 10000 case stands

out, as the direction of flow has reversed and the structure isdifferent. This will be examined in

more detail in section 8.2.4.

As expected, the change in structure ofū is trickier to interpret as̄u is more time-dependent. It
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Figure 8.4: Time-dependent̄u (left) and v̄ (right) for Pr = 1, ζ = 1.1, Ra = 5 × 105 and (a)

Q = 100, (b)Q = 1500.
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Figure 8.5:ū (top) andv̄ (bottom) forPr = 1, ζ = 1.1, Ra = 5 × 105. EachQ is represented

by a different colour; blue representsQ = 0, red representsQ = 100, green representsQ = 500,

pink representsQ = 1000, light blue representsQ = 2000, black representsQ = 5000 and

orange representsQ = 10000. Q = 0 toQ = 1000 are chaotic solutions, whereasQ = 2000 to

Q = 10000 are steady solutions. Notice thatv̄ is bigger than̄u.

is clear though, from the top plot of figure 8.5, that asQ is increased, the strength of the flow

in the boundary layers is increased in the chaotic regime. This is likely to be the reason for the

increase inKE〈ū〉 with Q that was seen in figure 8.3. In the bulk of the fluid, there appear to be a

number of changes in the direction of the flow asQ is increased, for example betweenQ = 2000

(light blue) andQ = 5000 (black) the flow changes direction. SoQ not only decreases the kinetic

energy in the mean flows, it can also change the direction of the mean flow. What causes the

change in vertical structure of the flows we observe in figure 8.5 will be examined in section

8.2.4. Finally, by comparing the sizes ofū andv̄, in figure 8.5, we see that̄v is larger than̄u in all

cases.

8.2.2 Mean fields

In addition to the mean flows, we investigate the behaviour ofthe mean fields,̄B1 and B̄2, as

Q is increased. Figure 8.6 shows contours ofB̄1 and B̄2 as a function ofz and time, for the
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same parameters as used in figure 8.4. Note, we have plotted the total magnetic field, i.e., the

basic state magnetic field plus the perturbation magnetic field. We recall that the basic state field

imposed throughout this chapter is purely in they-direction. In (a),Q = 100, and so the imposed

magnetic field strength is small. From the plot ofB̄2(z, t) in this case, we see that the magnetic

field has been expelled to the boundaries, leaving the bulk ofthe layer with almost zero magnetic

field. ForB̄1(z, t), there was no imposed field in this direction and so the field inthex-direction

has resulted from the evolution of the system. It is true in this case also that the magnetic field is

strongest close to the boundaries. In (b), the initial field strength is increased so thatQ = 1500. In

this case, the magnetic field in the basic state is expelled tothe boundaries, as it was forQ = 100,

but to a lesser extent and so there remains a field in the bulk ofthe layer.B̄1 reflects this behaviour

too.
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Figure 8.6: Time-dependent̄B1 (left) andB̄2 (right) for Pr = 1, ζ = 1.1, Ra = 5× 105 and (a)

Q = 100, (b)Q = 1500.

To examine the expulsion to the boundaries of the magnetic field for other values ofQ, we

consider the time-averaged profiles of the components of themagnetic field. In figure 8.7, we

plot 〈B̄1〉 (top axes) and〈B̄2〉 (bottom axes) forPr = 1, ζ = 1.1, Ra = 5 × 105 andQ = 100

(red), Q = 500 (green),Q = 1000 (pink), Q = 2000 (light blue), Q = 5000 (black) and
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Figure 8.7:B̄1 (top) andB̄2 (bottom) forPr = 1, ζ = 1.1,Ra = 5× 105. EachQ is represented

by a different colour; red representsQ = 100, green representsQ = 500, pink representsQ =

1000, light blue representsQ = 2000, black representsQ = 5000 and orange representsQ =

10000. In blue is the basic state magnetic field,BBS = (0, 1, 0). Q = 100 to Q = 1000 are

chaotic solutions, whereasQ = 2000 toQ = 10000 are steady solutions.

Q = 10000 (orange). We also show the corresponding component of the basic state field in

the x andy directions (blue). From the plots of〈B̄2〉, it is clear that the smallerQ, the more

magnetic field is expelled to the boundaries. As we saw form the time dependent plots in figure

8.6, forQ = 100, the bulk of the layer has almost zero magnetic field in they-direction. As

Q is increased, it becomes harder for the magnetic field to be moved to the boundaries; as we

see from figure 8.7, the largerQ solutions have significant field across the whole layer.〈B̄1〉
increases in size atz = 0.5 with Q in the chaotic regime, but decreases in size atz = 0.5 with

increasingQ in the steady regime. We also see that the boundary layers arethinnest for smallQ.

The consequences of magnetic field being expelled to the boundaries arise from the fact that, if

there is little, or no, magnetic field in the bulk of the layer,it will be unable to affect the mean

flow there. We will analyse the competition between the flows and the fields in section 8.2.4.
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8.2.3 IncreasingRa

Before investigating what is responsible for the behaviourof the mean flows and mean fields, we

increaseRa to Ra = 5 × 106, to see if we observe similar behaviour at largerRa. The kinetic

energies in the mean flows forRa = 5×106 are shown in figure 8.8. There are now extra solution

regimes appearing; in addition to the chaotic and steady regimes from the previous case, we have

a relaxation oscillation regime which is slightly different to the chaotic regime (as described in

section 6.2 and 7.2) and solutions in this regime are denotedby a plus sign, we also have periodic

solutions arising, these are shown by the square symbols. ForQ . 750, the solutions are shown as

steady on the plot, but at thisRa, the degree of supercriticality is high and so the numericalcode

has to take small time steps in order to converge, therefore,it may be that we need to integrate

for longer for the solutions to become chaotic. We have decided, it might be best to ignore these

smallQ solutions. As with theRa = 5× 105 case, the solutions go steady after a chaotic regime,

and here, ifQ is increased even further, the solutions become periodic.

In the chaotic and relaxation oscillation regimes, both measures of the energy in̄u andv̄ decrease

asQ increases. But, if we consider the ratio of the energy inū to the energy inKEpert we see

a difference between the chaotic and relaxation oscillation regimes. In the relaxation oscillation

regime, the ratio is roughly constant before decreasing, asQ is increased, therefore the mean is

reduced by the field more than the perturbations are. In contrast, in the chaotic regime, the ratio

increases withQ and soū is decreased less than the perturbations are by the field. Forv̄, the

ratio in the relaxation oscillation regime is roughly constant and so the decrease in the energy in

v̄ is probably as a direct result of the decrease in the energy inv. In the chaotic regime, the ratio

decreases asQ is increased, indicating that the energy in the mean is decreased more by the field

than the energy in the perturbations is.

In both the steady and periodic regimes (largeQ), the energy in both̄u and v̄ is decreased asQ

is increased but the ratio of the energy inū to the energy in the perturbations is roughly constant.

This is in contrast tōv where, in this regime, the energy in the mean and the ratio decrease asQ

is increased.

8.2.4 Mean flow equations

In an analogous way to the purely hydrodynamic system (see section 6.3.3), we derive the mean

flow equations by taking a horizontal average of thex and y components of the momentum
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Figure 8.8: Kinetic energies in the mean flow forPr = 1, ζ = 1.1, Ra = 5 × 106 and a range

of Q. The top row gives the mean measure of the energy inū (left) and v̄ (right) in red and the

variability measure of the energy in blue. Chaotic solutions are marked with a cross, relaxation

oscillation solutions with a plus sign, periodic solutionswith a square and steady solutions with

a dot. The bottom row gives the ratio of the energy in the mean flow to the kinetic energy in the

perturbations.



Chapter 8. Nonlinear rotating convection in the presence ofa horizontal magnetic field 201

equations to give

Prū =
Pr

Ta
1
2 sinφ

∂2v̄

∂z2
− 1

Ta
1
2 sinφ

∂vw

∂z
+

PrζQ

Ta
1
2 sinφ

∂B2B3

∂z
, (8.2.8)

Prv̄ = − Pr

Ta
1
2 sinφ

∂2ū

∂z2
+

1

Ta
1
2 sinφ

∂uw

∂z
− PrζQ

Ta
1
2 sinφ

∂B1B3

∂z
, (8.2.9)

where we haven taken time averages and assumed a statistically steady state so that∂
∂t
〈ū〉 =

∂
∂t
〈v̄〉 = 0. These equations are of a similar form as the hydrodynamic mean flow equations,

(6.3.1) and (6.3.2), with the derivatives of the Reynolds stressesuw andvw helping to drive the

flows, but, in addition, there is an extra term in each equation, proportional toQ. The termsB1B3

andB2B3 are known as the Maxwell stresses and are a contributing factor when considering

what drives, or inhibits, the mean flows. Note, it is the correlations of the flow and the field in

thex-direction with the flow and field in thez-direction that dictate the flow in they-direction.

Similarly, it is the correlations of the flow and the field in they-direction with the flow and field in

thez-direction that dictate the flow in thex-direction. We will refer to the term on the left-hand

sides of the equations as the mean flow term, the first term on the right-hand sides as the viscous

term, the second term on the right-hand sides as the Reynoldsstress (RS) term and the last term

on the right-hand sides as the Maxwell stress (MS) term.

In the previous section, we saw that increasingQ had an effect on the size and structure of the

mean flows. To understand what is dictating this change, we plot each of the terms of the mean

flow equations, (8.2.8) and (8.2.9), as a function ofz. The plots are shown in figure 8.9 for (a)

Q = 100, (b)Q = 1500 and (c)Q = 10000. In blue are the mean flow terms; in orange are the

RS terms; in black are the MS terms and in green are the viscousterms.

First, let us consider the case when the field strength is small, Q = 100. In the bottom plot of

(a), we can seēv is clearly driven by the RS term, with the MS and viscous termsmaking only a

small contribution. We see that the extrema of the RS terms are close to the boundaries resulting

in a mean flow with maximum value close to the boundaries. Similarly, from the top plot of (a),̄u

is driven by the Reynolds stress term. However, in this case there is a larger contribution from the

viscous term, resulting from the fact thatv̄ is greater than̄u, and as a result̄u is a less systematic

flow than v̄. The MS term, whenQ = 100, is small compared to the other terms. For smallQ,

the MS term is expected to be small for two reasons: firstly, the MS term is proportional toQ and

secondly, we saw in figures 8.6 and 8.7 that forQ = 100, B̄2 is small in the bulk, suggesting that

the correlationsB2B3 are likely to be small in the bulk too. Since the MS term is small, we are

left with a similar balance as seen in the hydrodynamic case,(see e.g., figure 6.18).
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IncreasingQ to Q = 1500 gives the balance shown in case (b).v̄ is clearly still driven by the

RS term but the MS term is larger now. In particular, the MS term is most significant close to

the top and bottom boundaries, and since it is acting in the opposite direction to the RS term

there, it reduces size of the mean flow driving and sov̄ is relatively small in these boundary layer

regions compared tōv in the bulk of the layer. At thisQ, the magnetic field is strongest near

the boundaries (cf. figure 8.7) and because the magnitude ofQ is large enough, the MS term is

significant at the boundaries, resulting in the behaviour weobserve. Some field exists in the bulk

and so the MS terms have started to have an effect there too. Furthermore, the increase in the

effect of the MS term, along with the fact that the maximum of the RS term has moved towards

the middle of the layer (compared with smallerQ), mean that the maximum of̄v has also also

moved towards the mid-layer depth. This explains what was causing the behaviour observed in

the time-dependent plots of figure 8.4.

For ū, the increase inQ has resulted in an increase in the MS term affecting it, and also a decrease

in the RS term driving it. These RS and MS terms now, along withthe viscous term, roughly

balance in the bulk of the layer to result in a relatively small ū there. At the boundaries, there are

relatively large viscous boundary layers and since close tothe boundaries the RS and MS terms

are small, it follows that̄u has boundary layers where the flow is largest, in agreement with the

plots in figure 8.4 and 8.5.

IncreasingQ further, toQ = 10000 (see figure 8.9 (c)), leads to the MS terms becoming the

dominant terms. Magnetic field is no longer expelled to the boundary, this fact combined with

the largeQ means that the MS terms are dominant across the whole layer. The RS term still

contributes to the form of̄v but it is the MS term that dominates the structure. It is for this reason,

v̄ is in the opposite direction forQ = 10000 than it is for the otherQ shown in figure 8.5. For̄u,

the MS term is now larger than the viscous term, with the RS term being the smallest of the three

terms and so it is the MS term that dominatesū.

Hence, we have shown that the field can act to change the direction of the flow through changing

which terms in equations (8.2.8) and (8.2.9) are dominant. In the cases examined, increasing

Q does not appear to change the direction of the mean flow by changing the direction of the

Reynolds stresses.

We have seen that the relative size of the RS and MS terms determines the size and structure of

the mean flows driven. It is interesting to see how the size of these terms changes withQ. We
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Figure 8.9: Terms of the mean flow equations, (8.2.8) (top) which drive ū, and (8.2.9) (bottom)

which drivev̄, plotted for differentQ andPr = 1, ζ = 1.1 andRa = 5× 105. In orange are the

RS terms, in black are the MS terms, in green are the viscous terms and in blue are the mean flow

terms.
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define typical sizes of these terms as follows:

|RSx| =
(
∫ 1

0
〈( ∂
∂z
uw)2〉 dz

)

1
2

, |RSy| =
(
∫ 1

0
〈( ∂
∂z
vw)2〉 dz

)

1
2

, (8.2.10)

|MSx| = QPrζ

(
∫ 1

0
〈( ∂
∂z
B1B3)

2〉 dz
)

1
2

, |MSy| = QPrζ

(
∫ 1

0
〈( ∂
∂z
B2B3)

2〉 dz
)

1
2

.

(8.2.11)

In figure 8.10 we plot the sizes of the RS, MS and viscous terms from equations (8.2.8) (left) and

(8.2.9) (right). We also include the ratio of the typical size of the RS and MS terms toKEpert

andMEpert respectively, so that we can assess whether the behaviour ofthe mean correlations

reflects that of the perturbations, or if there is another process occurring that is affecting the mean.

The red symbols represent the RS terms, the black the MS termsand the green the viscous terms.

Note, the plots in the left-hand column of each subfigure are the typical sizes of the terms that

dictateū, and the plots in the right-hand column are the typical sizesof the terms that dictatēv.

In theRa = 5 × 105 case, (plot (a)), from the right-hand side plots, we see thatthe RS term in

equation (8.2.9), which drives̄v, decreases with increasingQ, whilst the MS term increases, this

supports the fact that asQ is increased the size of̄v is decreased (cf. figure 8.3). Note also that

the viscous term is roughly constant throughout the chaoticregime and decreases significantly in

the steady regime. We see that the RS term dominatesv̄ until Q ≈ 5000 and then the MS and

RS terms are of roughly equal importance. IfQ is increased further, toQ = 10000, then the MS

term becomes the dominant term. This is reflected in the behaviour of the different terms, as seen

in figure 8.9. The left-hand side plots of figure 8.10 (a) show that, forū, the viscous term plays a

larger role, in agreement with before. Also, up until the largestQ (Q = 10000), the RS term and

the viscous term dominate and it is their combination that determines the size of̄u. As with the

terms drivingv̄, forQ = 10000, the MS term has become the dominant term and this determines

ū. For the RS term, the ratios of the correlations to the kinetic energy in the perturbations slightly

increase, and so the decreases in the correlations are less than the decrease in the perturbations.

For the MS term, the ratios of the correlations to the magnetic energy in the perturbations slightly

decrease, and so the increase in the correlations is less than in the perturbations.

Examining the equivalent plots for increasedRa = 5 × 106, see figure 8.10 (b), we find, for

the terms drivinḡv (right-hand side), in the relaxation oscillation/chaoticregimes the RS term

decreases asQ increases. In comparison to the RS term, the MS term and the viscous term are

relatively unchanged. Up untilQ is approximately25000, the RS term is the largest, but after

this value ofQ, the MS term becomes increasingly dominant. For the terms driving ū (left-hand

side), in the relaxation oscillation and chaotic regimes, the RS term is decreasing with increasing
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Q, whilst the MS term is slightly increasing - this explains the decrease inKEū asQ is increased.

As in the smallerRa case, the viscous term is more important for determiningū than it is forv̄.

Considering the ratio of the mean correlations to the perturbation energies (figure 8.10 (b), bottom

row) gives us that the magnetic field correlations are increasing withQ less that the magnetic field

perturbations are. In the chaotic regime, the ratio of the size of the RS terms toKEpert is changed

slightly byQ; the ratio of the RS term drivinḡv to KEpert is decreasing (in the chaotic regime)

and the ratio of the RS term drivinḡu toKEpert is increasing withQ. This behaviour is reflected

in the behaviour of the kinetic energy in the mean flows.

8.2.5 Linear approximation

In an analogous way to section 7.2.3, we compare the differences between the RS and MS terms

as calculated using the eigenfunctions obtained from the linear code (cf. section 3.3) with the

actual RS and MS terms calculated from the fully nonlinear code (as in this chapter). Figure 8.11

shows the RS and MS terms as calculated from the nonlinear code (solid lines) and as calculated

from the linear code (dashed lines). The amplitude of the linear eigenfunctions is normalised so

that its maximum value coincides with the maximum value of the nonlinear (correct) terms.

As mentioned previously, the critical Rayleigh number is increased asQ is increased, and so for

fixedRa, the largerQ solutions lie in a less supercritical regime, we would therefore expect the

linear behaviour to match that of the nonlinear calculationmore closely. Indeed, forQ = 10000

(c), the linear calculation provides a reasonable approximation to the nonlinear one. There is

however, some evidence of nonlinear effects even at thisQ, for example, the narrowing of the

jet profile that can be seen in the nonlinear calculation is not captured in the linear case. For

smallerQ, the agreement between the linear and nonlinear cases is worse, especially in the MS

term. The MS term affectinḡu, i.e., ∂
∂z
B2B3, is well approximated in the bulk of the fluid but

the agreement breaks down close to the boundary layers. Thisappears to be because the linear

calculation is not capturing the expulsion of magnetic fieldthat occurs in the nonlinear system for

smallQ (cf. figures 8.6, 8.7).

The largest discrepancy between the nonlinear and linear calculations occurs for the MS term

affecting v̄, i.e., ∂
∂z
B1B3. In fact, the difference is so large that the linear calculation does not

capture the actual behaviour in any way (at smallQ), this MS term therefore, must result from a

nonlinear process. The poor performance of the linear calculation in approximating the nonlinear

RS and MS terms at smallQ, could be rectified by considering the interaction of the mean flow
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Figure 8.10: Typical sizes of the terms in the mean flow equations (as given by (8.2.10) and

(8.2.11)). In red are the RS terms, in black the MS terms and ingreen the viscous terms for

Pr = 1, ζ = 1.1 and (a),Ra = 5× 105 and (b),Ra = 5× 106. The different symbols represent

the same solution regimes as they did in figures 8.3 and 8.8.
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Figure 8.11:The RS terms (left-hand column) and MS terms (right-hand column) calculated from the

nonlinear code (solid lines) and the RS terms calculated from linear eigenfunctions (dashed lines) for

Pr = 1, ζ = 1.1, Ra = 5 × 105 and (a)Q = 100, (b)Q = 1000 and (c)Q = 10000. The agreement is

better for largerQ.
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and field with the fluctuations. Further possibilities for examining this will be discussed in Chapter

9.

8.2.6 Effect ofζ

In this section, we examine the effect of decreasingζ. We do this by consideringζ = 0.1, unless

otherwise stated, and we draw comparisons with theζ = 1.1 regime investigated in the previous

sections.

The kinetic energy in the mean flows for a smallζ case are shown, as a function ofQ, in figure

8.12. On comparison with the energies in theζ = 1.1 case (figure 8.3), we see that the behaviour

of the two cases is similar. The main difference, however, isthat the solutions remain chaotic

for all Q in the smallζ case. From figure 8.12, it is especially clear that there are two different

regimes; forQ . 2000, the decrease in the kinetic energy ofv̄ is roughly matched by the decrease

in the total kinetic energy and so the ratio of the two is roughly constant, but forQ & 2000, the

ratio is decreasing and so the energy inv̄ is being decreased by the field more than the energy in

the perturbations is. The flow in thex-direction (̄u) is affected in a different way; for smallQ,

the mean measure is increased, whilst the variability measure is decreased slightly, i.e., the field

is not only reducing the magnitude of the flow slightly, but itis organising it into a more coherent

state. The variability measure ofKEū is decreasing but only slightly more than the energy in the

perturbations and so the ratio is approximately constant.

By analysing the time-dependent mean flows, we found that they are of a similar form to those

found whenζ = 1.1, especially for smallQ. We show the cases whenQ = 10000 andQ = 50000

for ζ = 0.1 in figure 8.13. The similarity at smallQ is to be expected asζ appears withQ in the

equations and so ifQ is small, then the MS term will play a less important role. Furthermore, as

Q is increased, we found that a largerQ had to be reached in theζ = 0.1 case before the same

flow structure was apparent as in theζ = 1.1 case. For example, the boundary layers inū and

v̄ (seen in figure 8.4 (b) but not 8.4 (a)) are not seen untilQ ≈ 10000 for theζ = 0.1 case (see

figure 8.13 (a)), this can again be explained by the fact thatζ appears withQ in the equations and

so it is their product that is a measure of the applied field.

As was highlighted in figure 8.12, for smallζ, the chaotic regime persists for much higherQ.

We find that, within the chaotic regime, there is a change in the form of the mean flows. After

Q ≈ 20000, we see this change in the structure of the flows, we show an example of this for

Q = 50000, see figure 8.13 (b). We notice a large change in the structureof the flows for this
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Figure 8.12: Kinetic energies in the mean flow forPr = 1, ζ = 0.1, Ra = 5 × 105 and a range

of Q. The top row gives the mean measure of the energy inū (left) and v̄ (right) in red and the

variability measure of the energy in blue. Chaotic solutions are marked with a cross and steady

solutions with a dot. The bottom row gives the ratio of the energy in the mean flow to the energy

in the perturbations.
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value ofQ, compared with the flows forQ = 10000 (8.13 (a)). For̄v, the positive and negative

banded structure in the bulk of the fluid, that was present at smallerQ, no longer exists, instead

a wide band of mostly positive flow is observed. The flow is lesstime-dependent, i.e., there are

fewer fluctuations in the flow, and also, the flow at the boundaries is much stronger than in the

smallerQ case. Furthermore, the overall size of the flow is reduced in the largerQ case.ū has

changed from being a highly fluctuating flow to one consistingof less time-dependent jets. The

flow at the boundaries is still the strongest, but in this case, both boundaries have negative flow,

whereas in (a) the top boundary has positive flow close to it. Hence, increasingQ has not only

decreased the magnitude of the mean flows but it has changed the vertical structure of the flows.
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Figure 8.13:ū (left) and v̄ (right) for Pr = 1, ζ = 0.1, Ra = 5 × 105 and (a)Q = 10000, (b)

Q = 50000.

If we consider the size and structure of the terms driving themean flows seen in figure 8.13, i.e.,

if we consider the terms of the mean flow equations (8.2.8) and(8.2.9), then for flows such as the

ones given in figure 8.13 (a), we find a similar balance of termsto in figure 8.9 (b) and so we do

not show the plots again here, however, we recap the main points. For case (a), the RS term is free

to drivev̄ in the bulk of the layer, but the field expelled to the boundaries results in a MS term that

opposes the RS term there and causes relatively little flow atthe boundaries. In contrast, forū,
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the terms cancel in the bulk of the layer and the flow is small there, but larger viscous boundary

values result in a larger mean̄u close to the boundaries.

For the largeQ case of figure 8.13 (b), i.e.,Q = 50000, the terms of the mean flow equations

must be different, in order to result in the different mean flows we observe. The results for this

case are shown in figure 8.14.̄u (top plot) is clearly dominated by the MS term; the MS term

has two strong, negative boundary layers and a positive bandin the interior, closely resembling

the mean flow term,Prū. v̄ is determined from the terms shown on the bottom set of axes. The

boundary layers present in the viscous and MS terms at the topof the layer combine to give the

strong negative flow we observe there, whilst close to the bottom boundary, the viscous and MS

terms approximately cancel to give a much smaller flow. In theinterior, the structure of̄v is not

clearly dominated by any one term and results from a balance of all three terms.
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Figure 8.14: Terms of the mean flow equations, (8.2.8) (top) which driveū, and (8.2.9) (bottom)

which drivev̄, for Pr = 1, ζ = 0.1, Q = 50000 andRa = 5× 105. In orange are the RS terms,

in black are the MS terms, in green are the viscous terms and inblue are the mean flow terms.

By considering the relative size of the RS and MS terms, as defined by (8.2.10) and (8.2.11)

respectively, we can examine the value ofQ at which the terms first balance. Figure 8.15 displays

a plot of the ratio of the MS terms to the RS terms againstQ, for different ζ. From the plots,

we see that the RS terms are balanced by the MS terms at largerQ for smallerζ. This may be

explained from the mean flow equations (8.2.8) and (8.2.9), as the MS term has aPrζQ factor

multiplying thez-derivative of the Maxwell stresses, therefore, assuming the Maxwell stresses

are themselves not changed too much byζ, a largerQ will be needed for the MS term to have the
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same effect at smallerζ.
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Figure 8.15: Ratio of the typical sizes of MS to RS terms that drive (a) ū and (b)v̄, as a function

of Q, for Pr = 1 andRa = 5× 105. In black,ζ = 1.1, in red,ζ = 0.5 and in green,ζ = 0.1.

To see if changingζ has any effect on the systematic nature of the mean flows, we consider the

standard deviation,σ, in ū and v̄ at fixedz. The results are shown in figure 8.16. In (a), we

plot σ againstQ, and in (b), we plotσ againstζQ. We have considered two differentζ, in black

ζ = 1.1 and in greenζ = 0.1. It is clear from the plots in (a) that, asQ is increased, the standard

deviation inū andv̄ is decreased for bothζ. As described before, this is because the increase in

field strength causes the flow to become more aligned and hencebecome more systematic, which

leads to a reduced standard deviation. As explained before,a smallerζ requires a largerQ for the

MS term to achieve the same effect as for the largerζ. In fact, if we plot the standard deviation

againstζQ instead, see figure 8.16 (b), then the standard deviation forthe twoζ are much closer

in size. In particular, for smallerζQ, theζ = 0.1 solutions have the smaller standard deviation

and are therefore more systematic (at fixedζQ), but asζQ is increased the standard deviations

for the twoζ considered become closer and are almost equal in magnitude.

8.2.7 Effect ofPr

In this section, we decreasePr to 0.1 which, as mentioned on numerous occasions, is more

physically relevant. For this work, we fixζ = 0.5; with Pr = 0.1, this results in a magnetic

Prandtl number ofPm = 0.2, this is in contrast toPm = 0.91 andPm = 10 for the cases

studied in sections 8.2.1 and 8.2.6 respectively.

In contrast to previous examples (e.g., figure 8.1), whenPr = 0.1, ζ = 0.5 andRa = 5×105, the

kinetic energy does not monotonically decrease with increasingQ, at fixedRa, see figure 8.17 (a).
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Figure 8.16: Standard deviation,σ, in 〈ū〉 (left) and〈v̄〉 (right) as a function of (a)Q and (b)ζQ,

for Pr = 1, Ra = 5× 105 andζ = 1.1 (black) andζ = 0.1 (green).

Instead, there is a decrease in the kinetic energy with increasingQ in the chaotic regime, but an

increase in the kinetic energy withQ in the quasi-periodic regime. The reasons for this behaviour

are not obvious and require further investigation. However, if we consider the dependence of the

magnetic energy onQ, we obtain the plot shown in figure 8.17 (b), the behaviour in this case is

qualitatively the same as seen in previous examples (e.g., figure 8.1), i.e., the magnetic energy is

monotonically increasing withQ for all Q shown.

To see what behaviour is contributing to the rise in kinetic energy at highQ, we plot the kinetic

energies of the mean flows̄u andv̄, as calculated by the mean and variability measures; the results

are shown in figure 8.18. Also shown are the ratios of the energies in the mean flows to the energy

in the perturbations. As in figure 8.17, crosses represent chaotic solutions and triangles represent

quasi-periodic solutions. In the chaotic regime, asQ is increased, the variability measure of

both ū and v̄ decreases, demonstrating that the field acts to reduce the magnitude of the flow in

both directions, just as it did for largerPr. The mean energy is also reduced with increasedQ

for ū, but there is a slight increase in the mean energy ofv̄. Comparing these plots with those

for Pr = 1 (see figure 8.3) we see thatū is more systematic forPr = 0.1, as the mean and

variability measures are closer in magnitude, butv̄ is less so. The ratio of the variability measure
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Figure 8.17: Energies in the kinetic energy and magnetic energy for Pr = 0.1, ζ = 0.5, Ra =

5× 105 and a range ofQ. Chaotic solutions are marked with a cross and quasi-periodic solutions

with a triangle.

to the kinetic energy in the perturbations in the chaotic regime, is roughly constant in both cases,

indicating that the decrease in the mean velocity is matchedby a decrease in perturbation velocity.

The decrease inKE〈ū〉 with increasedQ is not as severe as the decrease inKEpert since the ratio

of the two increases slightly withQ. The increase in the ratio
KE〈v̄〉

KEpert
is due to the fact thatKE〈v̄〉

increases butKEpert decreases asQ is increased. WhenQ is large enough, the solutions become

quasi-periodic. In this regime, the kinetic energy in both measures of̄u andv̄ increases withQ,

as does the kinetic energy in the perturbations. However, the growth withQ in the kinetic energy

in the mean flows is more than in the perturbations, as seen from the fact that the ratios are also

increasing in this regime.

To investigate whether this type of behaviour is evident forotherRa close toRa = 5 × 105, we

examine the change in the averageKEpert, MEpert, θ2 andNu with Ra ∈ [105, 5 × 105], for

two differentQ. Considering first the kinetic energy in the perturbations as a function ofRa, for

Q = 25000 andQ = 50000 (figure 8.19 (a)), we observe that forRa . 3.5× 105, the smallerQ

solutions are the most energetic, this is in line with what wemight expect as, the smallerQ is, the

smallerRac is, and hence the smallerQ solution is more supercritical (at fixedRa). However,

this argument breaks down, in this case, at largerRa, where theQ = 50000 solutions are the

more energetic. We also notice that, the growth is uniform for the largerQ solutions whereas for

theQ = 25000 solutions, the growth appears to occur in two stages. From figure 8.19 (b), the

magnetic energy of theQ = 25000 solutions also grows in two different stages, in contrast tothe

Q = 50000 solutions, where the growth is more uniform. The magnetic energy of theQ = 25000

solution is smaller than theQ = 50000 solution for allRa, this agrees with what we would



Chapter 8. Nonlinear rotating convection in the presence ofa horizontal magnetic field 215

105105

105105

104104

104104

103

103103

103103

102

102

101 101

100

100

100

10−4

10−3

10−3

10−210−2

10−1

10−1

10−1

QQ

QQ

K
E
ū
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Figure 8.18: Energies in the mean flow forPr = 0.1, ζ = 0.5, Ra = 5 × 105 and a range of

Q. The mean measure of the energy is given in red and the variability measure in blue. Chaotic

solutions are marked with a cross and quasi-periodic solutions with a triangle. The bottom row

presents the ratios of the energies in the mean flows to the energy in the perturbations.
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expect as, from the definition (see equation (5.6.145)),MEpert is proportional toQ. We also see

that, from figure 8.19 (c), the thermal energy as measured byθ2, is reduced at largeRa for the

smallerQ. The slowing in the rate of increase, or the decrease of the energies forQ = 25000 at

largerRameans that dissipation in the system must be larger there, soas not to violate the law of

conservation of energy.

As we have done previously (e.g., Chapter 6), we can considerthe Nusselt number,Nu, as a

measure of the effectiveness of the convection at transporting heat. We plotNu againstRa

in figure 8.19 (d), and we notice that, even at largerRa, Nu is larger forQ = 25000 and so

the system with relatively small kinetic energy has found anefficient way to transport heat via

convection. This can be compared with the largeNu solutions found in section 6.2.4, though

there, there was an obvious change in the length scale of the solution that is not present here.

Also in contrast to the largeNu solutions in section 6.2.4, here, the change to solutions that are

more efficient at transporting heat by convection, occurs within the chaotic regime whereas in

section 6.2.4, the change coincided with a change of regime from chaotic to steady.
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Figure 8.19:KEpert (a),MEpert (b), θ2 (c) andNu (d) as a function ofRa for Pr = 0.1, ζ = 0.5

andQ = 25000 (crosses),Q = 50000 (dots).
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From figures 8.17 and 8.18, it is clear that there are two distinct regimes. ForQ . 20000,

the solutions are chaotic and the energy in the mean flow decreases with increasingQ, but for

Q & 20000, the solutions are quasi-periodic and the energy in the meanflow increases with

Q. Here, we consider the change in the form of the mean flows as wemove between the two

regimes. In figure 8.20 (a), time-dependentū (left-hand side) and̄v (right-hand side) are shown

for Q = 20000. We see that̄u consists of four alternating bands: a positive and negativejet

in the bulk and two smaller jets at the boundaries, one positive and one negative.̄v is made up

of two distinct bands in the interior and smaller boundary layer jets, where the flow is reduced.

These flows are of the form of the chaotic solutions we saw in figure 8.4 (b) and in figure 8.13

(a). The slight difference being thatū is more systematic in the smallPr, ζ case and̄v is less

systematic. A largerQ is needed to achieve such a flow pattern in this case than is needed in the

largerPr cases. As when considering the effect ofζ in section 8.2.6, this can be explained by the

PrζQ factor in the MS term of the mean flow equations. In figure 8.20 (b), the time-dependent̄u

(left-hand side) and̄v (right-hand side) are shown for a solution from the quasi-periodic regime.

The less time-dependent nature of these flows is evident and we see that, instead of two jets of

opposite direction occurring in the interior, one larger scale, negative band is present.
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Figure 8.20: Time-dependentū (left) andv̄ (right) for Pr = 0.1, ζ = 0.5, Ra = 5× 105 and (a)

Q = 20000, (b)Q = 35000.
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In a similar way to before, we analyse the terms of the mean flowequations (8.2.8) and (8.2.9)

to see what is responsible for driving the flows we observed infigure 8.20. Analysis of the terms

that drive the flows in figure 8.20 (a) gives a similar balance to the terms shown in figure 8.14 (b)

and therefore we do not repeat this analysis here. But we analyse the terms that drive the flows

in figure 8.20 (b), as these are different to the ones discussed in other cases. Each term of the

mean flow equations is shown in a different colour in figure 8.21; the terms drivinḡu are in the

top plot and the terms drivinḡv in the bottom plot. The structure of̄u is dominated by the MS

term, but the other terms contribute to give the structure weobserve. Recall that the RS and MS

terms actually dictatePrū andPrv̄ and so even though the driving terms are small, a significant

flow is produced sincePr < 1. By considering the terms that drivēv, we see that the vertical

structure of̄v is not dominated by one particular term.
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Figure 8.21: Terms of the mean flow equations, (8.2.8) (top) which driveū, and (8.2.9) (bottom)

which drivev̄, for Pr = 0.1, ζ = 0.5,Q = 35000 andRa = 5×105. In orange are the RS terms,

in black are the MS terms, in green are the viscous terms, in blue are the mean flow terms and in

red are the mean flows themselves.

As we have seen throughout, it is the Reynolds stresses that drive the mean flows, and as the

magnetic field is increased, the Maxwell stresses become more important and modify the flows.

By comparing the typical size of the RS and MS terms, as definedby (8.2.10) and (8.2.11), we

can see at which value ofQ the two balance. In figure 8.22 we show the ratio of MS to RS terms

as a function ofQ for twoPr andζ = 0.5, Ra = 5× 105. As was the case for smallζ, the small

Pr system requires a largerQ for the MS term to balance the RS term.
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Figure 8.22: Ratio of the typical sizes of MS to RS terms that drive (a) ū and (b)v̄, as a function

of Q, for ζ = 0.5 andRa = 5× 105. In black,Pr = 1 and in red,Pr = 0.1.

8.3 Summary

The aim of this chapter was to examine the effect of a horizontal magnetic field on convection in

a plane layer model with a tilted rotation vector. We found that, in general, as the strength of the

magnetic field was increased, the kinetic energy of the system decreased and the magnetic energy

increased. Although, for smallPr andζ, we found a region of parameter space where the kinetic

energy increased withQ. We also found that, forζ = 1.1, whilst the smallQ solutions were

chaotic, there was a move towards steady solutions, asQ was increased. With this change, came

the move to larger-scale solutions, with the preferred wavenumber decreasing. On comparison

with the wavenumber expected from linear theory, it was found that nonlinear effects cause the

scale of the solutions to increase.

We investigated the effect of the magnetic field on the mean flows driven. ForPr = 1, ζ = 1.1,

the field reduced the magnitude of the flows but increased the systematic nature of them, i.e., they

became less time-dependent. The smallQ, chaotic flow in the plane, that is,̄v, was found to

consist of a band of positive flow in the upper half-plane and aband of negative flow in the lower

half-plane. This persisted whenQ was increased, however, in these cases the flow did not extend

all the way to the boundaries and boundary layers of relatively slow flow were formed.

By studying the mean fields in the system, we demonstrated that, at smallQ, magnetic field was

expelled to the boundaries, but asQ was increased this expulsion became more difficult. This

meant that there was little magnetic field left in the bulk of the layer to inhibit the mean flows in

these cases.



Chapter 8. Nonlinear rotating convection in the presence ofa horizontal magnetic field 220

As was the case in Chapters 6 and 7, we derived the mean flow equations, in order to see what

dictated the size and structure of the mean flows. The mean flowequations were similar to the

mean flow equations in the hydrodynamic system, the only difference being, the addition of an

extra term due to the magnetic field. This Maxwell stress termbecame increasingly important

for determining the mean flows asQ was increased, for two reasons. Firstly, the MS term was

proportional toQ and so had a larger influence for largerQ, secondly, less field was expelled to

the boundaries in these cases and so the correlations were likely to be higher. We showed that at

smallQ, the RS term dominates and is able to drive a significant flow; at moderateQ, there is a

balance in the interior of the layer and so the flow is dominated by boundary layers and for large

Q, the MS term dominated and produced a small, yet systematic flow.

We considered what happens when more realistic parameter regimes were reached, i.e., smaller

Pr and smallerPm. We saw that, the effect of decreasingζ was to allow chaotic solutions to

exist for a larger range ofQ. We also found that in some cases the behaviour of the smallζ

solutions matched that of theζ = 1.1 solutions but only whenQ was increased, this was due to

the presence ofζQ in the MS term. Unlike in theζ = 1.1 case, the MS term was able to dominate

the RS term whilst the solutions were still in the chaotic regime. When this was the case, we

found that the mean flows were less time-dependent and that the interior flow was mostly of one

sign, rather than forming an alternating jet structure as seen at smallerQ.

DecreasingPr, whilst keepingPm small, gave similar results. In particular, a largerQ was

needed to achieve the same behaviour as for largerPr because of thePrζQ factor in the MS

term. In the case we examined, the solutions became quasi-periodic at largeQ and these were

accompanied by an increase in the kinetic energy of the system and a change in the vertical

structure of the flow. As was the case in the hydrodynamic system, we demonstrated that, for

smallPr, even if the driving terms are relatively small, a significant mean flow is still produced.

Finally, a linear calculation of the RS and MS terms led to theconclusions that asQ is increased,

the nonlinear RS and MS terms can be well approximated by the linear eigenfunctions, however,

some behaviour is still not captured. For example, the expulsion of flux to the boundaries is

not captured by the linear calculation. The increase is agreement of the linear and nonlinear

calculations withQ is to be expected since the solutions are less supercriticalin this case and so

the nonlinearities are not expected to be so large. We discuss extensions to this work in Chapter

9.
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Chapter 9

Conclusions

9.1 Summary of results and discussion

In this thesis, we have investigated the interaction of convection with rotation and magnetic fields.

In particular, we have focussed on the mean flows driven in a plane layer model of a convecting

body. In Chapter 1, we introduced some of the many examples ofwhere mean flows occur in

nature, e.g., the differential rotation in the solar convection zone, and the mechanisms for driving

them. As we discuss our work in the following paragraphs, we aim to relate the work we have

done back to the initial problems that initially motivated their interest.

As a mathematical framework for our study, we presented the setup and governing equations of

our model for studying convection in a plane layer in Chapter2. The model was based upon that

used by Hathawayet al. (1980) and was intended as a local approximation to a region around

a latitude on a spherical body, so that the rotation vector was oblique to gravity. The major

shortcoming of such a local model is its inability to describe the global behaviour of the body, a

full spherical model would be more appropriate for such a study. However, important information

about the underlying physical processes involved in rotating convection can still be extracted from

a local model such as the one used in this thesis. The boundaryconditions we elected to impose

were impenetrable and stress free, chosen as they are less restrictive to mean flow generation than

rigid boundaries and they are more realistic to stellar interiors. This distinguished our work from

that of Hathawayet al. (1980) who assumed rigid boundaries. In reality, the boundaries of the

convection zone are much more complex. For example, the outer boundary of the convection

zone is coupled to the solar atmosphere and close to this boundary, convective motions, when

considered with other physical processes there, lead to thegranulation that is observed at the
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surface. The imposed impenetrable boundary conditions of our model also prevent any flux across

the boundary which again is a simplification. At the base of the convection zone, where the

convection zone meets the tachocline, there is overshooting of convection towards the radiative

zone, this is not possible with such idealised boundary conditions but can be modelled in more

global models with more complex boundary conditions. For study of a single region, like the one

in this thesis, impenetrable and stress free boundary are not too restrictive and allow us to make

progress easily.

For simplicity, our study began by using the Boussinesq approximation which assumes a small

layer depth (d) compared to the pressure scale height of the system (H) and so pressure variations

may be neglected. This approximation is not a particularly good one for the Sun and other

astrophysical objects since there are many pressure scale heights in the layer height (for example,

H is less than1% of the solar radius in the convection zone (Fan (2004))) and so pressure

fluctuations should not be neglected. This led us to introduce the anelastic approximation whereby

the constraintd
H

≪ 1 is relaxed, but the typical speeds are still considered small compared to the

sound speed so that sound waves are filtered out. This is an accurate approximation for the Sun

except for near surface layers where velocities associatedwith granulation can exceed the sound

speed (Miesch (2005)).

Using the mathematical description from Chapter 2, we considered convection in the linear regime

under the Boussinesq approximation (see Chapter 3). We examined three cases: (i) where there

was no magnetic field or thermal wind present, (ii) where there was a thermal wind but no field

and (iii) where there was a horizontal magnetic field but no thermal wind. The linear problem is

an important one to examine before solving the nonlinear problem as, whilst it is unable to capture

physical effects that result from nonlinear interactions,the linear model is able to tell us about

some physical aspects of the system such as the conditions atonset of convection. In (i), we built

upon the work of Hathawayet al. (1980) by consideringPr < 1. Our motivation for considering

the smallPr case came from the fact that, in an astrophysical context,Pr is often tiny, e.g., at

the bottom of the convection zone it is believed thatPr ∼ 10−6 − 10−7 (Ossendrijver (2003)).

Computational constraints prevent us from reaching such a small number but, in the linear work,

we consideredPr as small as6 × 10−3. The main findings of the linear work were that the

tilted rotation vector had more of an effect on convection inthey-z plane (EW rolls) than it did

on convection in thex-z plane (NS rolls) but that, even at smallPr, the NS rolls remained the

preferred ones. Also, in agreement with Hathawayet al.(1980), in (ii), we found that the addition

of a thermal wind could switch the preference from NS to EW rolls, as even a smallTy stabilised
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NS rolls and destabilised EW rolls. In (iii), we added a horizontal magnetic field to (i) and found

different solutions existed, depending on whetherPr andζ were greater or less than unity. A

larger range of oscillatory solutions were found whenPr < 1 andζ < 1. As already discussed,

in the Sun,Pr ≪ 1, but so isζ, with a value ofζ ∼ 10−4 (Ossendrijver (2003)) suggesting

that the oscillatory modes are relevant in the Sun. To finish Chapter 3, we considered three-

dimensional perturbations to a basic state and found in somecases oblique rolls were actually

preferred at onset, but in other cases, the two-dimensionalmodes were preferred.

In Chapter 4, we added stratification to the plane layer system of Chapter 3 for which the anelastic

approximation was more suitable than the Boussinesq approximation. This amounted to adding

the effects of a tilted rotation vector to the linear anelastic problem as described in Mizerski &

Tobias (2011). The main result was that stratification, whena tilted rotation vector was present,

broke the up-down symmetry when three-dimensional modes, or two-dimensional modes in the

x-z plane (NS), were considered. However, the up-down symmetrywas not broken when two-

dimensional modes in they-z plane (EW) were considered. This had the result of the critical

modes occurring with a preferred positive or negative critical frequency, so that the preferred

modes were left or right travelling waves when the symmetry was broken but, when it was not

broken, the preferred modes were standing waves. We proved this to be true regardless of the

boundary conditions considered. We found that in the NS case, whether solutions with positive

or negative frequency were preferred, depended onTa.

In order to investigate the nonlinear effects of convection, in particular the driving of mean flows,

we developed a two-dimensional pseudospectral nonlinear numerical code to solve the governing

equations. The details of the numerical methods used were given in Chapter 5. We assumed

periodicity in the horizontal direction which is inaccurate in reality, but provides an efficient way

of solving the local model and therefore allows us to gain insight into otherwise inaccessible

problems. In the vertical direction, we used a Chebyshev expansion allowing extra points close

to the boundaries and therefore better boundary layer resolution. By setting up the problem as

we did, we were able to solve the matrix systems in a relatively efficient way, thanks to a well-

developed algorithm of Thual (1986). However, we were stillrestricted by limited resolution and

therefore a restricted parameter regime. Parallelising the code would help with this, allowing us

to reach more realistic parameters although truly accurateparameters such asPr ∼ 10−7 are still

a way from being achieved by even the most sophisticated models.

The first five chapters set the groundwork for the study of meanflow generation by convection.

In Chapters 6-8, we carried out this study. In Chapter 6, we focussed on nonlinear hydrodynamic
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convection under the Boussinesq approximation. AsRa was increased, and thus the degree of

nonlinearity in the system increased, the solutions underwent a number of bifurcations en route

to chaos. However, for a sufficiently tilted rotation vectorand small enoughPr, further increases

in Ra led to the solutions becoming steady again in what turned outto be large-scale solutions

that were efficient at transporting heat by convection. Whilst this is an interesting result in the

two-dimensional system, we believe that these large-scalesolutions were a result of the two-

dimensional nature of the problem we had set up and in a fully three-dimensional simulation such

large-scale, steady solutions are unlikely to exist.

By tilting the rotation vector, we found non-trivial correlations which led to systematic mean

flows, with a vertical rotation vector such correlations aresmall on averaging. By taking

horizontal spatial and time averages, we derived the mean flow equations which isolated the

Reynolds stress (RS) term responsible for the driving of mean flows. A smallerPr was found to

result in smaller RS terms but the presence of aPr factor in the mean flow equations ensures that

larger mean flows could result for smallerPr. As described before, numerical limitations result in

orders of magnitude difference between the size of the Prandtl number used computationally and

those occurring in reality. Despite this, knowledge about the fundamental interactions involved in

mean flow generation has been gained from this study and presented in this thesis.

In the second part of Chapter 6, we considered the addition ofa thermal wind, via a horizontal

temperature gradient, as an approximation to latitudinal temperature gradients that occur, for

example, in stars. This studying of mean flow generation whena shear flow results from a

horizontal temperature gradient in a self-consistent manner is a novel approach which does not

appear in the literature. In this case, we found that, the addition of a thermal wind resulted in

more energetic flows and even whenφ = π
2 , the RS terms still generated systematic mean flows.

The thermal wind parameter was shown not to appear explicitly in the mean flow equations but

act through an implicit modification of the correlations. The convection either extracted energy

from, or put energy into, the thermal wind shear; for smallerPr, φ andTa it tended to extract

energy from the thermal wind shear.

For almost all the cases we studied, when mean flows were driven, the flow in they- or meridional

direction (̄v) was larger than the flow in thex- or zonal direction (̄u). However, for example,

in the Sun, meridional circulations are much smaller than the zonal, differential rotation. One

reason for this discrepancy comes from the fact we are using alocal plane layer model with

periodic horizontal boundary conditions and therefore, flow in they- direction at one end of the

computational box is matched by flow at the other end, resulting in superficially large flows. In



Chapter 9. Conclusions 225

fact, meridional circulation in the solar convection zone is a global circulation and so we cannot

expect to capture such behaviour in a local model. More realistic geometries would be needed to

rectify this.

We extended the Boussinesq model of mean flow generation to include the effects of stratification

and, as in the linear case, employed the anelastic approximation. The results of this work were

presented in Chapter 7. We demonstrated that the stratification led to an asymmetry in the vertical

structure of the mean flow across the layer; flow from the upperhalf-plane penetrated further into

the lower half-plane as the strength of the stratification was increased. It was also found that the

flows were more systematic at lower levels in the layer and with increased stratification.

In Chapter 8, we finished our study with an investigation of the opposing of mean flows by a

horizontal magnetic field. We showed that, in general, an increase in magnetic field strength was

met with a decrease in the strength of the mean flows. However,the field did act to organise the

flow and increase the level to which it was systematic. In addition, the magnetic field could act to

change the structure of the mean flows, including their direction. We also showed that, at small

Q, magnetic field was expelled to the boundary, leaving relatively small amounts of field in the

bulk. This meant systems with smallQ were still able to drive strong, unopposed flows in the

bulk of the layer. Analysis of the terms driving the flows highlighted a balance between the RS

and Maxwell stress (MS) terms that was responsible for the size and structure of the mean flows.

As the magnetic field strength was increased, magnetic field could no longer be expelled to the

boundaries and so the RS terms were opposed by the MS terms, and hence the flows resulted from

a balance between the two terms. When the MS terms dominated,only very small mean flows

were generated, although they were shown to be very systematic. It was the balance of the RS,

MS and viscous terms that dictated the direction of the flow. In particular, if, asQ was increased,

the direction of the mean flow changed, then this was a result of the balance of the terms changing

and not that e.g., the RS terms had changed direction.

To investigate if the nonlinear behaviour of the RS and MS terms could be captured by a

simpler, linear calculation, we compared the RS and MS termsas calculated from the linear

eigenfunctions with the actual RS and MS terms as calculatedby the nonlinear code. In general,

the agreement was found to be poor and so the linear study doesneglect interactions that are

crucial in determining the full dynamics of the system. Of course, there is no reason why the

linear calculation should be a good approximation. However, there are extensions to this idea,

i.e., to see if any of the large-scale dynamics of the system can be captured without performing

the full nonlinear calculation. We describe some of these extensions in the next section.
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We conclude this section by highlighting what we consider tobe the most interesting, new results:

1. In the linear anelastic study of Chapter 4, we showed numerically the existence of a hidden

symmetry. Upon breaking the up-down symmetry via a verticaldensity stratification, and

through tilting the rotation vector from the vertical, whenconsidering convection rolls in

the plane of the tilted rotation vector (EW rolls), the linear growth rates still occurred as

complex conjugate pairs. That is, there was no preference for left or right travelling waves

as there was when NS rolls were considered in the asymmetric setup. We proved this result

to be true for any natural boundary conditions.

2. In Chapter 6, when considering the interaction of convection with a thermal wind shear,

resulting from a horizontal temperature gradient, we foundthat, whether the convection

extracted energy from, or put energy into, the shear, depended upon the parameters of the

system. In particular, for smallPr andφ, the convection tended to extract energy from the

thermal wind.

3. The investigation of mean flow generation in a stratified layer in Chapter 7, showed that a

stratification leads to an asymmetry in the layer. Flows in the lower part of the plane were

more systematic than those in the upper part of the plane. Furthermore, in contrast to the

Boussinesq case, the flow speed was non-zero at the mid-layerdepth, instead, it was zero

deeper in the layer.

4. In Chapter 8, an imposed horizontal magnetic field was shown not only to inhibit mean flow

generation, but also to change the vertical structure of theflow as the field strength was

increased. More specifically, in some cases, the direction of the mean flow was actually

reversed.

9.2 Further work

As with most studies, there are many natural extensions to the work in this thesis that have yet to

be carried out. We have mentioned some of these as we discussed our work in the previous section,

however, there are many more. In this section we describe theones we envisage undertaking next.

As described at the end of the last section, we showed that a linear calculation of the RS terms

generally provided a poor agreement with a nonlinear calculation of them. We would like to find

a way of capturing the key dynamics without having to solve the full nonlinear equations, as they



Chapter 9. Conclusions 227

are computationally demanding to solve. One reason for the inaccuracy in the linear calculation is

that it neglects the interaction between the mean flow and thefluctuations and also the mean field

and the fluctuations (amongst others). Therefore, to see if this interaction is responsible for any of

the behaviour we see in the full nonlinear system, we could impose the mean flows generated from

a nonlinear calculation on the linear equations and carry out a linear analysis, in a similar way to

the one performed when a thermal wind produced a basic state flow (as in section 3.5). Building

on this idea, another interesting extension would be to perform the quasi-linear calculation which

involves splitting the perturbations into a mean and fluctuating part and then neglecting the terms

in the equations that are quadratic in the fluctuations. Thisis a technique employed by Srinivasan

& Young (2012), for example. This would allow us to determinewhether the interaction between

the means and the fluctuations dictate the large-scale features of the system dynamics or whether

it is essential to include the interactions between the fluctuations themselves in a full nonlinear

calculation.

In Chapter 8, we considered mean flow generation in rotating magnetoconvection. An extension

to this work, which we did not have time to carry out, would be to consider what happens when

a horizontal temperature gradient is also present, so that athermal wind is also present. Also,

it would be interesting to examine the differences that occur for other field orientations, whilst

keeping the field in the horizontal plane. Both of these extensions are already accounted for in

the way we set up the problem and in the equations we derived. The former of these extensions

involves repeating the simulations forTy 6= 0 and the latter involves changing the parameterα.

The work undertaken in this thesis has been predominantly two-dimensional. A natural

development then, would be to extend the work to include a third spatial dimension. An easy

way to do this would be to assume periodicity in the second horizontal direction, i.e., introduce

anx-direction to be treated as they-direction was in this study. This would add a few subtleties

to the numerical procedure, but in principle, the same numerical algorithm could be used on the

three-dimensional problem. In reality though, the code would need parallelising, so as to be able

to solve the equations in a realistic amount of time.

Finally, as we mentioned in Chapter 1, mean flows are thought to be important in the generation

of large-scale magnetic fields in the Sun, but their role is not fully understood. Pontyet al.

(2001), considered the kinematic dynamo problem by drivinga flow through shearing the bottom

boundary of a plane layer. Further work we would like to pursue, is to extend the work of Ponty

et al.(2001) by considering the kinematic dynamo problem with themean flows that emerge self-

consistently from the turbulence in our model. Furthermore, extending to three dimensions would
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allow us to consider the nonlinear dynamo problem. Recent work (Tobias & Cattaneo (2013))

showing that systematic oscillating magnetic fields can be generated, relies on an imposed shear

flow. Again, the model discussed in this thesis, does not require this imposition as a shear flow is

driven self-consistently by the convection and so could provide the basis for a dynamo study.

It is clear that the complex nature of physical problems involving the interaction of convection,

rotation and magnetic fields is difficult to comprehend fully. It is hoped that by considering a

simplified model of the large-scale dynamics, the work in this thesis provides some insight into

the underlying physical processes occurring in such problems, and that similar future work will

help to explain phenomena such as the large-scale mean flows we observe across the Universe

today.
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BERKOFF, N. A., KERSALÉ, E., & TOBIAS, S. M. 2010. Comparison of the anelastic

approximation with fully compressible equations for linear magnetoconvection and magnetic

buoyancy.Geophysical and Astrophysical Fluid Dynamics, 104, 545–563.
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