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ABSTRACT

The meanings of deverbal nouns have been classified by various linguists in terms
of case, such as instrument or result of action. However, there 1s some debate as to
whether meaning can attach to the derivational suffixes such as -ation, -ment, etc.,
which form these nouns. For some the meanings of the suffixes themselves are
unspecified, apart from the grammatical recategorisation involved in changing a verb to
a noun. Others see an athix as interacting with the base to affect the semantics of the
derivative. Earlier historical linguists described deverbal suffixes as attracting a 'nexus
of meanings which are common to all of them, and which cluster round a central
semantic notion such as 'action/fact'. Furthermore, it has been suggested that each suthx
develops through time a unique combination of such meanings in a hierarchy of its own.
This 1s the question I am concerned with here.

My 1nterest 1s in the French nominal suthixes -ment, -ance/-ence, -ation, -age
and -al, which entered Middle English (ME) via borrowings from French, and which
now form abstract nouns in English by attaching themselves mainly to verbs. I shall
argue that from their earliest appearance in English these suffixes began to select
charactenistically from the nexus of common meanings, 1in terms both of the kinds of
bases to which each suffix was characteristically attached, and also of the kinds of
contexts in which words formed 1n 1t tended to appear. I further conclude that each one
may specialise 1n a distinct aspect of the central meaning 'action/fact’, such as specific
instance or quality.

My method has been to examine the integration into English of each suffix, then
to take samples of about 200 words in each, in order to determine the semantic
categories in which they were used in their earliest recorded citations in the MED and
OFED. Some of these contexts will be analysed 1n detail. I will then compare these
findings with those from an examination of the same suffixes in five plays by
Shakespeare. By comparing the earlier semantic profiles for ME words with those for
the same words in Shakespeare, as well as with those for words of later origin in the
same suftixes, I hope to touch on some ways in which suffix use might develop over
time. 1n the selection both of bases and semantic contexts.
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Chapter 1

INTRODUCTION

1.1. Word formation: the theoretical background

This thesis will examine some aspects of the semantics, and integration
into Middle English, of the five nominal suftixes -ment, -ance/-ence, -ation, -age
and -al, which entered the language via borrowings from French, and which
now form abstract nouns in English by attaching themselves to verbs. My main interest
here is in the semantics of derived words and in particular the question of athixes, the
degree of semantic content that can be attributed to them, and how their semantic
content, 1f any, should be defined.

Before discussing my project in detail, I will summarise some recent and current
debates in morphological theory, touching on transtormational and lexicalist theories
of word formation and going on to discuss the relation of semantics to productivity,
with a brief account of methods of assessing productivity. In the last section I will
introduce the aims and methodology of my present project in relation to my own
theoretical position, and to previous work 1n this field in Middle English.

1.1.1. Generative morphology: transformations

In recent decades, theories of morphology have been concerned with the
question of whether words are formed by systematic, generalised rules or by
idiosyncratic ‘lexical’ rules (which are stored in and accessed trom a ‘lexicon’ by
memory).

Chomsky's first Standard Theory of Syntax, as developed 1n Synractic

Structures (1957) and Aspects of the Theory of Syntax (1965), presupposes that words

were generated in the same way as sentences, that is by ‘transformations’. The theory
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of transformational grammar suggests that there exists a ‘deep structure’ of meaning
which underlies every utterance, and which i1s converted or ‘transformed’ into varying
forms of linguistic surface structure. Within Chomsky's theory it was held at first that
not only the order of words but the words themselves were the products of
transformations. In this way the word 47/l would be the surface form of the deep
structure cause become not alive. Similarly, a complex noun such as REFUSAL was

thought to reflect the syntactic transtormation involved in deriving a noun REFUSAL

from a verb refuse.

However, consideration of the behaviour of complex words revealed
problems with this extenson of the theory. In his paper ‘Remarks on
Nominalisation’ (1970) Chomsky noted that such words are subject to syntactic

constraints which do not apply to their bases: for example, we cannot derive *John's

difficulty 1o please trom John is difficult to please (Chomsky, 1970: 19911, discussed
in Button, 1990: 9-11). This suggests that words which have changed their category as
a result of word formation may have to be accounted for differently from those
inflected according to their category, such as please: please-s, which can be used in
identical positions. Similarly if we compare the syntactic use of the gerund, or verbal
noun (verb[V]+-ing, e.g. refusing) with that of derived nominals formed by adding a
suffix, such as REFUSAL, several such differences may be found: for example, we
cannot dernive *refusal this from the refusal of this. Furthermore, gerunds are formed
regularly on any verb by adding -ing, while morphological derivations are irregular,
often involving an apparently arbitrary choice between a number of different affixes
(-al. -ment, -ation) or changes to the stem, as in receive receptive. Chomsky
concluded from his examples that only the gerunds could be derived transformationally,

while derived nominals were not derived at all, but listed in the lexicon.



This means that words such as REFUSAL are not processed by the speaker
in the same way as inflected words with a grammatical function, such as walking,
walk-s or walk-ed. Instead they have to be retrieved from the speaker’s memory, or
personal ‘lexicon’, where they are stored. Chomsky's Lexicalist Hypothesis thus
excludes category-changing transtormational rules from the grammar. However, 1t does
not appear to be possible to exclude word formation altogether from syntactic theory.
Halle 1in ‘Prolegomena’ (1973) required a more detailed theory of word formation,
involving Word Formation Rules (WFRs) which would explain existing words, their
order of morphemes (e.g. root and affix) and their idiosyncrasies (why ARRIVAL and
not *ARRIVATION)? This challenge was taken up notably by Aronoff (1976), and
later by Beard (1983), Jackendoff (1981), and Selkirk (1982).

1.1.2. Rule or rote?

Selkirk devised a version of non-transformational ‘phrase structure grammar’,
a vanant of X-bar syntax, which would also apply to word formation. Here
word formation 1s once again an analogy of syntactic processes, in which the parts of a
word are ordered like those of a phrase, including a ‘head’ (as the head of a noun
phrase 1s the noun). According to this model, in Spencer’s paraphrase ‘The affix is the
head, and 1ts syntactic features percolate to the top of the word tree’ (1992: 199).
However, the notion of “head’ in word formation has been criticised by Bauer in his
article ‘Be-heading the Word’ on various grounds, notably that some of the critenia for
‘head’ in syntax do not apply to affixes, that different criteria identify different elements
as 'head' in word formation, and that if the affix is the head, percolation of features is

not consistent (1990: 1-30).
These notions tollowed the mainstream of morphological theory in perceiving

the word 1n terms of meaningtul elements, or ‘morphemes’ such as root and affix. The



morpheme had been defined as the minimum meaningtul unit by Hockett in 1958
Aronoft (1976), however, argues that meaning gravitates to the level of the word
(1976: 14). He points out that a morpheme such as the prefix re- in REFUSAL or the
component cran- in cranberry has no meaning in itself, and that even a compound such
as blackberry overrides any meaning which its components may have separately
(1976:10). For him 1t 1s not the components but the composition which conveys
meaning. If the relationship between parts (such as adjective + ness) occurs regularly
over a number of words, a particular composition (such as blackness) will be
interpretable as meaning ‘quality of being black’. It will become semantically coherent
and will tend to be repeated, or ‘productive’. Moreover, for Aronoft only words which
are not yet or no longer productive are stored in the lexicon. If a word belongs to a
productive class there 1s no need for it to be stored in the lexicon: it can be retrieved

generatively by a word tormation rule (1976: 18).

Bybee, however, believes we should abandon a ‘yes/no model of lexical
storage’ (1985: 114). She points out that evidence from psycholinguistic tests suggests
that even some regular inflected forms (not necessarily all) ‘may have lexical
representation’ (1985: 114). She quotes Peters’ (1983) findings that complex strings
are not necessarily purged from the lexicon after they are analysed (Bybee, 1985:129),
and concludes that there 1s evidence of interaction between rule and rote processing
even in the case of productive words (1985: 207). Her evidence mainly concerns
inflected forms, but she has argued that the difterence between inflected and
derivational forms 1s only one of degree of semantic content, and varies between
languages. She places the denvational on a semantic continuum between the
inflectional (where the meaning 1s ‘often so general as to be redundant in context’) to

the fully lexicalised or autonomous word (an example might be blackboard), which



‘reflects the greatest semantic distinction’ and needs to be learned independently (1985:
85).

Bybee introduces the notion of ‘lexical strength’, a further continuum along
which words form a higher or lower degree of ‘lexical connections’. This means that
certain inflected or dertved words are more likely than others to be connected with
their bases in speakers’ minds. These lexical connections are in inverse ratio to lexical
strength, the lowest degree of lexical connection being closest to autonomy
(1995:11711). Lexacally strong or autonomous words may be recalled from lexical
storage, while those which have to be recalled by lexical connections will be subject to
a word formation rule.

This appears to have some relevance to the situation of Middle English, 1n
which words were borrowed from a donor language over a period of time, during
which period certain components of some word classes could have become productive.
We might expect lexical strength to be reflected 1n a word’s productive status,
according to whether 1t was oniginally borrowed as a unit or formed analytically on an
existing pattern. An example or the former would be COMMANDEMENT, borrowed
from French into Middle English. Such a word would have lexical strength: it would be
adopted holistically into the lexicon and not compared with other words or analysed
into its component parts. However, when enough of such words have been borrowed
to form a recognisable class 1t 1s possible to recombine the component parts and to
form other words with the same sufhix: at this stage the pattern has become productive.
It would be predicted by both Bybee’s and Aronoft’s models that words formed later
on the productive pattern would have lower lexical strength: that is, they would have to

be recalled via their lexical connections and their formation would be subject to a word

formation rule. However, such words in ME cannot always be identified; many latinate



nouns which could have been formed on earlier bases could also be holistic borrowings.
as they have counterparts in French (see 1.2.2. below).

Booij (1986) and Plag (1999) have both commented on the relation between
productivity and semantics. Booij points out that the tendency of certain affixes to take
on multiple meanings appears more systematic ‘once we distinguish between
productive and unproductive interpretations’ (1986: 515). Before turning to the
question of semantics, and in particular the semantics of derived words, I will therefore

briefly discuss some of the methods of 1dentifying and assessing productivity.

1.2. Productivity

1.2.1. Determining factors

According to Bybee, psycholinguistic tests have shown that frequency plays
some part in determining productivity. The most productive forms appear to be those
with high type but low token frequency, that 1s those with many class members,
infrequently used (1985: 134). Words of a high token frequency have greater lexical
strength: that 1s, they ‘undergo less analysis, are less dependent on their related base

forms than those with lower token frequencies’ (1985: 119). The degree of type
frequency necessary for productivity 1s of course ditficult to determine. Dalton-Pufter
suggests that a ‘critical mass’ may operate for major derivational categories (1996
224-5).

Various mathematical approaches, based on counting occurrences of a
given affix in a corpus, are discussed in Plag (1999: 23ff). Aronoft (1976) ‘suggests a
productivity index which is the ratio of actual to possible words’ (quoted in Plag 1999
23), a suggestion later cnticised by Aronoff himself on the grounds that where an attix
is productive, possibility could in theory be infinite (Ansshen and Aronoff, 1981: 64,

quoted in Plag, 1999: 23). Baayen and Lieber (1991, also quoted in Plag 1999: 26)



propose a productivity measure P which would be the quotient of the number of hapax
legomena (words occurring once in a corpus) for a given affix, and the total number of
tokens of all words with that affix. The number of hapaxes has been found to retlect the
number of neologisms in a corpus (Baayen and Renouf, 1996: 76) and according to
Plag ‘there are strong psycholinguistic arguments for the assumption that the
proportion of neologisms among attested types increases with decreasing type
frequency’ (1999: 27). I have found some evidence for this in examining Shakespeare’s
use of the five French nominal suffixes of my study (see 9.7.1.). Plag comments that “in
spite of some remaining methodological problems, the different [mathematical]
measures ... have the great advantage that they make certain intuitive aspects of
morphological productivity explicit and calculable’ (1999: 33).

Dressler 1n a series of articles (1981,1982, 1985, 1986) has developed a theory
of Natural Morphology, in which the productivity of a formative depends on the degree
of morphotactic and morphosemantic transparency of its derivatives. The highest levels
of transparency occur where an athx is attached to a base which remains unchanged (as
In excitetment > excitement), while the lowest 1s represented by suppletion (as in child
> children). For Dalton-Puffer, the measure of productivity in Romance suftixes
would be the appearance of hybrid torms with English bases (such as ONEMENT)
which could only arise in her view from a necessary degree of 'naturalness’, that is of
morphosemantic and morphotactic ‘transparency’ in possible derivatives (Dalton-Pufter
1992: see also Dressler 1985: 97-112). By these criteria she doubts whether most
Romance sufhixes became productive at all. ‘Of the Romance suftixes only the
transparent -ment has formed a marginal number of hybnids.” Miller, however, lists
many more hybnds from the late 14th century in -ment and -age than are available in

Dalton-Puffer’s database, the Helsinki Corpus (1997: 243-5), pointing out that “This



implies that some French affixes were already developing productively in ME™ (1997:
253). Dalton-Puffer herself admits that transparency should in the case of -ment have
produced a higher score, since the highest degree of transparency available to a
derivative 1s that of an affix added directly to a base without modification of the stem,
as with consonant-initial suffixes (for example, excite > excite+ment rather than
conclude > conclus+ion). However, she admits elsewhere that ‘There are ... several
things that naturalness alone cannot explain or which even contradict it ... the semantic
level also plays an important role and may counterbalance the naturalness position of a
given sufhix’ (1996: 215). Bybee has also pointed out that the perceived ‘naturalness’
of transparency i1s not in fact borne out by natural languages, in which suppletion and
allomorphy, placed by Dressler at the bottom of the naturalness scale (Dressler1985:
98-9), are more common than regularity (Bybee 1985: 208).

In subsequent chapters I comment briefly on the transparency measure 1n
respect of each of the suttixes discussed here. However, its application appears limited.
Plag reminds us of the part played by fashion and extra-linguistic aspects in linguistic
matters (1999: 39; this again seems demonstrable tfrom Shakespeare); while Clark
distinguishes ‘structural’ from ‘natural’ productivity in terms of pragmatics, natural
productivity being simply ‘the current patterns and word formation options favoured
by speakers of a language on a day-to day basis’ (1984: 571). Dalton-Pufter refers to
‘system adequacy’, whereby a less ‘natural’ process (such as ablaut) may be adequate
within a language because 1t 1s typical (1996: 224).

Dalton-Putter quotes Bauer's suggestion of ‘generalisedness’ (a combination of
frequency and analysability) as an indication of productivity (Bauer 1998: 61, quoted in
Dalton-Pufter 1993: 185, 1996: 216), but concludes that there is no single principle

behind the productivity of French forms in ME (1996: 221ff). Kastovsky (1985) has




pointed out that in the case of corpus languages such as ME, accessible only from
texts, the establishment of synchronic productivity is ‘somewhat problematic, since the
major criteria for the establishment of productivity, viz., introspection, elicitation and
acceptability judgements of neologisms, are not available’ (1985:228 ). I share his
preference for discussing corpus languages in terms of ‘analysability’: that 1s, a
situation 1n which paradigms appear and it becomes possible for contemporary users to
distinguish base from afhix.
1.2.2. Analysability

The conditions for ‘analysability’, however, are somewhat fluid in definition. To
Dalton-Pufter, analysability can mean the mere existence of related forms, however
much later they appear (1992: 476-7,1996: 99). Zbierska-Sawala takes the same view,
defining analysability as ‘the co-occurrence of wholesale borrowings with simplex
forms on the same stem or with other derivatives on the same stem’ (1989: 93-4). The
appearance of later forms would of course render a complex noun analysable or rather
‘transparent’ in retrospect, but would in theory rule out derivation from the later form.

In assessing analysability I have therefore adopted the view of Pattison (1975),
who makes a distinction between words which appear before any related simplex form
1s recorded in the language (e.g. ME COMMANDEMENT) and those which follow an
earlier simplex form (e.g. ME AVAUNCEMENT, the first attestation of which follows
that for a verb avancen). In the first case the noun might be assumed to have been
borrowed holistically, without analysis, while in the second case it 1s “analysable’ and
could have been tormed independently on the earlier verb. Pattison takes the view that
a notable increase 1n such analysability may be seen as a sign of productivity, so that by
dating and counting pairs on the same stem in a given affix, we may arrive at an

estimate of when the athx became productive (1975: 159, 210). Dalton-Puffer also in
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fact recognises this distinction, pointing out that by the end of the ME penod 1n her
sample ‘we can say that all derivatives which look analysable really are analysable and
that though 1t is of course still possible that a derived noun was borrowed from French
rather than derived in ME, ‘What is crucial ... is that ... after a certain point, 1t could
have been [1.e. derived in ME]’ (1996: 210). Zbierska-Sawala remarks on a high
number of derivatives pointing to ‘at least passive productivity, 1.e. the analysability of
the pattern’, and suggests high transparency and new coinage as additional signs (1992
30). I have taken analysability and new coinage as my own chief indicators in assessing
productivity, though mindful of their limitations for the purpose. It is not always easy
even to assess analysability in ME, where many chronologically analysable words have
counterparts in French and could therefore be borrowings; and although there exist
Romance forms in all suftixes which are not attested in French, this may simply be due

to defective records.
1.3. Semantics
1.3.1. Form and meaning
Aronoft has said that in affixed forms, ‘productivity goes hand in hand with
semantic coherence’ (1976: 45). In other words, productivity 1s only possible if the
composition 1s also semantically coherent and the affix 1s recognisable as performing a
specific function. Sturtevant (1942) had earlier given semantic conditions for
productive analogy which are summarised below.
(1) The prior member of the compound must keep its 1dentity;
(2) The final member must have the same meaning in several compounds.
or appear in one common or important enough to establish the type;
(3) the meaning of the final member must be general enough to be used

in other words (Sturtevant, 1942:114).
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Although the term ‘compound’ is used, Pattison has quoted this as applicable to
suthixation (1975 6). On the question of the semantics of suftixed nominalisations there
1S, however, much disagreement. Such nominalisations are generally seen as a class of
abstract nouns in which a set of semantic categories overlap: Jespersen, for example,
calls them ‘nexus-substantives’ (1942: VI, 244, 15.6). A deverbal noun such as
GOVERNMENT can mean the act of governing, the quality of good government, or a
body of people who govern. How are these different meanings to be accounted for, and
what have they to do with the affix? Is it indeed possible to ascribe meaning to an affix
at all, beyond the specific category change (for instance, as here, from a verb to a
noun) which it may perform?

We have seen already that for Aronoft (1976) only the final composition of
|[base+atlix = word] has meaning (see 1.2. above). Dalton-Pufter(1996), however, is
willing to ascribe meaning to the affixes themselves: ‘As far as I can see at the moment,
derivational suffixes ... move on a cline between operational (inflectional) and
denotational (lexical) meaning’ (1996:68). She remarks that ‘an approach such as
Selkirk's ... which gives affixes their own lexical entries’ 1s in this respect ‘preferable to
one which made them a part of the rule apparatus such as Aronoft's” (1996: 40).
However, she also points out that Selkirk ‘is, of course, not interested in the semantics
of word formation’ and that i1t can be ‘extremely difficult’ to ‘ascribe meanings to
denivational affixes in a principled way’ (Dalton-Pufter 1996: 41).

If we can ascribe meanings to afhixes, however, it appears that one athx can
bear several meanings, while, conversely, one meaning can be shared by several affixes.
This inconvenient fact has persuaded some linguists that there can be no connection
between morphology and semantics: 1n other words, that the aftix chosen is a formal

sign with no semantic content. Beard proposes two layers of operation in word
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formation : (1) formal (‘affixation...located near the surface and directly related to
phonology’) and (2) functional/semantic (‘derivation ... an absolutely deep-structure
process operating most probably in the lexicon’ (Beard, 1983: 220). The argument 1s
that 1f form and meaning were connected, all English agent nouns, for example, would
end 1n the suffix -er (as in teacher), and the suftix -er would always indicate an agent
noun. In practice, however, some nouns with action suffixes can bear agentive
meanings (such as GOVERNMENT or APPURTENANCE), even though most of
them do not. Conversely, the suffix -er can also signify something quite difterent, such
as comparison.

For these linguists of the ‘separationist’ persuasion, the affix has a
category-changing function only. This means that there can be no semantic differences
between rival suffixes which perform the same function, such as changing a verb to a
noun. Zwanenburg (1980, 1984, quoted in Boo1j, 1986: 504)) proposed the following

word formation rule for ‘the English deverbal action noun’:

{al
[xX]v>[x]v {ion

{ment
while Jakobson (1936[1962]) proposed a ‘very general and vague meaning’ (quoted in
Booij, 1986: 505) for competing affixes, the interpretation of which would then be
determined by context. This 1s also Bauer’s (1983) position. Deverbal nominalisations
may lend themselves to various meanings such as Act, Process or Manner, but these
meanings are specified not by the suffix itself but by context:

(1) A. His condemnation of the government lasted for hours. (Act).

(2) B. His condemnation of the government was verbose. (Manner).

(1983: 186).
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For Bauer, in the deep structure ‘only the grammatical relationship of
verb-nominalisation is specified’ (1983: 80). Dalton-Pufter similarly finds that
‘establishing a whole array of seemingly equal semantic categories seems rather like
descriptive overkill’ and suggests a default reading: ‘act or process of doing X' and
alternative reading: ‘an entity (abstract or concrete) in connection with the action
expressed by the verb ° (1996: 93).

Both Booij (1992) and Plag (1999), however, have argued that the link
between form and meaning ‘is the essence of any linguistic system’ (Boo1),1992: 505).
Plag points out that Beard (1983) had to devise ‘correspondence rules’ to relate his
separate formal and semantic levels, the necessity for which according to Plag
invalidates the ‘separationist assumption’ (Plag, 1999: 239). Booy has criticised
Zwanenburg’s formulation for deverbal action nouns on two counts: that it does not
account for blocking, in which certain words take only one sufhix, and that ‘competing
aflixes may differ in respect to their productivity and distribution’ (1986: 505). Both
Booy and Plag have sought formulae to capture and simplity the fact of ‘morphological
assymetry’, 1.e. shared meanings in affix groups and multiple meanings 1n individual
members of a group. Booij (1986: 505) suggests ‘one core or prototypical meaning’
for competing affixes, which may then develop other meanings by extension rules (so
that, for example, an agent may be seen as an instrument, or an action as its result).
This seems an adequate description of the situation with the deverbal suffixes under
consideration. However, the further question 1s raised as to whether the extension
meanings may be differently distnbuted among them. My own research has suggested
to me that affixes do have meaning, in that a set of competing suffixes may share a core
meaning such as ‘verbal action’ and extension meanings such as agent and instrument,

but that each suftix will tend to dnft towards certain extension meanings more
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frequently than towards others, and that these preferred meanings will vary between
suffixes. I will discuss this further below in 1.3.3.
1.3.2. Case

Marchand has in fact suggested that a suffix might cover various categories of
meaning but that ‘each one suffix has a different totality of semantic features’ and that
“any one sign 1s determined by the totality of combinations in which it may occur and
which cannot be the same as that of any other sign’ (1969: 227-8). Kastovsky has
discussed these combinations in terms of the case of the noun in relation to its base
(e.g. ‘object of V-ing’), suggesting a ‘hierarchy of productivity’ for the available
meanings 1n relation to a given suffix, an example being ‘agent - instrument -
experiencer - patient - locative - action’ in relation to ‘the morphological pattern V-er’
(1986: 597). He had previously suggested that ‘the possible major semantic-syntactic
categories of deverbal nouns are predetermined by the number of possible cases and
head nouns of complement clauses ... 1t seems that only a imited subset of these tends
to figure in deverbal derivations, which have proved fairly stable during the history of
English’ (1985: 253).

Beard has argued that ‘the meanings of lexical derivations and primary
Indo-European case functions are persistently parallel’, giving as examples the
prepositionless cases in Latin, Greek and Sanscrit (1983: 220). Szymanek (1988) has
claimed that derivational categories are ‘ultimately grounded in cognitive concepts’,
most of which ‘look remarkably like the case labels we have met several times in
several contexts’ (Dalton-Pufter, 1996: 70). Dalton-Pufter finds Szymanek's categones
‘both intuitively appealing and descriptively adequate’ (1996: 71) and asks: ‘Is this a

case where traditional terms are intuitively nght about, for instance, cognitive

categories, or 1s cognitive linguistics rediscovering traditional grammar?’ (1996: 72).
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She further points out that these ‘thematic roles’ (also proposed by Olsen, 1982,
quoted in Dalton-Puffer, 1996: 41) in fact have correspondences with the 'paraphrases’
such as ‘place connected with’ by which Marchand defines the meanings of nominal
suttixes (Marchand 1969: 1221-352).

Zbierska-Sawala (1992) also uses case labels as a tool of analysis for suffixed
nouns. She remarks that any case is ‘just one (albeit usually most significant) facet’ of a
‘more complex category which results from the intersection of several basic ones’,
quoting Schlesinger (1989) on separate cases as variants of ‘the same deep case node
(Zbierska-Sawala, 1992: 23-24). However, she suggests an ‘implicational scale’ for
case categories in derived nouns, according to their correspondences with ‘the level of
generality in cognitive categories’. The scale 1s initially taken from Panagi (1987: 136),
who places action, agent, instrument and location in descending order of generality. In
Zbierska-Sawala’s version an additional category, state, is said to have the ‘same
degree of generality’ as action (Zbierska-Sawala, 1992: 19-20). I have made use of
these and Kastovsky’s categories in my own analysis.

Boo1 suggests a ‘thematic grid’, defined as the specification of the
semantic roles the verb imposes on its arguments (1.e. complement or subject). He
maintains, however, that while ‘subject’ 1s a syntactic notion, ‘agent’ (for example) ‘1s
a derived semantic category, resulting from the interaction of the grammatical
qualification of deverbal -er nouns with other, semantic properties of the verbal
bases’ (1992: 507: my italics). This raises the question of selection of bases, as well as
of contexts, as a possible factor in distinguishing the operation ot afttixes.

[ hope to show that as a suftix becomes productive a charactenstic
‘hierarchy’ of meanings such as that suggested by Kastovsky may indeed be

established for each suthix In fact I suspect that, far from displaying overkill, as
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Dalton-Puffer suggests, Kastovsky's categories do not go far enough. It seems to me
that suffixes may differ not only in the hierarchy of such meanings but in the aspects of
them which they activate. If this turns out to be true then some of Kastovsky's
classifications might bear further refinement, an example being his single concept of
action/fact. Firstly, action and fact are two categories which should perhaps be
separated 1n the semantics of derived nomunals. ‘Fact’ could well be seen as a
generalised concept susceptible of figurative use, and in certain suffixes may express
abstractions such as ‘right, ability or quality connected with V-ing’. Secondly,
Kastovsky has in fact pointed out distinctions between aspects of action, such as
specific instance, process or completion. As he says, ‘These global categories may of
course contain various semantic subgroups; thus, Action nouns occur in the basic
variants of Fact nouns on the one hand and Action, Process, State, Act , etc., nouns on
the other ... Such distinctions depend partly on the underlying verb, partly on the
immediate syntactic context, and partly they are due to various degrees of
lexicalisation. They are disregarded here’ (1985: 226). However, work on ME suffixes
so far has suggested to me that certain groups of deverbal nouns with the action
meaning will tend to express one of these aspects more than others, and that the aspect
favoured will often depend on the suffix in which they are formed.
1.3.3. Distinctions between suffixes

As Dalton-Puffer points out, Marchand’s unique combination for each suffix
‘presupposes that denivational suffixes do have a denotational meaning all by
themselves and not just operational meanings similar to inflection’ (1996: 68). If this 1s
so, we must assume that the vanious suftixes which form deverbal abstract nouns such

as -ment. -ation, -al, etc., can individually affect the meanings of their denvatives
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Bauer has said that to establish this it must be shown that ‘some suthxes
invariably exclude or demand a specific subset of possible readings’ (1983
189). His examples show that a deverbal suffix is likely to appear in a range of
contexts, as Jakobson and others have noted. (See above, 1.3.1.). Yet 1t 1s possible to
show that certain suffixes favour one kind of context over another. Such a case has
been convincingly argued by Riddle (1985) in respect of the distinction between -ness
and -ity. Riddle's claim 1s that -mess 1s now attached only with the meaning ‘specitic
characteristic or trait’ and -izy with the meaning ‘generic quality’. Having traced
historically the loss and replacement of -ness by -ity as an abstract suffix, she shows by
context analysis that in a majority of cases it 1s not now possible to use both -i#y and
-ness with the same meaning, and that the appropnate choice 1s clear. She further
points out distinctions between -ness and its OE precursors -dom and -head, as well as
between -dom and -head themselves (1985: 559). The invanability stipulation is
violated, but I think she has shown the violations to be unimportant, arising in most
instances for historical reasons (1985: 43711).

Similarly Malkiel (1977) has found semantic distinctions between the adjectival
suffixes -ish and -y, while Plag has found systematic differentiation between the verbal
suffix -are on the one hand, which in modE attaches to chemical bases, and the more
general verbal formatives -ize and -ify, which he claims to be phonologically
conditioned allomorphs, on the other (1999: 240). Adams points out that the sutfixes
-ster and -¢er, though ‘closely comparable 1n certain cases ... nevertheless retain
strongly individual flavours’ and comments that suffixes tend to be “intluenced by
features of the stem they are attached to” (1973: 205-6).

The Domain Hypothesis of van Marle (1986) suggests that there are systematic

(though not exceptionless) restrictions governing the choice of alternative affixes.
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These restrictions may be formal, as in Dutch plurals (van Marle 1986), or semantic, as
in the case of the Dutch feminine nouns discussed by van Marle (1985, 1986), or both,
as in the verbal suffixes -ate, -ize and -ify (Plag,1999: 2401t). Miller argues that French
denominal suffixes in English acquired domains distinct from those of their OE
competitors (1997: 241, 253), noting the number of learned and technical terms coined
in these suffixes on Latin bases which in fact had native equivalents, and pointing out
that Romance suffixes in literature avoided native bases ‘for abstract nouns and those
of higher register’ (1997: 245).

Bybee remarks that suftix choice in deverbal nouns is not wholly predictable on
morphological grounds and must in some cases be lexically determined. However, it
the lexicalisation applies to the whole word, ‘then we are claiming that affixes have no
existence or representation independently of the particular words to which they attach.
For extremely productive aftixes this may not be correct’ (1985: 127). In other words,
though affix choice may in part be lexically inherited along with certain words, with
productivity 1t could also become in part predictable in relation to other words. In the
case of a foreign element 1n a language, such as French deverbal nouns in Middle
English, there would of course also be the question of previous productivity, and
therefore predictability, in the donor language.

As Plag has said, ‘many difterent kinds of properties together may be
responsible for the choice of a particular afhix’ (1999: 241). Adams remarks that
artificial languages such as Ido cause problems in suthix choice: ‘It seems likely that the
very “indefiniteness” which the Idists were trying to eliminate plays a necessary part in
our ability to derive words’ (1973: 204). But if suffix choice i1s not wholly predictable
from the morphology of the base or the lexicalisation of derivatives, we might

tentatively conclude that 1t must depend at least in part on the semantics of the suffixes
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themselves. In Marchand’s terms, the question might be formulated as whether each
suttix specialises in certain of the categories that are available to all.
1.3.4. Semantic categories

The semantic categories I have found most applicable to ME deverbal suffixes
are the core meaning ‘action’, with the aspects quality, general fact and specific
instance, and the cases object, agent and instrument. Kastovsky also names a ‘factitive’
case (1985: 223, 226) expressing result, which I have replaced by a complex category
combining result with state. I will comment briefly on these semantic categories below.
1.3.4.1. Object, agent and instrument

Objective case (‘thing or person V’ed’) appears with all suffixes, but is less
frequent than any category except agent. On Panagi’s scale of generality (1987 136)
nouns marked by the agentive suffix -er are second only to action. Probably because
they are otherwise marked, however, agent senses appear to be rare for deverbal
derivative nouns, and appear only with the suftixes -ment, -ance and -al. Booyj
suggests that the semantic category ‘instrument’ develops from that of ‘agent’ via
extension, 1.e. personal agent > impersonal agent > instrument (1986: 509). He quotes
Clark and Hecht’s finding (1982) that children acquire the sense ‘personal agent’
before ‘instrument’ in their acquisition of ambiguous English -er nouns such as
typewriter. Instrument 1s a major category for all the deverbal noun classes I have yet
studied. 1.3.4.2. Result/ state

Zbierska-Sawala has pointed out that the categories of action and state are
intrinsically related (1992: 20), and in certain contexts deverbal nouns can be seen as
expressing states which result from action. This places them in Kastovsky's 'factitive
class, which I shall call ‘resultative’. A result noun might express a mental or physical

state (REPENTANCE, TORMENT) or simply a state of affairs (ABBREVIATION).
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‘State’ nouns, i.e. nouns of ‘being’, are sometimes held to dernive from
adjectives (see Dalton-Puffer 1996:102fF, 120 ff, Szymanek 1988:63 on Nomina
essendi’). Szymanek remarks that ‘the English categories of NA [Nomina Actionis] and
NE [Nomina Essendi] display considerable fuzziness’ (1988: 66). He considers that
where both adjective and verb exist in the paradigm (as in the case of persist persistent:
PERSISTENCE), ‘The resultant nominalization may, in principle, be motivated by both
and will be glossed, respectively, as (1) “the act of persisting” and (2) “the state/quality
of being persistent” * (1988:66). For Dalton-Puffer also the meaning of de-verbal -ance
1s not always ‘action of V-ing’, but ‘depends mostly on the meaning of the underlying
verb. If it 1s a real action verb such as “persevere, deliver, attend” an action N reading
1s more likely, if 1t 1s a stative verb such as “semblen, excellen” we get a nomen essendi’
(Dalton-Pufter, 1996: 102). Furthermore, it seems to me that if the ‘action’ involved is
stative or experiential the state may equally be the result of an active verb (as in
REPENTANCE, a state resulting from having repented) as of a passive one (as in
ASSURANCE, a state of having been assured). I shall discuss this more fully in
Chapter 4 1n respect of -ance/-ence.

1.3.4.3. Action

It seems 1nevitable that words denoting verbal action may be used in abstract
and generalised senses to refer to the non-specific fact of the action denoted by the
verb base. Where the base naturally extends to the semantic area of ‘moral quality’, an
action noun may also be extended metaphorically to sum up the quality of the action.
Goatly has said that suftixed forms give a high proportion of metaphorical meanings,
with the highest proportion occurring among nouns, and that the more productive the
form, the more active the interpretation: ‘The basic theory of proper nominalizaton is

that a nominalized torm represents qualities and processes abstracted from things and
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time respectively’ (1997: 101). An example from ME would be CONTENEMENT.
Around the beginning of the 13th century this word was used in the plural in Ancrene
Riwle to mean specific instances of behaviour:

Bihald hire contenemenz...and tu maht demen hire wel ut of hire witte

Ancr. Corp. 50a MED

'Look at the things they do ... and you might think them right out of their
minds'

But by c1400 CONTENEMENT was being used in the singular to refer to a

generalised quality of behaviour: “be zZe of faire conteinement’ (Femina 88, MED).

Equally, nouns expressing actions which are always specific in practice may be
used 1n general contexts in order to name the action. In distinguishing general from

specific action I have been guided by both context and syntax.

This 1s a brief survey only and these categories will be discussed in more detail
in the chapters dealing separately with each suthx.

1.4. The present study
1.4.1. Purpose

In this study I will consider the five latinate deverbal nomtnal suftixes ment,

-ence/-ance, -ation, -age and -al in Middle English, with a view to establishing more

precise semantic distinctions than those hitherto available for ME. The findings for the
ME sample will then be compared with those for the same suffixes in five plays by
Shakespeare, written approximately a century after the end ot the ME perniod.

My indebtedness to Marchand (1969), Kastovsky (1985) and Dalton-Pufter
(1992, 1993, 1996) will be obvious throughout. However, none of these demonstrates
semantic conclusions by detailed contextual analysis; indeed I know ot no study of ME

suffixes which does so apart from Riddle (1985), whose contextual examples are all

from the use of -ness and -ity in modE. Marchand and Kastovsky, like Riddle, discuss
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the semantics of deverbal suffixes from the starting point of modE, as does Malkiel on
-ish and -y (1977); while Malkiel on -a/ (1944) and Merk on -ance, -tion, -age and
-ment (1970) have treated the medieval suffixes only in Old French. Dalton-Puffer
(1994) quotes some contexts from Shakespeare in her paper comparing Shakespeare’s
agent nouns to Chaucer’s, but she does not quote from Chaucer, and I have not found
contextual examples elsewhere in her work on suffixes in ME. Furthermore, among the
many useful studies of Shakespeare’s language (e.g. Brook 1976, Hussey 1982, Blake
1983; see my Chapter 9), I have seen only two examples of contextual analysis
comparing the use of these latinate suffixes in the plays. These are in Salmon (1987)

and Nevalainen (2001), both in short sections of articles dealing with Shakespeare’s

word formation and neologisms in general.
In her study in the field of Middle English affixation, The French Influence on

Middle F.nglish Morphology (1996), Dalton-Pufter remarks in the concluding pages
that her account needs expanding ‘not only in breadth but also in depth ... digging
deeper 1nto the ... stylistic distribution of the phenomena under discussion’ (1996: 228).
I have tried to make a start on this, in depth rather than breadth. One limitation of my
study will be obvious: due to constraints of time and space I have omitted any detailed
consideration of the native suffixes which the Romance suffixes compete with or
replace. This aspect has been dealt with extensively in the works cited by Marchand,
Kastovsky, Riddle and Dalton-Pufter.
1.4.2. The sample

The sample is not quite equally divided between suthixes. The MED lists total
entries of 354 words ending in -ment, 282 for - ance/-ence, 599 tor -ation, 251 for
-age, and 524 for -al (including -aill¢). Not all the A/ED entnes for each ending are of

the same grammatical category, and many are spelling vanants of the same word. I
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originally aimed at an approximate representative figure of 200 nouns per suthx, but
for -age and -al respectively I found only 175 and 151 usable entries. The figures for
-ment, -ance/-ence and -ation have been rounded up to 210 each, and the total number
of words in the ME sample is 956.

The sample was taken in the first instance from my own selection of ME texts,
chosen to represent in approximately equal volume three periods of ME: 1150-1300,
the 14th century and the 15th century. The texts for the early period were selections
from Ancrene Riwle (Hall 1920) and from a variety of prose texts in Bennett and
Smithers (1966); for the 14th century Chaucer’s Knight'’s Tale (Benson 1987),
Gower’s Confessio Amantis Books 1-4 (Weinberg 1983) and selections from Sisam
(1959); for the 15th century, Malory’s Morte d’Arthur Book VIII (Spisak 1983) and
selections from the Paston Letters (Davis 1983), the Book of Margery Kempe and the
works of Juhan of Norwich (Barratt 1992). This sample obviously needed broadening.
Dalton-Pufter’s study (1996) uses the Penn-Helsinki Corpus of Middle English as a
database for all French afhixes in ME. This corpus includes a wide range of text types,
but seems to have limitations as a source of suffixed words: for example, Dalton-Puffer
found in it only two examples of the suftix -aille (precursor ot -a/). The corpus
includes only 55 text samples and was designed chiefly for research into historical
syntax. Miller is severely critical of the exclusive reliance on corpora, which he claims
in Dalton-Puffer’s case has led to a ‘misguided’ denial of the productivity of French
abstract suffixes even though she appears to be aware of counter-examples outside the
corpus (Miller 1997: 252). There seems room therefore for a ditterent kind of sample
In addition, I wanted to construct a semantic profile for each suftix from the earliest

known occurrence of each word in my database. I theretore turned to the Middle

Inglish Dictionary (MI.D), which provides dates for first attributions across many
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more texts than the 55 of the Helsinki Corpus. The 438 from which I have quoted
iInclude Ancrene Wisse, the Peterborough Chronicle, the Kentish Sermons, the
Katherine Group, the Gloucester Chronicle and many romances from the early penod;
Mannyng, Rolle, Wyclif and many saints’ lives, the Rolls of Parliament, guild
documents, Mandeville, romances, the Gawain poet and much of Chaucer and Gower
from the 14th century; and from the 15th century Hoccleve, Lydgate, the Rolls of
Parliament, Proclamations of the Privy Council, many other administrative and court
documents, Chauliac’s medical treatise Chirurgia Magna and other practical and
scientific treatises such as Palladius on gardening, as well as Trevisa and Caxton. A
complete list of MED title stencils for the texts quoted throughout the study is available
on request, but for reasons of space cannot be included here.

Taking account of the widely varying total entries for each suffix in the
dictionary, I have added words from the MED to bring the sample up to approximately
one third of usable items appearing in the dictionary under each letter throughout the
alphabet for -ment and -ance, and one sixth for -ation (which has approximately twice
as many entries as either of the other two). I have included all the additional usable
items 1n -age and -al. Allitems, together with forms on the same stem, have been dated
from the MFED, except those which appear only in the OED. This includes words taken
from my own initial selection of texts: as only first attributions are given, quotations are
from the MED or OED where these pre-date the texts. Where the MED gives difterent
dates for a MS and its original text, I have also given both dates, that for the MS
appearing first. The origin of words has been checked in the dictionaries of
Anglo-Norman, Old French and Medieval Latin which appear in the bibliography

References for dictionary citations can be checked in the Plan and Bibliography of the

MED and the Introduction to the OFLD.
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Following the example of Biber and Finegan (1987), I have differentiated text
types broadly according to subject matter rather than genre such as play, poem or
letter. However, categories such as ‘popular lore’ and ‘fiction’ are in fact characterised
as "genre’ in Biber and Finegan (1987: 25), and I have used this term in Appendix 2.
Stubbs uses the terms ‘text type’ and ‘genre’ interchangeably, remarking that ‘The
concept of text type is clear enough in general, but although many categorizations have
been proposed, none 1s comprehensive or generally accepted ... There is no implication
that such genres are categories with neatly defined boundaries, although the focal
members of genres are usually easy to identify’ (1996: 12). Classifications for ME texts
are even less clear-cut and necessarily tewer than those appropriate tor modern
English. I have divided them into ‘fictional’, ‘religious’, ‘administrative’ and
‘scholarly’, as well as a broad ‘general’ category including history and topical
commentary, usually but not always in prose. Not all verse 1s fictional in ME, and
within the ‘religious’ category, for example, I have not made distinctions between
religious verse, saints’ lives, the Bible and spiritual handbooks

Constraints of time and space forbade a comparison of my ME sample with a
similarly wide and varied sample from a later date. Nunnally has in any case claimed
that heterogenous data (such as mine for ME) can lead to misleadingly homogenised
results, since ‘the facts of variation are blended into standardized numbers’ (1991: 26).
He believes that ‘general conclusions must be enriched by difterently conceived, more
narrowly confined studies’ (1991: 34), which 1n his view ‘present a less distorted
picture’ (1991: 31). I decided for all these reasons to compare my ME sample with a
later cross-section of work by a single author, though possibly the most versatile and
varied writer of the perniod following the Middle Ages, Shakespeare. The plays by

Shakespeare are Hamlet, Troilus and Cressida, Othello, Twelfth Night and Henry V.
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chosen partly for their high incidence of neologisms in the suffixes under consideration,
and partly as being representative of a range of dramatic genres. In addition the choice
of Shakespeare makes possible a comparison between ME usage of earlier lexis across
a range of genres and texts, and the highly conscious use of the same and similar lexis
by a literary artist.
1.4.3. Method
1.4.3.1. Productivity

I shall discuss my sample chronologically across the three periods of ME given
above: 1150-1300, the 14th century and the 15th century. The sample has been divided
between unanalysable and analysable nouns, that is between those which were
borrowed holistically, before any related forms had entered the language, and those
which entered the language later than simplex forms on the same stem, from which they
could in theory derive. (See Pattison’s definition in 1.2.2. above.) Analysable and
unanalysable data will be considered separately throughout. Plag has suggested that to
include unanalysable data in a corpus might ‘blur the eftect of productivity on
semantics’ (1999: 28), but I have found 1t useful to consider both the similanties and
differences of unanalysable and analysable nouns.

As indicated 1n 1.2.2., however, there are problems in assessing analysability in
ME. The fact that 1t relies on textual dating, which may be uncertain or incomplete,
has, I think, to be accepted as an occupational hazard. It must also be constantly borne
in mind that the situation between French and English in medieval England seems to
have been closer to bilingualism than to contact between two foreign languages, at
least in circles where much of this lexis was used, so that the distinction between words
which might be English dertvatives and words which should be holistic borrowings is

not always clear. This question will be discussed in the next chapter. However, I have
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also used additional criteria to estimate productivity, such as the existence of latinate
forms unattested in Old French or Anglo-Norman and of ‘hybrid’ forms in which
French suffixes appear on English bases. By taking all these criteria together, I shall
attempt to estimate the beginning of productivity for each suffix.

1.4.3.2. Semantics

Each ME noun in the sample has been placed in a semantic category according
to its meaning in the earliest context in which it appears. By charting the meanings of
first attributions I have arrived at a profile of the semantic preferences of each suffix (in
terms of aspects and extensions of the core meaning, and the bases to which each most
typically attaches) as the suthix first became established in the language. I then compare
these findings with those from an examination of these suffixes in the five selected plays
by Shakespeare. By comparing the earlier semantic profiles for ME words with those
for many of the same words in Shakespeare, as well as with those for words of later
origin in the same suftfixes, I finally suggest some ways in which suftix use might
develop over time, in the selection both of bases and semantic contexts.

Tabulated figures representing the distribution of the suffixes across semantic
categories have where possible been validated for statistical sigmticance according to
the chi’ test. Tables suitable for testing include those representing the total figures for
first attributions of the five suffixes across the three periods of ME (Table 11), the
total figures for occurrences of the five suffixes across the five Shakespeare plays
(Table 43), and the sum of these totals (Table 50). Each table has been tested in respect
of the total distribution, the distribution of each suflix across semantic categories, and
the distribution of certain categories across suffixes. Bearing in mind the reservations
of Dunning’s article (1993: 71) on the skewing effect on the chi* test of zero cells and

cells under 5°%6 of expected distnibution, each of these tables has been tested twice:
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once in total, including semantic categories for denominal as well as deverbal nouns,

and once excluding the denominal categories, which apply in quantity to only two of
the five suffixes.

In addition to these tables, I have throughout Chapter 9 given chi- distributions
for two-column tables comparing results for each suffix in ME and Shakespeare. The
total distribution of suffixes across genres in ME has also been validated in Table 61

In discussing semantic categories it seems most useful to start from the case
system of Kastovsky and others, with the adjustments suggested in 1.3.2. and 1.3.4
above. For denominal nouns 1n -age and -al it has been necessary to add the categories
‘collective’ and ‘attributive’ (the latter applicable only to forms in -a/ derived ultimately
from Latin adjectives). I shall comment further on the categories used in the chapters
dealing with separate suffixes.

First, however, I will turn in the next chapter to the question of French

borrowings and the relationship of ME with its main donor language.
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Chapter 2

ENGLISH AND FRENCH IN MEDIEVAL ENGLAND

2.1. Language contact
2.1.1. The status of French

Although the introduction of latinate vocabulary into English began before the
Norman Conquest, most of it is known to have entered the language through contact
with French after 1066. I will attempt here to summarise some recent discussion of the
nature and extent of this contact.

The question of who spoke French in medieval England, and what kind of
French 1t was, has been much debated in recent years. The consensus used to be that
Anglo-Norman French (AN) was the dominant language 1n all sections of the
population for two hundred years after the Conquest. This view was put forward by
Vising, 1923 (discussed in Short, 1979-80 and in Rothwell, 1975-6); also by Orr, 1943,
Legge, 1950 and Suggett, 1968 (cited in Rothwell 1975-6: 449). However, textbooks
and treatises on French appeared in England around the middle of the 13th century,
suggesting that by then it was regarded as a foreign language, and by the end of that
century the author of the Cursor Mundi was explaining that he wrote in English, not
French, because

Lewede men cune Ffrensch non
Among an hondryd vnnepis on;

that is, scarcely one per cent of ordinary people knew French (quoted in Baugh 1978
138). After about 1250, therefore, AN was presumed to have fallen into disuse and to
have been replaced by the more prestigious Continental French (OF), which was

understood mainly by the upper and middle classes, leaving English to the uneducated.
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In the last twenty-five years this general picture has been modified on both
counts. By the 1970s it was considered unlikely that at the lower levels of society
English was ever abandoned in favour of French. As early as the 12th century the
chronicler Richard of Devizes claimed that no one spoke French in Durham, Norwich
or Lincoln (Wilson 1943: 591f, quoted in Short 1978-80: 478). Short cites Wilson'’s
comment that ‘such a remark, however exaggerated, would be entirely pointless if it
did not contain some element of truth’, and he backs it up with evidence from three
contemporary saints’ lives, in which a parish priest and a baker as far apart as
Yorkshire and Somerset acquire a knowledge of French only by miraculous
intervention (Short 1978-80: 475-6). On the other hand, it certainly appears that
Anglo-Norman was spoken to some extent by the upper classes in the 13th century.
Short cites several comments on AN made by 13th-century writers, especially
criticisms of its inelegance. Continental French, by contrast, had such cultural prestige
that even Italians used 1t (Baugh 1978: 133-4). Short and Rothwell both make
particular reference to Giraldus Cambrensis, who reproved a nephew in 1208-9 by
comparing his poor French with that of an acquaintance who had studied Continental
French, and theretore spoke with no trace of Anglo-Norman accent or locutions (Short
1978-80; Rothwell 1975-6: 459). Both Short and Rothwell suggest that at least some
of the textbooks and treatises in French which appeared in England from around 1250
existed in order to ‘teach correct, continental French (as opposed to Anglo-Norman) to
advanced students who had learned their Latin in the Schools [which would have been
required by much of the exposition] and who knew insular French’ (Rothwell 1968
43). Walter of Bibbesworth, wnting a handbook for a noble lady to teach French to her
children, remarks in his preface that ‘there i1s no need to go over the French that

everyone can speak (quoted in Rothwell 1975-6: 459), and Rothwell points out that
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the 13th- century French grammars 7ractatus Orthographiae and Orthographica
Gallica would have been unusable by anyone who did not already know some French
(1968: 41-2). Salter, indeed, concludes that in the 12th and 13th centuries ‘French and
English must have been virtually interchangeable’ (1980: 25), at least in the upper
classes, judging by the amount of literature available in both.
2.1.2. Domains

More recent scholars deny consistently, however, that the languages were ever
simply interchangeable. Lodge suggests that ‘the use of French varied according to
situational contexts’ (1992: 79), and that by the mid-13th century 1t had become ‘a
serious rival to Latin in certain domains of use’ (1992: 78). Rothwell’s position 1s that
in 13th-century England, Continental French became the language of high culture as 1t
did throughout Europe, while English was used at all social levels for practical and
domestic purposes and for popular entertainment. Anglo-Norman meanwhile was the
language of record, taking over from Latin as early as 1150, and by the early years of
the next century moving into the spheres of religion and learming (1975-6: 454-5; 1994
57fF). Rothwell has also shown that proficiency in French depended partly on
geographical location: the distribution of languages used 1n records of guild regulations
suggests that ‘even at the height of Anglo-Norman influence as a vernacular, the
dominance of French did not extend beyond ... what we would call today roughly the
south east of England and the Home Counties’ (1983: 259), a geographical divide also
mentioned by Kibbee (1991: 40). This would explain the miracles that were thought

necessary even in the 12th century for French to be spoken in the north, as recounted

by Short (1978-80) above.

Lodge points out that by the 13th century French had to be learned, suggesting

that by this time it was a second language ‘for virtually everybody who spoke 1t* (1992
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30). Rothwell’s survey of the teaching materials had led him also to conclude that in
the 13th century even the upper classes in the south east were probably far from
completely bilingual (1968: 38). He points out that at least part of the lexis being
taught 1n Bibbesworth’s Tretiz de langage, and some of that in the Nominale ( a
glossary partly based on the /retiz), was in fact Anglo-Norman (1968: 39-40). French
was the language of urban life, so the ‘French that everyone could speak’ would relate
to institutions such as court, council and church. Bibbesworth, on the other hand,
‘concentrates largely on rural terminology .... These were the areas where an
Englishwoman would have to learn a completely new vocabulary in order to deal with
them in French’ (1979: 295). He remarks that in view of the demonstrable degree of
intermarriage between English and Normans in medieval England, the complete
dominance of French would be contrary to all modern sociolinguistic findings: ‘Only a
closed linguistic community willing to practise exclusively intermarriage among tts own
members has any chance of keeping its vernacular alive 1n a strange land’ (1975-6.
449). Miller comments that the offspring of early mixed marrages would have been
bilingual, and that ‘subsequent generations spoke a contact variety of English’ (1997
235). AN would therefore no longer have been “a true vernacular’: “there 1s a world of
difference between a language in widespread use and a vernacular’, 1.e. a language
naturally spoken in all areas (Rothwell 1975-6: 455). Even “widespread use’ in
referring to a written language could have been a relative term: Bergner estimates that
only 19 per cent of the population was literate in medieval England (1995: 37-54: 40),
and that of these ‘only a fraction’ had a ‘basic command of Latin and French™ (1995
45).

However, some may have known French who could not read it, and manyv may

have read French who could not read Latin The latter view 1s supported by the earlyv
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prohferation of AN texts, both literary and administrative. and from assertions that
some of them were written in French so that the unlearned could understand them
(Baugh 1978: 135; Rothwell 1975-6: 450ff). Rothwell points to such 13th century AN
terms as nun lettrez and vulgar commun, which he argues are to be understood as
referring to those who did not know Latin (1975-6: 451-3). Nevertheless. he had
already insisted that the ability of English people to read French need not mean they
habitually spoke it; that by the time the teaching materials appeared, even AN had
partly become ‘an acquired language’; and that while some of the manuals purported to
teach the prestige variety OF, their popularity was basically ‘due to the desire of the
men of the day for social, cultural, political or professional advancement, for which a
knowledge of Anglo-Norman was essential’ (1968: 45-6).

Kibbee (1991) sheds some light on the question by turning the previously
accepted chronology of French integration on its head. He suggests that for about a
hundred years after the Conquest French must have been slow to take hold: he quotes
Berndt’s (1965) estimate for the total number of Norman immigrants as 1.3% of the
population. Berndt himself later concludes that there 1s no evidence that the ruling elite
did not learn English; that the clergy, like the ruling elite, may have spoken French at
first, but certainly became bilingual later; and that smaller landowners and knights, who
would in any case have spoken various French dialects, intermarned with the local
population and had English-speaking descendants (1969: 369-391). William himself
attempted to learn English, priests were encouraged to preach in the vernacular, and
the official language of record was not French but Latin (1991: 5). Furthermore,

Kibbee claims that from the mid-12th to mid-13th centunes French actually lost some
ground, especially in the Church, “as the Cluiac and Cistercian orders, with their close

ties to French mother houses, gave way to the Franciscans and Dominicans, with their
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emphasis on preaching and their ties to the lower classes’ (1991: 26). The Abbot ot
Bury St. Edmunds is said to have rewarded a tenant for not speaking French, and to
have reproached a colleague for not speaking English (Kibbee 1991 21). It was at this
time, after the marriage of Henry II to Eleanor of Aquitaine in 1152, that Continental
French (rather than AN) became the language of prestige, ‘all the while inspiring
nationalist anti-French movements among the old guard’ (1991 14, 26). Throughout
the 13th century, however, a series of legal reforms established French-speaking courts
for which AN became the professional language. The change was facilitated by the
transter of the legal profession to lay practitioners (rather than clerical, who might have
been anti-French), and by the rise of a professional middle class, who would have been
anxious to use any language that would give them advancement (1991: 28). In 1258
Henry 11l made the first proclamation in English and French, and according to Kibbee it
was this date which, far from signalling the decline of French in England, actually
marked the start of its period of greatest activity. This period he places between 1258
and 1362, when Edward 11l finally decreed that English should replace French as the
language of the courts (1991: 57). Kibbee's dates are supported by evidence from writs
and rolls in Hengham Magna, 1257-62, in which all legal dialogues are reported in
French (Brand 2000: 65), and from texts of legal lectures in AN dated 1278 (2000

71). Brand also comments on law reports pre-1291 1n which direct speech was given

either in AN or Latin. but in which the Latin could have been translated from the

French (2000: 66-7).

Rothwell takes issue with Kibbee's dating of the rise of AN as a legal language,
which he considers too late, pointing out that the Leis Willelme, “the earliest law book
in French'. has been dated ‘no later than the middle of the twelfth centun’ (1983 262)

Elsewhere he cites the existence of OE>French legal glossaries as early as the
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beginning of the 12th century, and argues that Henry III could not possibly have begun
his reforms in the absence of any legal tradition in French (Rothwell 2000a: 27-8).
Brand in fact also comments on the existence of legal literature in AN pre-1265 (2000:
70) and cites the indirect evidence of an oath transcribed in French c1210, arguing that
this transcription would represent the customary form (2000: 65). Nor was the law the
only area in which AN flounished. Lodge, however, points out that ‘as in France, 1t was
the mid-thirteenth century which saw a massive extension in the use of French as the
language of government’ (1992: 82). Rothwell agrees that there was a ‘marked
increase 1n the use of French for administrative documents of various kinds that took
place roughly from the middle of the thirteenth century onwards’ (1983: 262), pointing
out that 1t was used in recording ‘the workings of municipal government ... trade
regulations and local bye-laws’ as well as in maritime and agricultural affairs and most
of ‘the voluminous business correspondence of medieval England’ (1983: 266).

Rothwell’s summary 1s that in the 13th and 14th centuries ‘Anglo-Norman
remained a living language in the upper echelons of society, at least in the southern part
of England’ (1985: 47). His definition of a ‘living language’ has been carefully qualified
in a shightly earlier paper: French 1s a language of ‘current business ... able to deal with
all the 1ssues of the day, whilst Latin cannot’, the proof being that ‘French was called
upon to fill the lexical gaps in a fossilized Latin’. (1983: 264). ‘The easy familar use of
Anglo-Norman’ i1s shown not only in major government documents but 1n ‘less exalted
chronicles’ until well into the 14th century (1983: 262-3). Elsewhere he remarks that in
the early 14th century Hugh le Despenser used Anglo-Norman (nostre lange) to rally
English troops besieged in Gascony, ‘using the French language of England to put

heart into English soldiers’ (1994: 56). It seems inconceivable that a commander would

address his troops at a crucial moment in a language they did not understand. Lange
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implied a standard language, suitable for a formal occasion, as distinct from pateis, a
term applied elsewhere to English, the informal language of speech (Rothwell 1994
57). Higden, writing c1327, states that at that time French was not only a mother
tongue, perhaps bilingually with English, for the upper classes, but was the language of
education for everyone; that is, everyone who received an education (Baugh 1978:
149). Higden may have exaggerated the status of French in support of his nationalist
agenda. However Trevisa, in his later commentary on Higden, confirms that French as

a medium of instruction in schools ‘was moche i-used to fore pe firste moreyn’; 1.¢.

before the first epidemic of the Black Death from 1347-51, but that due to nationalist

reformers, ‘in pe yere of owre Lorde a thowsand pre hundred and four score and fyue
.. In alle pe gramere scoles of Engelond, children leuep frensche and construep [1.e.

from Latin] an Englische’, famously complaining that as a consequence they now knew
no more French than their left heel (Trevisa 26-39, 1n Sisam 1959: 149)

This too has a familiar ring, and may well also have been exaggerated. But by
the end of the 14th century AN was being taught at Oxtord for what would now be
called ‘academic purposes’ (Kibbee 1991: 57; Rothwell 1992: 6), and English had
replaced French as the language of law and of creative literature. Kibbee remarks that
in the early 14th century AN and English had equal status as literary languages, but that
by the 1360s AN had ceased to be used creatively (1991: 38). Lodge points out that
while the early teaching manuals assume prior knowledge acquired at home, by the
14th century they start from scratch (1992: 80). Kibbee suggests that the appearance of
tips on pronunciation in the c1400 edition of the teaching manual 7Tractatus

Orthographiae (which 1n 1ts first edition, c1300, had been mainly concerned with
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grammar and spelling) signals the end of French as a spoken language in England
(1991: 47-55).

But whatever the condition of the spoken language, Rothwell has established in
a series of articles that AN remained a written language in England throughout the 13th
and 14th centuries, and that works on all subjects appeared in it which were ‘often in
advance of the Continental works’ (1985: 47). Elsewhere he argues that the
discrepancies from Continental French should be regarded not as corruptions but as
systematic, varietal differences (1983: 270; 2001: 554-556; see also 1968, 1975-6,
1980-81, 1991, 1992, 1994, 2000b, 2001). However low the prestige of the
Anglo-Norman accent, his view 1s that the written version of the dialect was from the
early 13th century ‘in all non-literary fields on a par with francien [Continental French]’
(1985: 47). A consequence of all this for English, Rothwell claims, 1s that the
overwhelming majority of French lexis in English, both common and learned, has its
origin in Anglo-Norman rather than in Continental French (Rothwell 1992).

The significance of this for my research i1s twofold. Firstly, it casts doubt on the
status of many French words as ‘borrowings’ in Middle English; secondly, this in turn
aftects the semantics both of complex forms and of their bases, in that they would have
entered the language with a full range of meanings and associations. ‘Very many of the
French terms they used had been developing semantically on English soil since 1066,
were absorbed quite naturally with all their semantic values into the native English of
those who used them, and then continued to evolve in their new environment of ME
(Rothwell 1991: 179-80; see also 1983: 265). Manczak has suggested that borrowings
have a narrower range of meanings than native words (1985: 371-4). Much French
lexis in ME, however, has a wide range of meanings. Examples are array and apparel,

‘equipment’ in OF but extended to “clothes’ in AN at an earlier date than in OF. Both
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meanings appear in ME.' In an earlier article, Rothwell distinguishes the type of
borrowing which merely fills a gap from that which becomes productive 1n the
borrowing language. The former often restricts 1ts meaning to that current in the circle
from which it is borrowed, or to that of the gap which needs to be filled in the
borrowing language. The latter may take on a life of its own and continue to develop
morphologically and semantically in the borrowing language (1979: 289-291).
Coleman’s statistical study (1995) confirms that ‘Terms borrowed from French were
subject to semantic development in English from as early as the late twelfth century, the
period of earliest borrowing, but the period seeing the highest rate of semantic
development of French terms 1s from the late thirteenth to the late sixteenth century’.
She adds that this applies to both ‘athixed and naturalised’ [that is, analysable and
unanalysable] forms. However, she correlates semantic development with frequency of
use rather than rate of borrowing. According to her findings, in fact, ‘semantic
development from French sources peaked about a century after borrowing started to
tail oft’” (1995: 112-13). During the ‘borrowing’ period we might therefore assume that
the semantics of French items used in English reflected those they had in French; but
we can also assume that words (and, by extension, word-classes) could subsequently
acquire semantic characteristics not necessarily dependent on those they inhented, or
on the restrictions of filling any particular gap. It seems clear from their ME contexts
that complex words of French origin entered the language with multiple meanings.
2.1.3. French lexis in Middle English

Across a sample of 900 words 1n a statistical survey made in 1928, Jespersen
found a rise in French lexis around 1150, then a peak period from 1300 to 1400,
followed by a sharp drop in the 15th century (Baugh 1978: 177). Miller cites Baugh

and Cable’s estimate of some 10,000 French words introduced between 1150 and
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1400, also with a peak period from 1300 to 1400 (1993: 174, quoted in Miller 1997
235). Baugh and Cable suggest that borrowings until about 1250 consisted mainly of
common words ‘such as men speaking one language often learn from those speaking
another’, whereas after this watershed vocabulary began to be taken from
administrative and ecclesiastical areas (Baugh and Cable 1978: 168). This 1s what we
might expect from the findings on the use of French before and after this approximate
date. Jespersen later wrote that his study showed ‘that the linguistic influence did not
begin immediately after the Conquest, and that it was strongest in the years 1251
-1400, to which nearly half of the borrowings belong’ (Jespersen 1982: 87, quoted in
Coleman 1995: 100). Coleman agrees that before 1150 the impact of French was
short-lived: ‘“The century following the Conquest saw a relatively high turnover in loans
from French, with a quarter of those borrowed not surviving into the thirteenth
century’ (1995: 119). Jespersen found a statistical peak for borrowing towards the end
rather than the beginning of the 14th century. However, Coleman points out that
Jespersen’s study was taken from the OLD and was therefore biased in favour of
certain periods, as the dictionary’s readers ‘found more words used for the first time
during those periods in which they looked the hardest’ (1995: 101). She acknowledges
that “There 1s indeed a peak in borrowing from French durning the late fourteenth
century, but it 1s paralleled by a peak in new forms from English sources, and 1s merely
part of the increase in new usages recorded overall’. Taken as percentages, her findings
show that ‘the period seeing the highest relative rate ot borrowing from French is
actually the later thirteenth century’. Dekeyser’s study (1986) finds the peak to be a
little later, in the early 14th century, but according to Coleman this 1s accounted for by

his exclusion of uncertainly dated citations (Coleman 1995 106-7).
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In fact, French religious lexis such as CONSCIENCE and PENITENCE 1s
found in Ancrene Riwle around 1200,* and Kibbee notes that the first use of French
religious words, such as ‘advent, capelain, cardinal, clerk, miracle, obedience,
penitence, sermon etc.” occurs in the first half of the 13th century (1991: 23): that 1s,
before the widespread use of French as an official language. However, native glosses
were provided for the Katherine Group, which was compiled by approximately 1200
(Hall 1920: 11, 492, quoted in Dor 1992: 483-505), suggesting that such lexis was not
yet assimilated, at least for all audiences. John of Salisbury had complained in the 11th
century that ‘1t was the fashion to interlard one’s speech with French words’ (Dor
1992: 485, quoting Jespersen 1938: 85). The languages must then have been perceived
as distinct. But by 1250 the English glosses for the French domestic vocabulary 1n
Bibbesworth’s 7retiz include AN words which difter from their OF counterparts
(Rothwell 1980-81: 137-9). This suggests that the vernacular to be distinguished from
French at this time was already so mixed with AN that the AN components in an
English context were no longer perceived as French. Indeed, Baugh and Cable and
others have pointed out that the patrniotic prologue to Cursor Mundi, with 1ts plea at
the end of the 13th century for ‘Inglis tong’ for ‘Inglis lede’, includes several words of
French ongin, such as nacion and langage, in the space of 18 lines (Prologue, 11. 232-
50, quoted in Baugh and Cable 1978: 137-8). Kibbee finds a ‘massive importation of
French words into the English language’ in the early 14th century; that 1s, in the middle
of his peak period for French influence (1991: 41). Miller suggests that the French
component in English vocabulary reached a peak of 30.2% 1n 1300, after which ‘the
increase of French loans during the period 1375-1400 is less dramatic than in previous
studies’ (1997: 236). He takes 1ssue with Bailey and Maroldt’s claim that 50% of

Chaucer’s vocabulary was French (Bailey and Maroldt 1977: 32, quoted in Miller
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1997: 236), arguing that on the contrary the proportion of French vocabulary 1n
Chaucer was a mere 13%, that the majornty of this was not new, and that both Lydgate
and Langland had higher averages. ‘What peaked [in the late 14th century] were
technical transfers’ from Medieval Latin and learned Latin-French constructs (cf
Dekeyser 1986)’ (Miller 1997: 236).*

It 1s 1n the learned areas, especially in that of law, that according to Rothwell
the most productive borrowing occurred. ‘Men whose native language was English
deliberately set out to take ordinary French terms and make them the vehicle of their
legal thought’; that 1s, ‘they did not just borrow legal terms and insert them into empty
niches in the English legal system ... They took the same words that were used outside
the courts, 1n romances, saints’ lives, letters and so on, and gradually ... shaped them
into ... legal concepts, refining and adding to their meaning as they went along’
(Rothwell 1979: 292-3). Burnley comments on the reverse process which developed
later: “Much adoption of foreign words into the later ME penod took place in technical
written contexts from which they were then generalised’, and remarks on
‘characteristic derivational morphemes’ such as -acioun 1n scientific and alchemical
terms such as ELEVACIOUN and ELONGACIOUN (Burnley 1992: 456). In respect
of suthixed words, Dalton-Puffer points out that by 1250 twelve OE nominal suffixes
had been reduced to seven (1995: 46), and elsewhere that of those in the Helsinki
Corpus, only -ung and -ness are more frequent than -acioun and -aunce, while -ment 1s
more frequent than five of the OE suffixes, and -age more frequent than four of them
(1996: 74). Miller reports a 73% decline in OE lexis between 1175 and 1225 On the
14th-century peak in technical transfers from medieval Latin, and also in learned

Latin/French constructs (1997: 236), he comments that Latin abstract terms were "not

created because OE had no equivalent’ and concluding that ‘the transter/coining of



42

Latinate abstracts ... had to be stylistic’ (1997: 245); that 1s, latinate lexis retained the
connotations of its original domains. He points out that French and English synonyms
persisted in different senses, and that while ‘many native suffixes attained productivity
at the expense of transferred suffixes’, conversely ‘several transferred suftixes acquired
a domain different from native ones’(1997: 249). Blake remarks that the authornty of
Latin texts means that in learned contexts latinate words ‘may well carry far more
connotation than English words, which were not associated with particular contexts or
themes’ (1992: 522).
2.1.4. Code-switching

Nevertheless, Rothwell in his more recent articles suggests that the mechanism
of this ‘borrowing’ was ‘a very long way from the traditional idea of linguistic
borrowing’, being more akin to a “‘merger’, in which ‘words are adopted as part and
parcel of a living language 1n daily use in England, not as 1solated static units ot a
foreign language borrowed from across the Channel’ (1991: 174). He thereby
distinguishes this adopted lexis from OF terms which might be brought back by
travellers, or gain currency from imported reading matenal : ‘For medieval Englishmen
... French was not someone else’s language, individual items of which might be
“borrowed” for the circumstance’ (1994: 56). As he had previously denied that the
Norman vernacular as such could possibly have been kept alive in England (1975-6:
448-9; see 1.2. above), he seems here to be suggesting a state of meltdown. Macaronic
administrative texts have shown that it was not only English that became mixed with
French, but French with English and Latin with both (see Schendl, Hunt, Wnght,
Jefferson and Rothwell in Trotter [2000]). Rothwell had already suggested that ‘It
would be unrealistic to expect that the three languages [1.e. Latin, French and English]

would always remain rigorously separated in their minds as the vernacular of the great
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majority - English - grew steadily in importance’, and that in administrative texts “we
may be seeing a significant penetration of English vocabulary into the fabric of French
as early as the beginning of the thirteenth century, and a corresponding largely
unconscious adoption of many French words into the English lexis’ (1983: 269). The
last paragraph of his article ‘Lexical borrowing in a medieval context’ 1s worth quoting
at length on this subject:
In the past 1t has been customary for languages to be considered as separate
entities and for lexical borrowing from one to another to be regarded as a
largely external or even peripheral phenomenon. This view, however, has its
roots 1n the modern equation of language with nationality: once we go back to
the medieval period, this equation has nothing like the same force as in the
post-medieval world, and the whole question of lexical borrowing 1n the
Middle Ages must be tackled in a multi-lingual context (1980-1: 143).
Elsewhere he refers to the ‘creative’ use of Latin and French for two centunes after the
separation of England from Normandy in 1204 (1991: 176).

Bailey and Maroldt (1977) even argue that ME was a French creole, that 1s, a
variant of AN with OE borrowings, pointing out that although the function words,
prosody and some word order remained Anglo-Saxon, much of the syntax as well as
much of the lexis and derivational morphemes are French (1977: 51-53). They suggest
that this process was facilitated by an earlier creolisation of English with Norse,
resulting in the breakdown of OE norms. Poussa (1973) and Rothwell (1994), however,
deny that any of the necessary conditions were present for the creolisation of English

with French’. Dalton-Puffer (1992) has analysed the morphotactic and
morphosemantic ‘transparency’ of Romance suthixes in ME and concludes that the
degree of opacity in their morphophonological rules 1s inapproprate to a creole;
elsewhere she makes a similar case for Romance prefixation (1995: 38). For Miller
‘creolization is not the only account’, quoting Wallmannsberger’s distinction: ‘diglossia

and domain-specificity of linguistic means would equally respond to this situation’
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(Wallmannsberger 1998:31, quoted in Miller 1997: 235). Lodge 1s less clear about the
difference; he suggests that according to the sociolinguistic conditions of 13th century
England, ‘One would predict a gradual process of creolization” as French ‘went native’
(1992: 80); however, on the next page he states that ‘The sociolinguistic profile of
French and English in the thirteenth century can be described as diglossic’ (1992: 81)

This debate seems to be partly about terminology. Bailey and Maroldt’s
description of ME 1s not very different from Dalton-Puffer’s, but for them a creole 1s a
mixed language, while for her it 1s a simplification. She also argues that creolisation has
always been 1dentified in respect of spoken languages (1995: 37-38), whereas Romance
vocabulary in ME is only accessible from texts, and appears ‘much larger in some styles
and text-types than others’ (1995: 36). Similarly 1t seems that for Lodge a creole may
be the contact language arising from a diglossic situation, but not for Wallmannsberger
or Miller. Gorlach comments on four incompatible definitions of ‘creole’, concluding
that ‘in typology ... there are no absolutes’, and that a language can be, for example, a
pidgin for one community and a creole for another (1986:332-3). He further remarks
that the simplification criterion applies to other processes besides creolisation, and that
while simplification does exist in ME, 1.e. of the inflectional system, this simplification
1S in accordance with regular Germanic sound changes (1986: 338-41).

By the end of the 14th century teaching matenals in French had proliferated,
suggesting that on paper the language systems could still be perceived as distinct. What
we might perhaps envisage is a system of frequent code-switching in which these
discrete systems were used for discrete purposes or even grammatical functions, as

happens between English and Indian languages today. Verma quotes the following

exchange:

kyo saheb! Hindii-me English-ke expressions kyo prayog hone lage ha:
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‘Why have so many English expressions found their way into Hind:”’

haa. yah to baRii hii unnatural lagtii hai. meru to 1s-topic-par scholars-se
kaanii frank discussions hui hai

‘Yes. It seems very unnatural. I have had numerous frank discussions with

scholars on this topic’
(Verma 1976: 160, quoted in Fasold 1984: 206).

In my experience this happens also to a certain extent in modern
Arabic-speaking states where English 1s an acquired language of education. In medieval
England the situation was similar, but the language of education was French. As
Rothwell remarks ‘It 1s strange to us today that in the middle of the thirteenth century
Englishmen should have been teaching English law to other Englishmen through the
medium of French, but the evidence for this is clear’ (1983: 266). It is probable that
French was also used as a lingua franca to ease mutual comprehension, as happens in
multi-lingual India; both Higden and Caxton comment on the wide differences in
English pronunciation as compared to French (Higden [2]. 2.161, a1475[?a1425],
MLD:; Caxton, Preface to Eneydos, 1490, in Hussey 1982: 18). Although French
seems to have flourished mainly in the south-east, where government activity was
carried on, we know that the London administration was staffed from all regions (see
Salter 1980), and anyone joining 1t would have needed to learn French. The result was
that ‘Generations of educated Englishmen passed daily from English into French and
back again in the course of their work’ (Rothwell 1991: 179). A suggested textual
analogy is the code-switching in Latin texts studied by Wrnight (1992), Voights (1996)
and Davidson (1998), as well as by Schendl, Hunt, Wnight, Jetterson and Rothwell in
Trotter (2000), in which code-switching is principled but the pninciple vanes with the
author. Rothwell’s study of legal and commercial texts concludes that they ‘confirm
Laura Wright’s claim that the use of mixed language for this type ot document was

recognised policy’ (Rothwell 2000b). Romaine has argued that there are no universal
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principles of codeswitching in speech (1989: 4); everyone does 1t differently according
to the languages involved, their own degree of proficiency in them and even the
circumstances in which they learned them (1989: 69). She believes the motivation to be
pragmatic rather than grammatical, equivalent to style-shifting for monolinguals (1989:
14811): for example, an utterance which in English may be interpreted as a warning will
in Hindi be received as an appeal (1989: 265). She further points out that
multilingualism 1s statistically commoner than monolingualism, which for many
communities would fail to offer the “varieties a person needs in order to manage the
everyday things a normal person has to do’ (1989: 9). Blake (1992: 507) has suggested
that in ME the description of the accomplishments of a gentleman would be impossible
without French lexis, citing the courtly French terms used by the Gawain poet, who
writes 1n a northern dialect with predominantly Scandinavian influence.
[t was not until the 15th century that English finally began to replace French as

a parliamentary language of record. ‘When French gave way to English in the Rotuli
parliamentorum, the syntax changed, but a great proportion of the lexis was simply
taken over as English without even minor changes in spelling” (Rothwell 1985: 45).
Sometimes the syntax did not change; as Bailey and Maroldt point out (1977), this
assimilation was not always restricted to vocabulary. Elsewhere Rothwell quotes
Burnley on calqued expressions such as ‘send for’ (mander pur) in which French
syntax was adapted into English (1991: 174). As he says, this was language contact at
a profound level (1994: 66). The consequences of such language contact, as Romaine
points out, can be a new system which makes its own rules (1989: 4, 147). Bailey and
Maroldt also make this claim in respect of creoles (1977: 36), however, tor Rothwell

the new system was not French but English, so that in the course of the 14th century,

AN ‘did not really disappear but was absorbed into English, transforming the latter in
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the process’ (1985: 45). It may be worth noting that most of the English words in the
Hindi example quoted above are of French origin.

Miller claims that calques are ‘typical of bilinguals’ (1997: 247) and that a
‘sharp drop [in calqued phrases] between 1400 and 1450 correlates with the death of
Anglo-French and the initial production period for the loan suffixes’ (my italics); in
other words, ‘the highest rates of morphological borrowing correlate with imminent
language death’ (1997: 248). French aftixes therefore would not become productive in
English until the ‘death’ of French in England. However, my data shows considerable
evidence of productivity in these suffixes before 1400, and Miller acknowledges a
problem with the concept of language death here, in that according to sociolinguistic
expectations ‘the wrong language died’ (Miller’s 1talics); the surviving language should
have been that imposed by the conquerors. For Rothwell, language death is not the
question, since AN was only a ‘living language’ in England within certain domains
(1983b, 1991). He argues that within those domains Anglo-Norman remained
productive well into the 15th century (2001: 552) and that what happened then was a
two-way convergence, with calques occurring also from English into AN; according to
him ‘it can be seen that in England the influence of Anglo-French on English 1s lexical,
that of English on Anglo-French syntactical’ (2001; 551). In the ‘later medieval period
... French can be seen to be quite literally turning into the administrative English in
general use today’ (2001: 553).

We should perhaps then imagine a situation similar to that in respect of English
in post-colonial India, with French as the language of learning, business and
administration, used primarily in writing but also in speech in the appropnate domains.
As happened with English in India (Crystal 2003:101, 360), the syntax of

Anglo-Norman French was affected by the contact; conversely, much of the native
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vocabulary in the relevant areas was replaced by French. French words then were not
so much ‘borrowed’ as absorbed into English with a potential range ot meanings, and
potential also for further development. My research 1s concerned mainly with the bias
of words in a given suffix towards some of these meanings rather than others; and it
will be suggested also that these biases in some cases have undergone changes in the

century after the ME period.

Notes

1. See the discussion of these words in Rothwell 1992: 9-10. and the reference to
atteindre and entendre as legal terms in Rothwell 1979: 293. As will be seen in the next
chapter, all these words appear in ME as bases for -ment.

2. According to figures given by Mettig (1910), out of 365 French loans occurring
between 1066 and 1258, 178 are first attested 1n this text (quoted in Miller, 1997: 236).

3. Miller 1n a footnote quotes Buccini’s distinctions between (1) ‘selection’ of linguistic
forms (with domains in mind) and ‘borrowing’ (mainly lexical) on the part of the
recipient language, and (2) of both from ‘imposition’ by the donor language (Buccini
1992: 18). However, ‘Since French at different times and places during the ME period
would have been 1n any of these three relationships to English” he chooses himself to
use fransfer ‘ in a non-technical sense to encompass all three’(Miller 1997: 235).

4. Bailey & Maroldt also claim that by 1460 French accounted for 40% of the English
lexicon (Bailey & Maroldt 1977: 32, quoted 1in Miller 1997: 236).

5. Poussa agrees that such conditions had been present earlier for the creolisation of
English with Norse, during the period when the inhabitants ot Mercia were trapped
between two Danish armies. Gorlach rejects this analysis also, arguing that contact
between two similar languages (such as English and Norse) merely speeds regular
processes of simplification (1986: 41).



49

Chapter 3

THE SUFFIX -ment IN MIDDLE ENGLISH

3.1. History and Morphology

3.1.1. History

The suffix -ment 1s described by Marchand as chiefly forming deverbal
nouns from Romance roots, and coming into the language through loans from
continental Old French and Anglo-French (Marchand 1969: 331, 4.65.1). It
derives ultimately from Latin formations in which V+ -mentum =N (Pattison 1975:
52).
3.1.2. Morphological types

In my sample I have distinguished three morphological types for nouns in
-ment

3.1.2.1. 1ype I

This type, e.g. TESTAMENT, 1s borrowed from the Latin deverbal noun and
incorporates a vowel from the Latin verb stem, which generally does not correspond
to a simplex form in English. It is therefore opaque in ME. Categorial exceptions

among Latin borrowings are denominal Latin formations such as MACHINAMENT

3.1.22. Type 2

Type 2, e.g. ENCHANTEMENT, is etther borrowed from French or formed
on a ME verb base, the suftix being added to the verb stem and linked to it by a vowel.
There are denominal exceptions such as TABLEMENT.

This type tends to attach to verbs with prefixes, especially en- (Marchand,
1969: 332, 4.65.3). Nominalisations on bases following a(d)- and co(n m)- have been

especially frequent in my samples.
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3.1.23. Type 3

This type, e.g. EGGEMENT, 1s formed on a native verb base. Denominal

exceptions include LEGEMENT.
3.1.3. Co-occurrences

The suffix may occur on bases with the prefixes a(d)-, co(n.m)-, su(b)-, re-
de-, dis-, pre-, per-, in(m)-, pre-, e(n/m/x)- and mis-. There is no co-occurrence with
pro- in my sample, but the list of headwords in pro- in the online MED includes
PROCUREMENT. In the ME period the stem suffixes -ize and -ify may appear with
-ment (e.g. ADVERTISEMENT, PURIFIMENT) as well as with the more usual -ation.
-Ment may also be added to nouns already suffixed in -a/, as in VITAILLEMEMT,

SUPPOWAILMENT.

3.1.4. Transparency

Dalton-Pufter (1992) has analysed Romance ME suffixes on scales of
morphosemantic and morphotactic transparency, depending on the degree of
modification which occurs when the afhix is attached to a base. The
consonant-initial suflix -ment neither undergoes nor imposes modification in ME,
and scores at the top of the scale on both counts.

3.2. Phonology

3.2.1. Stress

Kastovsky has discussed the transition between OE and ME from a
stem-based to word-based morphology, pointing out that in ME the two existed
side by side (1992: 290-408), though the second became stronger as time went
on. A word-based word formation rule implies that the base 1s a complete word
within invariable boundanes. In Types 2 and 3, both in borrowings and in formations on

ME stems, -ment appears to have been attached at word level. preserving
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existing stress, which was generally on the second syllable of the verb (Jespersen,
1942: V1.376, 21.8[2]). Metrical evidence suggests, however, that in all ME latinate
nouns the suffix also bore a stress, as it does in modern French.'

In Type 1, formed in Latin on verbs which do not correspond to an
English simplex form, the suffix 1s attached at stem level to morpheme boundaries,
which may be subject to morphophonological alternation. This means that in some of
these nouns the stress has moved in modern English in accordance with trisyllabic
laxing. Aronoff (1976:116) discusses EX'PERIMENT, 'COMPLEMENT (both
ME borrowings) and the like, pointing out that -ment operates on these bases as a
Level 1 suftix and that they are subject to different word formation rules from
the majority of nouns in -ment. (For example, the adjectival suthix -a/ may be
added to these words, as in experimental, against the general rule for V + -ment).
3.2.2. Phonetics

From metrical evidence it appears that the linking vowel immediately
preceding the suffix, written as <e> or <a>, was pronounced, at least in verse, and
it is generally considered to have had a sound as in modern French de. However, 1t
may not have been a regular phonetic feature; it is missing from some 15th century
texts and from the 14th-century text of Gawain. In my present sample 1t does not
appear in the analysable nouns AMENTISSMENT, ANNULMENT or
APPARELMENT., the first two of which seem to have been independent ME
formations. With or without this vowel, the suffix may also follow a cluster of CC
(ARESTEMENT) or CCC (ASSEMBLEMENT).

My sample in -ment shows no restrictions on stem- tinal single consonants.

Stem-final /n/ appears to be especially common. In unanalysable opaque nouns any
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vowel but 0/ may also precede the suffix. Analysable nouns in the present sample also

include stem-final diphthongs /ei/ and b1/,

Dalton-Puffer finds a correlation between phonetic structure and
analysability (the latter to be understood here in the sense of belonging to my Type 2
or 3, 1.e. formed on ME bases). If the base 1s ME, she notes that it will normally be of
two syllables, not counting the linking vowel. If the base 1s of only one syllable, as in
TORMENT, she finds that it 1s unlikely to be analysable (1996: 108). In my sample this
1s true of latinate bases, however, the hybrid EGG(E)MENT can appear without the
linking vowel, indicating that the native base may sometimes have been monosyllabic.
3.3. Integration
3.3.1. Productivity

This suffix was considered by both Marchand and Jespersen to have
become productive at quite an early date. Marchand states that ‘By 1300, -ment was
obviously a denvative suthix’ (Marchand, 1960: 268, 4.65.1), though adding that many
of the 14th and 15th-century coinages were short- lived. Jespersen agrees with
Marchand that the ending came to be ‘considered as an E[nglish] formative’ in ‘the
latter part of the 13th c[entury]’” (Jespersen, 1942: VI.375, 21.8[1]). Dalton-Pufter
finds an influx of words from 1250-1350, her period ME2 (corresponding to the peak

period found by Kibbee for French usage in England), with a high proportion of

ME bases, remarking that at this period in her sample ‘opaque loans are actually fewer
than later on’ (1996: 109). Nevertheless, she believes that ‘we need to rule out the
possibility of intra-Romance productivity within ME’ (1996: 220). Burnley on the other
hand finds -ment productive, but ‘only with a Romance base’ (Burnley 1992: 449)

There are, however, certain occurrences in my sample which might be
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tentatively considered to be signs of productivity. One 1s the existence ot forms
alternative to earlier or simultaneous ME forms in another suffix on the same
base. An example 1s SAVEMENT (?c1300), an alternative to SALVACIOUN
(c1230[?a1200]). I have noted 19 such pairs in my sample, (not including five more
pairs whose relative dates are doubtful), where all the nouns in -ment are analysable
(see 3.3.2. below), and the earliest 1s dated betore 1300. (See Appendix 1, Table 51).
Nevertheless, multiple forms in alternative suffixes of course also existed
in French, and such sets could have been borrowed into ME. A more persuasive
sign of productivity might be the existence of suffixed forms which are not recorded
in a donor language. The most convincing examples of these are words formed on
native bases, which start to appear in the sample for -ment 1n the late 14th
century. The sample also includes 21 nouns on Romance bases without attested
counterparts in Romance languages. By this criterion, one item in the sample supports
the early date for productivity suggested by Marchand and Jespersen. This 1s the noun
ACOUPEMENT, first recorded in ME ¢1300(c1250), at the same time as a verb
acoupen. The verb seems to have been well established in ME and has 11 citations in
the MED as against only two for the noun. Neither of these forms has an equivalent in
the AN or OF dictionanes, and the noun has none in Medieval Latin (ML). There 1s
therefore a possibility that it was formed in ME on the ME or ML verb.
3.3.2. Analysability
There may, finally, be a further indicator of productivity in the incidence
of analysable nouns in Pattison’s sense, 1.e. those occurring only after related verbs or
other simplex forms have become established in ME. This 1s Pattison s own view (1975:
159: see 1 2.2. above). It seems clear that widespread productivity cannot take place

until a pattern is generally analysable, though 1solated tormations may be coined
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long before that is the case by analytical and educated individuals. Indeed, tor
analysability to become general, such early, possibly short-lived coinages appearing
from time to time are exactly what we would expect. My sample suggests such a
pattern for the integration of -ment in the ME period. Throughout my early penod
(1150-1300) most nouns in -ment were technically unanalysable. In the 14th century
the sample shows almost four times as many analysable as unanalysable neologisms,

and 1t can be shown that coinages were made from time to time throughout that century,
though they were usually short-lived. They include the native CURSEMENT
(c1400(?a1387), EGGMENT (c1390), MARREMENT (c1391), ONEMENT ‘unity’
(1425[c1395]), formed on a verb onen (a1333), and MURTHERMENT (a1400),
according to Miller, this 1s the total number of hybrids found in -ment betore 1400
(1997:252). In the present sample there are also five nouns of Romance origin coined

in the late 14th century: APPARAILMENT (al425][7¢1380]), CONJECTEMENT

[1532rev.(c1385)], ABATAYLMENT (c1390), CONSPIREMENT (c1390) and
TEMPERAMENT (al1398).

With these of course it must be borne 1n mind that dating can be doubtful,

that lack of records can never prove conclusively that a word did not exist in a
given language at a given time, and that the dates of ME words relative to medieval
Latin (ML), AN and OF counterparts are especially problematic, as dates of first
appearances are not given in dictionaries of the donor languages. A coinage in mis- on a
noun in -ment (MISGOVERNEMENT, 1384), serves to exemplity this. No counterpart
to it is recorded in AN or OF. However, the noun governement exists in AN and OF
and appears in English for the first time in Chaucer's Boethius (c1380), where it is used

repeatedly (Bo.1. pr.4.40; Bo. l.pr. 5. 20; Bo.2.pr. 7. 12, MED). Chaucer's slightly later
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use of MISGOVERNEMENT c1384 (House of Fame 1975, MED, ‘of good, or
mysgovernement’), therefore seems a clear extension of his own word
GOVERNEMENT, which (though technically “analysable’) would certainly have
been one of the words absorbed into English contexts by familiarity with
administrative French. We cannot, however, rule out the possibility that the records
are deficient in French as well as English and that both these ME nouns may be
borrowings. But on the evidence, the situation seems to be that Chaucer's word 1s
a coinage in mis- on the borrowed but analysable noun GOVERNEMENT.
However, there may have been an even more significant rise in
analysability for the suthix during the 15th century: by this time, analysable neologisms
in my sample outnumber unanalysable neologisms by more than three to one. Partly

as a result of previous coinages, a general familianty with the rules for such formations
would have been established by 1400, and throughout the 15th century new
formations could have occurred freely on existing ME verbs.

We cannot of course assume that all analysable nouns in the 15th century
were independent formations on the ME verbs, as most of them also appear in AN
or OF, and could technically have been holistic borrowings. However, there are wide
chronological gaps between the verbs and nouns. Most of the verbs date at the latest
from the previous century, and 18 are earlier. There are also four more native
coinages, and 14 more nouns not attested in either AN or OF which appear to have been
formed of French components. There are therefore some grounds ftor supposing that
these are ME formations on the ME verbs; for example AMENTISSMENT (1488) could
have been formed on amenusen (‘to diminish', al325), from OF amenuir, and
ANNULMENT (1491) on annullen (1395) from OF anuller. These examples,

taken together with the degree of transparency and analysability of nouns in -ment
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during this period, suggest that productivity was probably established tor the suftix

in the course of the 14th century.
3.3.3. The sample in -ment

Table 1 gives a complete list of the 210 nouns in my sample in -ment 1n
chronological order. Where dictionary dates are given for both manuscript and orniginal
text, the original date 1s bracketed to the right of the manuscript date. These dates for
original texts are estimated by the MED as correct within margins of 25 years on either
side. Occasionally this makes the estimate of analysability uncertain. These cases are
marked with an asterisk, as also are all nouns which first occur in the same year as their
possible base.

ME forms on the same stem are given in the centre and right hand columns.

Those appearing later than the nouns are given in square brackets. Those appearing

earlier than the ME perniod are dated OE (Old English).

Table 1: NOUNS IN -ment IN 3 ME PERIODS WITH FORMS ON THE SAME STEM

The early period (1150-1300)
Unanalysable nouns of the early period (1150-1300)

Related verbs Related nouns/adjectives
cl1150 piment
c1230(?al1200) ournement [al1382 v ournen]
tornement [c1330(?a1300) V torneien] [c1330(?7a1300) N tournei]
vestument [1425 V vesten]
contenement [c1300(7a1300) V conteinen] [c1330(c1250) N contenance}
pavement [c1325 V paven]
c1300(c1250) acoupement [c1300 V acoupen]
1275 amonestement  [1340 V amonesten]| [7al425(c1380) N amonicioun]
cl275 commaundement [c1330(7al1300) V commaunden] [al1400 N commande]

| 1447 N commanderie]
[1452 N commandance}
commencement [c1330(?c1300) V commencen]
al325(c1280) monument

c1330(al325) ovnement [a1400(1303) V enointen]
c1290 enchauntement  {c1380 V enchanten]
torment [c1300 V tormenten]
c1330(?7a1300) parlement [c1400(c1378) V parlen] [1577 N parley]

(1579 N parlance]



c1400(7a1300)

testament
enterement
garnement
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[a1425(7c1375) V enteren]

Analysable nouns of the early period (1150-1300)

c1230(7a1200)

c1290
c1330(?al1300)

c1400(al1300)

chastiment
sacrament
amendement
jugement*
foundement

encombrement*

norishement*
enticement
corounement
consentement
advancement
afetement
acordement

The 14th century

Related verbs
al225(7a1200) V chastisen
al225 (OE?) V sacren
c1230 V amenden
c1230(7al1200) V jugen]
c1290 V founden
c1275 V acombren

[7a1400(al338)V encombren]
1330(7a1300) N encombraunce

c1400(?7a1300) V norishen
al325(c1280) V enticen
7¢1200 (OE?)V corounen

c1230(?a1200) V consenten

al250 V avancen
7a1200 V afaiten
1120 V acorden

Unanalysable nouns of the 14th century

cl1300

al400(c1303)
al333
al325

a1450(71348)
cl1380

c1400(c1380)
c1480(?c1380)
11425(c1385)
1532rev(c1385)

cl475(1392)
(al393)
al1400

instrument
detriment
element
tenement
argument
amercement
verifiement
experiment
abettement
adubbement

emprisonment

apparement
sentement
arbitrement

nocument
aspirement
impediment

Related verbs

[c1380 V arguen]
[c1400(c1378) V amercen]
[(a1387) V venfien]

(1442 V abetten]
[a1500(c1450) V adubben]
[(1402) V emprisonen
[1450 V apparen

(1425 V arbitren]

11450(a1400) V aspiren]

Analvsable nouns of the 14th century

c1325(c1300)
c1330(7c1300)

a1400(c1303)

a1400(a1325)

confermement
savcment
prechement
presentement
procurement*
vesselment
concelement
enditcment*
omntment

Related verbs

7a1250(?7939) V confcrmen
c1230(?7a1200) V saven
c1230(7a1200) V prechen
c1400(?a1300) V presenten
c1330(al300) V procuren

al400(al323) V concelen

al400(1303) V enointen
[c1400(1375) V ointen]

Relatednouns/adjectives

[c1430(c1386) N foundacioun]
1290 N encombre
[c1330 N acombraunce}

all21 N coroune
[al300 N avantagc]

[a1400(c1303) N acordaunce]

Related nouns/adjectives

[(c1443) N argumentacioun]

[c1450(c1380) N expenence]

c1330(?7al1300) N apparail

|c1390 N arbitracioun]
[1480 N arbitrage]

Related nouns/adjectives
c1230(?7a1200) N salvacioun
[c1330 N presence}

al323(c1280) N vessel



cl325 apeirement
cl1320(al333) aveiement*
7a1400(al338) amountment
abatement
vengement
avisement
esement
feffement
(1340) martirement
c1350 compassement
(1363) approvement
cl374 movement
al425(?c1380) apparailment
c1380 abushement
c1400(71380)  devisement

al425(7c1380) governement

c1450(c1380) entendement
(al382) adjurement*
c1384 misgovernement
1384 attainment
1385 accusement
al425(c1385) hardiment
1532rev(c1385) adornement*
congelement
commendement
conjectement™
punishment
refresshement*
c1400(?7a1387) cursement
1389 assignement
examinement
encresement
c1400(c1390) fimishment
abataylment
eggment
1390 paiement
1391 marrement
al393 delatement
conspirement
(al1393) excusement
(1394) refeffement
al425(c1395) onement
(a1398) temperament
complement
stablement
(1399) (ar)raiment
al400 attachcment
additament
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c1300 V apeiren
c1350(al333) V avaien
c1275 V amounten

al300 V abaten
c1330(al300) V vengen
c1325(c1300) V avisen
(c1290) V esen

1290 V feffen
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