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Abstract

Since falling into recession June 2008the British economyias been in a state of sustained
instability. During this period, Great Britain (GB) has experienbigh rates of inflation,
increasing unemplyment and vdespread consumer uncertaintyhasbecome clear that new
shopper ground rules have emerged, as consumers have begun to break from their established
routines,seeking both quality and value for money. This Ib@sn nanore evident than in the
British grocery market, the lead sector of the retail indystsconsumers have been forced to
evaluateall aspects of the household budget, including essential items such as food. In
addition to themacreeconomic pressures, the grocery sector is also beingdhmgplong
termstructural trends that continue to drive the retail industra wholeThose of noticeable
importance arghe changing nature of the British high streenhline retailing, growth in
convenience shopping, market saturation iacceasing mternationalisationConsequentlyto
understand change in grocery retailirggographers need to move away from a-one
dimensional account ofthe recessionand consider the conflicting perspectives of
governments, regulators, retailers and consartiext ae also at work.

This thesis contributes to ongoing research aimed at quantifying the impact of the recent
recession on the British grocery market. The research benefits from a collaboration with
Acxiom Ltd, throughthe use of a largscale household suwy aimed at recording local
patterns in consumer behaviour across GB.provide a holistic approachnsightsinto
supplyside trends dhanging retail formats, market saturation;commerce and
internationalisationare explored in conjunction witesuesof demand (changes in household
expenditure and customer patronaigeaking it possible to separate recessionary trends from
those deemed more longstandindieTcomplexities underpinning grocemstailing are then
integrated through the constructioh a disaggrgated Spatial Interaction Model (SINI)p
facilitate oppotunities for growth in the grocery markdthe disaggregatioof the SIM by
consumer typeaffords tremendous potential for the model to incorporate flows between
different househals and retil brandsi recognising that some houseloéte more willing or

able to travel further to shop at theetailer of choice. The thesis demonstrates how the SIM

is utilisedto investigate growth opportuniti@sthe discount markehighlighting the potetial

for expansion in both already saturated (Yorkshire and the Humber) and previously untapped

markets (London) respectively.
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Chapter 1

Introduction

1.1 Setting the Scene

From the third quarter of 1992 until the first quarter of 2008, the British economy went through
a period of sustained economic growth, spanning a record breaking 16 years. For almost two
decades, the country witnessattlamany people reaped the rewards of increasing levels of
employment, disposable income, easily accessible credit and rocketing house Ouviueesn(

2009) However, through a remarkable turn of events, on the back of a collapse in the United
States (US) dwusing market, Great Britain (GB) became affected by one of the most severe
global financial crises in history. Takingearly all commentators by surpriss, the end of the

third quarter in 2008, the British economy was officially declared to be in asiece The

Office for National Statistics (ONS) announced that Gross Domestic Product (GDP) showed a
fall of 1.8 per cent after a 0.5 per cent drop in the previous quarter (ONSg)20hks
contraction represented the biggest quastequarter decline ace 1980, and the first time the
economy had been in recession since 19®0Despite the prediction of a sharp recovery, the
economy continued to decline for an entire y&aiward and Irwin, 2012)Neverthelesseven

with a brief period of recovery andastic intervention by the British Government, the country
once again found itself in recession in 2012, signalling two quarters of negative growth and the
first doubledip recession since 1975 (Campetsal., 2011), leading to some commentators
describingthis challenging period as the ma&vere recession in British histoi@Hariet al.,

2008; Gregg and Wadsworth, 2010; Chadha and Warren, 2012).

Since 2008, GB has been in a state of sustained economic fragility; the recession and faltering
recoveries Ave become associated with high rates of inflation, record levels of unemployment
(Martin, 2011; Hutton and Lee, 201 2lummeting house priceRédice, 2008 an evaporation

of credit and increasing consumer uncertainty (Gregg and Wadsworth, Z8&essures of

the economic slowdown have forced people to alter their behaviour, as consumers are now
actively searching for ways to reduce household expenditure (Hardie, Re08en 2009;
Thompsonet al., 2012).1t hasbecome clear that new shopper grounlgs have emerged, as
consumers have begun to break from their established routines, seeking a mixture of quality,
value and values. To add further complexity, the documented effects on consumers and retailers

have not been evenly distributed. Consumees lzehaving differently depending on their



demographic and socioeconomic characteristirdten, 2011; Thompsoet al.,20103). Some

commentators have evéypothesised that the modification in behaviour could in fact lead to a

fundamental shift in theceonomi ¢ geography of GB bsputhr educi ng t
divide (Vaitilingam, 2009;Lee, 2012. For instance, regions such as London continue to prosper

whilst high streets in many northern regions have fallen into considerable decline, synonymous

with increasing vacancy rates.

The influence of the recession has been no more evident than in the British grocery market, as
consumers have even been forced to evaluate essential items of the household budget. Regarded

as the lead sector of the retail intygWrigley and Lowe, 2002)on account of the profound

influence that the grocery market has on society (accounting for 55p of every £1 of retail spend

(IGD, 2013)), it stands out as a key sector on which to quatitdymajor effects of the

recession aththe emerging trends (Thompseinal.,2012; Wrigley and Dolega, 2@l In what

has been a historically oligopolistic environment
four 6 (Tesco, Asda, Sainsburyobs amas crddted r i sons) ,
favourable trading conditions for a number of other retailers to regain market share. Similarly to

the period which followed the 199B recession, the market has become polarised, leading to
unprecedented growth in the discount market (Withnds such as Aldi, Lidl and the former

Netto) and for premium retailers such as Waitr@idardie, 2013) Nonetheless, in addition to

the obvious economic pressures, the grocery sector is also being shaped by a backdrop of
structural trends that continde drive the retail industryThose of noticeable importance are

considered to be changing the nature of the British high singggléy and Dolega, 2011jhe

impact of online retailingWrigley and Dolega, 201 1yrowth in convenience shopping, market

saturation andincreasing internationalisation (Buet al., 2008). Consequently, geographers

need to move away from a cdemensional account of the retail industry and attempt to

understand economic shocks in relation to the rdirtiensional and conflistg perspectives of

governments, regulators, retailers and consumers (Wrigley and Lowe, 2002).

Even as the economy moves into a period of recovery, the future of retailing and specifically the
grocery market is unclear. Some trends, both structural aedsienary, will stick, and some

will fade. Attention will turn to how sustainable growth can be built at local, regional and
national levels, and how the sector might meet the challenges and opportunities of the future. As
a result, it is against the mitlide of pressures that locational issues are taking on a greater
significance (Birkinet al.,2010), as retailers have no choice but to develop more sophisticated
techniques to support their forthcoming expansion pledasvever, this presents a challenge
since retailing in Britain is complex and varied and thus can evade easy comprehension.

Understanding what is happening néwhow consumers are behaving, where and why the



patterns are occurring and how they are persisting, changing or will devétopxremely

important, and it is this context which frames the overall research aim of this thesis.

Nevertheless, whilst there remains a wealth of literature documenting the causes and
development of the recession, the academic literature is lackingtardage documentation of

the (supply and demand) effects it has had on not only the grocery market, but retailing in
general. This can partly be accredited to the lack of available data from official sources. The
Economic and Social Research Council (ESRCgetse this, and are strongly encouraging
collaborative research with the private sector through a variety of funding schemes.
Consequentlythe research reported in this thesis has been undertaken through a partnership
with Acxiom Ltd, a major retail condtancy firm within GB. The work has been funded and
encouraged by the ESRC through the Rétailistry BusinessEngagement Network (RIBEN),

which seeks to encourage and facilitate collaboration between academics and the retail industry.
As part of the rationship,the thesis has directly benefited from access to valuable industry
data sources, particularly the use of a lasgale household survey aimed at recording local
patterns in consumer behaviour across S8netheless, the focus remains explicadademic

and was not driven by the needs of Acxiom Ltd, whose input was only to provide the required

data and offer informal discussion on issues of relevance to the project.

1.2 Research Aim, Questions and Objectives

The primary aim of this thesis is tuantify the impact of the recession on the British grocery
market both from a consumer (demand side) and a retailer (supply side) perspective. However,
before this can be done, you need to understand the causes and extent of the recésgm®n vis
previous recessions in connection with the range of factors that have determined the evolution
of demand and supply in the grocery market. However, there is a dearth of data in this area,
which means that it is necessary to look beyond official sources andeseefits from private

sector collaboratiorMoreover, in order to capture the impact of recession, data and methods
are requiredhat focus on both demand and supply, the linkage between them and modelling
methods that can be used to identify opportusitier development in the grocery
sector.Consequently,hie aim and the structure of the thesis are underpinned by a series of

research questions as follows:

1. What were the primary causes and subsequent impacts of the recent recession and how
do they comparagainst a history of recession in GB.
2. What are the contributing factors to the changing dynamics of the British grocery

market?



3. What data can be used to provide an insight into the location strategies of retailers and

the behaviour of consumers in the tBh grocery market since the beginning of the

twenty-first century?

4. How and where have the main retailers in the British grocery market developed their

store networks through a period of recession?

5. How have consumers (accounting for their demographicsacideconomic

characteristics) in the grocery market adjusted their behaviour (if at all) as a result of

the recession?

6. What are the major underlying geographic trends to surface from the economic

downturn in the grocery market?

7. Is there a more advanc&gatial Interaction Modelling (SIM) methodology suitable

for predicting opportunities in the grocery sector during a period of recession?

These research questions can be restructured as thesis objectives and the chapters which contain

research satisfyingach of the objectives can be found in Table 1.1.

Table 1.1. Thesis objecives and corresponding chapters

Objective

Corresponding Chapter(s)

1. To review and gain a comprehensive understanding of the extens
literature surroundaig the recession, lorgrm trends in the British
grocery sector and the characteristics that drive consumer behaviouy

Chapters 2 and 3

2. To undertake an assessment of the methodological techniques us
grocery expenditure estimation and level market share estimates.

Chapters 4, 6 and 7

3. To validate Acxiomds Resear
existing data sources concerning household expenditure and custor
patronage.

Chapter 4, 7 and 8

4. To provide an upo-date assessment of thejorasupplyside changes
in the British grocery sector since the start of th& @éntury.

Chapter 5

5. To illustrate the impact of the recession on consumer behaviour v
regards to varying demographic, socioeconomic andével
geographic charactetiss.

Chapter 5 and 6

6. To build on existing methods and develop techniques for the
estimation of grocery expenditure and spatial market share estimate

Chapter 4, &nd 7

7. To offer recommendations on potential growth opportunities in the

British gracery market through utilising a disaggregated SIM

Chapter 8

1.3 Thesis Structure

Chapter 2 introduces the thesis and will immediately begin to address part of the first objective

through a thorough review of recession in GBonsiderations are given the origin and

development of the most recent recession, exploring a number of contrasting theories,

arguments and ideologies. The various impacts of this recession are also addressed through the

context of thelabour market, their geographical implicati@rand the documented effects on

retail consumersOn discussing the current recession in some detail, attention is directed toward



recessions of the past (post Second World War). This will allow the dynamics of the current
economic downturn to be placeddristorical context and ensutet informed conclusions on
its impacts can be made in succeeding chapters.

Chapter 3 completes the first objective of the thesis by addressing the second research question
concerning nosiecessionary trends in the grogenarket. Whilst Chapter 2 will provide a
detailed examination of the recession, it is important to place this in the context of the more
longterm drivers of consumer expenditure (demand) and retail expansion (supply). Initially,
attention will be given a specific theories of household consumption and the various
demographic, socioeconomic and geographic drivers of expendituidn particular attention
focused upon the food retail market. The identification of the main drivers of expenditure will
also povide an essential part in the selection of variables to be examined in Chapters 4 and 6. In
conjunction, to provide a holistic examination of demand and supply, Chapter 3 will finish by
also reflecting upon the key influences on, or barriers to, retagldpment and the structural
changes that have occurred in the grocery market over the last 40 years.

Chapter 4 addresses the third objective through an examination of the available data to be used
in the subsequent research. Specific attention wifiben to the different study areas that will

be explored, the available geographical data, data relating to the main retailers in the British
grocery market and the data concerning household expenditure. The major contribution of this
chapter will come thlough the verification and validation of a unique commercial data set,
Acxi omds Research Opi ni on Pol | (ROP) . As
encouraged by the ESRC, it is essential that commercial data such as these are found to be fit
for purpse if they are going to be used in academic research, particularly since much of the

remaining thesis will make use of these data.

Chapter 5 provides a major contribution towards addressing the fourth and fifth objectives of
this thesis. The chapter wikflect upon the performance of the food retail industry through the
recent recession providing a comparison against the wider economy. Thereafter, a detailed
spatial analysis of household expenditure on groceries is provided, so to identify the lgjeograp
variations in spending and customer patronage. Specific attention will also be given to the role
of ecommerce and the geographic patterns it presents. A detailed analysis of thesslgply
changes in the grocery market since the start of the centlirglso be addressed, illustrating
changes in store numbers, floorspace, store formats and distribution channels. Analysis will also
be presented at the Local Authority (LAD) level in order to provide greater geographic detalil

than has hitherto been @ped in the literature in recent years.



Chapter 6 reflects on several of the objectives regarding household behaviour through the
course of the recession. Initially, household expenditure is examined across all areas of
consumption so as to determinenhbouseholds are managing their budgets. In addition, the
chapter will also tackle the second objective by documenting the estimation of household
grocery expenditure and the harmonisation of categoricatderies data over time. Following

this, an exammation will be undertaken of how consumers, disaggregated by a range of
demographic, socioeconomic and geographic variables, have fared over the course of the
recession in two comparative regions (Yorkshire and the Humber and London). The variables
selecte for analysis are those identified in the literature from Chapters 2 and 3 as having a
significant impact on household grocery expenditure. The remainder of the chapter will then
focus on cust omer patronage and tbi eertaindent i f i cat
households between retailers. New insights are also provided into theptakel penetration of

e-commerce as a viable channel in the grocery market.

Chapter 7 incorporates many of the findings in previous chapters (supply and demand) through
the development of a disaggregated SIM to estimate the flow of households from specified
origins to individual grocery outlets. A review of the literature surrounding the principles of
SIMs is provided to address the second objective. The remainder ahampeer will then
concentrate on the design and application of a disaggregated SIM using the 2001 Output Area
Classification (OAC). Objective six is then addressed, by highlighting the contributions the
model makes to the SIM literature and the performaridee model in terms of market share,

customer profiles and store flows.

Chapter 8 utilises the SIM developed in Chapter 7 and in doing so addresses objectiv& seven.
detailed process is provided for locating new Aldi stores in the British groceryetnark
discount retailer with ambitious expansion plans for the future. Opportunities for growth are
explored in two comparative regions to address issues of market saturation (Yorkshire and the
Humber) and previously untapped markets (London). The cheloises with a discussion of

the performance of the model and its usefulness as a practical tool for site location research in
an uncertain economy. Suggestions and recommendations are also given on other scenarios in

which the model could be applied.

Finally, Chapter 9 will look to synthesise the findings of the whole project and draw some
overall conclusions. Assessing the contribution of this work, the aim and research questions
outlined in Chapter 1 will be returned to, and the extent to which eachden met will be
examined. There will be areas of success, but undoubtedly questions still to be answered with
avenues of future research still to be explored, so the final section of this chapter will offer

suggestions of avenues where future reseasshba usefully pursued.



Chapter 2

Great Britain iIn Recession: The Worst
iIn Modern History

2.1 Introduction

Since Great Britain (GB) went into recession during 2008 and 2009 and again in 264 Bathe

been a body of growing literature documenting the causes, developments and subsequent
impacts of the economic downturn. The impacts of the recession have been widespread, varying
by industry, socioeconomic status, demographic group and geographicAa such, many
commentators have | abelled it the 6Great Re (
Second World WalChari et al., 2008; Gregg and Wasworth, 2010; Chadha and Warren,
2012).However, before this statement can be realisticalgllehgedi,it is crucial to document

the literature surrounding recession in GB and establish what is already known. This will make

it possible to answer a number of important questions. For instance: What is meant by
recession? How did the recession begiid it vary geographically? How do previous

recessions in GB compare? How does a recession influence supply and demand in retailing?

Taking the above into consideration, Chapter 2 will be split into two parts; the first
concentrating on the most recestonomic downturn (Section 2.2) and the second examining
previous recessions in GB (Section 2.3). In Section 2.2, considerations will initially be given to
the origin and development of the recent recession. This will read almost as a timeline,
documentingthe contributing factors that initiated the recession. However, to prevent this
becoming too descriptive, a humber of theories, arguments and ideologies will also be explored.
The remaining components of Section 2.2 will then concentrate on the acteaitsngb the
recession. Specific attention will be givenlédour market, whether or not there has been a
geographical divide and the effect on consumers in the food retail market. Once the specific
literature on the recent recession has been discussedtiat will then be focused towards
recessions of the past in Section 2.3. This will follow a similar structure to Section 2.2,
beginning with the origin and workings of previous recessions in GB, before moving onto their

eventual impacts. Finally, the apter will end with a conclusiosummarisinghe main points



and highlighting the subsequent questions which need to be explored in the remainder of the
thesis.

2.2 O6The Great Recessiond

As stated, this section will read in the form of a commentaryymeating the various stages of

the most recent economic downturn. The section will start with the literature reporting the origin

and development of the recession (Section 2.2.1); covering thprissd mortgage crash,

financi al deregul a&triummrc h@dnd Stelte i 6 €r di2. 2 wi | | t he
definitions of recession and the response of the Government to the economic downturn. The

remaining sections will then concentrate on the recorded impacts to date. Section 2.2.3 will

cover thelabour market (industry, employment, demographics). Section 2.2.4 identifies the

geographic impacts (international, regional and local), Section 2.2.5 highlights the impacts on

consumers and the retail market and, finally, Section 2.2.6 examines the varioosgn®&or

recovery. This comprehensive approach is necessary because only when the causes of the

recession are explained can the impacts triggered by the eicorrisis be fully understood.

2.2.1 Origin and Development
Sub-prime Mortgage Industry

Onefactor which remains constant in the literature regarding the origin of the recession is the
collapse of the United States (US) quime mortgage industry in 200 Né¢svetailova and

Palan, 2008Langley, 2008; Radice, 2008; Ostrapal, 2009; Melvin andraylor, 2009). By
industry definition, sulprime mortgages refer to those mortgages priediiove t he &épri mebd
interest rate, offered predominantly to financially unsophisticated borrowers living with poor
credit ratings, low income and high unemployment#&iay, 2008; Langley, 2008; Manual,
2009). Consequently, these types of loans are often described as predatory lending, criticised for
providing fertile ground for abuse, fraud and exploitation. It would appear from the scale of the
negative backlash in ¢hmedia that suprime mortgages are a new phenomenon which brought
about this financial downturn. Howevéhe rise of sulprime lending started in the early 1990s

with refinance loans, often in the poorer parts of the US. Increasing default ratesal@dsto
subprime mortgage crisis as far back as 1997, as people failed to meet rising repayments. As a
result, the growth of suprime lending halted for a few years, but picked up again after 2000
and continued to become increasingly popular up until Z0@hual, 2009). The newly found
interest in sukprime mortgages was mainly due to rocketing house prices across theellés]

by a long period of macroeconomic stability synonymous with low interest rates and expanding

credit supply (Ostruget al, 2009. Investors worldwide craved a stake in the lucrative US



housing market as a number of mortgage lenders packaged yguirsebloans into tradable
securities to sell on to investors (securitisation). The continuation of rising house prices and
stable macreconomic conditions within the financial market created a favourable breeding
ground for reckless risk taking (ALDE, 2008). Basic rules were forgotten as masprisud
mortgages in the US continued to be authorised on the basis of the property/assaid/aloe

the ability of the consumer to repay the loan. This phase of speculation was illustrated by the
high level of financial innovation including the rise in -bfilance sheet finance and rapid
growth of the Originates and Distribution Model (ORD). Enthis principle, the bank acts as a
competitive financier aiming to maximize fee and commission income from originating assets,
managing those assets in -bfilance sheet affiliate structures, underwriting the primary
distribution of securities collatdized with those assets and servicing them (Fregtchl.,

2009). As interest rates climbed from 2004, onward and real wages stagnated or fell for many
people and, similar to the late 1990s, the number of mortgage defaulters steadily began to
increase. Thee consumers who had taken out their mortgages with low teaser rates could no

|l onger afford to keep itpoontbeoamerclegr that many of he By
securities based on syfsimes mortgages were in effect valuetess( Radi ce, 2008: =z

As a result, the number of defaults rocketed and house prices in the US and the United Kingdom
(UK) began to fall dramatically. Despite the rising defaults, the US Government believed that
the subprime mortgage crisis could still be contained towardsetiak of 2007. Stock markets
began to identify those banks at risk by driving down their share prices, whilst stronger banks
sought to strengthen their balance sheets by injections of capital from wealthy investors,
especially the sovereign wealth funds gptby governments in the oil producing countries of

the Middle East. Also, many felt that the continuing growth of China and India would cause the
world economy to keep growing by offsetting the losses made by other countries (Radice,
2008). Furthermoreit was feasible to believe that the gutime mortgage industry would
recover, considering that housing markets are notoriously cyclical, and for more than a decade it
was a largely undisputed and extremely profitable venture (Nesvetailova and Palan, 2008
Langley, 2008).

Financial Competition, Market Deregulation and Risk

Regardless of the perceived confidence, the crisis began to worsen and transformed into what is
now known as the 6Credit Crunchdé duriag the
relied on shorterm borrowing to meet immediate needs. However, in the summer of 2007, the
problem of mortgage debt made banks realise that eventshorinterbank loans were at risk

of insolvency. Those who had previously bought the mortgage lsasedties from banks and

building societies now refused to continue doing so. The result of this was that two hedge funds



managed by Bear Stearns, the fiftingest US investment bank, had to be weupdand UK

bank Northern Rock could no longer finanteplanned lending (Ostrwgt al.,2009). The crisis

then entered a new phase when the US Government in September 2008 decided not to intervene
and save the fourth largest investment bank, Lehman Brothers, from bankruptcy. From this
point on, the optimisti outlook was discredited as it was no longer a@ube crisisbut a

more general global crisis of liquidity in which any bank or investor felt unable to trust any
borrower. The evaporation of liquidity and collapse in confidence heralded the begifiming o
much more severe crisis threatening the entire global financial system. The impact this had on
the UK housing market was huge, with the number of property sales decreasing by
approximately 40 per cent between 2007 Q2 and 2008 Q2 (Castpmis 2011). With the

benefit of hindsight it should have been obvious when the mortgage finance boom was in full
motion from 2001 to 2006 that it was almost certain to be unsustainable. Nevertheless, whilst
some warned that the enormous buifdl of housing and conswndebt in the US and UK

would inevitably end in a massive downward financial correction (Shiller, 2005; Pettifor, 2006),
such warnings were either disregarded or dismissed by the banks themselves, by regulators, by

governments, and, it has to be saidihm®yvast majority of economists (Martin, 2011).

The main reason that the financial crisis went global is believed to be a combination of
persistent large global maeezonomic imbalances, caused by long periods of excessively loose
monetary policy (Mohan2007; Melving and Taylor, 2009), growth in importance of the
international intetbank loan market and rising competition which developed between major
international financial centres (Clark, 2002; Faulconbridgal., 2005; Grote, 2008; Radice,
2008). The global financial system has, for the last 30 years, been transformed by the rise of
necliberalism, an economic ideology which represents the revival of the free market and free
trade philosophy (Radice, 2008). During the 1980s and 1990s, the new ératwmtrine
developed into a universal model for economic policy makers, centred on privatisation of the
public sector and the deregulation of markets for labour, goods and credit. Tibena&o
approach then penetrated deeply into the crucial areadit provision through accelerated
globalisation. Consequently, the financial market became highly deregulated under the belief
that financial institutions were sufficiently sophisticated and forward thinking to develop risk
assessment models, and theafioial markets argued as requiring little supervision, were

rational, logical and selforrecting (French and Leyshon, 2004, Ose&tipl.,2009).

The impact has been a financial economy of intense spatial competition between London and
New York, excesske risk taking (e.g. suprime mortgages and hedge funds) and a lack of
transparency in huge crebsrder financial flows (Martin, 2011; Chadha and Warren, 2012). As

a result, over the past few years, the economy has seen an uneven distribution ofonesasth a

10



the world. More specifically, the current crisis has been facilitated by a more recent episode of
recycling, which has been driven by global redistribution of wealth and income towards
countries exporting commodities and the rise of sovereign whaltls, based in the Middle

East and Asia in particular. Sovereign wealth funds in the Middle East are a continuation of the
long-term strategies of eproducing nations to maximize the returns of their revenues and to
build sufficient assets to ensureursessful posbil future (Frenctet al,, 2009). Therefore, at a

time when credit was being restricted, a sharp rise in oil prices during 2008 only heightened the
pressure on company finances, reinforcing the corporate drive to rein in on capital spadding
reduce costs. Inflation also rose rapidly in 2087 with the Consumer Price Index (CPI)
reaching a high of 5.2 per cent and Retail Price Index (RPI) reaching 5 per cent (@aripos
2011), driven by demand from thriving China and India, pushingeiml prices, food prices

and other basic costs. This surging inflation also prevented central banks from cutting interest

rates to help ease the financial crisis.

Response to the Financial Crisis

Decreasing international barriers and increasing firnagiterconnectedness caused by
globalisation soon accelerated the spread of the crisis by generating a ripple effect which
exposed the fragility of the worlddés financ
moved into the latter part of Septemlta&®08, fear and uncertainty gripped the economy and it

was clear that many national economies would not recover without intervention. This led to
major criticism of the domineering ndiberalism paradigm of the past three decades. As a
result, governmestwere being driven to desperate measures to perform the emergency rescue

of banks and inject funds to restore confidence. The response to the financial crisis during 2008

in US and the UK represented a remarkable aboutr n i n both cadntri e:
neoliberal politics. Policy shifted towards the urgent need to recapitalise banks; and with few
private investors (not even the sovereign wealth funds) willing to put up fresh capital to prevent
wider systemic failurend contagion, there was an effee nationalisation of failing financial
institutions (Manual, 2009; Frendt al.,2009; Radice, 2008). Those banks in the US included
Federal National Mortgage Association (FNMA)ederal Home Loan Mortgage Corporation
(FHLMC) and American Internatioh&roup, and Northern Rock and Royal Bank of Scotland
(RBS) in the UK (ear | yma2r0Or0i8a)g.e slébn weed dei tiinoint,i &
institutions (such as the takeover of HBOS by Lloyds TSB and Bradford & Bingley by Banco
Santander). The Brii sh Government also devised an unpr
British banking sector which involved it bei

doubt that these actions represent a blow to the ideological purity of Aetkees of neo
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liberalism that had previously dominated An@axon economy, society and polity (Fremth
al., 2009).

Nevertheless, it quickly became clear towards the end of 2008 through the collapse of-the over

extended Icelandic banks that national intetienwould simply transfer the pressure and the

panic to the next country in line. As the Icelandic banks buckled, the savings of thousands of

British investors evaporated as it was discovered that they were not covered by UK deposit

insurance. In order t@rotect these deposits, the UK Government mobilisedtambrist

legislation to freeze the UK assets of Icelandic banks, causing a deep rift between the UK and

Iceland which resulted in the latter considering initiating legal action against the UKn(lbis

2008). Furthermore, those areas of the globe previously thought to be out of reach were also

being drawn into the crisis. For instance, even governments in continental Europe and East Asia

were equally incapable of decisive and effective public intégiee as the crisis subsequently

spread to the financial sectors in European and Asian economies (Radice, 2008paitrup

2009). Consequently, with many countries requiring financial bailouts, the londirside

International Monetary Fund (IMF) stepd forward. In November 2008, the IMF approved a

£1.4 billion loan for Iceland, after the country's banking system collapsed in October, the first

IMF loan for a western European nation since 1976 (Telegraph, 2009a). After decades of

uneven globalisationt hi s was the start of what some acade
gl obalisationd (Mohan, 2009) ; for the bailouts b\
Countries (MEDCSs), structurally increasing oil prices has contributed to a shifting global power

balance to many of the new emerging economies.

2.2.2 Great Britain in Recession
Recession: 2008 to 2009

In October of 2008, the worst was confirmiethe financial crisis could not be contained and

the UK was publically declared by the Office for NationatiStics (ONS) to be in a recession
(Chadha and Warren, 2012he official and more widely accepted definition of recession is
when an economy records two consecutive quarters of negative growth (Clancy, 2009; Campos
et al., 2011). Alternatively, recessio can also be defined as a period whendbenomy is
growing at below its longerm trend rate of growthwhich for Britain over the past 25 years is
between 2.5 to 3 per cent a year (Vaitilingam, 2009). However, in this research, the more widely
acceptd definition of recession supported by the ONS will be u&dss Domestic Product
(GDP) figures recorded a fall of 1.8 per cent in the third quarter of 2008 after a 0.5 percent drop
in the previous quarter (Campes al., 2011). This contraction in thesal economy over two

consecutive quarters was a final sign that the global financial crisis had spilled ovéreinto
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wider economy as Britain followed Denmark, Estonia, Latvia, Ireland, Singapore, Iceland and
Australia into recessiorChadha and Warren022). The lack of available credit had begun to
strangle firmds abilities to make investment
all. Additionally, the heightened uncertainty was even causing the minority of businesses with
access to credib postpone investments, with the only other option in such uncertain times to
wait it out and do nothing at all. Asrasult, a number of companies could no longer continue

and failed to adapt to the changing economy, leading to widespread businelesdoescand
unemployment. The extensive impacts from the recession will be discussed in more detail in
Sections 2.2.3, 2.2.4 and 2.2.5.

In 2009, in an attempt to encourage interbank lending and boost consumer and business
confidence in the economy, therdaof England made two interferences. The first was to lower
interest rates to a historic low of 0.5 memt (Edwards and Irwin, 2010; Campetsal., 2011;

Chadha and Warren, 2012). Thiad wider implications for the rate of inflation which dropped

as aresult. Movements in interest rates work mainly by influencing the overall level of demand

in the economy and so can have a powerful influence on the inflation rate. It was believed that
the lowering of interest rates and inflation would help maintaimialeseconomy and the value

of money. The second response was to increase the supply of money and inject liquidity into the
economy through buying government and corporate bonds (quantitative easing) (Cook and
Hayman, 2012). Other temporary responses tobebriie recession were a stamp duty holiday

up to the higher threshold of properties under £175,000 to try and stimulate demand in the
housing market. A reduction in VAT was also made from 17.5 per cent to 15 per cent, aimed at
putting more money in consent 6 s p o0 ¢ k etals2010)T Bathnohtlsese measures ran

until the end of 2009. Additionally, the Government introduced the UK Scrappage Scheme in in
an attempt to encourage spending in the motor industry. Through the scheme, customers were
able topurchase brand new cars with a heavy discount of £2,000 if they trade in a qualifying old

car (UKCarScrappageScheme, 2009).

Double-Dip Recession: 2012

After five consecutive quarters of contraction to the economy, in the third quarter of 2009, the
UK recorded a growth in GDP of 0.4 per ceBtivard and Irwin, 2012). However, the threat of
recession was ever loomiag the global economy was not yet on a firm recovery path and fears
over unemployment still remaine®espite not being officially in recessi by the standard
definition, GDP was by no means constant. In the first quarter of 2010 VAT returned to 17.5 per
cent (then was increased again to 20 per cent the following year) which halted the previous

boost in consumer spendinghomaset al.,2010; Gregg and Wadsworth, 2000-urthermore,

13



rises in gas and electricity bills, along with transport costs and food prices, pushed prices up
further. As such, by September 2011, CPI was 5.2 per cent, matching the record high set in
September 2008 and the RRIse to 5.6 per cent, the highest annual rate since June 1991
(Seaton, and Waterson). Crucially for household incomes, wage growth was still tracking well
below the rate of inflation (Campost al., 2011) which meant households budgets and
purchasingpowerwere being squeezed.

The recovery hit a major blip towards the end of 2010 a$othes of recovery shifted to fiscal
consolidation on account of soaring public déare specifically, in order to deal with the
increasing level of national debt, the UKow&@rnment introduced a number of austerity
measures through a spending review in 2@ulining the £81 billion spending cuts package,
Chancellor George Osborne vowed to restore sanity to public finances and stability to the
countryo6s ec onldowgver(thg Bffects ofslich rBeasures would involve the loss

of thousands of jobs, massive cuts across many government departments, wholesale reform of
public housing and further cuts to the welfare budget. Some of the more severe cuts would also
come tothe budget for sport in schools, the Ministry of Justice, the Department for
Communities and Local Government, the Culture Department, the prison programme and to
legal aid. Arguably the single most radical public service reform was a near £4 billiontloait

social housing budget, affecting the most vulnerable members of society (MacLeavy, 2011).
Local governments were also hit particularly hard as the Coalition Government moved to
decentralise control. There is a debate, however, as to whether taidrdksation of power

will have the desired effect. For instaneghile decentralisation may enable local leaders to
improve economic performance by managing their own budgets, it also creates issues for central
governmenti especially in policy areas wieelocal leaders are unwilling or unable to take
action that benefit growth (Overman, 2011). Moreover, \lilh amount of money that local
governments receive from central government being reduced by 7.1 per cent, it almost looks
like a way to shift blameway from central government should local governments fail to
manage their finance®©ther notable changes werglanned rise in the state pension age for

men and women to 66 that will start in 2020, six years earlier than scheduled.

I n addi ti @emt It iothedGhvemndetitsalso announced that the cap on undergraduate
tuition fees for British students would increase from £3,300 to £9,000 per year for students
starting their studies in 2012akeling aad Jefferies, 2013). It was hoped that theréase in

the cap would result in price variation among universities. However, it has since become clear
that it was underestimated how much universities would decide to charge students; in fact the
average fee charged by higher education institutionsbeithround £8,500 per yealékeling

and Jefferies, 2013) making the UK a country with amongst the highest tuition fees charged in

the world. The education cuts and decision to raise tuition fees was met with great opposition

14



from students with many pé&ipating in multiple student protests across the country in 2010
(Whitely, 2012). London was the primary target, with many demonstrations turning violent as
more than 52,000tedents marched on Westminster. In the wake of the harsh cuts which were
to be mplemented during 2011, the student riots were not in isolation. In 2011, disturbances
startedafter a protest in Tottenham following tdeath of Mark Dugan over boiled. The
resulting chaos generated looting, arsonamdimber of violent clashes with pm (for a more
in-depth discussion see Bridges, 20IMhe riots have generated significant-guing debate
among political, social and academic figures about the causes and context in which they
happened. However, amid the wealth of structural factars as racism, classism, gang culture

and criminality, is the recent economic decline brought about by recession and harsh austerity

measures (Bridges, 2011).

After a year of uncertainty, tHéK found itself in recession once more as GDP dropped 0.2 per
cert in the first quarter of 2012, signalling two quarters of decline and the first ddigble
recession since 1975 (Campeatsal.,2011). In response, the Government once again turned to
gquantitative easing, injecting £75 billion of new money into the ecgr(since been expanded

in steps up to the current level of £325 billion). This time round, however, the decline would
only last for three consecutive quarters as the GDP grew by 0.9 per cent in the third quarter of
2012. In returning to recession, the au$y methods of Coalition Government have come
under extreme criticism (Whiteley, 2012)he ranks of commentators who view austerity as
potentially selfdefeating have swollerKugman, 2010Cafiso and Cellini, 2011; Cottarelli,

2012. These authors argue that the weak output growth caused by fiscal austerity have fuelled
market doubts about government solvency. Higher funding costsjreeanith lower activity

thus worsen the fiscal position, defeating the very purpose of the initial tightening
measured-urthermore shortrun fiscal austerity in the face of a depressed economy does not
reassure investors. Thus, what is needed, accotditigis perspective, is not beightening,

but further spending (MacLeavy, 201BHowever, others would postulate that policymakers in

fact did the right thing in saving the banks, cutting interest rates and inducing fiscal and
monetary stimuli, alloivhi ch have hel ped maintain demand
Wadsworth, 2010). Moreover, Cook and Hayman (2012) argue that the Government largely
succeeded, as it prevented the recession fr
Section 2.3)In fact, without the banking bailout, the fiscal stimulus, quantitative easing and

attempts at reducing the deficit, the situation would have been catastrophic.

2.2.3 Impacts on the Labour Market

Coupl ed wi t h falling GDP, ghh encreasedr ratest of Re ¢

unemployment. In the standard definition used by the ONS, unemployment refers to a person
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not only out of work, but also actively looking for work and available to start work within a
fortnight (ONS, 2012). The claimant count is atdten used to measure unemployment which
details the number of people receiving Jobseeker's Allowance (JSA) in a particularimonth
supplied by the Department for Work and Pensions (DWP). During harsh economic climates,
unemployment is often regarded a®4 aggi ngdé i ndicator because
enforcing redundancies as long as they can in difficult times. Unemployment reached its peak in
2011 at 2.68 million the highest it has been in 17 years (Cagtpals, 2011). At the time of
writing, unemployment levels are on the decline, however offisi@@mployment figures still

stand at2.5 million (8 per cent) (ONS, 2010c). Interestingly, however, in comparison to the
dramatic fall in GDP, the loss of employment which resulted from the recdsafoactually

been much smaller (Gregg and &lgavorth, 2010).

Impacts on the Labour Force

Edwards and Irwin (2010) also point out that it has been some of the most vulnerable groups
which have suffered the most from unemploymiestich as the low qualifiedoung adults,

and minority ethnic groups (Barham and Walling, 2009; Berthoud, 2009; Muriel and Sibieta,
2009). This has meant that managerial, professional and skilled occupations have not suffered as
greatly in comparison with manual occupations, paldity low-skilled ones (Muriel and
Sibieta, 2009). It is important to note, however, that prior to the economic downturn,
employment rates were already lower for those without qualifications. Therefore, Hutton and
Lee (2012) point out that the recessi@s lactually just accelerated this structural change. In the
context of gender, claimant count and unemployment rates have increased much more for males
than for females (Leet al.,2009; Sunderland, 2009 However, this can arguably be explained

by the fat that men were more likely to be employed in the industries which have experienced
job losses (e.g. manufacturing and construction). Lee (2012) also points out that women are
more likely to be employed in courdeyclical industries (e.g. the public secGteducation and

healthcare).

In addition, young people aged-28 (specifically men) have seen some of the most significant
increases in unemployment rates, albeit within the context of an historical shrinking of labour
force participation amongst thage group (Edwards and Irwin, 2010). The stemin effects

mean thaschool leavers and graduates are finding themselves out of work or in jobs which do
not match their skills or qualification&gsing out on existing vacancies to those with greater
expeience and proven job histories. However, there could also betdomgissues, as those
who experience early periods of unemployment are more likely to be unemployed later in life

and likely to earn less in the future (Lekal.,2009; Coe and Jones, 2010f the groups aged
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25 upwards, it is those aged-28 that have also seen some of the more marked percentage
increases in unemployment levels (up to 6.7 per cent in early 2009) (Barham and Walling,
2009). As this latter increase falls at a stage inliteecourse when many people are having
children and familybuilding, it may be particularly problematic for some (Edwards and Irwin,
2010). Clearly households that are most dependent on income from earnings are most
vulnerable to being hit by recessibrcompared, for example, to pensioners who can fall back
on other sources of income (Muriel and Sibieta, 2009). Edwards and Irwin (2010) also make the
point that whilst unemployment is a relatively straightforward index of the impact of recession,
there arenther important secondary effects brought about by economic uncertainty that relate to
peopl eds per cept i-beimsFor epamae; devemledrpthastudies attest td

the links between household vulnerability, tensions and arguments vidimilies caused by
money worries, and extensive concerns for family life associated with difficulties in planning

ahead, created by economic uncertainty (Batim, 2009; Edwards and Irwin, 2010).

In conjunction, many individuals still in employment bkaalso been impacted by the recession.
For instance, average weekly hours worked fell by almost 1 hour from 32.1 hours to 31.2 hours
during 2008 to 2009 (Campes al.,2011). In order to preserve employment levels, many firms
turned to reducing the numbef hours worked by employees. However, whilst preserving
employment levels, this behaviour actually constrains workers to work fewer hours than they
may otherwise be willing to. According to the Labour Force Survey (LFS) estimates, there were
a total of 35 million workers (12.1 per cent of the total population in employment) who wanted
to work longer hours in 2009. In addition, in 2008, the rate of increase of both basic and total
earnings started to slow down. During 2009, total earnings fell sharplgndsy a large fall in
bonuses payments, mainly in the financial sector (Carepak,2011). The basic earnings rate

of change fell continuously into 2009 whilst the annual percentage change of basic earnings
fluctuated above and beloWwd inflation ra¢ (Gregg and Wasworth, 2010; Martin, 2011). This
meant that, for those for whom basic earnings payments made up the majority of their income
who were able to keep their job and the same working hours, the situation may not have
worsened during 2009 (Cangpet al.,2011). In fact, for those with mortgage interest payments,
the economic situation will have actually improved because of low interest rates brought about

by a reduction in the RPI, which includes mortgage interests.

Industry Specific

A common tleme within the literature also tackles the issue of unemployment and how it has
differed greatly by industry and sector. Due to the nature of the financial crisis, it was initially

forecast thatin addition to financial services, business services, cangn) retail and any
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industries reliant on consumer spending would be worst hit (Drury, 2008; Parlehsan

2009; Lee, 2012). However, due to the various banking bailouts discussed previously, the
financial sector has remained relatively resilienstéad, because of the slowdown in the UK
housing market, it haseen businesses within the construction and manufacturing industries that
have taken the brunt of reduced output and increasing unemploymeret (akeg2009; Gregg

and Walsworth, 2010; Manti, 2011; Hutton and Lee, 2012More specifically, Gregg and
Wadsworth (2010) comment that in manufacturing and construction 8 to 10 per cent of
employment have been lost compared to services which have remained under 2 per cent.
However, within the serge sector there is considerable variation. In the public services of
education, health and administration, employment has grown by 4 per cent, and employment
has fallen by around 4 per cent in finance, retailing (and transport) (Gregg and Wadsworth,
2010).1t must be noted that while these proportionate rates of decline are well below those of
construction and manufacturing, because these latter sectors are larger, they actually account for
around half of the total jobs lodinemployment in the servicescser can largely be accredited

to the decline in consumer confidence which plummeted in 2009. For instance, between 2009
and 2011, a number of firms within the motor industry, retail sector and other service industries
recorded large losses in both outpatd employment (Leet al, 2009; Gregg and Wdsworth,

2010). Some of the biggest casualties to date have been Woolworths, Zavvi, USC, MFI,
Jesspos, HMV, COMET and Motor World (consumers and the retail sector will be discussed in
more detail in Section 2.4).

2.2.4 A Geographic Recession?

The role of geography with regards to the economic downturn has already been discussed to
some degree, for it was the interconnectedness of the global economy which contributed to the
financial crisis being so widelfelt. One might argue that the fact that the financial crisis even
infected markets across the globe suggests that geography does not actually matter (Martin,
2011) v after all, almost everyone, almost everywhere, has been affected in some way.
According b this view, the process of globalisation that has occurred over the past three
decades has, to all i ntents and pur poses,
Nevertheless, it is clear thgeography has been intrinsic to the development of ebent
recession in GB and to its subsequent economic impacts. The crisis is thus a valid subject for
geographical enquiry, since it provides a major opportunity to examine how the local and the
global spheres have become inextricably intertwined (Manu@h9;2 Martin, 2011).
Furthermore, the question of geography remains an important one for bothmakeys, who

may seek to target scarce resources at cities with weak economies, and for urbamaiaicy
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trying to make their cities more resilient agaihgure economic crises (Chistophersamal,
2010).

In the same way the recession has impacted upon different industries and indithéusliects

have also been spatially uneven across the country. In the aftermath of the financial crisis, the
dominant narrative amongst commentators was that cities reliant on financial services would
experience the largest falls in GDP and increases in unemployment (Lee, 2012), the logic being
that the recession would be worse in those sectors from which it dedeldperefore, because

of the strength of the banking sector in London, the assumption was that those in London and
the South East would suffer trHeavomketr.s DmurLy
and the Soutltast would bear the brunt of the redces® ( Drury, 2008,et pl),
al. (2008: 1) statedthaté i t woul d be O0Ghers mavedlsovhppoti®esised thad .
the recession could in fact lead to a fundamental shift in the economic geography of GB by
reduci ng t h e-Sootbdivide Yfaitilidgam, RDOXLeeh2012).

Initially, it appeared as if the predictions may have been correct as the financial sector was
subject to some of the first mass Hafys (Vaitilingam, 2009) However, the forecasts would

prove to be somewhat exstated as the financial sector was actually performing relatively better
than most industries by 2009. One reason for this is that the banking collapse was followed by
an injection of capital into the financial system, much of which was heavily focuseldeo
capital. Dorling ( 200luwt) fdoers ctrhiebedlo uthh &. akurat
high skill levels proved to be generally more resilient to the recession which meant cities such
as London became al most 00p)rinstess cas thadréces§idd tookr p e r
hold of the British economy through 2009, it was the North of England that was affected the
worst by the recession. Table 2.1 exemplifies disparities in output, employment and
unemployment by Government Office RegiorQ®) in GB. It is evident that between 2007 and

2009, the West Midlands had the highest increase in unemployment followed by the North East
and Wales. Conversely, contrary to the initial predictions, unemployment change was lowest in
London and the South Bia Other areas recognised as being hit particularly hard in the literature
include the North West and Yorkshire and the Humber, again two northern GORs (Gampos

al., 2011; Lee, 2012; Martin, 2011; Hutton and Lee, 2012) heavily reliant on manufacturing,
construction and retailing (see previous section). Nevertheless, whilst this regional level
analysis provides useful insights into the basic geographic trends of the recession, there is little

evidence within the literature of any analysis at thersgjinal or local level.

Interestingly, within London, the highest unemployment rate in 2009 was in Tower Hamlets at
11.3 per cent which was also the highest rate in the country at the time. In comparison, the

lowest unemployment rate in the capital wasRithmonduponThames at 3.7 per cent
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(Vaitilingam, 2009. This polarisation highlights the complexity involved with studying the

capital as the geographiledustrial relationship is incredibly multifaceted. There is evidence for

example, that local authtéigs with high levels of employment in Standard Industrial

Classification (SIC) 65 (Financial Intermediation, except insurance and pension funding) and

SIC 67 (activities auxiliary to Financial Intermediation) recorded higher rises in the claimant

count ttan other areas (Lee, 2012). However, this was only in cases outside of London. This is

arguably because high profile skilled employment in the headquarters of the firms is likely to

have been retained, and staff laid off in London may have been moresfucoedinding re

empl oyment . I n an attempt to explore the 6Londonbd
recession on London through a set of multiple regression models. Conclusions were made that

thed ondon ef fect 6 i s ®,uag ¢ghe variable, ewhild negative, iscnotn c | usi v

significant.

Table 2.1 Variations in output, employment and unemployment by GOR

Output % change Employment % Unemployment %

2008(Q1)i Change 2008(Q1) change 2007 (Q3)

2009(Q2) 2009(Q2) 2009 (Q3)

West Midlands -8.2 -3.4 3.6
North East -8.6 -3.6 3.0
Wales -6.9 -1.8 2.8
Yorkshire & the Humber -7.3 -3.5 2.7
North West -6.7 -2.3 2.6
East Midlands -7.6 -4.4 2.2
South West -5.0 -2.5 2.2
Eastern -4.8 -1.3 1.7
Scotland -4.7 -2.4 1.7
Sauth East -4.9 -2.9 15
London -4.8 -1.9 1.5

Sources: Martin (2011); Hutton and Lee (2012)
2.2.5 Consumers and the Retail Market

So far, much of the discussion in this chapter has been primarily focused on the inner workings
of the financial crisis, theecession and the broader economic impacts that it has triggered.
Therefore, in this section, considerations will be steered towards the main focus of thé thesis
the impact of the economic downturn on the retail market and more specifically the fabd ret
market. Where possible, evidence from the most recent literature will be provided. However, a
number of examples will also be given from other sources such as trade journals as this area still

remains somewhat undersearched in academia.
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Consume Behaviour

Prior to the onset of the recessi on, many b
containedThe responses by the UK Government helped curtail the effects of the financial crisis

to an extent (see Section 2.2.1); however, risirmpioyment and concerns about job security
prevented the extreme forms of monetary policy having the desired impact. Consequently, as
the economic outlook continued to deteriorate for much of 2008, consumer confidence
worsened dramatically and effectivepushed the economy into a recession (Gregg and
Wadsworth, 2010)Consumer confidende essentially aeconomic indicatowhich measures

the degree of optimism thabnsumerd$eel about the overall state of the economy and their
personal financial situato(Pain and Weale, 2001Thus, how confident consumers feel about

the stability of their incomes determines their spending activity and therefore serves as one of

the key indicators for the overall shape of the economy.

As one might expect, due to the ura of the recession, since 2009, credit has become difficult

to obtain for consumers and retailers as banks have become more risk aihvienssstriction

of credit, alongside sudden uncertainty about economic prospects, meant that aggregate demand
in the economy declined between 2008 and 2009 (Gregg and Wadsworth, 2010). Consumers
could no longer borrow to finance existing debt and mortgages become more difficult to obtain
(Lee, 2012). Therefore, in attempt to kistart consumer spending, the Governmea kept

interest rates low since 2009 (see Section 2.2.2). The rationale is that low interest rates would
increase demand because of low incentives to save, as well as reducing the costs of borrowing
and servicing existing debts such as mortgages. Nelests, Lee (2012) claims this can be
counterintuitive because lower interest rates will reduce incomes for those who save and
consumers reliant on investment incoinsuch as pensioners. In the context of retailers, the
lack of credit means that firms fint harder to finance future investment, reducing demand in

the economy (Gregg and Wadsworth, 2010; Lee, 2012). Moreover, existing debt is harder and
more expensive to finance and many firms are thus struggling to gain insurance. This has
consequences fahe supply chains of many firms who have found themselves unable to buy

new stock to sell and in some cases leading to collapse (e.g. Woolworths, GAME and HMV).

Donald (2013) states, that the financial crisis of 2008 and subsequent recession have been a
watershed moment in the evolution of our economic geography. This is expanded upon by
Gritten (2011) who believes a paradigm shift in consumer confidence has taken place with the
recession forcing people to evaluate their personal and household finantesrihiey are rich

or poor, young or old-or examplemany people no longer seem overwhelmed by the desire to
borrow and consume; instead, they are planning to live within their means (Donnan, 2009). The

combination of restrictions on credit, high eneoggts, rising prices of products (mainly food)
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rising unemployment and stagnating wages (a major driver of consumer spending) have been
squeezing the earnings of consumdssrfie et al., 2010; Camposet al, 2011), and thus
demand, which has made stalig output impossible (Gregg and Wadsworth, 20Bdhce

2008, consumers have been holding back on frivolous anéssantial spending to help reduce
household expenditur€ustomers are now actively searching for bargains and new ways to cut
costs on itens suchas as personal finance, energy, leisure actives, groceries, alcohol and
personal care (Mintel, 2009a; Reuben, 2009; Hardie, 260&ail Technology, 2009a;
Thompsonet al., 2010, Bondy and Talwar, 2031 People are also seeking out own label
brand, going out less often and reducing their alcohol consumption (Gritten, R0ady and

Talwar, 201). Tour operators and airlines have also seen considerable effects, as more people
are opting for cheaper plane tickets, reducing the number of daysospfmeign holidays and
reverting to holidaying at home in the UK (Reuben, 2009). Furthermore, in May 2009, despite
the introduction of the Scrappage Scheme, new car registrations were down 24.8 per cent
compared with the same month the previous year @RI09). Interestingly howevesjmilar to

the findings in Section 2.3.4, this economic frugality is more pronounced in rural areas and with
increasing distance fromondon Gritten, 2010). Moreover, research would also suggest that it

is the younger consuens who have reduced spending the most, although this is not surprising
considering the levels of unemployment in the younger age groups (ONS, 2012b).

Looking specifically at the grocery mark&yritten (2010) states that 50 per cent of people are
actually cutting back on food, and that a new stoicism is emerging after the previous decade of
decadence (particularly for the financially distressed segment of society). This is contrary to
many other reports that suggest the grocery market has performedehglatell since 2008
(McEleny, 2009;Costa, 2010; Donald, 2013). More specificaflypd retailers have benefited
hugely from consumers eating out less, preferring instead to save their money and spend more
on their weekly grocery shopBfadbrook, 2008 Mitchell, 2009. Whilst this has been
detrimental for restaurants and public houggecery companies have reaped the rewards of
people purchasing more bread, frozen meals, coffee and side dishes (Mintel, 2009b).
Additionally, Vaitiingam (2009) argues th#te recession has even triggered an increase in
green products, local produce and healthy fdodsguably a response to help save local jobs
and prevent store closures on the high stigeitoult (2008) attempts to provide some clarity

on these conflighg pointsi concluding that whilst sales have in fact been high in the grocery
market following the 2007 financial crisis, the high rates of inflation that followed have been a

major cause of reduced spending on customers.
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The Impact on Retailers

Thedecline in consumer confidence and shift in spending behaviour has had an obvious impact
on retailers in the British economy. Whilsttail actually performed well after the 2008
financial crisis (Costa, 2010), the retail market has still been affectadnioynber of closures

and redundancie®énnisonet al., 2010).Since 2008, 2012 was the worst year in terms of the
number of retailers going into receivership. More than 50 retailers were affected in 2012 which
accounted for almost 4,000 stores and 48,860(ployees (CRR, 2013). This can largely be
accredited to the second economic downturn which caused weak sales and the failure of a few
retail giants such as Peacocks and Comet which inflated the figures. In addition, many
companies were able to survive @ay or so of recession but not four years of low profits or
losses. Those companies affected in the last five years have included Comet, JJB Sports, Clinton
Cards, Game, Borders, Barratts, Alexon, Habitat, Focus DIY, Adams Childrenswear, Thirst
Quench, Priciples, Allied Carpets, Dewhursts, Woolworths, MFI, and Zavvi/Virgin Megastore.

In conjunction, others would argue that the closure of shops occupied by failing retailers is not
necessarily all doom and gloom. For example, the speed with which most forid¢o o | wor t h
stores were reccupied during 2009, especially by discount retailers such as B&M Bargains
and Poundland shows a continuing adjustment to the prevailing environment rather than to its
collapse (Bennisoet al, 2010). Furthermore, contrany the reports that independent retailers

have struggled in recent years, Bennisbral (2010) highlight that nearly 11,000 more shops
opened than were closed in 2009, with independents showing the greatest increases in numbers.
This suggests more cautitwy the multiples but may also reflect the attraction of independent
retailing as a livelihood in recessionary times, facilitated by-éowvy barriers and lower
rentals. Fernieet al (2010) argue, however, that the problem was not the market conditions;
instead some retailers were just not flexible enough (e.g. Woolwovttien the recession hit,

some retailers got into trouble not because they could not sell products, but because they were

not flexible enough, i.e. they were unable to switch off thigelines of supply quickly enough.

It would appear from the literature that the issue of flexibility has not been too much of an issue
in the grocery market. For instance, in order to deal with the shifting consumer behaviour, food
retailers respondedybchanging prices accordingly. It might be expected that market leader
Tesco (market leader) would be the first to introduce such price adjustments; however, Asda has
actually been the leader on price fadied price rises (Seaton and Waterson, 2012). In
compari son, Sainsburyo6s h absy/sive efars (Boitault, 2008).1 ar |
Either way, it would appear that the grocery retailers have attempted to adapt to an environment
being squeezed by rising inflation (Thonetsal., 2010; Campot al., 2011). In response to

rising food costs and the harsh economic climate, houseamdsow shopping at discounters
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such as Aldi, Lidl and the former Netto, buying olabel goods instead of items from the

premium ranges (Bradbrook, 2008;, 2009a; kgr@009; Thompsoret al., 2010y 2012).

Whilst this has undoubtedly impacted on the bigger retailers such as Tesco, Asda and
Sainsburyos, it has also provided an opportunity
sector as some of the discounteigaia some market share.

Online Retailing

The literature and surveys on the impact of the recession also illustrate how greater thrift and
scepticismhas influenced the various channels consumers use to purchase products. In 2009,
online spending by conswars grew bye2.4 billion (Retail Technology Review, 2009la) rate

of growth in severe contrast to the historical decline being suffered by the total UK retalil
market. The internet provides a number of courgeessionary characteristics which have
enablel consumers to help combat the impacts of the recession. For example, it provides a
mechanism to search for lesost alternatives across a range of different retailers through
increasingly popular price comparison sit&$ngberley, 2008;ConsumerBehaviour Report,

2008; BBC, 2008; McEleny, 2009Kimberley (2008) denotes how this has been particularly
evident in the food retail market, because it helps in maintaining budgets and prevents wasteful
impulse spending in a store environmeltiis is arguably bexse, as a method of shopping, it

is disproportionately popular with the more affluent, and therefore, more resilient. For instance,
a number of consumer based surveys claim there is some evidence of shoppers with lower
household incomes abandoning thieiinet in favor of cheaper high street shopping at the likes

of Primark, Matalan, Poundland and -@ifittown retail outlets (Kimberley, 2008Retall

Technology Review, 2009b)

2.2.6 PostRecession Predictions and Recovery?

Prior to the onset of the dowkdip recession in 2012, the predictions and estimations for full

economic recovery were varied but were generally clouded with much pessimism. It was

expected in both the UK and the US that the eventual upturn in output would be slow and form

a Oshamccké recovery: a short, rapid rebound, but th
recovery Vaitilingam, 2009. This is attributed to the need to work off the excesses in the

financial markets and the housing markets out of which the crisis emergestiiddess, it is

now known this was not the case as once the economy started recording levels of
macroeconomic growth in 2010 and 2011, it was not long before the UK fell back into recession

in 2012.

Moving forward into 2013 in what is a second peridderovery, the same sorts of questions

are once again being asked. Initial shogdium term predictions show expected output to be
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flat, implying 2013 will seem much like 2012, but ever so slightly easier (NIESR, 2013; CRR,
2013). However, this will ndbe the case across all areas. In the retail sector, sales on the high
street through physical retail stores are expected to continue to decline. Instead, online retailers
will secure the majority of the retail growth available, causing sales in UK shdpst@es to

fall in 2013 for the fourth year in succession (CRR, 2013). Moreover, in the grocery market,
food prices are predicted to continue to rise in 2013 (Casmpals, 2011; CRR, 2013), although

this should relax later in the year. Consumer confideand thus spending is still very low and

is expected to remain so following the Chancellor's 2012 autumn statement in which he forecast
that austerity measures would continue until 20k& 'austerity conundrum' in the UK is that
austerity is neithecutting our debts nor providing economic growth, although the deficit is

reducing slowly.

These arguments can be supported whkimg the alternative definition of a recession, a period
when the economy is growing at below its laagm trend rate of groth (Vaitilingam, 2009).
Consequently, it isikely the country will not be reverting back to 2607 growth levels for

some time to come. The levels of growth will be venyall (if at all), unemployment will still

be high and consumers will continue &ef as though they are within a recessibris also
important not to confuse the end of the dotdife recession with a return to normality, as the
economic shock which began in 2008 has the potential to create lasting changes in consumer
attitudes and alues (Donnan, 2009¥-or one thing, people will continue to be far more
parsimonious with consumer credit, intent firstly on rebuilding their savings and building for the
future.Flatters (2008) states that consumer confidence and spending cannot th@tuanel off

like a tap, thus recovery may not be reflected in consumer spending for some considerable time.
Furthermore, the increase in internet retailing also demonstrates that retailers will need to adapt

to the way in which consumers are behavinghi@& tecession and prepare for how they will

evolve after it. Even though this channel i S
size of ¢6éelderlyd demographic in proportion
become a crucialtaget f or retail ers. Mor eover, in jus

3544 year olds will move into this demographic and take their internet shopping habits with
them (Retail Technology Review, 2009b).

Finally, the longterm economic and pitital consequences of the global recession are still
unknown, but there a few things which remain certain. Just as the financial crisis of the late
1980s led to a wave of closures, mergers, acquisition and takeovers (Dymski, 1999); the present
crisis hasand will continue lead to a new wave of mergers and acquisitions, leading to many big
conglomerates growing even bigger (Manual, 2009). This has already begun within the financial

sector and to an extent the real economy (Asda buyout of Ne#te Thompsoet al.,2012). In
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addition, considering how much Europe (UK especially) has been hit by this crisis and how fast

Asi ads economies are growing and changing, a shif
in Asia seems inevitable. As Asian econongesw and their current account surpluses grow

alongside them, Asian money will become more and more important globally now that

globalisation is coming full circle (Manual, 2009). Some companies have already begun to take

advantage of this as Tesco is loakto expand in India and parts of Asia. To ensure recovery

within the UK d@dngdaveicesai @anyri maheroeconomic pold.
support the economy through monetary easing and keep the focus of monetary policy on price

stability (Semance, 2009), something learned in the wake of the previous three UK recessions.

2.3 An Historical Perspective of Great Britain in Recession

The current recession has already been termed th
War. Nevertheless, itas not been the only substantial recession to impact on the GB in this
time period, for there has never been capitalism without working through moments and places
of crisis. It appears that the global financial system has become seemingly so complex and
intricate; many have forgotten that the geography and history of capitalism is one of booms and
busts (Frenctet al., 2009). Consequently, the following section contains a discussion of the
literature about the causes and subsequent impacts of the recegsicim®ccurred between
197376, 197982 and 199®3. Rather than examine each of the recessions individually, the
following section will be structured in a similar manner to Section 2.2. Initially, the origin,
development and recovery of the differentessions will be discussed followed by their
impacts, the geographic implications and finally the effects on consumers and the retail market.
This will allow for comparisons to be made, help formulate possible research questions, identify

gaps in the litetaire and give the extent of the current recession some historical context.

2.3.1 Recession: Origin, Development and Recovery

The apparent cause and development of the current recession has already been established in
some depth. However, it is importao understand how this one differs or is in any way similar

from those witnessed in the past. Subsequently, Figure 2.1 demonstrates th@mmoatith
percentage change in GDP for the selected recessions, including the most recent economic
downturn. The chart shows how quickly the UK economy normally bounces back about 30
months after the onset of a recession. The only exception to the bounce back has been the
current recession, where the economy has been flat after the 30 months point (the bladk line tha

is now horizontal).
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Figure 2.1 Percentage change in GDP from previous recession in the UK

Source: NIESR (2013)

The recession which ran from 19735 i s regarded as the first n
Depr es s i Dwhich preteded he2Second World War. Prior to the 1973 there had been a
period of world boom. The UK superimposed its own boom by a very expansionary budget in
1972 by the Conservative Chancellor at the tirAathony Barber(Dow, 1999). Barber
expected s Budget would add 10 per cent to the UK's growth in two years apted for

rapid expansion of domestic demand, raised income tax and personal allowances, reduced
purchase tax and increased government borrowing. This period of growth has since become
known as t he Un®runakely,reverttsossoomproved him wrong as the growth went
into reverseDue to the world boom, the global economy withessed a rise in world commodity
prices and an even steeper rise in world oil prices following the Ogagemisof the Petroleum
Exporting Countries (OPEC) discovery of their monopoly power (Darby, 1982); both of which
contributed to a rise in import prices. The consequences of this for the UK were a fall in the
exchange rate, a sharp acceleration of inflatiohper cent), a worsening in the terms of trade
(real UK purchasing power) and a contraction in business and consumer spending (Dow, 1999).
In response to this, the UK economy then went into recession between 1973 and 1975 with GDP
falling by 3.3 per cenover the course of the two years (NIESR, 2013). The recovery from this
recession differed considerably from that of its successors. At numerous points during the
economic downturn, the economy attempted a recovery; however just at the point of expected
economic growt h, GDP fell more sharply than

shape in the trend in percentage change in GDP.

The next recession occurred between the years of-897%hd is associated with two major
economic shocks. The $ir shock was the new rise in the world price of oil, which massively
reduced consuming countries®6 purchasing powe
recession. By 1979, the UK was close to-selfficiency in oil. However, North Sea oil was

priced at the world price and its rise created large profits for the oil companies. The bulk of it

was taxed away by the UK Government, and the revenue (it can be said) not spent (Dow, 1999).
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For that reason, and also because North Sea oil at this pointspd payments surpluses for

future years, the exchange rate appreciated by 25 per cent during 1979 and 1980. Subsequently,
the high exchange rate made exports less competitive, which in turn caused a reduction in UK
exports. In addition, it is believeddt the second shock was a result of internal political factors
attributed to the new Conservative Government under Thatcher. Inflation had accelerated as a
result of rising world commodity and oil prices; and with faster inflation, the growth of the
money stock had again accelerated (Dow, 1999; Gregg and Wadsworth, 2010). Therefore,
interest rates and taxes were increased in 1979 and in each of the next two budgets. The
implications of these policy changes were the recession coming a year earlier thest tife

Europe, and a depression in demand as consumers witnessed a decrease in disposable income.
The economy officially went into recession in 1979 and reached its trough in 1981. This
recession was much deeper than the one before and the UK econorfar toager to recover.

Unl i ke the recession of the mid 1970s, this reces
went through a phase of consistent negative growth and then recovered graxkrdahg three

years (Figure 2.1).

The most recent ression to that of the current economic downturn was the period of negative
growth between 1990 and 1993, known as the o6debt
recession appeared to owe nothing to exogenous shocks. The majority of literaturehatgues t
the cause of this recession was a massive collapse of confidence in the wider economy which
had built up in the previous boom (Walsh, 1993; Taylor and Bradley, 1994; Dow, 1999). The
boom of 198538 was synonymous with a turn favourableterms of trad, rocketing house

prices and increased business confidence, which fed on, and in turn contributed to, continuing
rapid growth. During these three years of extremely rapid expansion, the saving ratio fell and
investment rose strongly. Thein October 1987 there was a stock market collapse of
unprecedented size, even larger than that of 1929. Initially, this was handled well by the global
economy as the stock market began to recover; however, the lumbering savings and loans
industry was beginning to collap in North America, leading to a savings and loan crisis which

put the financial wellbeing of millions of Americans in jeopartiyhen the boom broke in

1989, confidence collapsed and the excesses of the boom went into reverse; the saving ratio rose
steepy, house prices dropped (Taylor and Bradley 1994), consumer spending fell (Walsh, 1993)
and business investment contracted (Dow, 1999). The boom (hence also the subsequent
recession) is sometimes also attributed to financial deregulation (Dow, 1999)eBdimg was
decontrolled in miel980, which led to greater competition and growth in lending amongst
banks and building societies. Therefore, the crisis in thehi$ard those countries most
closely linked to the US, including the UK (similar to mostergcrecession)A short, mild

recession was predicted by most forecasting models, however the increase in interest rates in
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1989 and large changes in house prices had a substantial impact on aggregate consumption
spending which caused the recession to Ibamger and recover slowly (Taylor and Bradley,

1994). The recession was by no means as damaging as the previous one in 1980, however it
was similar in the way the economy went i n
shaped).Furthermore, Gregg an@/adsworth (2010) demonstrate how it was similar to the
current recession in terms of a deliberate policy of fiscal tightening to squeeze demand out of

the system in order to get inflation on track.

2.3.2 The Labour Market

It is clear from the literatur@rovided in the previous stdection that the causes of major
recessions in GB share a few similarities. They appear to be unpredictable and occur as a result
of demand shocks, which in turn are amplified by swings in consumer and business confidence.
As such the following sections draw comparisons on the impacts and consequences they have
for the economy and the labour market.

Impacts on the Labour Force

Similarly to the 6Great Recessionbo, unempl o
last thee major recessions in GBiowever, Gregg and Wadsworth (2010) highlight that whilst

the fall in GDP was markedly worse than in past recessions, both the loss of employment and
the period over which employment fell was much smaller than in the Past.to the first

major recession, the 1950s and 1960s saw a very low rate of unemployment (around 3 per cent
on average) as awamr eshudaméof Ttekdndlpogical a
international trade environment, the success of Keynesian ecanamicthe stability of the

Phillips Curve (which postulated a relationship between high inflation and low unemployment)
created a situation which approached full employment. Nevertheless, as mentioned in the
previous section, the prolonged boom years pe#td in the 1970s due to the energy crises
which had a huge impact on unemployméiemployment topped 1 million for the first time

in January 1972. Despite the sudden rise, unemployment remained quite low from a historical
perspective (Leaker, 2009).vitas not until the 1980s where unemployment topped 3 million in

1982 (Greenet al., 1994). The 1982 figure of 3,081,000 represented 12.5 per cent of the
working population, and in some parts of the country it was even higher (Leaker, 2009). For the
durationof the early 1980s, unemployment rose further still until a slight respite towards the
end of the decade. Even with the slight decrease in unemployment, the rates still remained
above that of the recession in 197/& Therefore, it was not long before omq@oyment rose

again in 1991, as the economy slipped into another recession. Unemployment peaked in 1993 at
just less than 3 million. The figures help show how unemployment is highly cyclical, as it has

historically increased during all three major recassiand recgered in between each of them.
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It has already been established that unemployment burdens of a recession are not spread evenly
across the population (Section 2.2.3). This, however, is not a new phenomenon. Historically,
unemployment rates havween found to vary among different subgroups of the population in
terms of sex, age, location, ethnic origin, disability status, qualification levels, parental status
and previous occupation (Leaker, 2009). It is widely accepted in the literature th88tsand

1990s had a greater impact on male jobs. This is arguably a result of the decline in output within
the manufacturing sector during the 1980s and the crashes in the housing market which slowed
growth in the construction sector in the 1990s (Engemand Howard, 2009). However,
despite the larger proportion of males unemployed over the last three recessions, Moen (1979)
argues that families headed by unemployed women during recession are more likely to suffer
that those with a male breadwinner. Eptions from Moen (1979) from the 1970s recession
include: unemployed women with young children can find the job search process problematic,
and unemployed women at this time were less likely than men to have the training and
experience that would makeetim more employable. This links into the argument made by
Gordon (1999) who remonstrates thare is a general trend for the skilled to be more resilient

to economic changel he | ow skill ed are more I|ikely to
reductions oflemand, as the high skilled are able to performs&iNed jobs, but novice versa

(Gordon, 1999) something currentlpeingobserved.

In addition, age is an important determinant in the makeup of unemployment during a recession.
It has been widely yblished that the current recession has impacted severely on the
employment of people aged-26 in GB. This is by no means a new occurrence as the 1980s
recession resulted in a large number of teenagers out of work (Townsend, 1983). Furthermore,
there ae also those amongst the literature who believe that those aged 55 years and over are
often protected from recessions as some actually see an increase in employment during a
downturn (Townsend, 1983; Engemann and Howard, 2009). For example, if people see
devaluation in their retirement savings, they may elect to continue in employment and refrain
from retiring, thereby suppressing the normal effect that the recession would have had.
Household income is another important factor in determining the impaca ttestession can

have on people. For instance, between 1973 and 1975, all but the bottom earners took real
income falls. In comparison, the middle income groups bore the brunt of the income falls in
197982, with those in the top income bracket taking aimal loss in earnings (Goodman and
Webb, 1995).

During recessional periods, it also is typical for total hours to fall faster than employment.
Overtime working is often cut first, some workers are placed on-shwrtworking and others

move into partime work when they struggle to find fitime jobs. Hours did fall in this
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recession, by around 2 per cent, but less so than in the past two recessions, especially during the
1980s when the Government subsidised st working in many major manufacing
plants and hours fell by around 4 per cent (Gregg and Wadsworth, 2010).

Industry Specific

Figure 2.2 highlights the change in output across the three different recessions for various
industries. Plotting the change in GDP as a percentage of theyse@ar helps identify those
industries which witnessed a decline in output as a result of each recession. First of all, because
the 197375 recession was due to a sharp rise in oil prices, its impacts were largely confined to
the coal industry. This isvelent from Figure 2.2 as the mining and quarrying sectors were hit
substantially. Output dropped by a staggering 15 per cent in this sector during the depths of the
recession in 19734. Compared with the rest of the economy, the mining and quarrying
industry also took the longest to recover as GDP continued to decrease until 1977. By this point,
most of the other industries such as manufacturing, retail and retail had begun to show signs of

growth.
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Figure 2.2 Percentage chang@ GDP on previous year by industry in the UK
Source: ONS (2010b)

Additionally, the intense recession and boom periods of the 1980s were also manifestly
industrially uneven. Townsend (1982) argues that, economically, it was a turning point in the
balanceof production and employment, as the considerable amount of closures in the steel and
motor industry were very damaging to the manufacturing sector. In fact, during the peried 1979
82, the manufacturing industry recorded four years of consecutive negativilhh, compared to

the mining and quarrying sector which had four years of actual growth (Figure 2.2). Unlike the
previous recession, the retail and wholesale sector suffered a little, a consequence of consumer
confidence dropping. Finally, the 1991 resien also witnessed a varying degree of output
across the industrial sectors. Unlike firevious recessions, this recession was in effect due to a
collapse in confidence in the wider economy (Walsh, 1993; Taylor and Bradley, 1994; Dow,
1999). House priczhad been on the rise for a number of years since the 1980s and went into
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reverse during this recession. Therefore, it is unsurprising that the construction industry bore the
brunt of the downturn, recording three years of successive negative @i@ytbr and Bradley,

1994) Moreover, the impact on the consumer confidence shock is evident betweef11990
during the peak of the recession with the negative growth in retail and wholesale inatket.
respect, the 20089 recession resembled the recessibthe early 1980s, which was worst in
manufacturing sector, rather than the serlécerecession of the early 1990s (Martin, 1997,
Martin and Tyler, 2000; Champion and Townsend, 2011).

2.3.3 Geography and Recession

Geographers and regional economise long realised that the national economy is comprised

of a set of regional and subgional economies (Greest al., 1994). Therefore, considering
regional economies can be heavily dominated by particular industries and local characteristics,
it is appropriate to evaluate the geographical impacts that previous recessions have had across
GB (Baddeleyet al., 1998). Section 2.3.4 has already explored the geographical nature of the
recent recession. Nevertheless, as with many of the other topics upciassionpast evidence

proves this is not a new occurrence as UK regions have previously differed in their resilience to
recessionary shockgiqgletonet al, 2012).

In general, the literature exemplifies that rural areas exhibit relatively less pomtbthan

average unemployment increases during recessions, but also display a tendency to have less

than average levels of unemployment decreases (G&teah, 1994). Furthermore, Townsend

(1982) argues that during 19736 , Oper i pher alhigheretmam ratosabratesofi f f er e d
redundancy (principally areas in the primary sector). This feature distinguishes the period and
explains why many coal mining towns in Yorkshire, and areas in the North East dominated by

the steel industry, suffered increaginnemployment against the national treindcomparison,

at the opposite end of the urban hierarchy, recessions often resulted in the persistence of

relatively high levels of unemployment in the large metropolitan areas (Ere¢1994).

Additionally, the magnitude of recession in the 1980s was sufficient to produce a clear change
in the relative economic experience of different regions (Townsend, TB8211980s recession
caused enormous dedustrialisation and permanent job loss in the manufacfisector with
northern industrial Britain (West Midlands, North West, North East, South Yorkshire and
Wales) witnessing an unprecedented amount of unemployment (Townsend AL8I&2; and
Mackay, 19971 ee, 2012} a spatial pattern which draws simil&# with the recent recession.
Through Geographical Information Systems (GIS) analysis, Greain(1994) are able to show

how the return of recession in the 1990s was again associated with large spatial variations.

Compared with the previous recessithe service sector was hit much harder which meant that

32



the South and East of the UK experienced more rapid unemployment increases than the northern
and western areas (Greet al., 1994; Evans and McCormick, 1994; Lee, 201Zhis
compressed the dispersiof regional unemployment towards that pertaining prior to 1979,
such that in March 1993, 88 per cent of the labour force was located in regions with
unemployment rates within 1 per cent of the national avefagané and McCormick, 1994)
North-South unenployment differentials diminished rapidly as the economy fell deeper and
deeper into recession with the astonishing outcome that, by the end of 1992, the unemployment
rate in the South East actually rose above that of Scotland for the first time siim®lreg

unemployment data became available in 1922 (Taylor and Bradley, 1994).

In conjunction, the timing of recessions can also be intrinsically different from one geographic
area to the nextor example, it is believed that the North led the South (dgptsthis time

round) into the 1980s recession by a short period, and the South led the North into the 1990s
recession with donger time lag (Greent al., 1994). More specifically, it is claimed that the
West Midlands were the first of the regions sperience an upturn in un@hoyment in the

1980s recessioriThe North West and other Northern regions were next (following month),
followed by East Anglia, the South West and South East (Taylor and Bradley, 1994). Based on
this pattern of temporal diffusip one would have expected a similar situation during the next
recession in the early 1990s. Howevastory refused to repeat itselflaving been last to enter

and first to exit the first recession, the South East was the second region (after EagttAngli
experience an upturn in unemployment this time round (Carruth and Henley,i1f@iByved

by the South West (in February 1990), the East Midlands (March 1990) and the West Midlands
(May 1990) (Greeret al.,1994; Lee, 2012). Some urbaural contrats were also evident. In

the South and Scotland, rural areas appeared to have responded later than urban areas, while this
pattern was reversed in the remainder of the North. In genkoalever, intraegional
variations in the 1990s were less marked tlvans the case in the first recession. This is perhaps

a feature indicative of the convergence in local industrial structures over the period and of the

increasing salience of local linkages at the-seghonal and regional scales (Grextral.,1994).

2.34 Consumers and the Retail Market

General Theories of Consumer Behaviour

Traditional consumer theory and models refer to the consumer as a raticiraksetited being

and thus do not consider ethical and altruistic consumer moBasly and Talwar2011)
Therefore, during a recession or period of economic downturn, consumers are expected to alter
their purchasing patterns as they become more aware of the price of goods. This is explained by

the Theory of Buyer Behaviour (TBB) which states that asns umer 6 s confi de
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economic outlook weakens, they tend to become more price conscious as they weigh price more
heavily within their purchase decisions (Howard and Sheth, 1969). This line of thought is
consistent with a study by Estelagtial. (2001) which discovered that as an economy shrinks,
consumers increase their price knowledge. This has been witnessed in the current recession as
people are constantly searching for the best prices. TBB also stipulates that product preferences
may change as &ll, which can last long after the recession ends (Howard and Sheth, 1969).
This is especially pertinent within grocery products, as consumers do not have the option to
hold-off purchases and must get the best value posddwady and Talwar, 2031 During

nor mal economic times, price may not be the
decision process; during a recession, price is likely to become more influential for mainstream
products as consumers change their consumption patterns iteaptato maintain the same

food value with more limited funds (Howard and Sheth, 1969). Interestingly, hovignmaly

and Talwar (2011) foundn their research that certain consumers were unaffected by the
troubles in the global economy as they contindsglrttraditional food shopping behaviour,
revealing in particular that their ethical convictions could not be shaken. Thus, in this instance,
the TBB is unable to explain the motives and behaviour of consumers during economic
downswings. The recommendatit that further research pertaining to consumers and their
characteristics is required for current consumer theory to develop and incorporate the motives of

different consumers.

Consumer Behaviouin Previous Recessions

Since 1970, Pain and Weale (2001demonstrate through general thseries analysis that,
historically, therehas been a general tendency for both consumer confidence and consumption
to be weaker at times of subdued growth (recession) and stronger during times of expansion
within the econmy. This is because, during times of economic uncertaiobyysumer
behaviourhas a dominant influence on the state of the economy (Blood and Philip, 1995).
Gjerstad and Smith (2010) also stress that in order to gain a genuine understanding of economic
fluctuations (e.g. recession), one must recognize the basic facts of household expenditure cycles.
The various explanations for a reduction in consumption and expenditure include
unemployment, negative media coverage (fear and uncertainty) and a shortagessfbie

credit (Pain and Weale, 2001). Unemployment, in particular, is of crucial importance, because
not only does it impact upon the consumption of those who have lost their jobs, it also has a
contagious effect on the people around them. For instaeogle who are still in work, but

have seen a friend, family member or colleague lose their job, are also likely to reign in their
spending, fearing they may be next (Flatters, 20@8xddition, fluctuations in housing wealth

and credit rationing are s9 a couple of the major reasons to have caused a variation in

household consumption spending during past recessions (Evans and McCormick, 1994). As
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interest rates rise during a recession, the increase in spending by depositors may not equal the
reduced spnding of borrowers.).

In recession, consumers not only feel insecure in their job and negotiate more about financial
matters (Shama, 1978); they also adapt their shopping behavior and habits in response to the
changing economic conditions (Arg al, 2000; Ang, 2001; Zurawicki and Braidot, 2005). For
instance, Le and Nhu (2009) argue that, in the 1980s recession, consumers spent more time on
comparative shoppingMoreover, during the UK 19993 recession, real sales (inflation
adjusted) by fasfood/quick-service places, restaurants and lunchrooms, lodging places, retail
hosts and recreation and entertainment places were sluggish as people ate out less often and kept
a sharp eye on menu prices (Flatters, 2008). Moreover, the per capita consumptiohaf alc

also fell by 11 per cent in the UK recession between 1979 and 1982 (Kendell, R&849sions

also have the power to accelerate and derail consumer trends. For example, the relative decline
of beer and spirits was already underway by the time th@sl@ession hit. Nevertheless, the
recession seemed to accelerate the trend and make things worse. In contrast, spending on wine,
which had been growing, held up relatively well (Flatters, 2008). Perhaps the most important
lesson from the literature isaht it is dangerous to generalis
recession. Different groups are impacted differently depending on their age, gender, income,
marital status, family size and geographic locatiédng, 2001; Zurawicki and Braidot, 2005)
Howeer, there is an important distinction to be made between those who have no choice but to
cut back and those who cut back because of reduced confidence. Indeed, the 1990s recession
was the making of some markets that involved small;csgifained, luxurios treats (Flatters,

2008). Even though many were cutting back in most areas, these markets benefited from people
promoting the feeling that life has to be worth living.

In addition, consumer spending across all categories has often held up reasonaioiythveell

first few quarters of previous economic downturns. This makes perfect sense. At first people are
not sure if there will be a recession and then they are not certain about how deep or sustained it
will be. The 1990s recession only began to bite iebasumer spending when consumers
became clear that the recession was for real (Flatters, 2008). This illustrates two important
points about consumer behaviour and recessions. First, recessions can get off to a slow start, and
second, recessions can havirg tail. The second point is hugely important with regards to
economic recovery. This is because recessions can create an extended, depressing effect on
consumer spending, lasting long after the 'official' end of a recession (defined by when GDP
startsto grow again). This was evident in the 1990s recession, because even though it officially

ended in 1992, consumer confidence was still decreasing in 1995 (Pain and Weale, 2001).
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The Impact on Retailers

In response to the reduction in consumer confideamak shifts inbehaviour companies are

forced to develop strategies to stimulate consumer demand. Evidence from previous recessions
show that the most common include:redefinition of the target customersrrowing the

product line, offering cheaper mhocts and quantity discounts, lowering prices, increasing
promotion, reducing investment, entering foreign markets and improving efficiency (Sharma,
1978; Le and Nhu, 2009).

Nevertheless, the fact still remains that during times of recessime businees survive and

thrive as others struggle and falor example, whilst the 19788 recession decimated the
manufacturing sector, the subsequent constieaerecovery which followed actually benefited
retailers hugely (Wrigley and Lowe, 2002). Furthermorie, what was a deep service and
propertyled recession (19993), domestic and commercial property values fell precipitously in
both real and absolute terms between 1989 and 1991 (Wrigley, 1994). Consequently, having
invested heavily in newstore investma programmes the decline in property values meant a
large proportion of the land that new stores were built on was now worth much less than when it
was originally purchased which contributed to Tesco recording a fall in profits of 22 per cent
between 1992and 1993. Asda too also recorded losses which Duke (1993) states were
accredited to the financial pressures associated with the 1989 to 1991 recamsiansely, the
economic conditions of the recession also helplagt a major role in providing opportities

for market entry for European discount retailers Netto, Aldi and HdigarthScott and Rice,

1994 The recession created a number of favourable opportunities for trading (expanded upon in
Chapter 3)During this time, there was a clear level olgrization between consumers with
increased disposable income and those such as the unemployed and single parent households
(Burt and Sparks, 1994;ddarthScott and Rice, 1994). Whilst companies such as Marks and
Spencer targeted the more affluent conggmine deep discounters were able to target those

customers with much lower levels of income at the bottom end of the market.

2.4 Conclusion

This chapter has attempted to provide a comprehensive atoddape account of the workings

of the economic danturn. Initially, considerations were given to the evolution ofréession
addressing the role of the financial crisis and the interconnectedness of the global economy.
Next, the various impacts of the recession where addressed, illustrating theasirdie UK
housing market, construction, manufacturing and the retail sector. The @&bdlipe in
consumer confidence was also discussed, specifically in relation to a documented shift in

traditional patterns of consumption and expenditure behaviow. eMidence suggests that
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people are staying in more and eating out less, spending more eorawehproducts, shifting

to discount retailing (especially the grocery market). Nevertheless, there were also found to be a
number of conflicting arguments raigirthe support for a mordetailed and comprehensive
analysis of the recessions impacts on both consumers and retAtelitonally, from a
geographical perspective, whilst there has been some descriptive analysis of patterns of
unempl oy ment aieas, nGa&alysis has yetanvestigated the underlying influences
of the recession at a more suggional and local level, especially in the context of the retail
market and household expendituia.terms of past recessions, Section 2.3 explored more
gereral theories of recession and identified number similarities between the current economic
downturn and those of the pdstemphasising a number of possible research questions and
avenues for study. For example, in the context of the grocery marketethéulie indicates that

the discount market is benefiting once more from households trading down, However, it
remains to be seen whether the polarisation effect of consumers trading up to premium ranges

will also surface as it did back then.

Whilst the eonomic downturn continues to grab headlines, any changes in consumer behaviour
are constantly attributed to the harsh economic environment. Therefore, it is important to
explore and identify the loaggrm structural trends in society and the retail market.
Consequently, this area will be explored in more detail in Chapter 3 so that actual recessionary
trends can be separated from those deemedau@ssionary or lonrterm. This will ensure that

any conclusions made in the subsequent analysis chapterslaom lBucomplete understanding

of consumer behaviour in the food retail market and the recession.
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Chapter 3

Understanding Trends in the British
Food Retalil Sector

3.1 Introduction

In Chapter 2, an halepth historical analysis of Britain in recession since the Second World War
was presented. Particular attention was given to the origin, development and impact of the most
recent recession in amtempt to provide context and focus for the research in the subsequent
chapters. Nevertheless, little consideration was given to thetéong trends which are
continuously impacting upon consumer demand and the major structural changes that have
shaped tb foodretail market over the last 30 to 40 yea@@snsumer preferences, their choices

and their behaviour fundamentally influence the way in which the retail landscape evolves. It is
therefore essential to know how consumer characteristics have chatigegast, how they are

likely to change over the next few years and what strategies retailers have developed to exploit
this change.As a result, what follows in this chapter is a historical review of the non
recessionary trends (demand and supply) whianbe come to shape the contemporary grocery
market we see today. This will be crucial for subsequent research in the thesis, for it will be
important to disentangle those trends that are not associated with the economic dowantrn

in doing so, provida more holistic examination of the British grocery market in recession.

The chapter will be split into two sections. First of all, Section 3.2 will examine the literature
surrounding consumer expenditure in the retail sector and the various factols dvivie
expenditure. Initially, attention will be given to specific theories of household consumption and
the geographies of consumption. This will be followed by an examination of general patterns in
household expenditure, with particular attention fodusg@on the food retail market. The
remaining parts of Section 3.2 will then highlight the literature commenting on the
demographic, socioeconomic, cultural and geographic drivers of expenditure. In conjunction,
Section 3.3 will reflect upon the key drivea§ or barriers to, retail development along with the
structural changes that have occurred in the retail grocery market over the last 40 years.

Although this part of the literature review is somewhat chronological and descriptive in nature,
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a number oflteories and statements will be challenged and reflected upon over the course of the

chapter. More specifically, there will be a discussion of retail change from the 1960s to the
beginning of the 1990s (the O6gol, theraspoasgbyd of gr oc e
retailers to the end of tphreo pdegrotl yd eonr iasgiesd§ amdd ffa o
in the early 20008 an important phase in retailing which has become associated with increased

anxiety over market saturation (Hughasl., 2009) and adaptation by British retailers (Beirt

al., 2008).

3.2 Understanding Consumer Demand

Understanding changes in household consumption expenditure patterns aundbatanding

human behaviour. Why do we consume and what drives ouvibehao buy specific products

and services? However, patterns of expenditure are complicated, for they are shaped and
reshaped by an array of interdependent demogralaicgétonet al, 1997; Solgaard and
Hansen, 2003Druckmanet al., 2008), socioeconoim (Solgaard and Hansen, 200Byans,

2008; Kohijoki, 2011), geographi®itkin et al, 2002;Wrigley, 2002; Khawaldah, 2012) and
cultural distinctions (Rozimet al, 1986; Jacksoet al.,2005; Lazaridis and Drichoutis, 2005)
Consequently, what followssian exploration ofhe relevant literature surrounding the major

theories and drivers of consumer demand, particularly in the food retail market.

3.2.1 Theories of Consumption Expenditure

One of the earliest theories regarding the consumption expergitup ar adi g@enefas Keynes o
Theory.Of t en considered to be the origin of macroeco
current consumption expenditures are determined mainly by current disposable income. More
specifically, it is a psychological law dah households increase their consumption as their

income increases, but not by as much as the increase in their incomes (Keynes, 1936). The ratio

of consumption to income was termed the Average Propensity to Consume (APC) and the rate

at which consumers dénease demand as income rises was termed the Marginal Propensity to

Consume (MPC). The theory is also related to the absolute income hypothesis, whereby
individuals view their income and financial position in absolute terms. Nevertheless, whilst

Keynes' tieory of saving is generally accepted, it is argued to be an insufficient and overly

simplistic view of consumption expenditure. For instance, in 1942, Simon Kuznets pointed out a
paradox that could not be explaindahithg Keynesbéb
percentage of disposable income that is consumed is remarkably constant in the long run, and

therefore does not necessarily increase with income (Jappelli and Pistaferri, 2010).
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The contradiction identified by Keynes (1936) became the obfegtrumber of studies. For
example, the relativencome hypothesis was put forward by Duesenberry (1949) that was
comprised of two variants. The first, described as the -tiemes variant asserts that a
househol dds consumpt i oentddppgadenntasne,dud also onrclirngnt 0 n
income relative to past levels (Dusenberry, 1949). Thus, when incomes fall, consumption would
not fall in proportion. Additionally, the crossect i on al vari ant state
consumption depends not jum its own current level of income, but on its income relative to
those in the subgroup of the population with which it identifies itself. For example, households
with | ower income within the group wil] con:
while households with high incomes relative to the group will save more and consume less
(Parker, 2010). However, whilst this theory enjoyed considerable popularity in the 1950s, it is
understood that the relatiecome theory is not discussed much aoggn Commentators
suggest that this abandonment resulted partially, if not mostly, from the development of other,

more attractive consumption models (Parker, 2010). These are discussed below.

For instance, the lifeycle model was proposed by ModigliamidaBrumberg (1954) and then

later expanded upon in Modigliani and Brumberg (1980). Thecyitde hypothesis derives

from the simple idea that, in early life, labour income is usually low relative to later working
years. Income typically peaks in the Igsrt of the working life, then drops at retirement
(Deaton, 2005). Therefore, consumers who wish to smooth consumption would prefer to borrow
during the early lowincome years, repay those loans and build up wealth during the high
income years, then speidf the accrued savings during retirement. Implicit in the-difele
approach is the idea of a lifetime budget constraint that links consumption at various dates
during the lifetime (Parker, 2010). Nevertheless, critics have argued that the elderlydo fac

not dispose of their assets in the way that the theory requires and indeed that many of the elderly
appear to save part of their incomes (Bameksal., 1998). Whilst there have been many
challenges to this theory of consumption through the years|iféheycle hypothesis still

remains an essenti al part of economistsdé thi

In relation to the lifecycle hypothesis, Friedman (1957) discussed the general problem faced by
households when their income fluctuates over time, whetheraodiife-tycle effects, business
cycles or other factors. The theory considered infiniesd households and distinguished
between a level of income that they expect over their lives, which he palletnent income

and (positive or negative) deviation®r that level, termedransitory income(Hall, 1978;
Campbell, 1987; Wang, 2006). Similarly, Friedman distinguishedmanent consumptipn
which is the part of consumption that is planned and steady, from unexpected or irregular

spending ortransitory corsumption (Friedman, 1957). The argument is that permanent
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consumption will be proportional to permanent income. Households will plan to spend in an
average period a fraction (equal to one or slightly less) of their average lifetime income.
Nevertheless, duto their similar nature, contemporary literature would suggest that the life
cycle hypothesis and the permangmome hypothesis have largely merged to become modern
consumption theory (Deaton, 2005).

Although many of the primary theories on consummptprovide an economic insight into
theories of consumption, little is mentioned regarding the geography of retail consumption.
Retail geography has now come to occupy a central position within social scientific research.
Some commentators have gone sodarto suggest that the spaces, places and practices of
consumption, circulation and exchange lie at the very heart of a reconstructed economic
geography (Crang, 1997). Furthermoae, important aspect of contemporary geography is the
drive to understandnal set consumption in a more powerful theoretical framevqr&rt of the

socal l ed 6new r et ai |Craye 8090; bopehandWrifley e1996;aMuiglegy b y

and Lowe, 200R Geographers are moving away from traditional concerns focused solely on

ree ail | ocation and sal es perfor mance, built pri
Gravitation. Examples included Reillyds (1931: Ci
Converseds (1949) -prodwits inoond ed md Hhirf @itksi an(@k 9 6adr)e amo
attractionod, Christalleroés (1933) Central Pl ace -

Interaction Models (SIM) (see Chapter 7). Instead, the focus has now become the wider
theoretical perspectives on consumption spaces and commzultiale (Wrigley and Lowe,

1996; Jacksomtal. , 2005) . However, whilst there is no dou
theoretically well informed and an extremely important development. There is clearly no place
in this retail geography agenda ftre traditional concerns with store location resedrch
specifically Geographical Information Systems (GIS) and statistical models. Btrkin(2002)
recognise this as a drawback, for the techniques used in handling store location issues and
consumer pferences have developed rapidly over the years, and there are as many theoretical
developments in this area as there are in cultural and economic geography (levagl&001;
Fotheringhanret al.,2002; Birkinet al.,2010; Reynolds and Wood, 2010).€Ttetails of these
methods and their theoretical grounding will not be discussed at this point; however, further
explanation of these models will be provided in Chapterédinforcing the argument that there

should in fact be a place for this line of ras#h in retail geography.

3.2.2 Household Expenditure

Building on the more general theories of consumption expenditure, a number of authors discuss
the structure of UK household expenditure (Birkinal, 2002; Duffy, 2003; Attfield, 2005;
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Druckmanet al., 2008; Jackson and Papathanasopoulou, 2008; Chitnis and Hunt, 2011; Diaz
Mendez and Garcikspejo, 2012), whilst others provide a more international context
(Lanfrancoet al.,2002; Karagiannis and Velentzas, 2084jvanathan and Selvanathan, 2004,
EEA, 2005. With regard to the United Kingdom (UKiotal real household expenditure (at
2003 prices) increased almost threefold from £251 million in 1964 to £720 million in 2005
(Chitnis and Hunt, 2011), accountinigr approximately 60 per cent of total rdestic
expenditure (Jackson and Papathanasopoulou, ZDB8)main trend has been a decline in the
percentage share of expenditure on food, fuel and power and clothing and footwear as
households are spending more on leisure and retailing activities (Bir&ln 2002;EEA, 2005;
Jackson and Papathanasopoulou, 2088ecifically on food, in 1968, the money spent on the
purchase of food and eating was split between (domestic) food expenditure 80 per cent and
catering (eating out) expenditure 20 per cent2B00, Jackson and Papathanasopoulou (2008)
indicate the balance of expenditure between home eating and catering was actually 47 per cent
to 53 per cent respectivelysuggesting that people now spend more money on eating out than
they do on eating at ham Synonymous with this has also been a marked change in the
consumption of different food types. Per capita consumption of potatoes, milk and bovine (red)
meat has declined significantly, while that of fruit and vegetables, pork and poultry meat
(arguablydue to rising incomes), fish and seafood, and cheese has increased (EEA, 2005).

3.2.3 Demographic Drivers of Expenditure

In order to understand the patterns of household expenditure over time, a number of
commentators discuss the importance of demodgafdctors that are seen to determine
household expenditure (Solgaard and Hansen, 2D@3ckmanet al., 2008; (Jackson and
Papathanasopoulou, 2008; Saetlal.,2009; Chitnis and Hunt, 201Angell et al.,2012. In

the context of the grocery market,eofactor in particular that has a large influence on the level

of expenditure is the population or, more importantly, population chdrgeexample, the
global population is increasing yeam-year and is estimated to be around 7 billion (USCB,
2012). Ths puts increasing pressure on food production as demand across the world increases.
In the context of the UK, data from the 2001 and 2011 Censuses would suggest that the UK
populationhas increased at a steady rate over the last ten years (ONS, 201 2Zg)vévioit is
expected that after 2011, the UK population will continue to rise, although at a far more rapid
pace. For instance, the UK population is expected to grow to 71 million people by 2031 (ONS,
2012c). This will undoubtedly have an impact on thele of household expenditure across the

UK, for an increase in population will surely amplify demand in areas of high growth

something which will undoubtedly benefit the grocery retailers (Biekial, 2002).
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Age

In addition to increased populatigmowth, the demographic makg of the UK population is

also changing. For example, population ageing has become a major feature in human society
and has generated much academic discussion (Biggs and PowellCR@8iensen et al., 2008;

Cook and Halls&l 2012) i as age plays an important role in determining the level of
expenditure on food (Goodwin and McElwee, 1999; Bidral.,2002). This undoubtedly has
implications for grocery retailers, as they are faced with the challenge of catering for the
increasing numbers of elderly customers (Kohijoki, 2011). In the UK, the ONS reported that the
proportion of the population aged 16 and under had dropped from 25 per cent from 1971 to 19
per cent in 2008 (ONS, 2010c). At the same time, the proportion agaad6dver has risen to

16 per cent compared to 13 per cent in 1971. This population trend is projected to continue, and
by 2031, 22 per cent of the population will be aged 65 and over (ONS, 2010c). On the one hand,
the continuing increase in the older gextion represents a significant marketing opportunity for

the British grocery industry, with those aged 50 and over making up 34 per cent of the
population, 51 per cent of grocery spend, and 80 per cent of disposable income (IGD, 2010).
However, it could b argued that a continued ageing population has created a disadvantaged
consumer group with regards to grocery shopping (Bromley and Thomas, 1995; Hare, 2003;
Meneelyet al, 2009). The elderly, especially those who are without care, are disabled or/and
have limited mobility, have emerged as the ones who suffer from the closing down of stores in
their neighbourhoods (Wilscet al.,2004; Kohijoki, 2011).

In contrast, Christensegt al (2008) suggest that in fact tgeingprocess is modifiable and

that people are living longer without severe disability. Kohijoki (2011) reinforces this point and
notes that the elderly have not experienced significant difficulties in accessibility. Instead, as
consumer 6s age, t-duality pradects amd ddaoas and ¢heylaie gviling to

make an effort to satisfy their needs. The literature would suggest that elderly shoppers are
rational, price conscious, service oriented, store loyal and prefetatehgoods (IGD, 2010;
Kohijoki, 2011). Moreover, they alsdo their grocery shopping mostly in supermarkets located
near their homes, shop for the purpose of social interaction, exercise and recreation and are
aware of the importance of healthy food (Leighton and Seaman, 1997; Goodwin and McElwee,
1999; Whelaret al., 2002; Wilsoret al, 2004).Field (1997) also comments on the strength of
the 6grey marketd, pointing out it has an i ncome

population.
In conjunction, since the rise ofoemmerce, much of the recditerature regarding grocery

expenditure has concentrated on the impact of age as a discriminator for selected shopping

channels \(Veltreveden, 2007Kohijoki, 2011). Today, most young people access the internet
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on a regular basis; 98.7 per cent ofZddyear olds have used the internet compared to only 23.8

per cent of those aged 75 (ONS, 2012c). The reason for the low uptake in older consumers is
argued to be becausar elderly shopperghe internet is not regarded as a very pleasant way to

do groceryshopping. Moreover, the physical exercise and social aspect of shopping are more
important (Kohijoki, 2011). Wilsodeanselme and Reynolds (2005) provide a more theoretical
framework for understanding demographic variations in the usecofmenerce for shaping.

The major purchasing criteria are identified as time, quality and cost, and it is argued that
consumer attitudes may be separated into fiv
conscious6 (the el der | y)retailerstcoulohfing ihnore klificuletx p e ¢ t
compete (especially in relation tegeocery where distribution costs are typically additional)

than for those who are O6time consciousd (e. g

Gender

In addition to age, gender also hiwe ability to sustain and transforrmonsumer behaviour
(Crowe, 2000). This is because grocery shopping is still frequently considered to be the
responsibility of the female spouse (Piper and Capella, 1993; Little, 2009). However, modern
social and demogphic movements are causing changes to traditional gender roles. There is
now a greater acceptance of working mothers and women now have greater access to higher
incomes due to professional occupations and improved educataaridis and Drichoutis,

2005. A growth in the number of women in employment has also contributed towards the trend
for more convenience in recent decades, with an increasing focus on impuskhonte and
onthe-go consumptionl(azaridis and Drichoutis, 2005These consequentiahanges within

the family unit means more men now engage in grocery shopping as a voluntary or necessary
task (Richbell and Kite 2007). Yet, while regular food shopping by men is on the rise, the
examination of male shopper types remains limited. Nevedbe studies show that male
supermarket shoppers are not homogeneous and that different groups exist. For example, Piper
and Capella (1993) found that regular male grocery shoppers are likely to be employed-in white
collar, professional occupations witigh levels of education and income. Moreover, empirical
evidence would suggest that men rarely comparison shop and thus place less importance on
product evaluative criteria (Reid and Brown, 1996; Williams, 2002). Interestingly, variations in
e-purchasing ptterns are also structured by gender, as males are consistently more likely to
patronise the internet than females (Weltreveden, 200@¥sibly reflecting the increased value

attached by men to (reduction in) time spent shopping, or perhaps a lowersephquality.

45



Ethnicity

Other internal population changes which are driving household expenditure include the
increased immigration into the UK over recent decades, creating a progressively diverse ethnic
composition. This has led to cultural vaigais in attitudes to food, eating, shopping and
cooking, bringing greater complexity to overall consumer demands and consumption trends
(Jamal, 2005; Goldman and Hino, 200% is believed that ertain ethnic groups have a
tendency to purchase food itenrs traditional outlets rather than supermarkets. The main
reasons are seen to be the geographical diffusion barrier (distance of supermarket formats) and
underlying cultural factors such as social interactions and being part of an informal economy
(Goldmanand Hino, 2005)The ethnic food market in Britain was worth an estimated £208
million in 2008 (growth of 11 per cent between 2007 and 2008), according to the market
research company Mintel (BBC, 2009). The increased exposure to new cultures has also
broadened the horizons of the existing population who want to experience new cuisines (EEA,
2005). Increased immigration will continue to provide opportunities for meeting a diverse range
of needs. As well as the needs of the immigrant population themséilgss,ttends will impact

the mainstream food culture tife country for many years to cont@oldman and Hino (2005)
recognise this and stress that researchers should continue to explore the impact of cultural and
ethnic factors on shopping behaviour and endiese variables an integral part of their research
agenda.

Household Size

Regarding household size, large households are found to spend more on grocery expenditure in
the UK, because there are more chances to have different tastes and needs ahibifhoex

variety seeking behaviour (Martineg2arabello et al., 2031 However, it is also possible that

larger households have less time to go shopping and tend to concentrate their purchases in one
store (Méagi, 2003). The same could be said for singdeson households, as people with less

free time (due to employment commitments) will concentrate their purchases in a limited
number of stores in order to spend less time and effort on shopping (McGoldrick and André,
1997). The role of singlperson houdw®lds especially has become an important factor driving
consumer behaviour in recent yeafhroughout Europe, the average household size is
declining at quite a rapid rate due to increasing divorce rates, a rise in the number of single
occupants, ctabiing nonmarried couples and more people delaying marriage until later in

life (Birkin et al.,2002) The number of singiperson households is set to increase further, as it

is projected that the number of eperson households in England will increasé&0yper cent to

nearly 11 million households in 2031 (ONS, 2012Ejom a retailing perspective, the

implications of these changes are interestimgmand for smaller convenient portion sizes will
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increase and convenience options will continue to be irapbfor those who do not want to

cook a meal just for themselves (IGD, 2010). Furthermore, the decrease in average household
size will impact shoppers' needs, including smaller pack sizes,-peadsred food and eating

out. It may also reduce the incidencf people eating formal meals and increase the likelihood

of people eating snacks and smaller meals throughout the day.

3.2.4 Socioeconomic and Geographic Drivers of Expenditure

In addition to demographic factors driving demand, there are also a nofmf@rioeconomic
components which affect consumer behaviour. At an aggregate level, in line with households
spending less of their overall household budget on domestic food, the price of food is rising at a
rapid pace. In 2006, the Food and Agriculturag&nisation (FAO) food price index rose by an
average of 9 per cent compared with the previous year, and by 2007, that figure had increased to
23 per cent (Evans, 2008). This trend is supported the World Bank, which state global food
prices increased by 8%r cent between 2003 and 2008, and that food production will need to
grow by another 50 per cent by 2030 to fulfil projected demand (cited in Borger, 2008). Those
factors contributing to rising food prices are believed to be rapidly rising income growth,
notably in emerging economies such as China and India (Wiggins and Blas, 2007), the role of
biofuels as a source of demand for grain (Evans, 2008) and the costs of agricupurtal
(especiallyenergy)are also rising (EEA, 2005). Other issues which lzkeved to become

more pressing overtime includeater scarcity and climate chandevans (2008) notes that

global demand for water has tripled in the last 50 yearsclinthte changeWith regard to

climate change, the International Panel on ClimatenGagIPCC) projects that global food
production could rise if local average temperatures increase by between 1 and 3 degrees Celsius,

but could decrease above this range (cited in Evans, 2008).

Income

At the individual/household level, income is the ¢alifactor that drives expenditur&¢@zin et

al., 1986 Fischer, 2005; Kohijoki, 2031 Income is correlatedith expenditure in the sense

that higher income consumers spend more on food and have a stronger preference for premium
line products (Fischer, 88). Lazaridis and Drichoutis, (2005) point out tlwate way to think
about food consumers and income iis through
lower income levels want firstly to satisfy their physiological needs for food based on the food
preferences of their culture. Then, when income levels increase and consumers gain éffluence
they move higher on the pyramid and their attention turns to the quality of food they eat.
Consumers then demand foods that are safe or that promote good healibkcame more

concerned about food safety, like pathogens and disease risks (attitudes to food will be
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expended upon in section 3.4.5). However, there a
model when redlife working practice is considered. Foxamnple, as already discussed,

individual behaviour responds to several needs (not just income) and the model ignores the
often-observed behaviour of individuals who tolerate-oay for the promise of future benefits.

Furthermore, when linking back to taegument in Section 3.2.3 about ageing populations, even

though the elderly have been found to constitute a significant group of low income éaheers

elderly are still economically significant consumers as their disposable income is relatively

substaritl and they tend to spend a high proportion of it on food (Leighton and Seaman, 1997;

Kohijoki, 2011). Households with lower incomes have also been shown to demonstrate
sophisticated strategies for O6econeindudify shopping,
markets, discount stores, supermarkets and convenience stores to buy the food they need to feed

their families from one payday to the next (Williagtsal.,2001).

Mobility and Accessibility

In conjunction, mobility also plays an importantleran driving consumption expenditure

patterns; no more so than in the grocery market. In the context of mobility, globalisation has led

to increased access to goods and services from all over the world, which in turn has caused a

growth in grocery expentlire (EEA, 2005; Jackson, and Papathanasopoulou, 2008). There have

been cl aims that gl obalisation stems the 6end of
planetary force, capable of penetrating all kinds of national boundaries and eroding any

geograpical differences therein. However, there is limited evidence within the literature to

suggest that the globalisation of retailing and consumption is or will eliminate differences

between placesi for the globalisation of retailing continues to weave caxpl

interdependencies between geographically distant locations and tends towards global

interconnection and differentiation (Wrigley and Lowe, 2002).

Another factor influencing mobility is the rising levels of car ownership in society. In the UK
this hasmeant thatindividuals are spending more time travelling, both to work and to shop
(Birkin et al., 2002). By 2015, the Department of Transport (DOT) predicts there will be 32
million cars on the road in the UK (cited in Birkat al, 2002). It is therefa difficult to
envisage anything other than continued growth as consumers strive to undertake linked and
multipurpose trips (Goldman and Hino, 2005). Increasing economic mobility of consumers over
the last 20 to 30 years has also led to the growth ebfeistwn retail developmentBirkin et

al., 2002; Clarkeet al.,2006; Jackson and Papathanasopoulou, 2008) as retailers attempt to take
advantage of potentially larger store catchments. Others argue, however, that the move to larger
out-of-town stores forrats has had a negative impact on those with limited mobility and thus

their accessibility to food stores. This has already been addressed to some extent through the
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discussion regardingtieK 6 s agei ng popul ati on. Howeiv er , [
alsoassociated with lower socioeconomgmups;consumers with low income and/or restricted
mobility are known to have poor access to food stores (Wleelah,2002; Wilsonet al.,2004;
Khawaldah, 2012). Therefore, more deprived consumers are fourel dependent on grocery

stores close to their home, and subsequently suffer the most from the closing down of a local
high street store (e.g. Bromley and Thomas, 1995; Wletlah,2002; Kohijoki, 2008). In the
literature, areasvhich are deprived $ier from social exclusion and have poor access to the
provision of healthy, af fdedabt e 6 et@BE%h mu et [
I n these Odeam tteshd and rutritioss ood is virtually unobtainable, adesar

residens are unable to reach eafttown supermarketd he G6f ood desert é deb
to the relationship between accessibility to food stores and obesity. For inftanuainset al.
(2005) found t hfaod redtharBnts mware chdres likefg ebs found in more

deprived areas in England and Scotland.

Geography

In terms of studying the geography of grocery expenditure in Britain, the literature is lacking
somewhat with regards to detailed studies. For instance, only Laregsabr(1997, 1998and

Poole et al. (2002) provide a comprehensive geographic picture of grocery expenditure.
However, even these have some drawbacks, as both methodologies involve applying average
expenditure values for different socioeconomic groups to postal area pmpwatints (top

down approach). Furthermore, there are no reaepth studies of customer patronage for
different retailers at any geographic scale beyond the region level. Instead, much of the research
is concentrated on the share of retail floorspaca @roxy for local market share, something
which will be discussed in Section 3.3. Instead, much of the work has concentrated on trying to
understand the difference between urban and rural consumers éLittle 2009; Khawaldah

2012). As might be expted, in generalconsumers in more rural areas tend to travel further
distances to reach a food store, travel more infrequently and are likely to spend more on a
weekly food shop (to save coming back again). Cullen and Kingston (2009) also suggest urban
consumers are more responsive towards new food products and rural consumers place great
importance on quality, taste, health issues and nutritional composition. In addition, whilst not
directly related to the urban/rural debate, tourist areas and holidagiolas in the UK are

shown to also have an impact on grocery demand. Dudding and Ryan (2000) note that in many
holiday destinations, tourists will complement revenue derived from residents for a range of
retailers such as supermarkets and local convemistaces. Newin@t al (2013) support this

point and suggest that, for stores in popular resorts, visitor spend can represenalf the

weekly recorded.
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There is also a growing debaterrounding the relationship between geography and the various

chamels used to purchase goods (summarisedéyBlasio, 2008) Cairncross (1997) for

example, argued thateo mmer ce woul d bring ab asshopperem 6deat h of
longer need to travel to physical storétowever, others argue that there aréetiesting

rural/urban differences in usage and in short, geography seems to mattehémpéeng (Farag

et al.,2006; Lennonet al.,2007) For instanceit has been documented that@mmerce is in

fact predominantly an urban phenomenon, because newdlagy usually starts in centres of

innovation {nnovationdiffusion hypothesis; see Farag al., 200§. Conversely, Faragt al.

(2006) states that consumers are more likely to adegiramerce when their accessibility to

physical shops is relatively loefficiency hypothesis)Therefore,rural consumers that face

greater accessibility problems in relation to physical stores may thus-éimah@erce and home

delivery more convenient and accessible (Lengioal.,2007). It could also be argued thié
e@fficiencyd hypothesis may also be applicable to
facilities, linking back to the é&fo2WR)idesertd di
something which will be explored further in later chaptéféetevreden (2007) claims,

however, it is not as straightforward as simply urban against rural. For exarcpleaneerce

and city centre retailing might be complementary at first as shoppers look at products on line

before buying in town whilst the city ceatcan constitute a source of information before an on

line purchase is made. Moreover, the issue is complicated by the fact that many users are

actually accessing services from the workplace, and increasingly mobile devices, which could

ultimately neutrabe provision to a considerable extent.

Others have also attempted to incorporate the range of socioeconomic and geographic variables
discussed and segment consumers and their level of grocery expenditure based on a range of
classifications. The traditiohanethod has been to uee Jictnar classification, commonly used

in marketing which labels households/personk gAwith A representing affluent professional
workers and E unskilled manual workers). The conclusion was that those in the higher groups
(A and B) spend more on food than those in the bottom groBpsléet al.,2002). With regard

to store patronage, Wrigley and Clarke (unpublished data) demonstrate that the main customers
for discount retailers were those in the more deprived D and E soc@aio categories.
Druckmanet al (2008) and Thompsoet al. (2012) build on the use of this somewhat crude
classification by using the geodemographic Output Area Classification (OAC) developed by
Vickers and Rees (2007). In particular, Thompsbal.(2012) provide detailed insights into the
customer patronage of a range of retailers operating in the British food market. It is shown that
high end retailers such as Waitrose and Marks and Spencer have far more affluent customer

bases than the discountersldrozen food retailers.
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3.4.5 Consumer Attitudes and Cultural Drivers of Expenditure

In addition to the socioeconomic and demographic drivers of consumption, grocery expenditure

is also associated with the cultural needs, abilities and opportunittes tlkah ape an i nd|
choices. Roziret al. (1986) argue that the economic factors such as price, income and product
availability influence only the actual cons
preferences. This is particularly relevanttimes of economic prosperity or recovery when
budget constraints are relaxed, as personal preferences become more important for purchasing

decisions.

At the most basic level, consumers need to satisfy their needs for food and shelter, but they also
neal to feel free, relaxed, secure, have and defend, belong (social status) and be different
(Jackson, 2005). Consumers are often locked into particular consumption patterns due to a
complex mixture of institutional, social and psychological factors (Jack&fh). Society and

social values have changed remarkably in recent decades. One of the main forces has been
individualisation, stimulating sexpression, the importance of believing in the individual, and

the desire for ownership and personal freedoBAE2005). This has had a huge impact on the

way we consume; by consuming we can express ourselves through the goods and services that
we choose and we can enjoy the feeling of personal freedom (travel, having a car, etc.).
Alternatively, other commentat®rargue that consumption is more about statusiven as

much by the desire to belong or identity to certain groups that consumers define themselves in
(Moisander, 1998: cited in EEA, 2005). This need to belong to certain groups is further
enforced by thémpact of the media and entertainment led services (Parsons, 2003). The media
and often contributes to changing consumer behaviour by creating a sense that buying a certain
food product will make us happier, improve our status in society, the way weoloehable us

to avoid risks we had not previously imagined (Jackson, 2005).

In conjunction, the food habits and dietary patterns of consumers in Western society are
changing, as consumers are far more informed about what they eat than in thezastig

and Drichoutis, 2005)For example, due to health concerns, consumption of low fat food and
vegetarianism is increasing due to cholesterol concerns in the EU andad&idis and
Drichoutis, 2005)This is why nutritional content and nutritional labelf foods have emerged

as an important aspect of the food purchasing decision that can help consumers make informed
and healthy purchases. Studies have found that food labelling can significantly affect consumer
behaviour helpedore recently by technolggas mobile phones with cameras transformed into
barcode readers can give consumers better nutritional information on comparable products

(Lazaridis and Drichoutis, 2005)However, nutritional content is not the only health property
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of foods that consumg want to be informed of, they are also concerned about food safety
factor that can have a major impact on reshaping consumer preferences andaasteiq and
Drichoutis, 2005;Leischniget al., 201]). For instance, certainonsumers are willingo pay
more for organic products that they perceive to provide greater animal welfare (Leistchhjg
2011).

3.3 Understanding Supplyside Changes in the British Grocery Market

As those factors influencing demand have already been discussed in sgthewdat follows

is a historical review of the literature surrounding the supplg structural changes in British

grocery retailing.There is already an extensive and widaging literature on this topic

(Wrigley, 1987;HogarthScottet al.,1994; Wrgley, 1994; Langstoet al, 1998; Hughest al.,
2009)-however, before the most recent 6recessional o
be analysed, it remains crucial that the responses of the grocery retailers to structural changes in

the grocey market are understood.

3.3.1 Retail Change, 1960s to 1990s: TF

British retailing over the last 30 years has changed fundamentally in its role in the British

e ¢ 0 n o miy has mo&ed from being an agent used in the passiygagdi@and sales for

manufacturing output, to take on an active role in determining what is consumed and what is

manufactured in the economy ( Daws on, 2004: 1) . Understanding hc
about is crucial when considering grocery retailing intiienty-first century. This section aims

to cover the first phase in grocery retailing since the Second World War, the 1960s to the early

1990s, a period covering both the foundations and eventual characteristics of what would

become the 09 ailing eanterma gpieedl byoWriglay €1987) to describe the

dominance of food retailers in terms of their market power and concentration.

Retail Change in the 1960s and 1970s

The first era begins with the 1960s and represents an important period in tlopohevd of the
modern British fooeretail market, as it followed the sedérvice revolution of the pestar age

(Poole, 2002; Lloyd and Ogbonna, 2001). In the late 1950s and early 1960s, market conditions
meant that manufacturing firms had substantiatroboover the supply chain. More specifically,

the Resale Price Maintenance (RPM) legislation gave manufacturers the power to control the
prices that retailers could charge for their products. This created an atrtificial market wherein
retail companies wergowerless to compete on price. Additionally, RPM created an

environment which strongly benefited small independents, as retailing was organised on the
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basis of hierarchical centres and local spatial monopolies (Poole, 2002). This is evidenced by
the factthat the thousands of independent grocers and consumer cooperatives in Britain during
the 1950s had a combined market share of 78 per cent (Wrigley, 1987).

However, much was to change in the grocery market in thel@80s. In 1964, the RPM was
abolishedWrigley, 1987; Lloyd and Ogbonna, 2001), a policy change which was to become a
defining moment in the retail sector. Removal of this regulatory mechanism shifted the market
power towards the retailers by giving them the freedom to set their own pricde fgoods

they sold, a right previously held by the manufacturers. Pommering (1979: cited in Lloyd, H.
and Ogbonna, 2001) recognised this as a shif
trade as kings'. More specifically, by the late 1960s eamtly 1970s, market dominance had
shifted in favour of the retailers, in particular to the larger more powerful organisations that
were able to increase their vertical power over the manufacturers (Clarke, 2000). This increased
leverage meant food retaitewere able to offer discriminatory discounts in order to influence
the prices at which goods were supplied. This led to retailers having increasing control over
supply networks which reduced the warehouse space of stores, and thus the transfer of inventor
holding costs from the retailers to manufacturers and suppliers (Wrigley, 1989). Furthermore,
investment in computerised stock and financial control systems through Electronic Point of Sale
(EPOS) and Electronic Financial Transfer at Point of Sale (Ej-Tde8itated greater control

over product distribution, giving further gains to labour productivity (Wrigley, 1987; 1989).

Due to the removal of RPM, price became the most important competitive attribute in the

i ndustry as r et aighselfischeap' (lRander and Beddallj 199: cited in h i
Poole, 2002). However, despite the fact that major multiples were able to increase their market
share during this era, many suffered the inevitable consequence of direct price competition as
consumers écame to enjoy the benefits of low prices (Lloyd and Ogbonna, 2001). Price alone
soon became insufficient to secure competitive advantage and instead just another factor driving
consumer spending. Moreovdi,. . . as the gener al S tcastordeasr d s ¢
became more discerning, demanding grkleyder | e
and Ogbonna, 2001: 164). Consequently, food retailers sought to manage their organisational
culture and separate themselves from their rivals throughetrels of customer service they
provided. For instance, firms would use their company image in an attempt to shake off their
6cheap and nastyod6 reputations (Ogbonna and W
Nonetheless, increasing standarddivvwhg benefited the retailers in other ways. For instance,
during the postvar recovery, consumers were becoming more affluent, more mobile through

car ownership and increasing numbers owned a ffiggezer (Guy, 1997). Coupled together,

these factors namt that customers could complete a weekly shop in one trip, without having to
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rely on local shops for fresh produce. In addition, Fernie (1997) argues that increased consumer
affluence and mobility also began to influence product demand in terms ofaiathgariety, as

more people travelled abroad and wanted to experiment with international products. In response
to these lifestyle changes, the large food retailers were able to increase their horizontal power
over the smaller independent retailers by pugtiorward with the development of large store
formats that allowed for increased savings through economies of scale and diversification into
more rapidly growing and more profitable nfmod sectors (Lloyd and Ogbonna, 2001;
Wrigley, 1987). These largatores were also built in previously ignored-ofitown locations,

a strategy imposed to take advantage of increasing suburbanisation trends (Burt and Sparks,
2003; Wrigley, 1994).

This decentralisation of retail provision began to displace traditidghlstreet retail operations

and impacted heavily on the smaller independent retailers. This is evidenced by the increased
levels of market concentration at the time by larger, more powerful chains, consolidated by
substantial levels of organic growthdaincreasing acquisitions of the smaller independent
players (Wrigley, 1987; Lloyd and Ogbonna, 2001; Dawson, 2004). What began in the late
1970s was an ever increasing domination of the grocery sector retail provision by a
progressively smaller number pétional and international multiple retailers. By the start of the
1980s, five dominant retailers had emerged in the grocery market, possessing a combined
mar ket share of 43 per <cent by 1983 (Wrigley, 19
Tesco, De Corporation, Argyll Group and Asda (Associated Dairies Group), several of which
either did not exist or were just small organisations in the 1960s. In comparison, the collective
market share held by the independents and consumer cooperatives haa fallgpet cent, a

far cry from 78 per certeld in 1950 (Wrigley, 1987).

The 6Gol den Erad of Retailing: From 6Price Warso

The deteriorating market power of the manufacturers was accelerated during th821979

recession, as the downturnctteated the manufacturing base of the economy (Dawson, 2004).

Moreover, the subsequent consuseet recovery and economic prosperity which followed in

the middle part of the decade hugely benefited the retailers. Wrigley and Lowe (2002: 24) state

that,fi .a .strong sense of an increasingly sergeetor based economy shaped by retail capital

and an over whel mi ng r et aiThe canthwed polatisationnof thee gan t o e
retailing and manufacturing sectors through the maturing power of retadersuelled in the

most part by a favourablaissez faireregulatory environment (Wrigley, 1994; Langstemal.,

1998; Hughest al., 2009). For example, the relaxed approach to market regulation led to

growth in ownlabel trading, often squeezing out Wkehown manufacturer brands. Moir (1990)

debated the possibility of the existence of monopoly of power, noting that large stores can
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dominate local markets, limiting competition and colluding with other stores to change product
prices and margins in ord& reap higher profits. As a result, throughout the 1980s, a number
of the leading retailers were subjected to continuing allegations of collusion andixprigen

order to increase their own brand sales (Wrigley, 1993; Lloyd and Ogbonna, 2001).

Thispe i od of 6price warsodo (Wrigley, 1991) ul t
Commi ssion ( MMC) report entitled 6Discounts
Trading (OFT) investigation in 1985. Both investigations were designed to examiimeptioet

of increasing retailer concentration on the nature of competition in the British retailing industry,
after major concerns were raised over British grocery retailers exploiting their market power to
the detriment of suppliers and consumeigyd ard Ogbonna, 2001Burt and Sparks2003).

Despite the allegations, in neither report was there any conclusive evidence to support-the price
fixing claims. Nevertheless, the concerns did not subside, as levels of competition were again a
priority to the Britsh authorities in the late 1990s, when a Competition Commission (CC)
investigation into the leading firms was launched. Once more, the Commission found little
evidence of abuse of market power in terms of pricing and profits; however, it did express

concens over the treatment of suppliers (CC, 2000, cited in Burt and Sparks, 2003).

Throughout the late 1980s and early 1990s, theobtawn movement of the leading grocery
retailers evolved into an intense competitive struggle for sites in what Howard (&iBted as

a Orace for spaceb. Propell ed by the econor
becamefi. . . l ocked into strategies of accumul at i
expansion programmes became thecalhsuming engine of corpprt e g (Vriglay, @98:

15) . The era of 6price warsb6 gave way to an
1960s and 1970s, retail branch location had not been considered as a major strategic issue.
However, duri ng t hecanesan iotegel pavteot cendpetitive sirategy and n |
was widely viewed as an important way for firms to achieve strategic advantage. Moir (1990)
claims that retailers wanted to acquire sites which offéred. . hi gh cat chment a
but limitedcompei t i on from stores (Mbir, 1990:08). Byr1983,iatz e a't
least one store was opening every week as large retailers rationalised their store portfolio
operations to a more tightly controlled store formula (Wrigley, 1998). This mesrthhmajor

retailers closed down smaller stores at the expense of larger, more profitable supermarkets.
Superstore development was positively supported by government legislation through the
creation of Enterprise Zones, an extension of trading hourSanday trading (Davies, 1986).

For instance, in 1972, Tesco had 790 grocery stores in the UK with 518 stores of less than 5,000
square feet, but by 1981, only 131 of these smaller stores were left and by-11@9@sd Tesco

had 566 stores of which 264 wesuperstores of over 25,000 square feet (Dawson, 2004).
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The pace of rapid development organic development was also synonymous with a series of

mergers and acquisitions, as the key players sought to strengthen their positions. With regard to

the main retiéers, Asda for example, achieved expansion as early as 1966 through the

acquisition of Gem Super Centres (Jones, 1981), and then later via a merger with MFI in 1985.

In addition, between 1960 and the 1980s, the Dee Corporation acquired several comphnies s

as Gateway, International stores and Hraee Ltd (Duke, 1989). One of the more high profile
takeovers was Argyl |l PLCds A681 million purchase
1987), a deal which transformed the company both in scale, power aket ro@ancentration.

This was closely followed by Tescobs-basedkeover of
supermarket chain which commanded 1 per cent of grocery sales (Wrigley, 1987). In what was

a hard fought battle, the deal ended up costin@Brin 6 s second | argest food ret
£223 million. Nonetheless, whilst mergers and acquisitions offered many benefits through

economies of scale and reduced overheads, Duke (1989) also illustrates the dangers of

acquisition as a strategic weapthrough a number of the failed and problematic deals. For

example, the Dee Corporation encountered difficulties integrating its portfolio of assorted assets

into an efficient chain with a single identity. The Dee Corporation then became a targetritself f

acquisition, when it was bought by the Isosceles Consortium. Isosceles then sold a substantial

number of their new stores to Asda after esetending itself. Additionally, Asda also faced

problems after merging with MFI; the companies demerged twosylater at a loss due to

financial pressures associated with the 18&recession (see Chapter 2).

The intensely competitive periods of O6price war ¢
academic |l iterature as the b ®atladdeSparka, @94, of ret ai
Clarke, 2000; Wrigley, 1998;). At its peak in 1991, #musmirabilis of UK food retailing

(Wrigley, 1994) , profits and margins of the Obi g

investing 22.3 billion per annum in new staxepansion programmes and compdtased IT

systems. Over the course of this 6égolden ageb6, th
retailers aimed to penetrate new markets as a way to reinforce their national brand. Furthermore,

as two of the topfive firms (Gateway and Asda) began to suffer from severe financial

difficulties related to debt burdens assumed during the leveraged buyout of Gateway in 1989,

the top three (Sainsbury, Tesco and Argyll) began to separate out in terms of growth,

profitabiity and capital investment levels from large store openings (Wrigley, 1994). Through

the rapid expansion schemes and mergers previously described, the major corporations began to

move out of their traditional heartlands into other regions to consolidatketmshare. For

example, Sainsbury's expanded northwards and westwards from its original core in the South

East, and Asda expanded southwards from the northern metropolitan areas (Wrigley, 1987).
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However, whilst there was still a clear regional dominamceome retailers in 1991 shown by
Burt and Sparks (2003), in the 1970s and 1980s this would have been far more defined.

As the main retailers continued to expand outwards from their traditional heartlands in pursuit

of a bigger share of the national mket, they became embroiled in a frantic trend to widen their

store networks across the country. This led to the competition for key sites becoming
increasingly intense by the early 1990s and the pressure to find suitable sites increased
significantly. Atthe time, Duke (1989) statedd,. . . t he maj or mul ti pl es a
a scramble for those that remain, paying high prices for sites that, just a few years ago, they
might have rejected as being too marginal for exploitation( Du k e , 19c8mment 1 9 ) .
reflects how the anticipation of saturation in the industry began to drive the fierce rivalry
between multiples (Langstast al., 1997). In the early part of the decade (1990), a number of
specialists warned that the growth era of food retailidgistry was ending with most forecasts
predicting a mature phase of consolidation (Daeeal., 1985). By the late 1990s, the food

sector became one of the most strongly concentrated markets in the British economy with five
firms controlingover50 pec ent of the mar ket in; Sainsbury
cent), Argyll Group (9.7 per cent), Asda (8.2 per cent) and Dee Corporation (7.3) (Laeigston

al., 1998; Burt and Sparks, 2003; Dawson, 2004).

3.3.2 Grocery Retailinginthe 1990s: Th&nd of t he &6 Gol de

As discussed, the O6golden agedé of retailing
the major retailers strengthened their market power through consistent profit increases from
expanding store networks. The industry beeahighly concentrated, with the majority of

mar ket share being divided amongst a small
However, from this unprecedented growth developed a certain feeling of fragility for the food
retailers and by the 199Ghe market leaders in the grocery industry were beginning to realise
thatthei . . . hal cyon days of the industry(Archie ter n
Norman the chief executive of Asda at the time, cited in Wrigley, 1994: 5). Unease wasggro

about the ability of the major multiples to sustain such growth, as several market factors
combined to produce @. . . si gni fi cant s hi f(Wrigleyrl99& al@)p et i t
These factors can be summarised as: worries about the markedtygigeaneen the UK
property market and the food retail proper
Government ds attitude t owiissézairerstanceaof the 1980sa n ni r
growing public concern over the dominance of thedfwetailers and doubts regarding the

potential limits and sustainability of superstore development programmes (market saturation);
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and pressure on incumbent grocery retailers resulting from the market entry of European

limited-line discounters.

The UKRet i | OProperty Crisisbo

By the early 1990s, as the competition for ret

becoming increasingly consideredfas . -enoecihgfand dangerously narrow paths of capital

accumu l(Vdrigleypl89: 19)Growth througlout much of the 1980s and 1990s had been

so rapid that many retailers had paid, and become used to paying, property costs well above

those seen in other sectors of the British economy (Langiesl, 1998). Consequently,

concerns soon began to surfacerfracademics and city analysts over the viability of sustaining

the previous |l evels of uninterrupted growth duri
portfolios |l eft the retailerbés vulnerable (Wrigl
anxieties about retail property overvaluation, there was apprehension over the extremely high

sunk costs possessed by the major grocery multiples, and the dangerous burden these might
represent in the event of a retail property crisis. Sunk costs aredidly Mata (1991) as

i...those costs of a firm which are irrevocably
not recover ab(Mata, 1991, dted snéVrighefy, 1996 117).0

These concerns became reality when the UK economy wentéoession during 19988. In

what was a deep service and propégty recession, domestic and commercial property values

fell precipitously in both real and absolute terms (Wrigley, 1994). Having invested heavily in
newstore investment programmes thaidhdefined their competitive strategy during that
period, the decline in property values meant a large proportion of the land that new stores were
built on was now worth much less than when it was originally purchased. For example, a great
deal o f expansisnodoridgsthe late 1980s took place in southern England, a part of the
country suffering some of the greatest falls in property values which contributed to Tesco
recording a fall in profits of 22 per cent between 1993 and 1994 from its 1992 t¢e¥883 In

order to avoid a massive collapse in market confidence, Shiret (1992b) argued that a policy of
asset depreciation was needed by the major retailers. Despite the warnings, the food retailers
made a determined attempt to ignore the argumentshdforbre some commentators such as

Guy (1997) disputed the importance of sunk costs as financial burdens, arguing instead that that
in generali . . . 6 most retailersdé6 property holdings <can
than as sunk costs...The grocendustry, although of great interest and significance in its own
right, is not (QuyPd7cid62). of retailingo

Wrigley (1994) states that it was only Morrisons

1992b) suggestions, as the companyaeg programme of asset depreciation at a rate of 1 per
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cent in late 1992. Eventually, almost two years after concerns were initially made, the other
retail ers including the o6ébig threed were f
conditonsandd | | owed sui t . Argyl |l was the first o
announcing that it was to start depreciating its store values and slowing its expansion
programme. Tesco soon followed in 1994, accepting that it hadiipaid . a 6 p mecmi u md
of the land on which its superstores were built that was well in excess of any conceivable
6alternative use valued that itWrigldyt 1996:€123). e a | i
Tesco stated it was to begin depreciating its buildings in dasifashion to Argyll but at a cost

of £36 million per annum and with a co# write down of £85 million to cover surplus land
(Poole, 2001). Finally, in 1994, Sainsbury also conceded, after resisting the call for asset
depreciation the longest. Sainspuregan depreciating its buildings, thus incurring an annual
depreciation charge of £40 million and through a major write down of £365 million, wiping
£850 million off the market valuation of the company in a single day (Wrigley, 1996). Less than
two yearsafter the concerns about property valuations had first been raised, all had been forced

by the nature of changing competitive conditions to accept the validity of the arguments.

Planning Policy Guidance

As discussed in, thiaissezfaire attitude to planing policy guidance in the 1980s allowed for

the rapid growth of oubf-town retail developments. By the 1990s, however, it soon became
apparent that the owaff-town retail parks and regional centres were having a detrimental impact

on town centres andtadl high streetghrough an observed decline in the number of small,
independent grocery stores, coupled with a I
d e s e(Ferng,01996;Raistrick, 1998; Langstoet al., 1998; Bromley and Tallon, 20D4
Consequentlythe Department of the Environment (DOE) issued the original Planning Policy
Guidance (PPG) 6 in 1988. It stated tfiat . . pl anni ng per mi ssion d
concerned with commercial competition, and that only in exceptional casds weggssary to

take account of the impact of largec al e r et ai | devel opgHowandt s on
1995: 234). Reactions to this initial PPG6 were somewhat varied, as some believed it actively
encouraged otdf-town development as a means toeadi pressure on town centres, whilst
others argued the legislation actively limited such growth. Consequently, this caused a great
deal of confusion between local authorities and retailers, which meant the first PPG6, did little

to halt the growth of the ajor multiples in oubf-town locations.
On account of this confusion, in 1993, a revised PPG6 was released by the DOE reaffirming the

Government 6s belief i n t own centres as t he

1994). This mandate was ietently more interventionist with regards to its stance orobut
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town retail applications. The two most evident objectives from the mamemgzto sustain or
enhance the vitality and viability of town centres, and to ensure the availability of a wige ran

of shopping opportunitie§Fernie, 1996).The Government felt the revised directive would
ensure protection for town centres, and that the community would benefit from effective
competition between retailers. Soon after, PPG6 was complemented by PPS93.iHoward

(1995) states that PPG13 was designed to reduce car use and influence travel patterns, via land
use planning, in a longerm commitment to environmental improvement. This stance on
planning was reiterated in yet a further revision of PPGB®B6, which stated town centres are
preferable to edgef-centres sites, which are preferable to-afdtown sites (Guy, 1997). The

6sequential testd was applied in determining plan

Wrigley (1998; 15) reflects on the impact of PPG&l &##PG13, arguing that thady. . . hav e
actively discouraged gredield outof-town developments, thus derailing the -ofitown

6 g r av y. Thig staiemedtds reinforced by the fact that planning application success rates
for superstore developments dexsed from over 50 per cent during the 1980s to fewer than 30
per cent in some years after 1993 (Guy, 1997). Others, however, question the impact of such
policies in bringing t hel99)s The gereraweeling @mortgss an end
those diticising the effect of PPG6 and PPG13 was that they were too general and the real
impact on retailing was held in the hands of the local authorities. In actual fact, with the benefit
of hindsight, the longerm effects of PPG6 have been to force rewiterwork within the new
regulatory constraints by exposing and exploiting flaws in the legislation in the process (Hughes
et al.,2009).

The Saturation Debate

On account of the retail change discussed so far (capital concentration, rapid store network
expansion, the property crisis and changes to planning legislation), unsurprisingly, the next

issue up for discussion is the concept of market saturation. The definition of retail saturation

generallyd . . . i mpl i es there is a manberofprofitableastoress o me max i n
exi st i n a c(Guw,t189m ). Lamystontkae ((LI®7: 79) expand on this rather
crude notion and define saturation as occurfing. . i n si tuations where furth

would prove unviable, as a result offercapacity on the supply side effectively spreading
avail abl e c¢onsume One dfeha diret duthore to raisehthe nssug of market
saturation with regards to the grocery market was Wrigley (1987: 12868): t h compet i ti on f
key sites becaimg increasingly intense, and saturation levels for grocery superstores rapidly

being approached in several parts of the country, it is a moot point whether the annual levels of
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turnover and profit increases achieved by the major grocery corporationsai@mge to be
sustained on the basis of nestore expansion programmies

Although Wrigley (1987) was one of the first to raise the issue of saturation, Duke (1989) was
the first to take a real standpoint on the matter. Duke (1989) believed that in fethes o
number of physical stores, it seemed possible that a limit would be reached by 1990.
Neverthel ess, in light of both the precedin
market saturation was somewhat premature. Especially considering thelidved maximum

|l evel s of outlet density had already been r
assertions were based on two factors. First of all, the UK population was relatively stable and
growth was estimated to be only about oneiarillin the 1990s. Secondly, per capita food
consumption volume cannot, by definition, exceed our physical capacity to consume, and is

therefore likely to decline rather than grow (Duke, 1991).

Today, it is easy to criticise these early predictions of atagskturation. However, at the time,

there was definite evidence that the pace of grocery store development was slowing due to the
burden of sunken costs from the O6property c
planning. New stores were alserging smaller catchment populations than those developed in
previous years, and were arguably less profitable (Guy, 1997). Furthermore, even a large
proportion of retailers, manufacturers and retail analysts believed that the saturation ceiling
would be eached by 2000. As investment in new stores began to decline, the retailers shifted to
spending more on refurbishment and extensio
attempted to expand their sales area by 5 per cent annually around thibuinmeych the

growth was in the form of enlargements of existing stores (Guy, 1997). Asda also carried out a
substantive store modernisation programme as a way to develop thdoodolines. As the

retailers continued to grow and adapt, opinions on raskturation changed. Guy (1997)
argued thasaturation was unlikely to descend across the country like a blanket of uniform
thickness and was more of a local and regional phenomEandhermore, it has been suggested
that the Opr oply 1990 was,rirongdllys @ fortarfate shbck to theamajor food

retailers in slowing the pace of new store openings (Langstai, 1998).

The European Deep Discounters

Anot her key problem the major ret astheamia had
of the limitedline discount food retailers from Germany and Scandinavia in the early 1990s.
Due to the large levels of property investment that had been committed to industry by the major
players, there was an opportunity in the market dar &xpenditure, low margin, low capital

intensity, limited line discounters (Wrigley, 1994). The entry of the discounters into Britain also
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added a further element to the saturation debate, indicating that in some respect, saturation could

not be imminent.

Limited-line discounters or limited assortment discounters are characterised by stocking fewer
than 1,000 lines, are typically D per cent cheaper and operate through stores of about 7,000
square feet in size (Burt and Sparks, 1995). The first to @mgemarket were Aldi (Germany)

and Netto (Denmark), followed shortly by Lidl (German). All three retailers were able to take
advantage of a particularly difficult time in the retail market and penetrate a number of

significant gaps in the market. The sfit real gap the discounters

pl atfor mb gap, whi ch arose from the mai n retai

characterised by extended product choice and relatively high prices (Burt and Sparks, 1995).

The second wapbda 6adbodatei adn sgount er oftowe f used t
developments and instead targeted the abandoned urban high streets. Other reasons which
provided the discounters with the opportunity for market entry are highlighti iliterature

as; highprofit margins in the UK grocery business, potential superstore saturation in most areas,

high price strategies of leading multiples and the general economic recession (+fagdirth

and Rice, 1994).

Initially, the major retailers were in denial about ttieeat of the discounters as serious

competitive rivals; nevertheless the big players were eventually forced into action as the

exp

(0]

di scountersd6 stores grew in nuinberanyldiree cwhao r snain

there was not an issue about discoumr s woul d not be (Wrigleyil898; i n t he
15). As the discounters started to form a real threat to the domestic retailers, controversy
surfaced over allegations that the current retailers used barriers of entry to prevent the
discounters rbm gaining a significant foothold in the market (Hoge®ttott and Rice, 1994:

Guy, 1997). Increasingly, therefore, the market entry of the discounters began to amplify the

level of public unease concerning the oligopolistic dominance of the domestiersethus,
i...the emergence of the discount sector as an
in UK food retailing, prompting the possible erosion of margin structures, served merely to fuel

public unease and expose more starkly the prietlegelations of the major food retailers with

the regul at (Nrigley,d24:06).r i t i es 0

Despite the initial difficulties, the economic conditions of the 1990ecession helpgolay a

major role in the markets opening up to the new Europeanutiters by creating a number of
favourable opportunities for trading (as stated in Chaptdd@jng this time, there was a clear

level of polarization between consumers with increased disposable income and those such as the

unemployed and single parentuseholds Burt and Sparks, 1994; ddarthScott and Rice,
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1994). Whilst companies such as Marks and Spencer targeted the more affluent consumers, the
deep discounters were able to target those customers with much lower levels of income at the
bottom end ofthe marketLocat i ng fir st in areas of ma |
sensitived regions, the deep discounters soc
England. For example, Netto began operations in Leeds, Sheffield and Liverpool, vdle A
focused on building stores in the North West and West Midlands (Wrigley, 1998).

Once established, the discounters began to have profound effect on the other retailers. The
problem was that the discounters traded on much smaller profit margins @@npeahan those

of the superstores (38 per cent) (Wrigley , 1998), but the discounters were still able to record the
same return on capital as the major multiples by functioning with a much smaller capital base
format and through a highly stringentcosb nt r o | mechani sm. As the |
Kwi ksavebs key business strengths soon beca
rapidly became less viable and was forced onto difficult middle ground between the new deep
discounters and the majptayers in the market (Hogar@cott and Rice, 1994; Wrigley and

Clarke, 1998: cited in Poole, 2002). Even with Kwiksave expanding its operations with the
buyout of Shoprite, its sales were still not acceptable. In 1997, Kwiksave announdas pre
profits of £74 million, barely half of the 1993/94 total (Poole, 2002). In 1998, there was a
merger between Somerfield and Kwiksave with plans for 500 of the Kwiksave portfolio to be
changed to the nediscount Somerfield fascia. In addition, the major multipleacted by
discounting prices on main items. For, Asda, Gateway (later Somerfield) and ibe, Ce
competition was so fierce in northern recessidriowns and cities that they experimented with

new fascias (Pioneer for the ©p, Food Giant for Gatewagnd Dales Discount for Asda) in

order to offer a deep discount format in retaliation (Wrigley, 198%)1996, the discounters

were well and truly part of the retail fabric as the combined market shares of the foreign entrants

were estimated to have inased to around 1 per cent (Poole, 2002).

3.3.3 Grocery Retailing in the TwentyFi r st Cent ury: The
Property Crisis?o

In the late 1990s, food retailers were still facing the threat of market saturation. Although, initial
predictions had been somewhaitemature and easily disputed, the saturation debate still
continued as store expansion programmes slowed. In contrast, strong evidence still existed
against looming market saturation. First of all, one of the major issues in understanding whether
saturaion has occurred depends on the way in which the concept is defined. This has been
echoed by a number of commentators who argue that a more detailed analysis of local variations

in grocery store provision is vital when determining the real extent of msaketation (Lord,
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2000; Langstonet al., 1998). The concept of saturation is altogether meaningless when
considered at the national level, therefore, even with the introduction the planning policies and
the success of the limitdohe discounters, there ag still widespread regional and local
variation in floorspace per head of population for the large multiples in the UK in the late 1990s
(Langstonet al., 1998; Hughest al., 2008). Furthermore, Langstat al. (1997) recognised

that changes in the couny 6 s -demmgraplocs over time had the potential to allow for
further retail expansion, such as increasing single person households and future population

movements (as discussed in Section 3.2.3).

In reality, saturation did not occur; instead, retal have adaptedustomisingtheir product
distribution around different location types and by using a range of diversification methods to
attract further custom away from competitors. With this in mind, the remainder this chapter
examines attemptiay thegrocery retailers to overcome or delay perceived market saturation,
through various diversification strategies, the development of new store formats,

internationalisation and alternative channels to reach consumers.

Reaction to Market Change

One of thefirst reactions to market change was the continuing response to the success of the

limited-line discounters. As the discounters became established in the market, the domestic

retailers had to move away from nprice competition to a more price focusedriemnment.

The longterm downward reposting on price mentioned in Section 3.3.2 was backed well into the

|l ate 1990s by the 6big threed (Wrigley and Lowe,
6Val uebd, 6 Sav er s dabehrandes Gegpecolynin anyadtemiot ionmatch the

di scounters on price. Furthermore, there was a su
fascias by a number of the second tier retailers. The largest grocery multiples however did not

adopt such a strategy, becaazse 6 second | abel & discount format f or
would involve fundament al ri sk t oWrgleylamdbor i ousl vy
Lowe, 1996: 132).

Wrigley and Loweds (1996) comments rmmat@andexempl i fi e
the discontinuation of the Dales fascia, once the compajojrred the top tier of UK retailers.

Moreover, HogarttScott and Rice (1994) argued that the multiples still had more to fear from

each other than the discounters. It could also besdrthat the response to the discounters was,

in actual fact, more of a reaction to economic instability at the time. To ensure survival during

the recession, it would have been necessary for retailers to reposition on price anyway (Fernie,

1997). For examlp, Poole (2002) believes when Asda introduced Dales, that it was actually

part of a gener al reformul ation of corporate stra
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early 1990s. Consequently, in terms of a legn course of action, the majotaiers had to
develop a competitive advantage not only price, but through quality, customer service, loyalty,
diverse forms of retailing and technological developments.

Some of the more diverse forms of retailing employed by retailers to ensure theg stay
competitive include the introduction of némod products in stores, and diversification into

other retail sectors (Wrigley, 1991; Field, 1997). With regard to offering newfaooh
products instore, this was done in an attempt to increase turnoeemamrove profit margins.

In particular, product categories such as cosmetics, electronics, pharmaceuticals, petrol and
clothing were seen to be the most profitable (Guy, 1997; Lloyd and Ogbonna, 2001,
Hawkesworth, 1998). Pharmaceuticals specifically becampopular addition to stores, as
retailers benefited from the abolition of RPM on otlecounter medicines in 2001. The
adoption of noffood categories by food retailers was recognised by some as a further threat to
the viability of the high street (Keenoaelet al.,2006), with some nefood linesoccupying up

to 40 per cent of the space in larger stores (Guy, 1896hnjunction, a number of the retailers
diversified into other retail sectors. This, however, was not a new occurrence, with thegopeni

of the first Homebase store in 1981 by Sai
response to saturation by al most 10 years.
Homebase in 2001, so that the company could concentrate on ésfamd business.
Conversely, a more successful sector for the retailers proved to be finance. More specifically,
Tesco introduced O6Tesco Personal Financeo, \
through a partnership with the Bank of ScotlandI¢Fi#997). Both services offered customers

final products and services such as loans, saving accounts and insurance and were linked to their

loyalty schemes.

In addition, the retailers also responded to the threat of market saturation by attempting to
improve their relationship with consumers. Customer service, therefore, became increasingly
popular as a tool for brand differentiation. One way of doing this was through the delivery of
loyalty cards to improve customer retention through offering rewandsefgular shopping

(Poole, 2002). The retailers also benefit from the individiesstl data as it provides a detailed

insight into consumer spending and shopping behaviour (Lloyd and Ogbonna, 2001). As has
often been the case with market innovations, Tesexe the first to pioneer the loyalty card
scheme with the launch of the Tesco club card in 1@®&ole, 2002).Saf eway 6 s a
Sainsburyés soon foll owed with the ABC Card
still do not have a full irstore loyhA t y car d, although it did int

scheme for its petrol forecourts in 2002 (Poole, 2002). Customer service and loyalty has
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remained a key differentiator for the grocery multiples, Wotfal customers being regarded as
cheapeto retain than attracting new customers (Burt and Sparks, 2003).

As the British grocery market continued to evolve, so did advancements in technology, in
particular information technology. Rapil@velopments with the internet, helped facilitate a new
distribution channel for retailers in dealing with the threat of market saturatiothe time,

food retailers could see a number of advantages to be gained by adopting the Internet as a
distribution channel. These included lower barriers to market entry,starvtup costs, the
capability to get products to market, the ability to carry broader assortments, more efficient
service to niche markets, ability to reach a mass audience quickly and being able to tap into a
virtual community and reach a worldwide patial as geographic barriers are more easily
reduced (Poole, 2002). Equally, there was still growing concern among various commentators
about the negative impact ofcemmerce; on account of increased customer acquisition costs,
high website development &3, high merchandise return rates and the fact it denies consumers
the essential social satisfaction associated with other landscapes of consumption (Reynolds,
1997).

However, despite the alleged reservations, Internet sales started to become aemi@iepiatt

of the channel management strategy. Even though the Internet was and still is a relatively small
generator of sales, the retailers recognised the need to matwtagemerce alongside both
traditional channels and (the branch) and any new futhemrels (Birkinet al., 2002).

Originally, the main areas of growth were in high value items such as wine, chocolate and

fl owers because delivery costs were stildl high.
wine sales in 1995 Qrhdreoru gahn da Gsocl hl eentet 6n afmmeodm 6 t s Wa
more, Tesco were the first retailer to offer a ro

Asda and Safeway soon followed suite with a similar facility. More recently, Tesco rebranded

its online operabn as 6é6Tesco.comb6 in 2000, whil st Asda wun
online business in 2004 and Sainsburyds | aunched
delivering goods, Tesco and Sainsbur had opted for

picked from instore, whereas Ocado follow the warehouse model, operating from a purpose

built picking centre, purely online without any physical shops. Today, Tesco, Asda and

Sainsburyés continue to i nvfedaltonlineserwives hsye i n bot h ¢
commerce becomes an integral part of the company
example are up over 20 per cent from 2010 and wee
Annual Report, 2011) . S a i carg prablergséirsthe&2008s witia i t r os e h
their strategies. Wrigley and Currah (2006) not e

regioné strategy of stores or-cotinesceordetsywthy on depot s
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e-commerce remains in their opiniorgaographically grounded business). In addition, there is
evidence that the quality of websites is important in determining usageommerce will
expand more quickly if the sites are attractive, which might include reputation, reliability, ease
of navigaton, ability or ease of product substitution, design and ease of interaction (Wrigley
and Currah, 2006; Chiagouris and Ray, 2010).

Changing Retail Formats

In April 1999, the Government ordered a CC investigation of the UK grocery sé@tter.
origins ofthe reference came from, firstly, a public perception that the price of groceries in the
UK tended to be higher than in other comparable European countries and the United States
(US); secondly, in an apparent disparity between {fgate and retail pricesyhich was seen as
evidence by some that grocery multiples were profiting from the crisis in the farming industry;
and thirdly, continuing concern that large -ofitown supermarkets were contributing to the
decay of the high street in many towns (CC, 20@@)ilst the Commission found little evidence

of abuse of market power in terms of pricing and profits, it did express concerns over treatment
of suppliers (Burt and Sparks, 2008)oreover, after examining the relevant aspects of the
planning system, it s found that entry into, and expansion within, multiple grocery retailing
was more difficult for parties wanting to acquire large sites iroétbwn locations (CC, 2000).
Therefore, as a consequence of the tighter planning regulations, the UK grdedersre
became highly cautious about the development of larg®faoivn supermarkets (Wrigley,
1998). Instead, retailers were forced to adapt by in creating more flexible formats for expansion
(Burtet al,, 2010; Elmst al.,2010).

Field (1997) statedat retailers responded to the planning curbs by refurbishing existing stores,
investigating in smaller and convenience formats and returning to the high street and through
creating more space or extending stores. In addition to tighter planning regld&nnie

(1997) exemplifies the influence of demand as a catalyst for increasing diversity in store
formats, drawing specific attention to increased affluence and mobility. One area in particular in
which the retailers invested heavily at the time wasdtheelopment of smaller, more profitable
stores. Birkinetal.( 2 00 2) termed this growth strategy
noteworthy shift from the retailerés tradit.
29) states these devploents indicated an importafité p hase of reassessmen
of profit extraction in urban areas which, to a marked extent, had been abandoned during the
era of t he. Thesd storeg hadvrauchs higber sales densities and became possible
through a combination of significant technological advancements in logistics and a reduction in
store development costs (Langstdral.,1998). The retailers responded through an introduction

of completely new fascias and a return to the high street. A§asto was the first to trial new

formats within its portfolio of stores. These included the 10,000 square feet Metro stores rolled
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out in 1993, followed by its smaller Express stores in 1995 (1,500 square feet) (Wrigley, 1998;

Elms et al, 2010). Sainsbuy 6 s t oo roll ed out a number of s mal
6Country Townd and 6Sainsburyos Central 6 fascia
Sainsburyés o6Localé in 1999. Further more, a numbe
companies. Morepecifically, Safeway stated the aim to operate 45 petrol forecourt shops (in

conjunction with BP Amoco) by the end of 1999, while Tesco introduced 17 Express forecourt

stores (in conjunction with Esso) (Birkigt al., 2002). Although a successful ventu the

major retailers, the diversification into the convenience sactotpact ed heavily on t he
independent food and grocery retailers. Previously, the competitive advafitagiependent

retailers (their convenience in location and opening houraghtelivery, friendly and personal

service) had been difficult to match. However with the major retailers opening cheaper 24 hour

convenience storesarge numbers of independent retailers began to clmeexample, the

number -affifateddindepand nt s6 declined from 24,000 in 1996
2002).

Conversely, some commentators postulated that the dramatic return to the high streets by the

major multiples was somewhat overstated. For example, Field (1997) argued that the return of
Sainsburyés and Tesco to urban areas did not rea
rather just evidence that the retailers were diversifying by format, location and price. This is

evidenced by the fact that Tesco had only opened 30 Metro ,sidred which were existing

stores by 1997 (Wrigley, 1998). Moreover, Asda still remained committed to its large

supermarket format in more rural locations. Rather than introduce new, smaller stores like its

competitors, Asda made better use of existingcepthrough expansions and refurbishments.

Tesco and Sainsburydés too adopted this strategy,
extensions (Langstoat al., 1998). Consequently, what followed was a polarisation in retalil

formats, as the retailers pushrward with hypermarkets in addition to the smaller compact
fascias. Tesco established its 6Extrad stores (80
it to sell a range of food and ndood products (clothing, music, videos and durables) (Lamey,

1997). Furthermore, much like the 1980s, the main retailers also continued to expand out of

their heartlands through organic growth and a series of acquisitions and mergers. However,

many of the retailers still maintained some level of regional dominamd®99 (Burt and

Sparks, 2003). Only Tesco, the market leader at the time had a much more uniform level of

market share. In comparison, Sainsbury were still very strong in the South East, Asda in the

North West and Safeway in Scotland and the North Pasile (2002) expands on this regional

analysis by providing a more detailed breakdown of market share across local authorities in GB

for 2002. Contrary to the saturation debate, the top four retailers (Tesco, Sainsbury, Asda and

Safeway) all extended themarket share by 2 to 3 percentage points between 1999 and 2002.
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Internationalisation

Research into the patterns of retail internationalisation has suggested that companies move first
into geographically or culturally close markets, then, as familiariti imternational markets

and the operational issues involved increases over time, they then move further afield into more
culturally, often geographically, distant markets (Betrd., 2008). Lamey (1997) provides an
analysis of retailer motivations fonternationalisation and differentiates them into push and
pull factors. Those factors pushing retailers abroad are identified in the literature as increasing
market saturation (Clarke and Clarke, 1998), intense competition (Lamey, 1997) and strict
planning regulations (Guy, 1997). In comparison, retailers are pulled abroad by a relaxation in
planning regulations, a relaxed approach to border control and the development-bboiess
logistics (Lamey, 1997). Moreover, retailers are drawn by the prosplester levels of market
concentration and, increased labour productivity and better profit margins compared to the
British domestic market (Wrigley, 1989; Bt al, 2008).

By the end of the 1990s, internationalisation was by no means a new phenobeado.

worries over market saturation, retailers began expanding abroad prior to the onset of the UK
6property crisisé6 (Wrigley, 1991) . Field (1
elusive in the UK and therefore the top retailers had no ehoit to start expanding more
aggressively abroad. However, for Tesco, international expansion has always been a key facet
for growth. For instance, Tesco had spent £372 million on acquisitions in mainland Europe by
1998 (Wrigley, 1998). Tesco went on teqaire stakes in food retailers in four Central
European countries: Global (Hungary), Savia (Poland), andaK (Czech Republic and
Slovakia) (Poole, 2002). Other acquisitions by Tesco also include the purchase of Associated
British F o o d 6ibng Wbusiriess hfor £6400 rdilliorr ia t1297 (Wrigley, 1998).
Furthermore, by 2002, Tesco was operating four stores in Thailand under the Lotus fascia, eight

in South Korea and Taiwan, and had built its first store in Malaysia as a joint venture with Sime

Derby. Further mor e, at this ti me, internati ona
sal es. Sainsburybds first expanded into the
Shawés chain. It then conti nuedghgashae of Gantei g n

Food Inc in the US. In 1998, however, Sainsbury sold its share of Giant Foods to Ahold, but
later purchased Star Markets, making the chain the second largest grocery retailer in New
England (Webb, 1999). Additionally, Marks and Spenpaid $108 million for Kings Super
Markets in 1988, a higend New Jersey chain with a turnover of $258 million (Wrigley, 1989).
Finally, in 1999, Asda became part of the Walmart brand acquired by the world's leading
retailer for £6.7 billion (Poole, 2@), an acquisition which nullified a previous agreement that

Asda had drawn up with Britistetailer Kingfisher
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One of the most recent large scale expansions in foreign markets documented in the literature is
Tescobs new Fresh & Eeveryas dtate@din Ghapten 2, therigand hasa . How
struggled to make a profit in four years due to the harsh economic climate in AmericaefLowe

al., 2012). This highlights how internationalisation is by no means definite route for success, as

the literatureals hi ghl i ghts a number of oO6failuresdéd. For e
expansion, purchasing Catteau, a chain of supermarkets in northern France in 1992 for £176

million (Poole, 2002). However, only five years later in 1997, Catteau was latertcsold

Promodes as the deal was abandoned. In addition, Marks & Spencer ventured abroad in 1972

when it formed a joint venture with a Canadian retailer and opened stores similar to its UK

branches. However, the policy of standardising its British retail moaeed to be a self

defeating strategy in Canada through its failure to recognize differences in clothing cultural

norms between the two countries (Bettal, 2002). As such it was unpicked during the 1990s,

with the last outlet closing its doors in9® Similarly in France, the motive for Marks &
Spencerd6s departure, in order to restructure its
employees and national retail/business norms, leading to accusations of immoral and unethical

behaviour (Jacksomd Sparks, 2005).

Despite the levels of commitment to internationalisation by British retailers towards the
beginning of the twentjirst century, it must be stated that there was still a comparatively weak
showing of British retailers when it comes targpean expansion (Burt and Sparks, 1995). The
reasons stated at the time were said to be because of sufficient opportunities still in Britain,
doubts about the exportability of food retailing, better opportunities in the US and a perceived
lack of Europea market opportunities (Burt and Sparks, 1995). Field (1997) supports this
notion and not just for European expansion, claiming that international growth by British food
retailers in the late 1990s and early 2000s was limited. Nevertheless, despitg $adetin
international retail expansion has undoubtedly taken off in the last fifteen years as a number of
retailers have followed suite and started operations in foreign marketsefBairf 2008)1 a

topic which will be explore in further detail withfdhapter 5.

3.4 Conclusion

To conclude, this chapter has made attempts to outline the key trends that have, and are still,
shaping the grocery industry from both a demand (consumer) and -sigplyretailer)
perspective. In terms of demand, it is cldaat retailers need to keep track of the determinants
driving consumer behaviolir as patterns of expenditure are being moulded by a collection of
demographic, socioeconomic, geographic and cultural differences. This raises the important
point that thosdérends occurring now are as just as likely to be a result of the recession as they

are the structural factors documented in this review. Additionally, in evaluating the role of the
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different indictors manipulating consumer behaviour, it has highlightadrder of important

factors to be explored in further detail. For example, studies might explore the moderating
effects of demographic characteristics, such asiafjeo r it i s apparent t h
population will become a potentially a dominangeent of the consumer market of the future.
However, what is clearly lacking in the literature is an ceeching assessment of the
importance of these trends, and in particular the spatial variations in demand and consumer
behaviour. Despite a numberpdpers documenting the variations in urban and rural behaviour,

there is little exploring the regional and even-seffional patterns of demand in food retailing.

The second half of the chapter illustrated the wider structural changes in the grocety soarke

to identify key trends which have occurred aksige or irrespective of harsh economic
conditions. The key themes have been the transitions in grocery retailing during the 1960s to
1980s (the 6égolden ageb6) thioags, t haopdtihphe opp
crisisd in the | afleelitdré&udethighlighteddhovweratailérsyhave bad s .
adapt to a range of external forces (including recession) in order to sustain growth. In particular,
the most challenging factofsave been a threat of market saturation, competition from the
discounters, planning and policy guidelines and the increasing demands from con3immers.
issues presented have raised several key issues that need to be addressed in examining modern
grocery etailing. For instance, where does the grocery market now sit in terms of the wider
economy? What expansion strategies have the retailers undertaken over the last ten years?
Where do we now stand on the saturation debate and the spatial monopolies @jahe m
grocery multiples? What are the latest planning policies to impact on grocery market? Has
ecommerce been successfully integrated into
underlying geography? How has the recent recession impacted aiod¢beygetailers i.e. has
internationalisation once more offered an outlet for growth as the economy in Britain continues

to struggle?

Even in this comprehensive exploration of the grocery sector, it remains difficult to determine
whether changes intagling are demanted or supplyled. On the one hand, lifestyle changes,
consumer pressures for cheaper prices and greater consumer mobility have undoubtedly created
conditions allowing grocery retailers to expand. On the other hand, their developnmmesittzan
understood without recourse to the rapid growth in retail buying power, resulting in the most
innovative retailers gaining greater scale economwesich in turn has allowed discount prices

to be offered to the consumer. However, what is cledraisretail change involves a complex

set of processes including demand (consumers), supply (retailers) and third party factors

(economic pressures, government and regulators) that must be considered collectively.
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Chapter 4

Data Sources: Characteristics,
Validation and Study Area

4.1 Introduction

It is crucial that one understands the qualities lanidations of anydata being usebfiefore
conductng any type of researc{Stewart, 1984; Sorensoet al., 1996). Taking this into
consideration, His chapter will extend our understanding of tegail systemin recession
through @ examination of therimary characteristics of the available databe $sed in the

thesis. Initially (in Section 4.2), attention will be given to the different study areas that will be
explored in the research. This will be then be followed by Section 4.3 which illustrates the
available geographical data to be utilised. Thiteeasupply side data relating to the British

retail market and the main grocery retailers will be examined in Section 4.4, whilst Section 4.5
will then document the demand data (household expenditure) accessible from official data
sources. Finally, Seatin 4. 6 wi | | concentrate on reviewi
Opinion Poll (ROP) data so that confidence can be given to the findings in succeeding analysis
chapters. This section will form a major part of the chapter, for it is essential thaiecoiad

data such as these are found to be fit for purpose if they are going to be used in academic

research. Finally, the chapter will be completed with a summary of the main conclusions.

4.2 Selected Study Areas

Whilst some references have been madevwail be made to the United Kingdom (UKGreat
Britain (GB) forms the principal case study area for the majority of rggearctconducted at

the aggregate level. Much of this analysis is contained wi@hapter 5 and looks at the
changes occurring withh the grocery market at a national level. In this case, aggregate data
refer to highlevel household data composed from aggregationof individual data for
geographic areas across GBB contains a total of eleven Government Office regions (GOR)
(Figure 4.1) andwas chosenin preference tahe UK becausethe Acxiom Ltd data sets

(discussed in Sectichb) that are used heavily in the research,calg collected within GBand
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exclude Northern Ireland Moreover,2001 Census datare only available for Phamentary
Constituenciesn Northern Ireland, geographical areas of comparaizieto districtsbut with
incompatible boundarieshich leadgo variousharmonisation problems.

s
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[ Legend
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Goverment Office Regions | L

Figure 4.1. Government Office Regions in Great Briain

In addition to the national level analysis presented in Chapter 5, Yorkshire and the Humber and
London have been selected as two case study regions for which results are reported in Chapters
6, 7 and 8. The reasoning behind this is primarily a dagnitude issue, as the extensive
volume of Acxiom Ltd micro data means that data processing and any kind of individual level
analysis is unmanageable at a national scale (in the bounds of this thesis). Therefore, Yorkshire
and the Humber and London provitleo manageable (from a data perspective) but distinctly
different case study regions to compare against one another. Additionally, these two regions
were also found to provide useful case study regions for research into the recession and the
grocery markeby Thompsoret al. (2010, 2012).

Yorkshire and the Humber is the largest Government Office Region (GOR) in GB from a
geographical perspective, containing a total of 21 Local Authority Districts (LADs) and Unitary
Authorities (UAs) that vary substantia demographically, socioeconomically and culturally.
The population recorded from the 2011 Census is estimated to be &@88700(UK

Census, 2012). Figure 2 demonstrates the distribution of this population across the region by
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highlighting the poplation density in each LAD/UA, with quintile one depicting the more rural
(low population density) and quintile five the most urban (high population density). Figure 4.2
highlights the highly populated cities of Leeds, Sheffield and Bilwell asthe nore rural

areas of North Yorkshire. The combination of these two extremes within the same region makes
for interesting geographicabariation in behaviour Furthermore, the varying levels of
deprivation across the area identified by Thompsbal. (2012 will also allow for research

into theeffects ofrecession at both ends of the deprivation scale.
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Figure 4.2. Population density in Yorkshire and the Humber by LAD
Source: UK Census (2011)

London

In comparison, Londarthe capidl of Englandjs the most populateBOR in GB with recent
estimates from the 2011 Census showing that the current population stands around 8,173,900
(UK Census, 2011).London isa highly ethnically diverse area, evidenced by the fewt in

2001, Londorwas home to over two thirds of Briteb s Bl ack popul atof on, r
the Indian population and one third of both the Pakistani and Other South Asian and Chinese
populations (Stillwell, 2010). Figuré.3 displays the population density fire City of London

and each of the 32 London boroughs within Inner and Outer London. Unsurprisingly, most of
the population is contained to Inner London, as it diffuses out to the less populated parts of
Outer London. In addition, Chapter 2 identified Lond@naamajor point of discussion with
regards to the recession. The initial assumptionthaisthe recession would be most severe in
London and the South East (Drury, 2008; Lee, 2011). However, others have shown London and
the SouthEastperforming relativet better Champion andrownsend, 2011). If this is indeed

the case, it will be useful to contrast the patterns occurring within the region agaikshire
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and the Humbei where the recession has had a great impaetdon also has an extremely
different retail compositioncompared withany of the other regions GB andmany grocery
retailershave identified.ondonas a keyarea for growth over the next tgrars(Thompsonret
al., 2012)
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Figure 4.3. Population density in Londan by borough
Source: UK Census (2011)

4.3 GeographicalData and Area Classifications

The following section concentrates on the boundary datasets and various area classifications to
be used in the research. The geograph@Bfs built onhierarchies ofjeographies based on a
variety of systems. For example, the UK is comprisedcdrhinistrative, census,€electoral,
environmental postal anchistorical boundaries. Técomplex hierarcies and linkags between

these compositgeographiesre explained in gre@r detail by Dennett (2010), demonstrating

how the small area geographies eventually aggregate up toatimmal level. In doing so,
Dennett(2010)also highlights the problem that not all lower level geographies are compatible,
for example, electoral wds aggregate into both districts and parliamentary constituencies, but
these two geographies cannot be harmonised. As such, all the geographic boundaries used in
this research will be based on a system whereby they can all be aggregated into one another
(Section 4.3.1)

In conjunction, area classifications involve the clasaifon of areas into different groups on

the basis of the similarity of characteristics of seleattibutefeatures. They provide a unique

way of bringing together spatial patterfrom a range of variables, and identifying similarities

76



and dissimilarities between areas (Webber and Craig, 1978; Eateaitt 2001, Sleight, 2004,
Vickers and Rees, 2007). Furthermore, the scheme of classification represents a convenient
technique ér the organisation of a large daméo groupings which maki much easier for our
brans to process the information asde patterns in the distribution of the different types

area (Vickers and Rees, 200Amongstthe most commonly used area classifions are
geodemographic claisations. Geodemographicstise analysis of people by where they live,
and works on the principle that the place and populatierinaxtricably linked Sleight, 2004).
Geodemographics can be said dffective because siilar people and households cluster
spatially (Vickers and Rees, 2007%onsequently knowing information about one person
enables information about others in that locality to be broadly inferred (Sleight, 2004; Weiss,
2000). Furthermore, geodemographicasha long history of application in retailing (Birkin

al., 2002 2010). In particular, itan bearguedthat geodemographics & shorthand label for

both the development and application of area typologies that havenptmvee powerful

discriminatorsof consumer behaviour and aids to market ana(fsiswn, 1991).

4.3.1 Boundary Data

Boundary datasets define geographical areas and are essential for nasipipmigdata that are

not released as individual points. For this research, the boundarwitldbe comprised of a
combination ofadministrative andcensus bondaries. Nevertheless, in order to achieve this, a
considerable amount of data cleaning and manipulation had to be undertaken. For ekample, t
level of geography recorded in the Acxidrid micro data (see Section 4.8 the postcode

level. However, postcodes are rrospaially stabde form of geography (Rapest al.,1992), as

the building of new housing, commercial or industrial premises leads to changes in the postcode
listings. Equally demolition of property leads to postcodes becoming (temporarily at least)
redundant.This causes problems when working with postcode data taken from different
referenceperiods (as is the nature of this research) ashiaages to the boundaries areidifit

to reconcile with changes in the population (Raperal., 1992). Additionally, postcode
geographiesafea, districs and sect@) cannot be uniformly aggregated up into other census
geographies and do not contain similar populations across postcGdasequently, all
responses from the Acxiom data were matched against corresponding Output Areas (OAS) to
provide the smallest spatial unit within the 2001 Census boundary s{Gtesnalso used for

2011 Census data disseminationpis was achieved by ing the NationalStatistics Postcode
Directory (NSPD) which provides details of the locations of current and historic postcodes
along with details of other geographic areas in which each postcode is located (ONS, 2012a).
As the micrelevel data was delived for different yearghe corresponding NSPD for each year

was used to increase the likelihood of a match.
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Once all the postcode data within the Acxiom micro data had been converted into OAs, the
responses could be cleaned to remove all OAs outsidesltioe and the Humber and London.

This was done for every year of survey data to ensure consistency within the analysis. From this
point, other geographies within the census boundary system could be matched to each
respondent 6s OA t hp tableg.hThea200&ng r201&Census boundasyo k u
structure forma much more appropriate system and consist of a hierarchical subdivision of UK
local government areas of various types down teasuhority areas, such as wards, to lower
levels created specifitbp for census purposes such as OAs. In addition to OAs, Super Output
Areas (SOAs) and LADs were also linked to the respondent data. There are two layers of SOA
geographyi Lower Super Output Areas (LSOASs) and the slightly larger Middle Super Output
Areas (MSOAs) asdescribed in Table 4.1Built from groups of 2001 OAs, SOAs were
designed to improve the reporting of small area statistics since they are of a consistent size and
have fixed boundaries and more homogenous populations. The comparability alitg efab

the geography is a key benefit to users of statistics which cannot be provided for other small
area geographies such as wangarishes or postcodes. As such, SOAs were chosen as the
smallest level of geography to be used within the regional énad/sis (Chapters 6, 7 and 8). It

was decided that OA would be too small a geography because it would cause small number

problems when using the miclevel data..

Table 41 SOA description

Minimum population 1,000; mean 1,500. Built from groups @As (typically five) anc

LSOA constrained by the boundaries of the Standard Table (ST) wards used for 2001 Census ¢

Minimum population 5,000; mean 7,200. Built from groups of Lower Layer SOA:s

MSOA constrained by the 2003 local authority boundauied for 2001 Census outputs.

In addition to the smaller geographic boundary data, LABs were also chosen for the more
aggregate level analysis of GB (Section 4.2.1).alh be argued that a smaller geographic
boundary such a€ensus Area StatisticCAS) wards would have been more appropriate;
however anything smaller would have been difficult to manage and visualise at the national
level. LADJUAs sit within the hierarchy of administrative areas relating to national and local
government as well ati¢ more higHevel structure of census geographthe administrative
boundary pyramid is complicated, for not only are there several layers, the boundaries of many
of the layers in the hierarchy are subject to periodic or occasional changeec@nemaja
reorganisation of local government was in 20@fere temew UAswere created. Thisivolved

the counies of Bedfordshireand Cheshirdeing abolished aneach beingsplit into two UAs

Five complete counties were abolishatbgetherand created as fiveeparate UAs Cornwall,
County Durham, Northumberland, Shropshire and WiltshD&lg, 20123 Additionally, in
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2011, there were also plans to create two new UAs in Exeter and Saftblbughthese were
revoked by Parliament. In terms of the resedochthis thesis because much of the analysis is
concerned with preecession trends, the origir001LAD boundary systerwith 409 districts
will be used instead for consistency.

At this point, it is important to stress thaty geographic analysis whichganises any data into
discrete areal units presents a set of more conceptoblemsassociated with mapping
variables at different scaleThese include the Modifiable Areal Unit Problem (MAUP) and the
related poblem of the ecological fallac¥irst of all, the MAUP is associated with the problem

of organising data into discrete areal units (Openshaw, 188dhallengdor spatial analysts
since it was first identified by Gehlke and Biehl (1934), and outlined by a numbebsgquent
authors (Wrigleyet al., 1996; Openshaw, 1984). Th@AUP contains two problemghe first
relates to scale, the second to zonihgnay be evident thatatterns identified in data at one
geographicalscale (number of zonesynay not present themselves at a different lesfel
aggregation Alternatively, two zone systems with the same number of area units may give
different patterns The ecol ogi cal fallacy emerges fro
described by Kinget al. (2004) and is the problem of inferring sofiag at a lower level of

aggregation, from something observed at a higher level.

Whilst it will be impossible to avoid these two issues within the research, provisions will be
made to reduce their impact as much as possible. For example, as statesl geegsaphies

will be used because they contain much more uniform populations than say postcodes.
Additionally, whenever boundary data or area classifications are used for spatial analysis, the
smallest level of geography conceivable will be implementedetain important spatial
patterns. Finally, and most importantly, the thesis will also take advantage of a unique set of

individual household data (see Section 4.5) that will not be contained by geographic boundaries.

4.3.2 Output Area Classification (OAC)

The Office for National Statistics (ONS) 2001 Output Area Classification (OAC) groups
geographic areas according to key characteristics that are common to the population in that
grouping. The classification was produced jointly by the Office for Nati@tatistics (ONS)

and researchers at the Universify eeds (Vickers and Rees, 20@hd forms part of a suite of
geodemographiarea classifications that were produced by the ONS from the @&fdus. For
instance, classifications &ADs (discussed irsection 4.3.3), statistical wards ahdalth areas

are also available. However, tliAC, produced at th®A level has a number of advantages

over other classifications for a number of reasons. First of all, it is the only classification
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accredited as é\ational Statistidand represents a useful tdof identifying key results from

the 2001Census. Furthermore, for geographic analy§ifs provide amore stable geography
and a very fine resolution for data analysis. Additionally, unlike other clasgficathems
such as MosaicHxperian, the methodology is fully documented and all the data used in the
classification are available from t2001 Gnsus (Vickers and Rees, 2007). Consequently, this
makes it more appropriate for academic research over gbthe more ugo-date commercial

segmentation packages.

The classification itself was produced using an extensive geographitedtks cluster analysis

that identified 41 important variables. These variables were chosen because they were the most
succesful at creating distinct clusters of people and are listed in Vickers arsl (Ree}.
Moreover, the OAC patrtitions each output area into oné otdpSe r g r2bupeswip sb@ and
@Subgr oup AR provitles h list of the classification nammsd dermonstrates how the

mai up@sgriodmpBeco nt o t he umpichiteeu OdSe baipldbe d ad &
classification has no cluster name associated with it and is therefore not included. For a more

detailed description of the cluster groups, see Viked Rees (2007).

Table 42. OAC cluster names

Supergroup Cluster name Group Cluster name
. la Terraced blue collar
1 Blue collar communities
1b Younger blue collar
1c Older blue collar
2 City Living 2a Transient communities
2b Settled in tle city
i 3a Village life
3 Countryside 3b Agricultural
3c Accessible countryside
4a Prospering younger families
4 Prospering suburbs 4b Prospering older families
4c Prospering semis
4d Thriving suburbs
5 Constrained by 5a Senior communities
Circumstances 5b Older workers
5c Public housing
6a Settled households
6 Typical traits 6b Least divergent
6C Young families in terraced homes
6d Aspiring households
7 Multicultural 7a Asian communities
7b Afro-Caribbean comomities

It must be noted thamnanevitable reservation with this style of geodemographic analysis is the
degree of averaging which takes place even when the OAs are relatively small neighbourhoods.

@enior Communitigs for example, cannot be expectéd completely exclude younger
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resi dent s (ftahle). dofeptodatelydhgwieverssimilar academicclassificationsof
individuals or households were not available for this purpeselpongley and Singleton, 2009,
who suggest a classification adiseholds with specific refence to their online behaviousad
Burns(forthcoming PhD)n which a general purpose individual and household classification is
currently in developmept

4.3.3 Local Authority District Classification

As stated, the anadis of LADs will be carried out for GB to highlight some of the more
aggregatdevel changes happening in the British grocery marketrefbiee, in addition to the
OAC (associated with the micilevel datd, the classification oEADs that has been develeg

by Vickerset al. (2003) will be utilised for the national level analysis. The area classification
was also produced using 200Census data and assigns eaddtrict in the UK to a different
6Famil yéb, 6Groupbd or 6 Cl a-sceoriomi kards demogi@bin a
characteristics. ther generapurpose district level classificatioase also availablesuch as the
three tier system developed by the ONS (ONS, 2004) and the -untzdinclassification
produced by the Department for Food and Rural ifff(DEFRA) (DEFRA, 2009). However,
once again, the Vickeet al. (2003) classification has been selected for this analysis because of
its comprehensive and transparent methodology and because it makes a more logical distinction
between rural and urbaneas than the ONS classification, whiédso separating London and

prospering comuiter areas from other districts.

4.4 Supply-Side Data: Retailers

In addition to the geographical datapnumber of data sources that allow for the analysis of the
impactson the major retailers in the British grocery markéll also be utilised Those which

will be used and focused upon the nmioghe researchre discussed below.

4.4.1 Market Share Data

Kantar Worldpanel(formerly TNS Worldpanél is an international copany that deals in
consumer knowledge and insights based on continuous consumer panels. Through market
monitoring, advanced analytics and tailored market researchiosslutKantar Worldpanel
analysewhat people buy, what they consume and the attitudaaddis behaviour Kantar
Worldpanel, 2012 More specifically, every month, Kantar releasestore sales figurdsr the
previous twelve weeks for the main retailers in the British grocery markeseTtlatacome

from a panel which monitors the houskhogrocery purchasing habits of 25,000

demographically representative households in GB. The value of items, bought by these
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consumers is also adjusted for inflation and represents a consistent way to measure monthly
grocery market share figures for GBatgo as far back as 2007. As suclestdata will be

used regularly to monitor the national performance of the main grocery retailers through the

course of the economic downturim addition, in order to gain a more detailed geographic
perspective, data i be provided by Acxiom Ltd at regional and various sabional

geographies on the main retailer households conduct their weekly shop. The Acxiom data are

coll ected at the household 1| evel and thus <can

statistics for various retailers at detailed spatial scales.

4.4.2 Store Location @ta

Data on the location and type of grocery stores in GB were obtained GidéP Ltd, a
subsidiary of Callcredit Information Group. GMAP are a leading provider of market
intelligence, retail planningnd predictive modelling solutions for major retail organisations.
The dataare purchased by GMAP from commercial market research organisations such as
Retail Locations Ltd and Panorama. In this instance, grocery retailers are tieed de those
selling food, noredible groceries and varying ranges of #iond products, degnding on the

size format.The data include the store fascia (e.g. Asda and Tesco Metro) store location
(postcoderndstore size (square foot). In order to asalyhe major supplgide changes in the
grocery market through the most recent period of economic downturn, degaltainedfor

2002, 2004, 2006, 2002010 and 2012n addition, GMAP Ltd also provided limited regional
(Yorkshire and the Humber, and aon) market share data produced from theldose Store
Forecast Models (SFM). The data are estimated based on a combination of client data, official
statistics and trade reports and will form part of the process for validating revenue forecasts

using Acxiom data in Chapter 8.

To ensure consistency and compatibility across the peréods, a certain amount of data
cleaning was undertaken. More specifically, the postcode data recorded for each store was
cleaned and matched to the NSPD so that thedy national gridcoordinates could be
obtained. Moreover, once the postcode values had been cleaned, it was possible to match the
selected census geographies and area classifications described in Section 4.3. In addition, where
certain stores had missinguare foot values, the median value was used to fill in the blanks.
The mean store size was discounted as it was found to be susceptible to outliers (unusual small
or large stores compared to the rest of the data). Filling in the missing store sizdwwksh a

for the stores to be classified into the main four sectors (IGD, 20t8yenience stores (less

than 3000 sq ft) supermarkets (3,0005,000 sq ft) superstores (25,000 60,000 sq ft) and
hypermarkets (above 60,000 sq ft).
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4.4.3Employment and Business Survival

The final two datasets are concerned with the employment and survival of businesses in GB.
First of all, The Business Register and Employment Survey (BRES) will be used to demonstrate
the level of employment within different sectors d@he level of effect caused by the economic
downturn. The BRES replaces two existing surveys, the Business Register Survey (BRS) and
the Annual Business Inquiry (ABI). The BRES has two purpasskecting data to update local

unit information and businesdructures on the Intddepartmental Business Register (IDBR)

and producing annual employment statistics which are published via the Nomis website (ONS,
20129. The BRES is a key data source for analyses of business activitgelBuotion criteria

are GBtrading businesses registered for Value Added Tax (VAT) and/orABa§ou-Earn
(PAYE). It records an annual sample of around 82,B08inesseswith estimates available

down to LSOA and Scottish data zor{@NS, 2012g There is haendersplit recordedn the

data, however figures are available by employment type and industry. Industry type is detailed
by thefive-digit level 2007 Standard Industrial Classification (SIC). Nevertheless, because the
ABI data were only available at thdour-digit class, thex are some timeeries issuesvhen

going back before 2007.

In conjunction,the Business Bmography datavill be utilised to assess the impact of the
recession on the survival of businesses in the economy. The datadarmsf the annual
collection of structural business statistiegthin the IDBR which have beerollected o a
voluntary basis since 200®NS, 2012). The Business Demography daiaclude births (a
business that was not present in the previous two years), deaths (a business thdomges no
present in the active file) and survivals (a business that was a birth in the specified year and has
survived to the next year and onwards) of GB enterprises (an active enterprise is one that had
turnover and/or employment at any time during thesgiyear)(ONS, 2012f).As with the

BRES, the data are detailed by the 2007 SIC which makes them useful for assessing survival
rates across different sectors. Additionally, information is also given at district level which will

allow for detailed geographatanalysis from a national perspective.

4.5 Demand Data: Official Sources

Data on household demand are essential for analysing the impact of the recession on household
consumpti on. Whi | st the primary source of
(Section 4.6), a number of other sources will also be utilised. These data will either be used to
help validate the Acxiom data or be used in areas of study that the ROP does not cover.
Consequently, Section 4.5 will concentratea variety of official datasources that are used to

measure changes in demand across GB.
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4.5.1 Census of Population

Every decade in the UK since 1804ith the exception of 1941 due Yorld War Il and 1966

when a 10 per cersample was tak@nacensus ofopulation has been concted and collated

by the ONS in England and Wales and the General Register Office (GRO) in Scotland.
Historically, the census has provided the base for many of the population and- socio
demographic statistics across the UK, providing comparable inform@tionthe national to

the local level on a range of topics, and acting as a benchmark for many other sfbtistate,

it still remains the most comprehensive survey of population in the UK and thus an extremely
valuable academic resourcélevertheless,despite providing such a wealth of detailed
information, themost recen011 Census may well like last to be administered across the UK

if the Conservative/Liberal Coalition Government decide to go through with their plans to scrap
any future censuses ffavour of alternative means of counting the population and collecting
information about its compositiofsee Section 4.5.2Reasons for abolishing the 2021 Census
include the high costs of data collection (estimated at around £480million in 2011)ea mor
mobile population and the increasingly complex ways in which people live make the process of
taking a ensus more difficult, and the decadal nature ofcdmsus make the data collected less
timely than would be ideal (ONS, 2011a).

Themajority ofthe census data used in this research, particularly at-sredl geographies will

come from the 2001 Census of Populatidhis is because when most of the research was
conducted, large amounts of the recent 2011 Census data were not av&iablaore
information about the census in geneslgReeset al. (2002b).Regardless of thevealth of
information on the composition and location of the populatibe @nsus does not contain any
information on hosehold income or expenditur€urthermore, it only repsents a oneff
crosssectionalstatic measure which makes it unsuitable for gpg of time-series analysis. As

such, census data will be primarily used to calculate the number of households within a given
area and assess the strength of the Acxiom fdatuse in academic research. At various points,
the research will utilise the aggregate census area data from 2001 an@vB6id available)

the Small Area Microdata (SAMnd the MidYear Estimates (MYES). The SAM represents a

five per cent sample afdividuals from the 200Census and is the most comprehensive official
micro-level dataset available on the British population (CSSR, 2010). Conversely, MYEs are
the annual population estimates for England and Wales, published at a variety of geographic

scales (LSOA is the smallest). Whilsieiedata are essentially estimates, M¥iepresent a

A

more upto-d at e picture of the nationdés popul ation.

each year using a ratio change methodology calculated from adminestsaturces as an

indicator of change ithe true population (ONS, 201)1b

84

Th



4.5.2 Household Surveys

On account of the 202Censushaving a high likelihood ofbeing abolished, the ONS
established the 6Beyond 20116 Fravotherleenmatves i n A
to running a census in 20ZIhe Beyond 2011 Programme (ONS, 28)1i$ carrying out a full
consultation and assessment of alternative approaches in order to allow the UK Statistics
Authority (UKSA) to make a recommendation in 2@@4arliaments to the best way forward

The primary aim of the initiative will be to identify how the range of alternative data available,
collected through variousfficial samplesurvey sourcescan be collated and used to provide
detailed information ahda small areas and neighbourhoods that have traditionally been core
outputs from theensus (ONS, 2011a). Thosamplesurveys of most relevance to this research
include the Living Costs and Food (LC&)rvey, the Labour Force Survey (LFS), ti@eneral
Lifestyle Survey (GLJFand theEnglish Housing Survey (EHS) which all form components of

the Integrated Household Survey (IHS).

With regard to their use in this thesis, the LCF survey will proeide of themain sourcs of
information on household expendli¢ and will be used in combination with the mitegel
Acxiom data for individual household analysis. The LCF collects information on spending
patterns through the Classification Of Individual COnsumption by Purpose (COICOP). This is
an internationallynomenclature developed by the United Nations Statistics Division to classify
and analyse consumption expenditure incurred by householdgraifitninstitutions serving
households and general government according to their purpose (EuroStat, TA@ldimary

use of the surveys to provide information about spending patterns for the Consumer Price
Indices (CPI), and about food consumption and nutriffeortin, 1995; Blundelkt al., 1999.

The survey is conducted throughout the year across the whole GKth@riginally named the
Expenditure and Food Survey (EF8)e survey was created in 2001 through combining the
National Food Survey (NFS) and the Family Expenditure Survey (FES). It was then renamed
the Living Costs and Food (LCF) survey in 2008. Agsult of these changes, tiraeries data

on certain variables can be problematic. Moreover, as much of the informationLi€Rhis
collected through a written diary arglivacy reasons prevent access to the entire dataset
causingcertain variablego not be available from one year to the next (ONS, 2009; ESDS,
2009a).Nevertheless, the detailed nature of the expenditure data captured across all spending

categories make it a useful data source for analysing trends in consumer spending.
In conjunction, he other sample surveys mentioned (LFS, GHS, EHS and BHPS) will only be

utilised along with the 2001 SAM to assess the robustness of the Acxiom data (Section 4.6).

This is because the level of expenditure data collected within these surveys is hoiteder,
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based on their reputation in academic research in comparison wiith#redata collectedhey

still provide a solid foundation to compasegainst the ROPThe LFS provides detailed
information on labour market characteristics such as participatimome, training and
gualifications, but nothing on consumption or expenditure (Demedt, 2007; Blundell and
Etheridge, 2009). Alternativelyhe purpose of GHS has been to document the major changes in
households, families and population which éaxccurred over the last 30 years. The main
themes within the survey are household and family information, housing tenure and
accommodation, consumer durables including vehicle ownership, employment, education,
income and health (National Statistics, 2003)e EHS, which replaced the Survey for English
Housing (SHE) and the English House Condition Survey (EHCS), only medligcts a range of
demographic and socioeconomic data. In addititve BHPS was replaced by a new

longitudinal survey in 2009 callddnderstanding Society (Buck, 2010). Being longitudinal the

data are based on the same sample every year, which means that one can construct measures of

change, for example in household structure, residential mobility, income and employment
history (ESDS,2009b). With regard tguestions on consumption, the BHPS is restricted to
guestions relating to expenditure on durables, housing, demographics and income (Easaw and
Herav, 2009; Blundell and Etheridge, 2009).

4.5.3 National Accounts and Economic Output

The final set of data sources that will be incorporated into the research concerns the data
recorded at the national level to measure the performance of the British economy. In the context
of economic output, théHousetbld Final Consumption ExpenditurdH{FCE) estimates
produced by the ONS will be used to measure all expenditure on goods and services in GB. In
order to obtain the most complete coverage of expenditure a number of administrative survey
sources are used in the compilation of the HHFCE estanidowever the two largest sources

of data are the LCF and the Retail Sales Inquiry (RSI).The Retail Sales Inquiry is a monthly
survey of 5,000 retail busined®€&sdbdéismal udiamdg
retail er so6 is(@NS205th Thfs lcoerespobda ® the inclusion of approximately

75 per cent of retail sector turnover each moAdhditionally, the figures are produced in line

with the COICOP classification and are released on a quarterly basis. This frequentitidistrib

of the statistics makes for a valuable dataset when trying to understand changes triggered by a

recession, as amy of them will be shoiterm.

In addition, it has already been established in Chapter 2 that the rate of inflation has an effect on
the cost of goods. Therefore, so that realistic comparisons can be made between different years
the rate of inflation will be factored into analysis whenever possible. The rate of inflation is

measured in two ways, through the Consumer Price Index (CPI) daill Réce Index (RPI).
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Whilst both the CPland RPIle pr esent t he change in price of
basket of goodand servicesgach is slightly different ithe combination ofoods and services

it covers and how it is calculatedlhe CPI is designed to measure the change in the average
level of prices paid for consumer goods and services by all private households in the country.
Over 50,000 prices are collected for a representative basket consisting of over 1,000 different
items fromthe 12 group headings from the COICOP classification. With each rebase of the CPI,
the coverage of goods and services is reviewed to ensure that it continues to be representative of
consumer tasteand purchasing practices. In comparistie RPI includescertain housing

costs, such as council tax, mortgage interest paymdniitlings insurance and house

depreciati on, whil st the CPI i ncludes certai

4.6 Acxiom Research Opinion Poll (ROP)

The penultimatesection in this chapter will discuss, assess and verify the data provided by
Acxiom Ltd as part of a partnership formed by the Economic and Social Research Council
(ESRC) through the Retail Industry Business Engagement Network (RIBEN). The main data
sourcethat will be discussed is the annual Research Opinion Poll (R@Phousehold level

survey designed to capture local variations in consumer behaviour across GB. The ROP data has
been made available to this research through the delivery of surveytextwar per year)
between 2004nd 201Zor GB. Moreover, the aggregate data which is also discussed has been
provided for GB at LSOA and LAD level between 2005 and 2011.

Academics tend to be sceptical about commedatasetghat are collected and procesd by

private sector organisations. They doubt the provenance of atahabrry about sampling bias

and data quality issues, andefer the comfort of using data from waedktablished sample
surveys or censuses designed to capture details of everyhbtuiséet there are ever growing
volumes of unofficial data being captured through a number of different channels by different
organisations which, with shmking public sector funds, oveime will become increasingly

useful for social science researchherefore, before the ROiPat as et can be wuse
researchoé in an academi c ¢ ont dtxauthentigation anchp or t
validation must be confrontedSurprisingly, despite the comprehensive use of secondary data
sourcesin social science research, the literature concerning validation is relatively modest.
Nevertheless, Stewart (1984) and Sorensibal. (1996) make an attempt to address the main
issues of importance regarding the use of a secondary data through gusstioins for which

answers are required. Additionally, asparf t he &éBeyond 20116 prog
major remit to assess the suitability of private sector data to be used along with other survey
data after the 2011 Census (ONS, 201Cmonsegently, to ensure an inclusive discussion, a
number of the questions and criteria set by Stewart (1984) and Sorensbn(1996) for

87



analysing secondary data sources are combined withritlegiec for assessing the statistical
options of data fromthe ONdS Beyond 20116 pr ogr anfrarmeworklidhr ough doi
formed much ITiokelt laitr vefy- actneeptdaldfransetvarkiaieneduat e
describing statistical error of sample survey statistics (Grovers, 2010). The aim will be to
indepenéntly validate the data recorded via the ROP on factors such as the purpose of
collection, the methodology, the frequency of collection, the geography, the content and
accuracy of the data, and its credibility (ONS, 2011a; Soreasah, 1996; Stewart, 984).
Furthermore, where possible, to provide context, comparisons will be made with the 2001
Census and some of the more established national sample surveys mentiewtibing.5lt is

worth pointing out that, whilst this following discussion will bBgorough, readerare also
directed to Thompsoet al.(2010h for a more detailed discussion of the ROP and its data.

4.6.1 Research fea

As part of the framework created to assess the validity of the ROP data, we first consider the
research area of ttsairvey. In doing so, we willeflecton the credibility of Acxiom as the data
owner, the purposef the survey, what information is actually collected and the level of

consistency in the survey.

Acxiom Ltd are aglobal leader in interactive muthanné marketing services, the mission of

the company is to transform data collected from different sources (such as questionnaires or

official registers) into actionable information which helps its clients understand their customer

preferences, improve custongquisition and retention, predict consumer behaviour and locate

optimum retail sites (Blaszczy nskit al., 2006 Acxiom, 2013. When the data collected

through an array of sources are pooled together
information o over 60 per cent of UK inhabitants including their geographic location, age,

income, address, spending habits and various lifestyle choices. The main source of data which

feeds this centr al ROPsunayp Retiverediegery yelareacsaSB, ithp a ny 6 s
household survey, completed by an individual member of the household, provides the microdata

that are the foundation for most of Acxiombs dat e
refer to as their o0hol yofigformaation @which o loteer abraparey r epr es en
or organisation can provide, and combined with the quick turnaround of the raw data into

outputs, it means that Acxiom can provide a very sizable survey obtlwal population each

year.

Credibility and Survey Purpse

In terms of data credibility, it does not matter how good the credentials of the agency

responsible for collecting the data are, there must always be a degree of healthy scepticism
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about both the reliability and the validity of the data (Stewart, JL198ekiom is recognised for
being a world leader in data services and has been termed by John Meyer, a former company

chief executive, a8 . . . t he Dbi ggest c omp a(fihge Teyegraph, B0y e n e v
This is not sur pr i snignegsellng poistiisdoeilt an thg colkectioniob mo s

large volumes of sensitive consumer data across a range of topics in a number of countries
across the world. For collecting surveytalan the UK, the company has twenygars of
experience in thalesign ad structure of the questionnaire each y8dre Data Acquisition

team within Acxiom has a remit to check the design and layout of all surveys, allowing Acxiom
to test the responsiveness of particular factors on an annual basis, ensuring the various
componats of the survey perform in an optimum manner. The various factors tested include:
the months in which people are most responsive; the type of people that are most responsive;
individual question placement and wording to maximise response; the queshstrsuitable to

place upfront (to encourage survey completion); Data Protection Act (1998) issues such as
sensitive questions; questions that cannot be asked and additional Data Protection Act wording
(e.g. ethnicity); return address (a regional postalrneaddress is more responsive); prize draw
offers and survey incentives; and survey size, style, font and type of papeil bisedork is

crucial to the whole process as the final survey must be one which will maximise the response

rate and generate tih@ost accurate results.

Acxiom is a profitmaking organisation and therefore the purpose of the survey is to claltact

that other organsst i ons wi | | want to purchase. Consequ
to produce data to the highest degy of accuracy possible. The main aim of the survey is t

gather detailed and ttp-date information on consumer spending habits, preferences; socio
demographic information and t hembinatienpobtimedee nt s C
different piees of information allows for detailed insights into the spending patterns of different
60typesd of peopl e and dients ghatauglie ithe dat rideeties . Th
understand and retain their existing customers, and locate newAaditonally, to guarantee

that the survey is profitable, Acxiom provides a mechanism for clients to place their own
qguestions on the survey. These are termed 0:s
survey is paid for by the client. Sponsored questiame not ideal for timeeries analysis since

once the client stops paying for their inclusion on the survey, the questions are removed.
Nevertheless, the majority of the questions are devised by Acxionaskadiconsistently so

that continuity over timdor key variables can be maintained. These core questions typically
feed into the construction of Acxiomds prodtdt
committed to providing data which will support tirseries analysis. Therefore, all changes to

the survey that may impact on tirseries analysis are stringently reviewed so that the ROP can

provide a unique source of data on demographic and-soom@omic changes across GB.
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What Information are Collected?

In addition to the survey purpose, it issential for the secondary data analyst to establish
exactly what topics the survegovers (Stewart, 1984). Table 4dirlicates the number of
guestions and sections in eaRBDP survey between 2004 and 2010. The sections are listed in
the order in which thy appeared on the survey for each y@dnilst this thesis will primarily

make use of the grocery data, it is evident from TabléhaBthe ROP offers a large number of
guestions across a range of different aréag. expenditure, demography, healthd an
geography) For example, in 2010, the survey had 141 questions spread across 29 different

sections.

Table 43. ROP questionnaire structure, 20042010

Year Questions Sections Section Contents

2004 147 ) Hobbies & Activities; Shopping; Personal Care;olbYour Home;
Computer/Internet; Smoking; Motoring; You and Your Family.
Hobbies & Interests; Shopping; Drinks; Smoking; Pets; You & Your Family;
2005 163 14 Motoring; Charities; Family Health; TV & Telephone; Computing & Internet;
About Your Home; Finacial Planning; Information Guides.
Groceries; Hobbies; Shopping; Your Interests; Drinks; Your Home; Outgoin
2006 148 22 Your Occupation; Charities; You & Your Family; Pets; Family Health;
Motoring; Financial Products; TV & Telephone; Computing & Intr Local
Area; Tobacco; Financial Planning; Planning Your Future; Information Guid
Groceries; Shopping; Newspapers; Hobbies; Books; Home; Home
Improvements; Your Local Area; Occupation; Outgoings; Financial Product:
2007 136 25 You & Your Family; Motoring; Cars; Charities; Family Health; Telephone &
Internet; Shopping Channels; Leisure; Entertainment; Pets; Tobacco; Finan
Planning; Retirement; Education.
Groceries; Shopping; Newspapers; Hobbies; Entertainment; Environment;
Home; Hone Improvements; Your Local Area; Charities; Occupation; Busin:
2008 133 27 Owner; You & Your Family; Family Health; Health Concerns; Outgoings;
Internet; Telephone & TV; Financial Products; Financial Planning; Holidays:;
Pets; Education; Tobacco; Leisure; Motori@girs; TV Viewing.
Groceries; Shopping; Your Local Area; Hobbies; Newspapers; Coffee;
Insurance; Environment; Internet & TV; You & Your Family; Occupation;
2009 130 26 Outgoings; Home; Leisure; Financial Products; Charities; Telephone; Credi
Crunch; Finanial Planning; Family Health; Technology; Education; Cars; Pe
Tobacco; Shopping Vouchers.
Groceries; Shopping; Coffee; Hobbies; Home; Home Improvements; Insura
Household; Outgoings; You and Your Family; Family Health; Financial
2010 141 29 Producs; Charities; Occupation; Your Local Area; Internet; Telephone;
Technology & TV; Financial Planning; Environment; Research; Animal
Welfare; Leisure; Tobacco; Education; Skills; Cars; Newspapers; Shopping
Vouchers.

Neverthelesswhilst Table4.3 providesusefulinsight into the type of information collected by

the ROP, it is important to understand how the types of questions offered in the ROP differ from
those offered in other household survelBerefore, a a way to assess the suitability of the
information collected through the ROP for wider social science research (not just household
consumption), a list of key variables that would traditionally be used to describe the main
attributes of a given populaticare provided in Table 4.4 0 ensure a comprehsive list was
compiled, a combination of the primary variables selected for the ONS OAC classification by

Vickers and Rees (2007) and the assessment of population and migration statistics byeRaymer
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al. (2012)are used. Additionally, on account of tivealth of expenditure information recorded

in the ROP, a number of key expenditure variables are examined across the selected surveys as
well. It is clear from Tablel that the ROP performs weakest with the demographic variables.
Whilst the maindemographi variables are collected (age, gender, etc.), there is a lack of

i nformation being gathered on the responden:
Their omission is probably due to the sensitive nature of having these questions on a voluntary
survey; even the 2001 Census did not contain any questions on the last of these variables. In
comparison, the surveys which make up the IHS contain a wealth of demographic variables, in

particular the LFS which includes all of the major variables seldotecomparison.

As the ROP primarily collects information at household level, it performs strongly on the
selected variables for housing and household characteristics. More specifically, there are only
two variables from other surveys which do not eaisthe survey (number of rooms and central
heating). The absence of a central heating variable is not uncommon as it is also not available
across many of the other surveys. In addition, the ROP also includes information which the
other surveys do not. Ferx a mp | e, it records the respondent
household has an Internet connection. Both these variables provide an element of added value to
the ROP. Having information on the previous address of the respondent will allow fiteddeta
insights into internal migration at a time when migration is a topical issue (Travis, 2011,
Thomaset al.,2012). Furthermore, with average weekly value of Internet retail sa2@11

rising to £536.5 million and making up approximately 9.6 per oemodtal retail sales (ONS,

20119; it will be important in social science research to know which households have an
Internet connection. Moving onto the socioeconomic variables, the ROP once again performs
strongly. The ROP provides all the main variabéeich as qualifications, smoking and health,

whilst also offering information on expenditure, shopping channels used, holiday destinations,
hobbies and debt. It is only really the LCF which can match the ROP in its range of
socioeconomic indicators as tbther surveys are limited in this ar@dne final section in Table
4covers the employment variables which provi
Overall, all the surveys including the SAM provide most of the variables likely to be used for
comparison. Unsurprisingly, the LFS has the most complete coverage. The SAM covers the
least amount of variables as the 2001 Census did not record household income on the survey.
Alternatively, the ROP has a good range of employment variables and evers theoi@tation

of the respondentés place of wor k. I n the ¢

would be extremely useful as it can be difficult toambtthis information from othesources.
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Table 4.4, Common variables associated with sodiacience research

ROP SAM GLF LCF LFS/APS EHS BHPS
Demographic
Age/DOB Yes Yes Yes Yes Yes Yes Yes
Gender Yes Yes Yes Yes Yes Yes Yes
Nationality Partial Yes Yes Yes Yes
Country of birth Yes Yes Yes Yes Yes
Year arrived in KK Yes Yes Yes Yes
Ethnicity Yes Yes Yes Yes Yes Yes Yes
Religion Yes Yes Yes Yes Yes Yes
Sexual identity Yes Yes Yes Yes
First language Partial Yes Yes
Housing and household
composition
Marital status Yes Yes Yes Yes Yes Yes Yes
Length of time at address Yes Yes Yes Yes Yes Yes
Previous address Yes Yes
Number of cars/vans Yes Yes Yes Yes Yes Yes Yes
Total number in household Yes Yes Yes Yes Yes Yes Yes
Dependent children Yes Yes Yes Yes Yes Yes Yes
Tenure Yes Yes Yes Yes Yes Yes Yes
Number of bedrooms Yes Yes Yes Yes Yes Yes Yes
Type of accommodation Yes Yes Yes Yes Yes Yes Yes
Type of family unit Yes Yes Yes Yes Yes Yes Yes
Central heating Yes Yes Yes
Internet connection Yes Yes Yes
Socioeconomic
LLTI and general health Partial Yes Yes Yes Yes Yes Yes
Smoking Yes Yes Yes Yes Yes Yes
Qualifications Yes Yes Yes Yes Yes Yes Yes
Socieeconomic class (NSec) Yes Yes Yes Yes Yes
Drinking Yes Yes Yes Yes
Expenditure Yes Yes Yes
Debt Yes Partial Partial Partial Partial
Hobbies Yes Yes Yes Partial Partial
Financial products Yes Partial Yes
Shopping channels Yes Partial
Wellbeing and opinions Partial Partial
Charity contributions Yes Partial
Holiday destination Yes Yes Yes
Area classification Yes Yes
Geography (LAD and below) Yes Yes Yes Yes
Employment
Hours worked Yes Yes Yes Yes
Currently studying Yes Yes Yes Yes Yes Yes Yes
Economic activity Yes Yes Yes Yes Yes Yes Yes
Occupational group Yes Yes Yes Yes Yes Yes Yes
Income Yes Yes Yes Yes Yes Yes
Pension scheme membership Yes Yes Yes Yes Yes Yes
Benefit entitlement Yes Yes Yes Yes Yes Yes
Location of employment Yes Yes
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In addition to the range and suitability of the questions asked on a survey, we must also consider
the consistency and any substantial changes which may have occurred over time (Stewart,
1984). This is becaus&r time-series analysis, the consistency of the questions asked on any
survey is crucial. The ROP has evolved substantially since the early 1990s as its commercial
utility has increased. Furthermore, to ensure the ROP collects relevant andtcadate
information as possible, new sections and questions are regularly introduced. A prime example
of this is the o0Credit Crunchodé section added
the financial crisis which began in 2007 (Nesvetailova andnP&f08; Langley, 2008).
Nonetheless, Acxiom recognises that, commercially, it makes sense to have a consistent dataset
and has therefore made every effort since 2004 to keep the questions and methodology
consistent. Conversely, Acxiom cannot control fue sponsored questions paid foreagernal
organisations. Once an organisataecides it no longer wants a question on the ROP, Acxiom

will usually withdraw the question.

Consistency

The ROP is not the only survey to have some consistency issueshéhesurveys mentioned

have also undergone a number of administrative and methodological changes which can affect
time-series analysis. For instance, many of the selected surveys amalgamate to form modules
within larger, centralised surveys which have dwh over time.As mentioned the IHS
developed by the ONS in 2008 integrates the LCF, LFS, GLF and the EHS. The aim of the IHS

is to bring together a number of key questions asked across a range of social surveys conducted
by ONS. This is achieved through s et of 6cored questions as
which are then deposited on the |1HS, whil e
included in the IHS are reported in the individual surveys (Rayhexr., 2011). However,
following the fra r eported results for 2009/ 10, some
been reported that the GLF will be phased out from autumn 2012Vaghery (2011: 3)
commentsféit i s expected that the compositsion o
l eaving the | HS and ®etdleaf shanges toahe iothey hoesaholdh vy €

surveys have already been mentioned in Section 4.5.2.

4.6.2Responsiveness

A number of differenfactorsalsoimpact on the responsiveneamsd bias in any secongadata
source. These includbe response rate (Sorenggiral.,1996), the sampling framework used t

collect the datahe sampling unitand he level of geographic detail (Stewart, 1984).

93



Survey Delivery

The ROP is delivered in the form of a surveyhbuseholds across GB, becaud®wn dealing

with a large sample, the questionnaire iSratispensable tool when primary data are required
about people, thelsehaviour attitudes and opinions (Hay, 2005). Although the primary sample

unit is the househoJdhe ROP also collects information about families and individddis.

survey is rolled out twice a year, initially in September and then in the following January.
September and January are chosen specifically because extensive research by ROP found that
the greatest response rate occurs in these months. During this time of year, respondents are more
likely to complete the survey forms because bad weather and decreasing levels of daylight mean
people are at home and indoors for more of the time than thaidvee during the spring or

summer months.

The survey is delivered through two channels. The main channel is direct mailpawates a
controlled and reliable method to survey a large number of households (Bradburn, 2004). To
ensure all parts of theountry are surveyed, Acxiom use a variety of sources, with the national
Postcode Address File (PAF) providing the main source for the sampling framework. The PAF
overcomes problems of undepresentation of specific subgroups because it samples
addressesot people, and, unlike the Electoral Register, does not depend uposgssttation
(Raperet al.,1992); it is also frequently updated and has a coverage of 28 million households in
the UK (Royal Mail, 2012). It is restricted, however, to those addi® which receive fewer

than 25 pieces of mail a day, which means it excludes some private residences that act as small
businesses (Stewart, 1984). The second channel is the Internet, as the ROP is replicated online
to reach respondents less willing tdl fin paperbased surveysThe responses are also
immediately digitised which heavily reduces the processing tibespite the advantages of

using two channels, there is an issue (although rare) of households responding more than once
in a year via the paw and online survey. Therefore, Acxiom has technology in place which
all ows the company to create a O0single customer
ROP. Once a household replies to the survey, it is assigned a unique identification number.
Therefore, when Acxiom receive a response, they know who and where it has come from and

can check if it has duplicates in the same year.

During thecollection process, Acxiom usenumber of techniques to entice more responses and

improve the quality of th data. For instance, every ROP delivered also includes a small pen to

encourage the respondent to answer the survey straight away. Furthermore, Acxiom makes

every attempt to ensure that the questionnaire 06
distributed. For example, the first page of the survey has various statistics from the previous

year drawn from the answers given by residents in the same locality. This may encourage
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participants to respond as t heryeighlmwhoxlae t ha
being taken seriously and put to use. In additibe, survey predominantly contains closed
questions because these are easy for respondents to doseagte and to standardise and the
datalends itself easily to statistical analygink, 1995) Openended questions are generally
avoided because their responses are more difficult to code and interpret. The wording of
questions and potential answers are also kept relatively formal. This is because formal responses
are believed to triger a respondent to focus on the task of formulating precise answers (Morse,
1994; Ongena and Dijkstra, 200®).addition,as many of the questions ask for quite sensitive
information, Acxiom has traditionally adopted a funneling technicquee which follows a

gradual movement towards personal mattésinn, 2005). This means that personal
information such as age, ethnicity, income and health are left to the end of the questionnaire.
Respondents are also reassured that they do not have to provide andhese tore sensitive
sections of the questionnaire. Incentives are also used as participants are offered the chance to
receive both financial rewards and prizes upon completion of the questionnaire. However, this
may also increase the number of falseords as respondents rush through the survey just to
have a chance of receiving a prize. As a requdkiom use the positioning and wording of
certain questions to provide a fowh quality assurance by helping to identify errors and false

entries created y random ticking. For exampl e, i f
connectiond box, checks would be made to i de
househol ddés online shopping habits from home

Once the ROP survey hasdn completed by a household, the form is returned via a free post
envelope which comes with the survey. The return address is regional, which makes the survey
appear more personalised to local areas and the responses can be housed at a number of
collection points in different regions across GB. After waiting for a period of approximately
eight weeks, all of the received surveys are sent off to a data processing company in Manila,
Philippines. In the past, the responses were simply keyed into the compaiteer educe the

l i kely event of errors, 6double keyingd was
two entries. Any differences or inconsistencies in the data would result in a survey being re
entered. However, this method was extremely ineffit, resulting in an extended wait for the

final dataset. Consequently, the use of Optical Madcéynition (OMR) was introduced to

speed up proceedings and scan the survey questionnaires on the computer. OMR is commonly
used when higivolume data entrys required (Curtis and Cobham, 2008). Once all responses
have been scanned into the system, the data are sent back to the Acxiom data processing centre
in Normanton, England. The ROP surveys completed online are also sent straight to Normanton

to be comhied with the papebased responses. This entire process happens twice a year. The
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first batch of surveys sent out in September are available as raw counts by November, then the
second half distributed in the coming January are availalthee same formaty March.

Accuracy and Degree of Completeness

The sample size and the frequency of any survey are also crucial indicators of itktyediadhi

utility. Thus, Figure 4.4lemonstrates the average numbehadsehold responsesceivedfor

each of the haosehold surveys mentiondd. the context of household surveys, 8%M in fact

has the greatest mple size with just short of 3 milliohousehold responses. Nevertheless,
because the SAM represents a 5 per sanple of individuals drawn from the 200&rBus
(CCSR, 20107¥or all countries of the UKit is only a oneoff static measure in time. Therefore,
because the SAM cannot be used for tBraes analys, it is excluded from Figure 4.&he

SAM aside, wih an annual sample of around 1.1 millibausholds,the ROP is the largest
annual survey in GB and the largest population study outside of the Census of Population.
Additionally, as parts of the survey also capture information on both the household reference
person and their partner, this increades sample size for certain variables to ovemiRion
individuals. The LFS has the next largest sample, with each quarterly wave based on 60,000
household responses covering 126,000 individuals. This gives the LFS an annual household
sample of about 24000 households (Reex al., 2002; Blundell and Etheridge, 2009). The
GHS, BHPS EHS and LCF all have similar samples sizes between 5,500 and 25,000 households
(Dennettet al, 2007). Like the LFS, the LCF is also run on a quarterly basis, providing an
advantage over the ROP with regards to the potential offered fordaries analysis of seasonal

variations.

In addition to the sample sizé,is also important to know the demographic profile of any
secondary data (Sorenseial.,1996; Deaton, 2000), rsie all surveys contain an inherent bias
within the sample population. For example, with regard to the ROP, the Household Reference
Person (HRP) that fills out the majority of the questions must be a minimum of 18 years old.
However, there are questions ialin record the information of other members of the family,
including children. In comparison, the HRP for the LCF only has to be 16 years old, but again,
some parts of the survey also provide information on children between 7 and 15 years old
(ESDS, 2009a)The LFS also includes 16+ year olds, but it has a cap of 65 years which means
that socioeconomic data on the very elderly are not collected. The SAM provides the most
comprehensive demographic coverage, as it includes information on the entire fdnaiye$l

as well as institutional populations. In the same way as the ROP, the BHPS is based only on

adults.
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Figure 4.4. Count of households in selected UK sample surveys
Source: Acxiom Ltd (2011); ESDZ0(L])

As a way to idetify any demogaphic bias in the ROP, Figure &% portrays the age structure

of all the respondents recorded in the January 2009 ROP survey, the percentage of respondents
by age from the 2001 Census and the age ranges for 2009 ONgehlticEstimates (MYE).

Overall the three datasets show a consistent trend of high proportions in young children, low
proportions in young adults, high percentages in older adults and low percentages in the elderly.
It is worth noting, however, that the percentages for egehgeoup from the ROP fit closer to

the 2009 midyear estimates proportions than the 2001 Census data. This is encouraging, as it
shows that structural changes (ageing population) occurring in the population are picked up in
the ROP data (ONS, 2010). Hoveeywhen compared to the 2009 MYEs, it is clear from Figure
4.5a) that the ROP has an undlepresentation of people in the age groups below 40 years old
and there is overepresentation for the age groups between 50 and 75 years old. Additionally,
Figure4.5b) exemplifies the level of bias within the sample by dividing the number of people

in each age and gender category by the sa#taiple. In Figure 4(b), it is evident that there is

an overrepresentation of females in the sample, especially for lzgfageen ages of 40 and 70
years. In comparison, men provide a smaller part of the sample, with the most difficult group of
all to capture being young males aged 18 to 24 years. This is not unique to the ROP, as
Frosztega (2000) recognises this group aditipnally the hardest to reach in sample surveys.
Moreover, because the ROP is esséiyta household survey, Figure 4c% displays the HRP
population by age and gender for the 2009 ROP and the @804us. The results in Figure
4.5(c) are encouragings the population pyramids for the two datasets are relatively consistent.
For instancethe gender differences in Figure &pare not as defined and the proportions for
younger respondents are far more representative of the actual population. Nes®rthere is

a noticeable nomesponse bias for the elderly.g&in, this is an issue documented as a
widespread probler(Redpath, 1986; Holt and Elliott, 1991), but which rarely has a significant
effect on analysis. On account of the varying levels of,lifeose groups less likely to respond
areoversampl ed to try and increasdoortdihepnuommeni g

andthrough the online ROP, whichuseful for targeting younger age groups.
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Figure 45. A comparison of the 2009 ROP sample with the@®1 Census and 2009 MYEs
for GB
Source:UK CensusZ001); AcxiomLtd (2009; ONS 009

In addition to ageyender bias, geography also represents an important facet of any secondary
dataset (ONS, 2011a). TabBeprovides information on the geographic coverage of selected
surveys for comparison, along with the level of geographic detail assapke@vailable for

each of the household responses. The LFS, LCF, SAM and BHPS cover the whole of the UK
whereas the ROP and BHPS exclude Northern Ireland, and the EHS is run for England only.
When comparing the lowest level of geography assigned to edbl bbusehold respondents,

the ROP comes out as superior by a long way. The ROP household data are captured at address
level. As this is the lowest form of geographic detail, the ROP microdata are free from the
MAUP (Openshaw, 1984). Furthermore, the dedém be aggregated up to any other set of
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geographic units (administrative or census). In comparison, the SAM and BHPS are both
available at LAD level while all of the other continuous household surveys only provide
household dat&ORlevel.

Table 45. Geaqraphic coverage andmost detailed level of geography available for
household surveys

Household Survey ROP LFS SAM LCF GHS EHS BHPS
Geographic Coverage GB UK UK UK GB England UK
Lowest level of Geography | Address GOR LAD GOR GOR LAD LAD
Missing Data

Another important issue associated with the completeness of any data source is the existence of
missing or blank fields in the data (rone s ponse) . For e.#t shoulddbé ngl e
considered whether missing information means that exposure omoeitcas not taken place or
whether the variable represents a missing val@orenseret al.,1996: 438). As stated, sample
surveys provide a biased representation of the total population unless. In some of the
government surveys (e.g. BHPS, LCF, GLF, SERS), missing data are dealt with by using
assigned weights to correct for the remual probability of selection of respondents, and
differential response rates within the group of selected individuals/households. In terms of the
ROP, no weighting is comted at the individual level. This is because of the large sample it
generates, which means that even small associationgiwéll statistically significant results

during analysis (Sorensest al., 1996). Instead, the blank fields are left for the esdruo
decide how best to interpret the missing i
products are put through a rigorous process of weighting and manipulation to produce a number
of different aggregated data products. The three main packagesosoliénts include the
AcxiomPopul ati on Estimates (APE), the Aggrega
geodemographic segmentation profile. It is not possible to discuss the weighting prdabéss
instance as theprocedure remains confidential. Shproblem is not unique, as Sorensbral.

(1996) recognise it as one of the major issues when using any secondary data source. However,
it canbe confirmedthat the weights are calculated using published UK statistics from the ONS
such as the 2001 CensidYEs and the LCF. Table 4 @isplays the level of neresponse bias

for selected variables. The age and accommodation variables contain a similar amount of blank
fields as only a small proportion of households decided to withhold their information.
Housénold income is arguably a more sensitive piece of information for somebody to divulge,
which explains the higher rate of blank fields for this question. Nevertheless, more than 75 per

cent of households still disclosed their annual household income.

99



Table 46. Blank fields for selected variables in ROP data for GB, 2009

Respondents Postcode Age Income :
Accommodation
Blanks n/a 0 76,776 174,411 89,247
Percentage n/a 0 8.35 22.40 9.87
Total cases 1,000,701 1,003,265 919,476 778,619 904,224

Source: Acxiom Ltd (2009)

4.6.3Records

Due to the fact that survey data are secondary sources, there are a number of considerations and
guestions which must be addressed with regard to accessibility, confidentiality, the format of the
data ad the possibility of record linkage with other datasets (ONS, 201la; Sorehsén

1996).

Accessibility and Confidentiality

Sorenseret al. (1996) recognise the importance of financial costs when using secondary data.
Unfortunately, because Acxiom & private organisation, its products are only available at a
cost. However, as the company provides bespoke data packages, the carffmdilyle in

terms of the cost. Furthermore, with regard to academictiuse could be an opportunity to

use the dat for research purposes at little or no cost through an agreed partnership similar to the
one with the School of Geography at the University of Leeds. This is the obvious drawback
when comparing the ROP to the data collected through the various ONS sas/#ys data are

available at no cost to the majority of academic institutions.

The confidentiality of a dataset is crucial when considering the appropriateness of a dataset for
research, especially where information about the general public is cahceemple will be

less likely to relinquish personal information if there is a worry that the data might be acquired
by a third party. This is why public acceptability and risk form a fundamental component of the
@eyond 201dassessment. The Census Aalant he ONSO6 commi t ment i n
that details about any one individual are never divulged (ONS, 2011a). Therefore, to guarantee
respondent information collected through the ROP survey is kept confidential, the data are kept
under the highest lels of security at the data processing centre in Normanton. Furthermore,
extreme care is taken when the data are delivered to clients. The data can be accessed a number
of ways, however due to the large size of the data files, File Transfer Protocolg©fieh the

favoured method ani$ the standardietwork protocolused to transfer files from one host to
another host over the Internet. To connect to the FTP site, a user name and password is given to
the client beforehand. Once the data have been sfcbesiownloaded a second password is

required to access the folder containing the data. This type of online system whereby a
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username and password is required is common practice. For instance, census data and the
components of IHS can be accessed thrahghEconomic and Social Data Service (ESDS)
hosted by the University of Essex. Parts of the LFS can also be downloaded through nomisweb
and EuroStat.

Data Format and Record Linkage

The format of any dataset is an important factor to consider as theuotios of any survey
database is a socially negotiated exercise (Stewart, 1984). Survey records can be formatted or
structured in such a way that their use is made difficult for research (Sostrederi996). For
example, the data files may not be gatible with certain software packages or the data might
contain an inappropriate format of variables (age bands). The ROP microdata can be delivered
in a range of formats to suit a variety of software packages (.dat, .txt, .sav, .csv and .xIs).
Furthermoe, similarly to many of the official household surveys, theponses are coded

numerically, with each number referring to a value in an accompanying data dictionary.

As stated, one of the reasons for exploring the use of data from administrative ssurces
because of the potential benefits that can be gained from record linkage (Setesisdr996).

The ONS Methodology Directorate has a team dedicated to working on record linkage
methodology which has become involved in many record linkage projectex&mple, there is

a project to link the APS database to Individual Learner Record data (Heasman, 2008).
However, because record linkage involves combining data on a respondent captured in multiple
surveys through a common identifier (e.g. date of batliress or National Insurance Number)

it can be problematic. For instance, the recorded data must be standardised across datasets if it is
to be matched, otherwise considerable cleaning of theislatquired. Regarding the ROP,

record linkage is posdi with the ROP because very detailed information is collected such as
name, dat e of birth and a compl et e addr es
confidentiality issues, using a combination of the address and date of birth may be more
appropriate For instance, in this thesis, by using the postcode of each respondent recorded in
the ROP, it was possible to append a variety of area classifications (OAC), economic indicators

(deprivation indices) and the grocery store data provided by GMAP Ltd (Secti@. 4

4.6.4 Representativeness and Robustness

This final section concentrates on providing a comparison between some of the core variables in
the ROP against those in selected sample surveys, as it is relevant when analysing a secondary
dataset to knowhe distribution of the data for key variables (Soreretcal., 1996).
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DescriptiveAnalysis

Figure 4.6contains a group of bar graphs displaying the proportions of households in each
survey according to household tenure, marital status, ethnicitys grosial income anGOR

within GB. Thedataarefrom 2005 so that realistic comparisons from the annual supasse

made back to the SAM. Using the most recent data would have been problematic given the
various demographic and socioeconomic changes tbeelastten years.Confidence intervals

of 95 per cent based on survey sample size have also been included (error bars) to help provide
a measurement of reliability for the survey proportions. Firsllpit is clear from Figure 4(&)

that similar prportions are found within the different tenure categories for each of the datasets.
The only noticeable difference is what appears to be a slight overrepresentation of owner
occupied households in the BHPS. However, this may in fact just be reflectiggotiith in

home ownership since 200&igure4.6 b) di spl ays the percentage
Once again, all sources capture the same patterns in terms of the overall internal distribution.
The Acxiom micro data, EFS, GHS, SHE and BHPS all have similar figures. The LFS and

of

the SAM exemplify slightly higher proportions

that the confidence intervals associated with both Acxiom datasets (across all graphs in Figure
4.6) are much smaller than the otlseirveys on account of the large sample size. Only the SAM

has smaller error bars.

It is evident from Figure 4(6) that the HRP ethnicity proportions have a more diverse pattern
than any of the other core variables. The vertical axis on this graphebasaltered to range

from 70 to 100 per cent to account for the overwhelming percentage of white people in GB,
which makes the differences appear slightly exaggerated. Moreover, the confidence intervals are
coloured differently to help distinguish betweewsverlapping error bars. Unfortunately, the
BHPS and Acxiom AD (can be produced as a custom variable on request) do not provide the
ethnicity of the HRP so cannot be compared. In comparison, the Acxiom microdata and GHS
have much lower levels of Asian andiaBk respondents. This is surprising considering these
two ethnic groups have witnessed the most growth since 2001, albeit small (ONS, 2006). One
can assume that the ROP has a bias towards white households in the sample. Ethnic minorities
are much hardeotengage in voluntary surveys on account of the language barrier and the fact
they can be far mommarginalisedrom mainstream society (Gibset al.,1999; Sheldoret al.,

2007). Nevertheless, when considering the size of the ROP sample, the absoitge®toon

white respondents are still much higher than other surveys.
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Figure 4.6. Univariate comparison between 2005 Acxiom data from the ROP andtteer

official surveys in GB.

Sources SAM @001); Acxiom Ltd 2005; APS Q005; HIS (2009; BHPS (2005)
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Figure4.6(d) represents the proportion of households in each of the various annual household
income bands. The 2001 Census did not ask an inconsii@ueo no comparison can be made.

The Acxiom datasets show good comparability with the EFS, GHD and SEH. Furthermore, it is
evident when comparing the Acxiom microdata to the AD that there has been some adjustment
to increase the number of household¢hie top income band. The top earning income group is
the hardest to reach with these types of optional surveys (Gabsbdn1999). Figured(f) shows

the proportions within GORs and demonstrates a high level of consistency across all surveys
apart from he BHPS (SEH not displayed as only for England). Once again, this is encouraging
for using the Acxiom data as the geography of the British population also appears to be captured

reliably within the data.

Logistic Regression

Finally, in order to add a gater level of sophistication tie analysiswe can use binary
logistic regression to investigate the likelihoodholuseholdspending more than £50 a week
on groceriescontrolling fora range ofexplanatoryvariables (age, income, tenure, household
size). An equivalenset of models aralso run using data from the LCF (only survey to record
grocery spend) to determine whether the ROP displays similar or dissimilar paitainglar
strategy isappliedby Stillwell et al. (2010) to assess the robwests of different datasets in
modelling the likelihood of employment for individualdowever, given that the focus of this

research is on the British grocery market, modelling grocery expenditure is more appropriate.

Logistic regressiofas many similaties with linear regressiotut linear regression cannot be
used inthis case because the outcome variglgicery spend) in the ROP is recorded
categorically. The lbgistic regression equation expresses the linear regression equation in
logarithmic termgcalled the logit) and thus overcomes the problem of violating the assumption
of linearity (Field, 2009. The exact form of the equation can be expressed in multiple ways,
however in this case equation 4.1 expresses the probability of Y occurring (plabiptp that a

household belongs in a certain grocery spend category).

(4.1)

wheree is the base of natural logarithms, is the constant( is the predictor variable ard

is the coefftient (weight) attached to the predictor.
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In terms of the defined model, the binary response variable (weekly grocery expenditure) is
representeds Y= 1 when household weekly shop is £50 or mamedwhend® 1 whenit is

below £50 a week. Additionallyrucial to the interpretation of logistic regression is the value

of the odds ratio (exp(B), which is an indicator of the change in odds resulting from a unit
change in the predictor (equation 42Xhe odds ratio is greater than 1, then it indicabes &s

the predictor increases the odds of the outcome occurring increases. Conversely, a value less

than 1 indicates that as the predictor increases, the odds of the outcome occurring decreases.

Vi ok QU0 T® ATH®Y | 00RO ¢ |
& 20 1 Qonnon

(4.2

The outputs of the binary logistic regression models are shown in #abl&he various

predictor variables were selected through fihdings from Chapter 2 and3. Each variable

includes the odds ratio of spending more than £50 (about average) for each category of a
variable compared with the reference/base level (the first category for each variable). An odds
ratio greater than one mes a household in that categ@ynore likely to spend £50 and above

than the base level anite versaor odds ratios of less than one. In this instance, the data are

for 2011 and include households within GB. Ta#lé also displays odds ratios fortdafrom

Axi ombs RGPvandmemieds LCF (the most compar ab

data collected)

In terms of income, compared with households earning an annual income less than £10,000, the
logistic regression model using the ROP data shawreasing odds ratios for each of the
consecutive income groups. A similar pattern is also seen in the LCF data, suggesting
consistency between income and grocery spend in both datasets. In addition, across both
surveys, persons who are in couplessagaificantly more likely to spend more than £50 a week

on groceries than persons who are single. The model for car ownership would suggest for both
datasets that those households with a car, in particular more thacatsvare significantly

more likelyto spend above £50 a week on groceries than those without a car. It could be argued
that income maype having an impact here, as households with increased income can afford
more cars. However, accessibility is also known to impact on grocery spend, sonvetich

will be explored in Chaptei5 and 6.
Household size, unsurprisingly also has a significant impact on weekly grocery spend

(increasing odds ratios with larger household si@#)ilst both datasets display similar patterns,

the relationship isnore pronounced in the LCF datsloving on to the ethnicity models, the
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LCF data produced results which were not significant across each of the categories. This was

also the case for Black and Other ethnic groups in the ROP model. Thisheob&tause

ethniaty does not have a significant impact on grocery spend. However, the most likely reason

is that the surveys do not necessarily have large enough numbers\hiterethnic groups in

their samples, a commaroblem in sample surveys (seec8on 4.6.2). Tie only significant

results to report are that the Asian ethnic group were found to spend more on groceries than the

White (reference group) and Other ethnic groups (also found in LCF model but not significant).

On observing both the marital status logigtegression models, all the results are significant.

Mor eover, consi stent with the |literatur e, 060Coupl €
t han househol ds t emanlydidovédliamddiVoedd or 6 Ot her 6 (

The final two models use theNSOA C. In this instaircamstanteshe o6constr e
group was used as the reference category as it is perceived to be the most depdgealp.

The results from Tablel.7 indicate that all the results are significant and thus reliable

conclusionscan be made. Additionally, despite demonstrating slightly different odds ratios,

both the ROP and LCF data present similar patterns. First of all, odds ratios are only slightly

higher f arl tt ltedpdgmupasugyesting similar levels of grocexypenditure-

although this relationship is less promged in the LCF model. Next, thélue collar

communi ti es & aasupbrdroupsisp shovaihcreased odds ratios and are not too

dissimilar from each other. Moreovéhe& ount r y 8 pd e é puebrud rbgs 6s groups (1| ea
deprived) show increasedprosgbrihgsu br iart b &8 dhuowihreg tsh 6

highest. Interégsi ngl vy, in the IROPngnodgdoupg hleasctiheg Illowest
which would suggest this group ares$ likely to spend more than £50 a week than those

househol desnstraireed byg ¢ ¢c @ ms t acnocnepsadr.i slom , in the LCF mo
i vingd does have one of the | owest odds ratios b

Nevertheless, v&n with inconsistencies such as this, brought about by varying sample sizes,
survey purpose and coverage the main, consistent conclusions from the logistic regression
models can be drawn regarding the relationship between incomgrage car owneftsp,

household size, ethnic group, marital status, OAC and grocery spend.

106



Table 4.7. Modelled odds ratios of spending £50 or more on groceries a week, 2011

Acxiom ROP LCF
95% C.I. for 95% C.I. for
EXP(B) EXP(B)

Sig. Exp(B) Lower  Upper Sig. Exp(B) Lower  Upper
<£10,00Q(income) .000 1.00 1.00 1.00 .000 1.00 1.00 1.00
£10-19,000 .000 2.29 2.19 2.39 .000 2.55 2.19 2.97
£20,-29,000 .000 4.37 4.15 4.61 .000 4.67 3.99 5.46
£30-39,000 .000 6.35 5.94 6.78 .000 7.44 6.31 8.79
£40-49,000 .000 9.16 8.34  10.06 .000 9.96 831  11.93
£50,000+ .000 1510 1351 16.88 000 1446 1231 16.98
18-29 years .000 1.00 1.00 1.00 .000 1.00 1.00 1.00
30-39 years .000 1.85 1.72 1.99 .000 2.53 2.14 2.99
40-49 years .000 2.14 2.00 2.29 .000 3.86 3.28 4.55
50-59 years .000 1.47 1.38 1.57 .000 3.03 2.57 3.58
60-74 years .000 0.89 0.84 0.94 .000 2.14 1.82 2.51
75+ years .000 0.39 0.37 0.42 405 0.92 0.77 1.11
none .000 1.00 1.00 1.00 .000 1.00 1.00 1.00
1car .000 1.76 1.70 1.81 .000 2.67 2.39 2.99
2 cars .000 5.59 5.32 5.87 .000 8.12 7.17 9.19
3+ cars .000 7.77 6.92 8.74 000 1356 11.00 16.72
1 person .000 1.00 1.00 1.00 .000 1.00 1.00 1.00
2 person .000 5.18 5.00 5.36 .000 9.88 6.11  15.99
3 person .000 10.09 9.43  10.79 000  11.65 6.77  20.05
4+ person .000 10.12 8.92  11.48 000 3012 17.46 51.98
White .002 1.00 1.00 1.00 .000 1.00 1.00 1.00
Black .055 0.83 0.69 1.00 .000 0.45 0.33 0.62
Asian .007 1.17 1.04 1.32 727 1.04 0.83 1.31
Chinese 022 0.58 0.36 0.92 .095 0.58 0.30 1.10
Other 285 1.13 0.90 1.42 158 0.79 0.58 1.09
Single .000 1.00 1.00 1.00 .000 1.00 1.00 1.00
Couple .000 4.21 4.03 4.40 .000 9.47 8.24  10.87
Other .000 1.19 1.14 1.25 .001 1.30 1.11 1.52
gﬁgj:;‘;”aendcgg 000 100 100 100| |.000 100 100  1.00
Multicultural 011 1.10 1.02 1.18 .000 1.70 1.38 2.09
Blue Collar Communities | 000 1.56 1.49 1.63 .000 1.80 1.56 2.09
Typical Traits .000 1.52 1.46 1.60 .000 1.80 1.54 2.07
Countryside .000 1.89 1.79 2.01 .000 2.71 2.31 3.18
Prospering Suburbs .000 2.03 1.93 2.13 .000 3.03 2.61 3.51
City Living 011 0.88 0.79 0.97 .003 1.38 1.12 1.72

Note: Odds ratios in italics are not significantly different from the reference category

Source: Acxiom Ltd(20162011); LCF (20102011)
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4.7 Conclusions

The aim of this chapter has been twofold. First of all, attempts were made to provide a
comprehensive review of the various datasets that will be used in the thesis. This began with a
discussion on the rang# geographical datasets that will be utilised, before moving onto the
different supply and demand sourcétswas important to document the various sources of
information so that the analysis displayed in the following chapters can be conducted with

clarity and transparency

The second and most important aim was to provide a review and validatton of i o mé6s ROP

survey This source of data will form a major part of the analgsid has rarely been used in

academiaso it is crucial that a thorough andl@pendent assessment of the data was provided.

In orderto achieve this, a framework was devised by combining the criteria set by Stewart

(1984) and Sorensoest al. (1996) for analysing secondary data sources with tdvedards for
assessing the statistica opt i ons of data from t OeralDdNedd 6Beyond 2
with the shortcomings mentiondtias in datag)there is no dobting that the ROP provides a

uniquesource ofup-to-date information on consumer behaviour and expenditure patterns, with

massive potential for use in academic research. Moreover, by helping to reshape our
understanding of a wide range of human behaviours, the data has the potential to address many
economically crucial questions across the social sciencefust the grocergector.On this

basis, and with the support of tliBeyond 201t programme, it is without question that

commer ci al data sources such as Acxiomds ROP wil
science research. In the past, official sources of secondarnsulziaas government surveys

have been considered to have greater dependability and credibility. However, even official

government data has its issues, often presented in a way to support hidden agendas (Lancaster,

2005).
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Chapter 5

Great Britain iIn Recession: A Modern
History of Food Retailing

5.1 Introduction

The combination of Chapters 2 and 3 have provided a comprehensive review of both the
recession and the lorigrm struatiral trends impacting upon retailing in Great Britain (GB)
detailing how the retail landscape (specifically the grooeayke) has evolved from the post
Second World War recovenyeriodup to thepresent dayBy 2012, a wealth of literature on

food reniling has been generatedocumenting an@nalysingthe changes duringhe second

half of the twentieth centuthath ave shaped todayo6és market. N e
the literature that thememainsa relative shortage of academic researcthespatialexpansion

of British food retailers both domestically and internationally since the work of Langstin

(1997, 1998 and Poolest al.(2002).Burt et al. (2010)and Elmset al.(2010)to provide a more
recent pictureput there is still tie absence of ann-depthspatialanalysis of changes #te

local level. Furthermore, whilshuch of the researdocuses orthe supplyside changedittle

has been done fategrate supply with the geography of retail demartuis, given that one of

the principal aims of this thesis is to understand changes in the food retail market since the
beginning of the twentfirst century, it seems logical to pick up the commentary where the
literature review in Chapter 3 stogor reasons of parsimony, the dission is predominantly
restricted to the activities of the maiood retailers, although examples will be drawnnfro

other groups where relevant.

The chapter will begin by reflecting upon the performance of the food retail industry through
the recent reession $ection5.2). Initially, the foodsector will be placed in the context of the

wider economy, sasto establish its performance fermsof output,employmentand market

share Thereafter a detailed spatiagnalysis of household expenditure oroagries will be

provided in Section 5.3This will help identify how different areas have responded to the
recession with regard to the actual amountspem f ood, whet her there h

b e h a vhy oconsunders between different retailecagtomer patronageind how the role of
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e-commerce now fits into the grocery market. Sectionvélithenprovide a detailed analysis

of supplyside changes in the grocery market since 2003. Consideration will be given to the
changes in store numbers afidorspace store formats and distribution channels. Where
possible, analysis will be given kBocal Authority District (LAD)level as a wayf providing

the greater level of geographic detail which is missing in recent angfysaly, concluding
remarls are given in &ction 5.5 and a short summary of the major findingpersented.

5.2 The British Food Retail Market in Recession: The Wider Economy

Chapter 2 has already provided a detailed examination of the literature surrounding the
development ath primary impacts of the economic downturn since 2008. Whilstptioigided

useful context in terms of the overall impact of the recession, a more detailed analysis of these
indicators with regard to the food retail industry is required to ensure thetitmgete picture

is understood. This is because the impacts witnessed at the national level are by no means
representative of the trends occurring within the variousssglions of the economit is for

this reason thategtion 5.2 will concentrate ongiling the impacts of the recession in the food
retail industry in the context of the wider economy with regardutput,the labour markeand

market concentration.

5.2.1Household Expenditure

The first part of this chapter is concerned with analyshegimpact of the recessiam the
different sectors which comprise the national economy. From a definition perspective, the
economy can be divided into a number of sectors and markets through a variety of
classificationsHowever, for reasons of consistgnin this section the analysigll be based on
HouseHold Final Cosumption Expenditure (HHFCE) data recorded using_tlassification Of
Individual Consumption by Purpose (COICOP3ee Chapter 4Jsing this classification allows

for an ex@nsion on agggate levels of GB which only record output in broad sector groups.
Furthermore, as household expenditamntributes to more than 60 per cent of UK D

(Fender, 201} the HHFCEdata alsgrovides a useful proxy for economic performance.

Figure5.1 exenplifies the topevel of the COICOP classification with respect to HHFCE with
t he i ncl usi onJKtofiristéxpenditurg abroad less fodeign(tourist expenditure in
the UK) so that the estimates are representaifveational expenditure tlaerthan just domestic
levels. The data are alseasonally adjusted to account for seasonal afi@etonsumptiorand
recorded aturrent pricedo reflect themonetary value or theominal price at which certain

goods and services are currently being soldhe economy In addition, Figure 5.1(a) and
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5.1(b provide a distinction between annual trends for 200nd quarterly trends from 2007
Q17 2012 Q1. The annual data are useful in attempting to identify moretdomgpatterns,
whilst the quarterly d@taenable a more detailed peesgpive of recent market changes.
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Figure 5.1.UK Seasonaladjusted HHFCE at current prices by COICOP classification
Source: ONS (2012a

In terms of total expenditurdsigure 5.1(a) highlights that annual expenditure has increased
steadily each year from 2000 until 2008. However, betvi2@88 and 2009, output fell by 1.75

per cent after a year growth (1.66per cent)between 2007 and 2008. &bsoluteterms, the
decline in 2009 represents a fali about£14,314million. A more detailed analysis of this
period using the quarterly data is presented in Figure ».A(d demonstrates that the fall in
expenditure actuallgpccurred between the third quarter of 2008 and the second quarter of 2009.
This period falls directly in the middle of the recession, so it is of no surprise that households
reduced their overall expenditure iesponse to théarsh financial conditionsSince then,
household expenditure at current pricesihaseased going into 201Again, this is reflected in
Figure 5.1(b, as household expenditure is shown to rise steaddy2012

Alternatively, t is also important to break expenditure down intarious categories, for

householdsave historically reacted differently in terms of the amount spent on the range of

goods and services they need to purchase dhangh economic conditiorfSong, 1995; EEA,
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2005; Jackson and Papathanasopoulou, 20@8tnis and Hunt, 2009; Chamberlin, 2010

Therefore, through the vario@®OICOP classificationghe graphs in Figure 5.1 also provale

more disaggregated picture of household expenditlires clear to see that the proportion of

household expenditure sgeon each group differs largelifor exampled housi ngdé represent
the area of household consumption which generates the most money for the economy, followed

by o6transportdéd and 6érecreation and cultureb6. At t
by household spend on Onet touri smbd, 6heal thd an
expected considering 6housingé covers rental / mor
amount spent on fuel, areas of expenditure which are costly and essemsiabfpaveryday

living. Furthermore, given that a large proportion of people in GB are provided with free health

care and education, one would also expect these categories to generate low levels of

expenditure. In terms of the recessiahcurrent pricese x pendi t ur e c«lothimpnet touri s
and f ootdvleaaldt ho, 6transport 6, 6communi cati ono,
6mi scell aneousé6 all s usbnie gpoird betwaen 2087cadnd 201 i n gr owt h
particul ar ,houemetl dt gwroidsm@,ndd s er v iacneds 60,t rdarnessptoar utréa n
declined the most. N aurr @ tshmedl et shse, raepsareasd iff rtohme séen egr of
terms of overalbexpenditure between 2010 and 2011, wheeasp e nd i ftauad amd édr i nk o,
and 6al cohol iacredsedtaonbatiyninteordptedsirece 2000.

In comparisonthe trendsin Figure 5.1are not necessarily replicated in the expenditure data

based orchained volume masuresn Figure 5.2. Figure 5.2 relates to the same datkigure

5.1, however, it has beeadjustedto accountfor inflation. This is done by computing the

production volume for each year in the prices of the preceding year, and then ‘chain linking' the

data together to obtain a time series of production digfrom which the effects of price

charges have been removed (ONS, 201Z&is manipulation thus illustratesonsumption

expenditure on a goods or servigesulting from a change in the quantity purchased, rather

than a change in the price of that good gervice) As additional context, Table 5.1 highlights

the change in the Consumer Price Index (CPI) for each COICOP classification from 2005

(index year) to 2012. The compilation of the CPI is discussed in more detail in Chapter 4.

However, in simple tens, the CPlis designed to measure the change in the average level of

prices paid for consumer goods and services by ither households in the countiy should

be noted that in this instance, 0 ngntholidagsur i smé dat
is not necessarily impacted upon by inflation in the UK. It is clear from Table 5.1 that whilst

inflation for all goods and services has risen year on year, the level of inflation within each
grouping is somewhat d ii fofnedr e(ntt u ihtdt wsn(risdp@zenspl,e , 0 06 e

energy costsland 6 f o o dhawrsekn ldrgeirises id inflation since 2005 compared to

112



6clothing and f ootawedar ®r, e corcecantmuonni carnd oadl t u
declined at certain points.

Table5.1. CPI by COICOP classification, 2005 to 2012

2005 2006 2007 2008 2009 2010 2011 2012
Food and drink 100 103 107 117 123 127 134 138
Alcohol and tobacco 100 103 106 110 115 122 132 139
Clothing and footwear 100 96 92 86 80 79 81 81
Housing 100 109 115 125 130 130 138 143
Household goods and servicej 100 100 101 103 107 110 115 118
Health 100 103 106 109 112 116 120 123
Transport 100 103 106 112 113 122 132 134
Communication 100 100 97 94 95 100 104 107
Recreation and culture 100 99 98 97 99 100 100 100
Education 100 107 122 136 147 155 163 168
Restaurants and hotels 100 103 107 111 114 117 122 125
Miscellaneous 100 104 106 109 111 114 117 119
Total expenditure 100 102 105 109 111 114 120 122

Source: ON$2012))

On account of the inflatio data in Table 5.IFigure5.2(b) demonstrates a somewitfferent
economic trend. Despite showing a similar period uointerruped yearon-year growth
throughout 2002 to 2007 as in Figure 5.1(lmudehold expenditure then declines between 2007
and 20@ by £14263 million as shown in Figure 5.2(bThis is followed by another decline in
output in 2009 before the market recovesiporarilywith growth of 1.31per cent in 2010.

Figure 5.2(b) shows how household expenditure has fluctuated somewhat GliiceMdre
specifically, whilst there was an increase in total expenditure between the last quarter of 2010
and the last quarter of 2011, every other quarter between 2010 and 2012 has recorded negative
growth in terms of household expenditure. The worsiodewithin this timeframe came
between the first and third quarter of 2011, with three consecutive periods of decline in
household expenditure. This period of low consumer confidence was ultimately the trigger for
the economy slipping back into recessiaming the first quarter of 2012 (doubd#p). These
differences in measuring economic output highlight the need to use both sources of data as a
way of understanding consumaghaviour For instance, whilst households have increased their

total expenditurethe actual volume purchased has declined.
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Figure 52. Seasonally adjusted HHFCE at chained volume measuresy hCOICOP
classification in the UK (2009 prices)
Source:ONS (2012a)

As stated, total expenditure declined in 2008, again in 2009, recovered in 2010 before falling

again in 2011. However, this trend is not consistent across the COICOP groupings. More
specifically,6cl ot hi ng amd ¢ omme anod crtraco at all adnuadly,

whilst the other groupkavewitnessed a level of declireg some poinbetween 2007 and 2011

(Figure 5.2(d)) Those categories which have been predomi
touseholdg o o d s andolsetamlids erseds,tbauraastpod t 6 lmnd 6educat
particul ar, househol ds appear to have heavily red
suggesting that during harsh economic climates, expenditure on tourism becomes less

important. Furthermoreyith regard to transporthis would imply that while households are

spending morelue to rising fuel costélable 5.1) households have actually cut back on the

amount they are consuming. This could be down to shorter car journeys and increased fuel

efficiency in modern car©t her sectors sakbtohscl dddddh@amsio m@d

have declined slightly but on the whdiaveremaired relatively constanbetween 2008 and

2011 This is because households cannot reduce expenditure hugely oardasas they form

an essential part of living (consistent wittoward and Sheth, 19h9Instead, in the home,

expenditure is reduced slightly by energy saving alternatives and by being generally more

energy efficient, shopping around between competitivfiere groceries are concerned,

consumers are likely to implement cost savings mechanisms by trading down on food lines and
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shopping more frequently but spending less to reduce wastemdst recent data from quarter
two in 2012 showshat as the economyemt back into recessioaxpenditure o f ocanddon

al cohol i cistledagest pasgie santribution to growth in volume terifss would
suggest that consumefsel confidentspendhg more on food as a proportion of household
expenditure durig the harsh economic climate, thus reinforcing the nofiram some
commentatorghat the grocery market has benefited from consumers possibly eating out less
and spending more in grocery stores (Bradbrook, 2008; Mitchell,; 20&lingam, 2009
Donald, 2013.

Given that he main focus of the research is concerned with the impact of the recession on the
food retail marketfurther breakdown othe HHFCE data using chained volume measures for

t hfeodandnoralcolro | i ¢ dri nkd and ficaiohsae brovidéd inEiQureCOP
5.3(a) and Figure 5.3(b) respectivelyn @flection, it is evident that consumer spending has not

only altered betweethe main sectors of the COIC@Rt within the internal groupirsgalso. In

terms of food, between 200héh 2011 meat has remained the most expensive part of a
household food budget, foll owed by O6ébread a
eggbk®. compari son, 6oils and fatsod, 6fi shd a
household experitdire on food. Prior to the recession, the majority of the different food types
witnessed an increase in the amount of expenditure as households spent more on food. Those
whichincreased the mostyeanry e ar wer e Oveget abl e sgbwithathed 6f i
literature on healthy living as consumers have become increasingly more aware of what
constitutes a healthy diet (Birkiet al, 2002; Littleet al.,2009 Vaitilingam, 2009;Kohijoki,

2011), especially since the highly publicised campaignsabyie] Oliver. During the recession

which spannedcross 2008 and 2009, househadd$y increased expenditure dnmi | k , c hee
and €4dg8® per cent). The rest of -3tdhpercénod g
and fish (8.77 per cent) reduainthe most. Moving into 2010 as the economy recovered,
households once more increased their expenditure on the majority of the different food types.
Those worth mentioning include 6meat 6, 6f i st
back to normalpurchasing behaviour. Since 2010, the latest data for 2011 demonstrates
expenditure on food has once more dropped as the UK has gone back into recession in 2012.
Those groceries which households have opted to reduce their expenditure on the most have been
the more expensSi VWd Iiptee mg ey peteodny.( Exdendisure @n (
the more staple goods such as O0bread and cer
overall has remained consistent between 2010 and 2011. THeagimg behaviour for these

sorts of products often remains consistent during an economic downturn as they form a basic

part of any household food basket.
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The final part o

f HHFCE data to

s th

be analysed i

under the standard COICOP classification, alcoholic and-atooholic drinks are recorded
under different headings. However, in this instance Figure 5.3(b) brings them together so that

food and drink can be analysed tandvegetaleual | y. Bet
juices and other soft drinksd formed the | argest
has been decliningyeanry ear and in 2007 oOwines, cider and per
drinks product. I n 2@k, aendp @redirtydr ec onrt r 6 wiun eg, Ac
the economy foll owed by 6fruit and vegetable juic
During the recession in 2008 and 2009, expenditure on drinks declined slightly apart from
6coffee, t ehizh dad mat declinecuntia Z010.wn general, households cut back the
mo st on alcoholic drinks, in particular O6beer 6 al
expenditure on alcoholic drinks recovothered, whi |l st
soft drinks®é and o6coffee, tea and cocoad actually
suggest a slight twurnaround of this trend, as con
soft drinks6 i ncr eas ellpdrentWitleragar@ td dlddholec driks,2 011 by 1
6wines, cider and perryd remained the most resist
80000 30000
70000-_/\
25000
60000 -
20000
so0004{ —
—~ - c
= 40000 E 15000
g W
@ )
30000 10000
20000 5000
10000
0
0 PTEIFTEIEFLFTOELD
N\ PN N AN AN AN AN N PN NN
TOETPTEHS FOL A A A A S A A A
N\ AN AN AN AN A N P N MEIFN)
O O . - .
= Fruit and vegetable juices and other soft drinks
= Other food Sugar, confectionery and ice-cream m Coffee. tea and cocoa
= Vegetables = Fruit oB ’
= Qils and fats u Milk, cheese and eggs ger .
mFish = Meat = Wines, cider and perry
mBread and cereals H Spirits
(a) Food (b) Drinks
Figure 53. UKHHFCE at chained volume measures on O0food

Source: ONS (2012a)

5.2.2 Business and Employment

Whilst the previous section looked at the national trends in consumer expenditure over the last

ten years, this section lconcentrate on the issues of business survival and employment within
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the retail sectoand more specifically the grocery markkiitially, Table 5.2 shows the total
number of births(a business that was notgsent in the previous two yeamshd deathga
business that was noriger present in the active filg) GB between 2004nd 2010 The data

are taken from the new Businesserography series produced by the OMSch is discussed

in more detail in Chapter.fhe data in Table 5.2 suggest that, lessw 2004 and 2008, the
number of business births remained relatively flat. Arguably there has been some decline;
however the rate of births remained above the rate of deaths which indicates an element of
growth within the economy. Alternatively, the numhrdeaths declined between 2004 and
2008, suggesting the number of business surviving past their first year was also on the increase.
Moving into 2008, the data shows a somewhat different picture. The harsh economic climate
caused by the recession cledrhd an impact on the survival of businesses, as for the first time
the death rate overtook the birth rate in 2009. The death rate increased again in 2010 whilst the
birth rate stabilised after falling in 2009.

Table 52. Business births and deaths betvan 2004 and 2010 in GB

Births Deaths

Active Count Rate (%) Count Rate (%)
2004 | 2,106,730 274,350 13.0 239,705 114
2005 | 2,129,255 269,220 12.6 224,580 10.5
2006 | 2,151,845 249,950 11.6 203,350 9.5
2007 | 2,222,555 274,770 12.4 219,840 9.9
2008 | 2,265,740 261,790 11.6 218,380 9.6
2009 | 2,282,200 232,085 10.2 271,770 11.9
2010 | 2,241,375 230,555 10.3 292,005 13.0

Source: ON$2017)

Figure 5.4details business death rates between 2008 and 2010 by the 2007 SdC broa
groupings. Again, more details are given on the 2007 SIC in Chapter 4. Unfortunately, it was
not possible to produce consistent data before 2008 due to the nature of the changes made to the
2003 SIC in 2007. Nevertheless, with the economic downturntaing until 2008, the data at

least allow for exploratiorof the last three years. Figure 58hows that death rates differ
substantially across the different sectors and thus from the national average. Those with
particularly high ratesn 2010include6 busi ness &dmipmpiogttr asteirovn ces
cent ), 6accommodati on and food servihelghd ( 1°¢
rat es ass oc iusnese administratibands b e p 6 b t sexterrisikelycdaest®

the largeclosures of quasautonomous noegovenmental organisations (quangog)move by

the Coalition Government to improve accountability and cut costs in 2@E@ Chapter 2)
Furthermore, considering the documented impact of thepsaoie mortgage crash on the
housing market, one would have also expected

be high as well. The above average death r a
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consistent with the comments made in Section 5.2 that consumebaatubn eating out in

restaurants in 2009 and 201@terestingly, a number of sectors actually recorded a decrease in

the percentage of deaths between 2008 and 2010. For example, between 2009 and 2010, the

death rate in the Owowdinplythét aferesituggting inilayalringn ed . Thi s
2008 due to low consumer confidence, the retail sector began to recover. In addition, the

6heal thd and o0information and communicationdé secHt
recorded areducedat e i n 2010. Remar kabl vy, telodevesheal t hd s e
seen back in 2008.
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Figure 54. Business death rates by 2007 SIC broad classification from 2008 to 2010 in GB
Source:ONS (2012f

So, to explore thémpact of the recession on the retail industry in more detail, Figure 5.5

di splays a breakdown of the 2007 SIC oOretaild g
change in births and deaths between 2088 and 2010
whole have also been included to provide benchmarks. First of all, when compared to the

national economic trend for births and deaths, the retail sector shows a smaller increase in

deaths and an increase between 2008 and 2010 in the number of biglis.€hlcouraging as it

demonstrates the retail sector overall has not suffered as much as some commentators initially
predicted(Retail Technology Reviem2009a; Rueben, 2009; Hardie, 2008)the context of

the grocery mar ket ragesetand sabacob foodpebewabki sce
the sale of groceries by indepenidaehitsadtatidreegsd ac
retailing in supermarkets. spekimdi spacisftioc ®Isloy 4
actwally been a reduction in the number of deatti®.34 per cent) and an increase in the

number of births (+8.92 per cent) between 2008 and 2010. In comparison, the smaller
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independent retailers covered in t pezialiged et ai
storesd also recorded a reduction in the nur
flat at (0.37 per cent). This links strongly to the debat&Mnigley and Dolega(2011) as the
smaller more specialist retailers have been saidai@ struggled in the face die difficult

economic climate and increased competition from large supermarkets.
|
Total
Total Retail
Retail trade not in stores, stalls or markets
Retail sale via stalls and markets
Retail sale of other household equipment in specialised stores
Retail sale of other goods in specialised stofes
Retail sale of information and communication equipment in
specialised stores
Retail sale of food, beverages and tobacco in specialised stores

Retail sale of cultural and recreation goods in specialised stores

Retail sale of automotive fuel in specialised stores

Retail sale in non-specialised stores
-60 -40 -20 0 20 40 60 80
(% change)

Deaths m Births

Figure 5.5 The percentage change in births and deaths from 2008 to 2010 by retail 2007
SICin GB
Source: ONS (2012e

The number of business closures and openings ultimately has admedtectfor the amount

of people employed acrofse country. Therefore, Figure Sd&plays the percentage change in
employees between 2008 and 2010 for GB by the groupings whiah upatke retail 2007 SIC.

The data come from thBusiness Register and Employment Survey (BRES) which provides
annual employment and employee estimates for the UK. For a more detailed account of this
dataset, the reader is directed to ChaptdDrce againthe data also include thEercentage
change in total employees for GB and for the retail market as a whole for context. It is also
worth noting that the BRES data allow for
speci al igsoapdo insltdedetailsde in norspecialised stores with food, beverages or
tobacco p r.eFdyaran 6.6 highligntsy the larggeale decline in the number of
employees which occurred between 2008 and 2010 across the majority of retail groups. This is
not surprisng given unemployment reached 2.5 million in the UK in 2000S, 2010b)
However, between 2008 and 2010, the number o
fuels i n spec.ieaal sak éndhorspdcialised stdres with doodp brevesagor
tobacco pr adualyineremded hbygl®.13 per cent and 1.13 respectively. This

highlights the strength and robustness of supermarket retailers during recession. Conversely, the
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number of e mp | o ketailesale of feayl,i beveregeaerddtobaceo in Gpecialised

stor esd HA7%3@ pec @t Thisyis a considerable reduction when taking into account
that the average decline in retailing as a whole was-diy per cent. This would suggest that
whilst the number of independentogery businesses did not decline during this period (Figure
5.6), the number of employees were reduced substantially, arguably to make efficiency gains
and to save the business in some cases.

Total
Total Retail
Retail trade not in stores, stalls or markets
Retail sale via stalls and markets
Retail sale of other goods in specialised stofes
Retail sale of cultural and recreation goods in specialised stores

Retail sale of other household equipment in specialised stores

Retail sale of information and communication equipment in specialised
stores

Retail sale of automotive fuel in specialised stofes
Retail sale of food, beverages and tobacco in specialised store

Retail sale in non-specialised stores

Retail sale in non-specialised stores with food, beverages or tobacco
predominating

20 -5 -0 5 0 5 10 15 20
Employees (% change)
Figure 5.6. The percentage changeniemployees from 2008 2010 by retail 2007 SIC in GB
Source: BRE®R01%)

5.2.3 Grocery Market Concentration

In the final part of 8ction 5.2, analysis will bprovided on the national performance of specific

grocery retailers during the economic downt First of all, official quarterlynarket sharelata

areshownin Figure5.7 for the leading food retailers in GB from 2007 to present. Fi§ui@)
represents the 6ébi g f eoperafive ane theadistoantggldi,didlong wi t h t
and Neto), whereas Figureés.7(b) highlights the performance of some of the sedwrd

retailers.It must be noted thdhe data are not seasonally adjusted, which explains some of the

spikes in the final quarters of eachay (Christmas period). Figure Eayindicates thaTesco

still remains the top retailer with 30.ffer cent ofthe market in 2012juarter 3, followed by

Asda (17.3p, Sainsbyw 6 s (16. 51) , ), Cooperativeg6®2) and (hel disco@nters

(Aldi, Lidl and Netto) with 6.5 per cent. Whaompared to the figures in 1999 by Burt and

Sparks (2003) in Chapter 3, it is clear that the level of concentration has increased in the market,

as the 6big fourd have all e Xhp samel@amdbe sadiddor r over al |
the discounter and the Cmperative. The continuing growth by these retailers, especially the

6big four 6, contradicts many of tredaghedslwingge st i ons t
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the early part of the twentyrst century (Duke, 1998). Furthermore, it poimst the clear
failings of Competition Commissiom limiting the trend to oligopoly, as Tesco for instance has
continued to develop.
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Figure 5.7. Quarterly market share figuresfor selected retailers inGB from 2007 t02011
Source: Kantar Worldanel (2007 2012

However, in comparison, a number of the retailin the second tier (Figure &Y) have not

fared as wellFor example, since the Cooperative acquired Somerfiel@0&,2he number of
Somerfield stores has decreased steadily as they have been converted into the Coop format.
Moreover, despite initial success in 2008 and 2009, Nettlonger exists sinche sale of the
company to Asda in 201@Vhilst the majority of Mtto storeswvere quicklyconverted toan
Asdafascia or sold to other retailers on instruction from the Competition Commission (CC), it
was not until the last quarter of 2011 that trading stopped under the Netto fascia (hence the drop
in discounter@marke share in Figure 5.7(a)). Additionally, synonymous with the reduction in
people employed by independeatailers in Figure 5.6, Figure 5.7(b) highlights the struggle of
small independent retailer§his is by no means a new development caused solehhdoy t
recession, as this trend has been occurring for some time @oea$tefaniaket al., 2005

Wrigley et al.,2009. This amplifies the failingsf PPG6 as the protection of towentresand
independent retailers was regardedagsiority in theguidance It could be argued, however,

that the recessiohasamplified this problem, placing small businesses in extreme financial

difficulties, whichhas ultimately led to a decline in employment and, business foreclosures.
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In terms of performance during thecession, the retailers have had varied success. Initially, in

2008, households reacted to the uncertaaggociated with théarsh economic climate by

switching to lowcost ranges and loend retailers. However, despite the reduction in spending,

food price inflation(Table 5.1)yemained high which enabled thenket to sustain growthilhis

meant Aldi and Lidl had huge success during 2007 and 2008, posting increases of 20.8 per cent

and 11.1 per centespectively in September 200Burthermore, as consunsebegan to re

evaluate the benefits of 7f5mpozZerefzeadsEsslendli and Ol
which hasenabled the company to produce growth of 12.9 per cent since 28ldanes, the

mid-sized retailer also entered the market in 2009, aygeaiound 20 stores across the UK. Of

the O6big fourod, Asda and Morrisons became popul a
more affordabl e, whereas Tesco and Sainsburybés re
end of the market, Waitrose cameader some pressure with growth slowing considerably,

causing a reduction in the retail eridBgurever al l mar
5.7 demonstratehe resilience of thegrocery market. Despite consumers cutting back in other

retail seabrs, the market lifted by 6.4 per cent. At this point, the uncertainty and fear which

helped drive the recessioreve beginning to fall awayAs seen in Figure5.1 and5.2, food

remained a manageable proportion of most household budgets, suggestingcéng gector

suffered from an overeaction at the end of 200By September 2009, Waitrose became the top

performing retailer with a growth rate of 11.2 pmnt, the highest for the company since

August 2006. Furthermore, the majority of the other rétad r s ( As d a, Morrisons, S
and the discounters) with exception of Tesco continued to grow. The major challenge at this

point, however, was falling grocery inflation which was restricting the value of growth. This

should not be confused with fallimgices though, as prices wesienply rising more slowly.

In 2010, consumers started to place growing importamgagnon fresh and quality foods

boosting sales at Morrisons, Sainsburybés and Wai
2010). This can @& seen in Figure 5.3(a) through the rise in amount spent on fruit and

vegetables. Fortunes continued to be mixed among the retailers as market growth was around

4. 3 per cent. Sainsburydéds and Morrisohes delivered
market share and growing ahead of the market at 5.5 per cent and 5.9 per cent respectively. The

market started to become heavily polarisedsasie consumers started to place increasing

importance on both the freshness and quality of the @wambst. This enableda remarkable
turnaround of Sainsburydés fortunes and fuell ed st
continued to grow, although at a somewhat slower rate than 2008. Moreover, even the
independents maintained their footing in the ratikkith a good performance, as those smaller

operators which continued to survive adapted to the market changes. Additionally, with the Co

operative conversion of Somerfield stores nearly complete by the end of 2010, Somerfield all
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but disappeared fromme high street with just a fier cent share left in the market (Fig&B).

After only two years in the market Haldanes also ceased trading in June 2011 after failing to
find a buyer to take on its £8 million deldy cont r ast , Tescolwgelyper f o
unchanged, as it became pushed into middle groumdhflation roseowards the end of 2010,
shoppers started to manage their Oépersonal 6
priced goods once more (Kantar Woplahel, 2011). Thereforeni2011 it is of no surprise that

the discounters continued to grow above the market average. Interestingly, consumers still
sustained the tendency to purchase premiumlatyel goods, confirming that despite economic
pressures, low price is not the onlytiwation in the food retail markdtontrary toHoward and

Sheth, 1969 This polarity is demonstrated by the continued success of Waitrose ina20thg,
companyrecorded growth of 8.3 per ceriyer double the market growth. In addition, the
Somerfieldconversions continue to lift the @perative share, while Iceland benefited from its

push into the convenience sector with aggressive-temg promotions on staple items such as

milk. Unlike the other discounters, the performance of N&tie diminishing undoubtedly due

to the delay in reopening and staffiofgnew Asda stores.

As the economy fell back into recession during the start of 2012, the grocery market share
figures for the big four were mixed. shder ri sc
dropping below the 30 per cent mark for the first time in nearly seven years as it struggled to
competePhilipClarke t he head of Tes c(atbhe time)stated howevéri on a
that thepoor performancava s a r lengsiahdingbusihessié s s Fnandial Times
2012)iit is believed that this was a reference
be discussed in section 5.3@onverselythe competion of the Netto conversided to an aH

time record performance fdksda, lifting its shareto 17.5 per cent S a i natsh saw itsd s
sharegrow to 16.7 per centconsolidating its strongest hold of the market since March 2003.

Both companiesave been pushing strong price messages since 2010 which hassdeasty

themwell (Asda with itsPrice Guarantdma nd S a i n s b dBraryd dMatclbwdutsitle thet s

big four,| ¢ e | @.h gedcent share in 2012 was its higtesrefor ten yearsas shoppers
continuel to manage down their spendinithis was no doubt one of ttdriving factorsthat
explainchief executive Malcolm Walker and imanagementeam leading a successful £1.55

billion buyout of the firm in March 2012 (BBC, 2012Elsewhere, Aldi and Lidl continae

their strong runas caskstrapped consumers respondedtlie tough economic conditigns
increasing their shares to 3.5 per cent and 2.5¢mrespectively. However, the disappearance

of Nettomeantthat the size of the total discount seat@s relatively unchanged at 6 per cent.
Another sign of austeritynaking an impachas beerthe decline of the premium own label

sector. Premium own label products had been showing continuous growth since 2008, despite

often being more expensive than their brand equivalents. By 2012 however, they were declining
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by 6 percent yeaonyear, while economy own labels were growing at 13 per cent (Kantar
Worldpanel, 2012). The other retailers have recognised this, for in an attempt to regain some of
the market share, Tesco Haanched its own discounter brands. However, thsHurt Tesco's
margins, as it now has to sell more just to stand still (Rigby, 2009). This is arguably why
demand for the retailer has increased since 2008/09; however it may be why its national market
share has declined of ditsa&awnediscoudtaangesbbt withyidited h a s
success. In fact, the most successful and surprising has been the introduction of Waitrose
sl eekly packed (CAE,s26814)nThe differerice beiagnwgtte this discounted
range is thatemboial ¢ p ac kdsqivalugrangae Afftersfinding o u't
itself being pushed into middle ground of what is a polarised market, Tesco dropped its iconic
discount lins (blue, red and white stripes) signthatit could be positioning itself towardhe

middle-higher end of the market as the economy begins to show signs of recovery.

5.3 Retail Demand ard Consumer Behaviour

So far, the analysis in this chapter has been restricted to the national level. Therefore, the
following section aims to provida more geographical analysis of changing retail demand and
consumer behaviour in the British grocery markétempts will be made to evaluate the overall
state of the British grocery market, in terms of remaining growth opportunities for, and levels of
market dominance by, individual retailers. The analysis of opportunity will be provided through
an examinatiorof whetherlocal monopolies exist at aubregional level and which of the
leading grocery retailers mde benefitting from thenThis will form a major contribution to

the literature on grocery retailing as little research has been donetlsneceajor studies by
Langstonet al. (1997) and Poolet al. (2002) on the geography of retail demanithin the
grocery market. Once more, specific attemtwill also be given to the impact of the recession,

if any, on the performance of the main food retailers across GB.

5.3.1 Grocery ExpenditureVariations between Local Authority
Districts

Grocery expenditure in terms of its contribution to the nati@wanomy has already been
discussed in some detail. Therefore, the following analysis will concentrate more on the
geographical patterns of household grocery expenditure in GB. First of all, Bi§uisplays

the percentage of households in each LAD #pnd £50 or more on groceries per waak
2011.Grocery expenditure relative to the number of households provides a useful indicator for

potential expansion for retailers and has previously been used by Laeystbi{1997) and
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Pooleet al. (2002). Inthis case,le data are presented as an index so that that each value is
compared to the national average for GBe index was calculated as followed:

(5.1)

where,"Orepresents the index valfer each LADi, 0 is the percentage of households in each
LAD i that spend £50 or more on groceries per week,larnsl the percentage of households
that spend £50 or one on groceries per week for all of GB (average). The atatdaken from

A c x i Aggtegate Data (ADyhich is discussed and evaluated in some det&hiapter 41t

would have been preferable to use average expenditure for each LAD, but the dataefrom t
ROP are collected in categorical format which makes calculation of averages difficult.
Nonetheless he datarepresent a unigue opportunttyanaly® local spatial patterns within the

grocery market
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Figure 5.8. An index of the percentage of households that spend £50 or more on groceries
per week by LAD in GB, 2011

Source: Acxiom Ltd (2011)

Figure 5.8 suggests that grocery expenditure has a definite spatial pattern across GB. The
highest levels of weekly expenditure are oemrated in the South East (e.g. Sevenoaks,

Tandridge and South Bucks) and parts of London (north and west) in particular. In comparison,
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Wales, Scotland (Aberdeen) and large parts of northern England (Hull, Blackpool, Salford and
Scarborough) have mucbwer levels of expenditure over £50 per week. This is consistent with
the work of Poole (2002). However, given that Poole (2002) applied a national average to the
proportion of socioeconomic groups in each postal area, it is believed that the dataarbRgur
provide a more accurate assessment of the geography of grocery expenditure in Britain. Even
within selected GORs, the level of expenditure can be quite different between LADs. For
example, within Yorkshire and the Humber, the more affluent countiasth Yorkshire
displays above average levels of expenditure compared to the less affluent districts of West
Yorkshire, South Yorkshire and the East Riding. This relationship between affluence and
expenditure will be discussed in more detail in Chaptér Bondon, expenditure is much lower

in the innefcity areas and city centre, compared to the north and outer London. Once again this
raises the issue of affluence on expenditure. However, given the complex nature of the grocery
market in London (Thompsoet al., 2012), there are also convenience (smaller outlets),
ethnicity (different purchase and consumption behaviours) and demographic (high population

density) factors to consider (explored in Chapter 6).

It has already been established in Section St rising inflation on grocery expenditure has
rapidly increased the cost of food during the recession, however theedategorical nature of

the Acxiom AD data, it is difficult to take this into account. Therefore, any patterns identified in
Table 5.3 must be made in the knowledge that inflation has not been considered. Table 5.3
shows the percentage of households by Vickeed. (2003) LAD classification that spend £50

or more on groceries each week. Figures are shown from 2005 to 2011 so $idérations

can be given both before and after the recession started. £50 was also chosen as the break point

because research from the ONS st at eakcohalieer age

drinké was around A53 i 3hafdsd Heen(calorred taCshaavpowve r

values in blue and high values in red.
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Table 53. The percentage of households that spend £50 or more on groceries per week by
LAD area classification in GB, 2005 to 2011

Households (%) % points
Vickers LAD Class 2005 2006 2007 2008 2009 2010 2011 | 20072011
Industrial Legacy 52.92 57.74 62.06 65.39 14.56
Struggling Urban Manufacturing 54.24 5891 6256 64.84 15.51
Regional Centres 55.90 59.99 6265 17.47
Multicultural England 59.82 63.48 65.59 15.26
M8 Corridor 61.49 66.00 18.00
Redeveloping Urban Centres 59.40 62.77 65.03 15.21
Young Multicultural 58.56 62.38 65.12 16.75
Rural Extremes 62.96 15.11
Agricultural Fringe 65.64 13.90
Rural Fringe 13.27
Coastal Resorts 62.78 65.60 16.73
Aged Coastal Extremities 15.00
Aged Coastal Resorts 15.85
Mixed Urban 13.71
Typical Towns 14.02
Isles of Scilly 30.38
Historic Cities 14.32
Thriving Outer London 14.44
The Commuter Belt 13.34
Multicultural Outer London 14.87
Central London 17.33
City of London 21.93
Afro -Caribbean Ethnic Borough 59.73 62.33 15.59
Multicultural Inner London 58.88 62.49 66.28 17.70
Total 14.81

Source: Vickerset al. (2003);AcxiomLtd (2005 to 2011)

As expected, given the rising inflation on food since 2005 (T&hly the percentage of

households speling more than£50 per week has risen each year. Nevertheless, when

examining the figures across the different classificationss iapparent that the increases

witnessed at the national level are not the same across the country. For example, up until 2007,

the difference between the maximum and minimum values was actually increasing. When
considering that the lower values are agged with the more deprivedeaa s
centressd ugmgd i ng
times of economic prosperity the rich get richer and the poor get poorer (Dorling, 2012). On the

such

as

u r bthenpolarisation $upportsommments thét during

back of the ihancial crisis in 2007, this polarisation (maxmin) between the different

or

classifications reduces and then again between 2008 and 2009. This convergence of the data

between 2008 and 2009 covers the period of recession in GB, a time when households were

trading down to lowcost food lines and reducing their overall expenditure. In 2010, when the
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economy began to recover, the figures in Table 5.3 become polarised once more. Based on the
data from Figuré.7, we know this to be a time when premium fooddim@d shopping at high

end retailers were becoming increasingly popular. Finally, in 2011 we see a pattern similar to
that which occurred between 2007 and 2009. This is not surprising considering the level of
economic uncertainty in 2011 brought about iy brgoing Euro crisis, the London riots and

threat of a doublelip recession (see Chapter 2). &doubledip recession did occur in 2012, it

is likely that more recent data would show a continuation of this trend. Nevertheless, to date,
Table5.3 exempifies the areas spending the most on groceries per week to be those households
l'iving in 6lsles of Scillyé, 6t he commuter bel t 6,
the top levelcategoryt er me d O pr o s Remarlahlys thdBes ioft Sdly haHmoved

from one of the lowest ranked areas in 2005, to the highest ini2@lthough this is arguably

the result of a small numbers problem from the ROP data.

5.3.2 Spatial Variations in Grocery Market Share

It is also important to try and undtand the geographical nature of consumer demand for the

retailers within the British grocery market. In doing so, it will be possible to identify regional

and sukregional spatial monopolies for individual retailers. Furthermore, since it has already

beenest abli shed in Section 5.2.3 that considerabl e
2007, it would be beneficial to identify where this behaviour has been most noticeable. More

specifically, whilst Burtet al. (2010) andElms et al. (2010) provide a seful analysis on the

progress of retailers at a national level, little is written in the academic literature regarding their

performance at a stiegional level. Hughest al. (2009) were the last to attempt to provide

such an insight. However, even instisase, store floorspace values from 2008 had to be used as

a proxy for market share and only the top four retailers were evaluated. Consedtigutly,

5.9displays the percentage of househdigd ADt hat shop at each of the o6bi
20liusi ng Acxiomdbs AD dat a.
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First of all, let us consider the current level of demand for Tesc@rtdwerymarket leader in

GB. Since stamg out primarily in the Southdst, Tesco now has a relaiy high market share

t hroughout GB, controlling at |l east 20 per cent
share of the market is particularly high in soathst England, South Wales, and northern

Scotland, wheré reaches over@per cent of the haeholdsThis dominancdéy Tesco hated

to the t-Teawnadéimeusedoodescribe those communities where Tesco dominates

the local grocery market. An often cited example is Inverness, where Tesco owns three of the
citybs four slegpdynakes 5@ eenceounai dveryadound spent on food
(Martin, 2006) . I n compari son, Asda, Morrisons
concentrated spatial pattern. For example, Asda domsiiratéorkshire and the Humber, the

region where the companyiginally started. It also maintains high levels of demand in the

North East, North West, Scotland aBduth Wales. Incontrastthe South East, theEast of

England and London represent areas where Asda still steuggéehieve a high market share,

relative to the rest of the countrilorrisons ha asimilar market share pattern to Asda, as they

too uphold relatively high shares of the market in northern England, Wales and parts of

Scotland wherein many LADs over 25 per cent of households shop with th@nce again,

Morrisons, a northern based retaiierstrong in northern England and Wales. There is also high

demand in the South Westarguably a result of the Safeway take over and the new large

distribution depot in Somersedlternatively, Sainsburg s has a rel atively high
market in southern England, particularly in parts ofSbeth Eastand Londorwhere it controls

over 25 per cent of household demand.

Outside of the O6big fouré, Fi gur Waitese &andlthe e pr esent s
collective discounters (Aldi, Lidl and Netto). Netto has been included for it continued trading

until September 2011. Thompsenal. (2010a; 2012) provide a review of the discount grocery

market, commenting on the success of this sesitare arriving in GB in the 1990s. Figure

5.10(a) clearly shows that the discounters have a
however, there is still an element of spatial concentration across the countmipstaoice,

similar to Asda and Moeisons, the discounters appear to be most successful in northern

England, Wales and Scotland. Moreover, London is an area where they too struggle to generate

high levels of market share. Howevérhas also been identified by Aldi as a key paritef

str e expansion progr amme, described even as a 0gc
companyds director for L ond2008).lacompartsinemuchout h East
|l i ke Sainsburyés, Waitrose is far m&bilb) popul ar i
portrays a highly focused spatial pattern in these two regions and interestingly also along the

south coast. Additionally, there are also a few pockets of relatively high demand in some of the

more affluent parts of northern England (Harrogateesbire and Tyndale).
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Figure 5.10. Consumer demand for retailers by LAD in GB, 2011
Source:Acxiom Ltd 2011)

In addition to the cuent patterrof retail demand, one of the primary objectives of the thesis is

to understand thgeographidmpact of the economic downturn on tbensumers antetailers.

From section5.2.3, the two most noticeable changes we@nsumersmoving to shop at
discounters anttading up to premium lines offered Wyaitrose.Therefore, Figure 5.11(a) and

(b) display the change in the percentage of households shopping at the discounters and Waitrose
respectively. The change is represented in percentage pointsoanrcentage increase to
control for population growth (e.g. 10 per cénb per cent = increase of 5 percentage points)
First of all, Figure 5.11(a) indicates that between 2007 and 2011, when the discounters reached
their highest ever market share; abh all LADs recorded an increase in demand for the
discounters. The most noticeable levels of growth appear to be in northern England (in
particular South Yorkshire) and the Midlands, areas where the discounters are currently
competing strongly. Conversela couple of areas actually demonstrate a decline in discounter
takeup including, for example, the affluent town of Harrogate. This is understandable
considering the growth in consumer patronage for Waitrose in Harrogate displayed in Figure
5.10(b). Fur her examination of Waitroseb6s growth

the altround growth from the discounters, consumer demand for the retailer has primarily

131



increased around the South East and East of England. Moreover, there are many mafe area
decline, especially along the North East coast, southern Scotland and Wales. Given that
Waitrose is struggling in these areas anyway (Figure 5.11(b)), it could suggest consumers are
reverting back to popular local brands (increased brand loyaltyerieless, something which

is not considered is the actual store networks for the selected retailers, as it may go some way to
explain the variations in growth for some areas (explored in Section 5.4).

London

Yorkshire and
The Humber

West East

Midlands Midlands .+

Legend ) Eastof |egend

England
GOR [ -
Change (% points) ~

<0

GOR AW
Change (% points) %

| <0

South West South West _~

0-05 \\Ti5 v & o~ “

0-1
- NS 05-1 s 5
- South East 1-15 :‘;‘: 5 South East
(a) Discounters (b) Waitrose

Figure 5.11. Change in consumer demand by percentage points, GB, 202011.
Source:Acxiom Ltd 2011)

5.33The Geography ofE-commerce

The final dimension that will be considered with regards to consumer demand is that of online
retailing or ecommerce as it is often known. As noted in Chapten&geased €ommerce
activity is argued by some to bringabauh e 6 d e a t fCaimérosgl99%).ITre opin®d

is thatshopperso longer needo travel to physical storethus reducing the eel for urban
agglomeration and allowing rural consumers to enjoy all the benefits of accelss iviernet

De Blasio (2008) provides a useful summary of these arguments, many of parts of which may

be true todayi certainly there is a persuasive casattecommerce has contributed to the
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problems seen in many higitreets around the western world along with many years of-large
scale, oubf-town retail developments (Portas, 201However, other researchers assert that
the high street is not necessaiiih decline in all locations (Wriglegt al., 2009, Wrigley and
Dolega 201} Insteadthe focus should be placed on understanding the adaptive capacity and
resilience that has enabled some British town centres/high streets to perform both relatively
beteer in the face of greater traffic usinggcemmerce and greater competitivom outof-town
developmentsWrigley and Dolega, 2011 onsequentlyin an attempt walate the literature on

the spatial variations in-eommerce activitieswhat follows is arexploration of the geography

of ecommerce, especially as seen in grocery retailing.

Figure 5.12 shows the average weekly value of intdrmetail sales for each month &B

between 2008 and 201R.is clear from the graph that internet sales in thailrekector are
growing and internet sales are becoming more important to overall retail growth. Alongside this
general trend of escalating sales over time, punctuated with regular seasonal jumps at Christmas
time, it is useful to consider the notion that@nmerce might be more importaditiring a
recession. For exampléhapping online is all about saving timedueing stress, saving money,
exercising controand avoiding impulse buys. AdditionallReynolds (2011) suggests the lower
transaction costs tha-business firms are often more easily able to generate may appeal more to
customers that are more prsensitive, additionally arguing that UK online retailers generally

did well in 2009during the recession
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Figure 5.12. Average weekly Internet retail sales per month between 2008 and 2012 in GB
Source: ONS (2012}

Whilst Figure 5.12 provides useful information on the overall level of online sales in the retail
market,in somesectorghe proportion binternet sales are roh higher as certain products have
a greater likelihood of succetisan othersAccording to Sterr(1999) low rates of growth in

online purchasing are expected in markets such as food and drink, rising to moderate levels of
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uptake in clothes and electricgoods. The highest rates of penetration are expectedoks,
music and films. LatelVeltevreden (2007) addsettibility to these suggestions by reportang
66 per cenbnline share for books and 62 per céot CDs, DVDs and videgdalling to 5 per
cent for shoes and 3 per cdot outer clothing. Similar evidence from Acxion®ROP datais
shown in Figure 5.18r theBritish market. On the basis of thevidenceit seems that-eetail
activity levels arealsohigh for books, CDs and DVDS he puchase of books in particular has
grown substantially between 2010 and 2011; arguably a result of the introductioraufireg
products suchpad dame AmpapAsduglsglokeryrsales are lower,
expansion is still strongetween 201@nd 2011and of coursethere is a very large market by
both volume and valueOnly in the case of windoes it seem that online retailers are struggling

to keep pace with the accelerating range and quality of supermarket distribution.
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Figure 5.13. Percentage of households that use the internet to buy each product between
2010 and 2010 in GB.
Source: Acxiom Ltd (2010, 2011

In response to the comments that e mmer ce wi | | be the O6death of
studies ha& highlighted differences in activity rates by demographic group (e.g. Weltreveden
2007), arguing that -eommerce users are more likely to be young, affluent and from
professional backgrounds. This clearly has implications for the geographgus€lgaseskor
instance, demand will be greater in parts of towns and cities which are more affluent and
contain a higher proportion of young professionals. Furthermore, other research suggests that
there are interesting rural/urban differences in usage: in sleadyrgphy seems to matter for e
shopping (Faragt al, 2006;De Blasio, 2008 In relation to the rural/urban question, it is often
argued that €eommerce is a predominantly urban phenomenon, because new technology
usually starts in centres of innovationdadiffuses outwarddrnovation diffusion hypothesis;

see Faraget al., 2009. Reynolds (2011) ques the Commission of Europeamr@munities

data on broadband penetration rateesEurope, noting a rate of 25 per darthe UK.These

high consumer sage rates of broadband have enabled the UK to become a leading centre for

online sales in general, and for online sales of grocery products in particular (compared to rates
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outside the UK)However, there is little or no research depicting internet cadiomegenetration
for smaller geographical areas. Thus first, it is useful to explore the growth of internet
connections across GB wusing Acxiombs ROP dat

Figure 5.14 shows very rapid and clear trend of internet connection rollout in GB. Overall
connectiom rates start at only around 58 per cent in 2008, with a marked concentration of
internet access in London, tt&outh Eastand rural parts of North Yorkshirgossibly a
demographic/socioeconomic cause which shall be explored in Chapthr thle next thee

years, availability accelerates quickly to a situation in which the vast majority of areas provide
internet access to more than 74 per cent of households in 2011. Although there still remains a
pattern of greatest concentration in London and Soeth East the trend would support
Hagerstran& InnovationDiffusion hypothesigCasetti, 1969)It is clear that the témology

has spread out from London (core urban regionjhe rest of GB. In 2011, only the most
extremely rural areas of Wales and the t8etn Uplands of Scotland look to be relatively
underprovidedInterestingly, Figure 5.1displays high concentrations in both extremely rural

and urban areas. This clear spatial variation also goes some way to counter those arguments that

e-commerce spdlthe death of distance.

Whilst Figure 5.14 provides an important insight to the supply of internet connections, it is also
crucial to understand the actual take of the technology as a channel for purchasing goods.
Consequently, Table 5.4 displayaiationsin the percentage of households that use the internet
to buy groceries 6o0oftend between 2008 and 2
Vickers et al. (2003). To provide context, internet connection rates are also displaped.
immediate ad obvious conclusion from these data is that rates of use have increased year
year. This is consistent witkllis-Chadwick et al. (2007) evidencethat the online grocery
market is growing in GBMoving forward,the sector is expected to double in sizer the next

five years, with total sales forecast to reach £9.9 billion in 2015, growing at a Compound
Annual Growth Rate (CAGR) of 15.3 per cent (IGD, 2012). If these estimates are fulfilled,
onlinesales will equatéo a 5.4 per cenghare(a larger meket share than the discounteo$he

British grocery retail market making online the fastest growing channel in British grocery
retailing. During a time when the economy is struggling, the strong growth predicted for the
online grocery channel preserdan opportunity for companies of all sizes and types to meet the

needs of iclaghal ghopper amd éngagehwionsumers in different ways.
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Figure 5.14. Percentage of households with an internet connection &B, 2008- 2011
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Table 54. Percentage of households that use the internet often to buy grocesiey LAD

area classification in GB, 2008 2011

Buy grocer i es d Internetconnection (%)
Class | Name 2009 2010 2011 2011
Ala | Industrial Legacy 5.54 6.13 69.22
A2a | Struggling Urban Manufacturing 5.64 6.39 66.76
A2b | Regional Centres 6.11 6.89 69.68
A2c Multicultural England 5.50 6.09 70.94
A2d | M8 Corridor 5.28 5.83 69.43
A3a | Redeveloping Urban Centres 6.52 7.15 72.63
A3b | Young Multicultural 5.74 7.24 7.91 75.60
Bla | Rural Extremes 4.82 6.32 6.94 70.16
Blb | Agricultural Fringe 5.38 6.99 7.52 73.37
Blc | Rural Fringe 7.31 7.79 76.25
B2a | Coastal Resorts 6.91 7.47 72.86
B2b | Aged Coastal Extremities 6.06 6.64 70.68
B2c | Aged CoastbResorts 6.70 7.18 69.51
B3a | Mixed Urban 4.98 6.28 6.86 73.68
B3b | Typical Towns 7.24 7.91 76.08
B4a | Isles of Scilly 77.88
Cla | Historic Cities 5.83 76.94
C1lb | Thriving Outer London 6.96 80.71
C2a | The Commuter Belt 5.75 6.82 80.34
Dla | Multicultural Outer London 472 5.66 78.95
D2a | Central London 7.90 78.94
D2b | City of London 6.24 81.07
D3a | Afro-Caribbean Ethnic Borougt| 5.42 6.56 8.29 77.28
D3b | Multicultural Inner London 6.17 7.53 7.66 79.25
Total | Total 5.35 6.82 7.39 73.87

Source:Vickerset al. (2003; Acxiom Ltd (20082011

It is evident thathe market foronline grocery sales is apatially differetiatedastraditional
store sales patternRatesar e hi ghemralbon domd @&nd t heiladaity
likely result ofthe high concentration ointernet connections in Figure 5.14This supports
comments made by Zook (2002) on how certd@y urban centres have emerged as
fundamental hubs for-eommerce, again helping to disprove the theory thatnemerce would

be spatially neutral. The importance of the urban connection in centres of inncuatioas

London is crucial for Business touBiness (B2B) «ommerce activitiedn addition, rates are

al so high in spatially mar @igmalcudteaal hér me
c o mmu t e (Certairdyntieeée.is evidence outside of GB that as internet technology spreads

to rural areas there is a greater awareness and belief that this form of retailing can be more
relevant to rural consumers (Lennenal.,2007). Another consideration here is that place of
residence could be becoming less important as a determinant of irstecess. Thus, it could

be that many users are actually accessing services from the workplace, and increasingly from
mobile devices which could ultimately neutralise providmsal to consumers ta considerable

extent. Table 5.5 also highlights a pattef much lower rates in some of the more deprived
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areas strwegl iong wur ban manuifnadcutsutrriinagl6é , | edgma cxyedd aunrd
coast al eTkhese variationsihighdight. the demographic and socioeconomic elements

which also plays anmportant role in the takep of ecommerce usage (Weltreveden, 2007).

These two issues will both be examinedurther detail in Chapter 6.

In terms of ecommerce as an actual retail strategy in the British grocery market, Tesco,

Sai nsbur y 06 sitroseAassedhe ondy methileid/#o provide a method of purchasing food

online. Additionally, Marks and Spencer also prosidenonfood online service. The other

food retailers in the market simply provide a web presence that advertises the company
businessTesco ha been widely acclaimed as thew | d s numbe+xommaice gr ocery
provider with a current online grocery market share ofpéi7 cent(IGD, 2012). Due to the

nature of strict planning policies which Tesco have had to face, the company seectailing

as a strategic advantage which provides faster 0
service provisionEllis-Chadwicket al.,2007). In addition, with an estimated 27 per cent online

market share (IGD, 2012), Asdassiiehind Tesco in seod place. Recent growth figures of

19.2 per cent this year would also suggest Aisdelosing the gap (Asda, 2012). Since the

company launched its price guarantee scheme that undercuts rivals by 10 per cent, customers

have gone online in their hundredstidbusands to check their receipSimilarly, Sai nsbur y 6 s

(third largest market share)t at e i n the companydés annual report
business continues to grow, with annual sales up ovee@entbetween 2010 and 2011 and

weeklyorekr s exceeding 130, 0O0r@nline Seavicencarbnow rgaglsoyver 201 1) . T|
93 per cent of UK households, through 187 stores. Additionallysfaash online sales also

continue to grow, supported by the introduction of tB€lick and Colledbservice, now in over

160 stores, which allows customers the freedom to pick ugaumhitems ordered online at a

store and time convenient for themterestingly, possibly due to the success of other retailers,

Morrisons hadinally announced that it plans start selling food online in the next two years

(Morrisons, 2012)

To date much of the literature concernimanline operators hafcused on home delivery

services Ellis-Chadwick et al., 2007), but increasingly grocers are developing a range of

delivery options to make online more convenient for customers. Té&scmstanceis trialling

a drive through store enabling customers to pick up orders at a time of their choosing.

Sai nsbury6s -stoe ordedng kiosks @nd golletction pointstsoconvenience store

estate. In conjunction, further uptake of smartphones and having a social media/network

presence on Twitter and Facebook will also play a key role in fuelling online sales. The mobile

phone wil/l increasingdbyobecomsumhei odmeimot escohnery

plethora of more affordable handsets and the continued development of smartphone
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applications. For exampl e, wi t hin alicayiomar of
Ocado was already receiving more thi&nper cent of orders through the platform (IGD, 2012),
whil e Tesco has captured t he mabilelphorndiasxode ma g i
scanning aplcation.

5.4 An Analysis of Supply Side Changes

Academic literature from the late 1980s andye#890s often implied that grocery retailing in
Britain was overprovided, even saturated, and that future opportunities for store expansion were
extremely limited (Chapter 3). This has been compounded by tight government planning
regulations, restrictinghe ability of retailers to build large new stores. However, the analyses
underlying these claims have often been undertaken at a very broad geographical scale.
Disaggregation, into regions and LADs reveals more varied patterns of provision, and even that
areas are undgrovided given their population or spending power (Langstal.,1998; Poole

et al, 2002). As suchhe final section of thishapter will concentrate on the major suppigle
changes that have occurred since the early part of theytfiesttcentury in the grocery market.

The primary areas of interests will include the geographic expansion of store networks by the
major retailers, changes in store formdtgure growth opportunitieand internationalisation.

Once more, specific attean will also be given to the impact of the recession, if any, on the

performance of the main retailers in the grocery market.

5.3.1Retailer Store Network Expansion

Retail property dominates institutional investment in Britain, accounting for overohétie
capital value of direct property assets held by institutions and property compaméding it a
hugely influential marke{Burt et al., 2010). However despite its importance, during the late
1990s and early 2000s, a humber of authors commeraatéuk limited growth opportunities

for grocery retailers (e.g. Wrigley, 1987; Duke 1989; Langsbral., 1998, predicting a
slowdown in retail property growth. It is now known that many of these predictions were
extremely premature as the major muttphave all continued to expand both organically and
through various acquisitions. Therefore, it is useful to congideregional growth strategies of
selected retailers within the grocery marlggure 5.15%xemplifies the major advancements in
storemt wor ks for Tesco, Asda, Morri sons, Sai ns
The graphs display totdlloorspace(sq ft 0009 by each GOR along with the total number of
stores across Britain. It is important to distinguish between the two due difthrent store
formats that now exist within the grocery market, a topic which will be explored in the next

section in more detail.
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Figure 5.1%a) showsthat Tesco currently has the highest level of retail provision across GB
exceeding 500 stores thaamalgamate to ovei3 million squarefoot 1t i s c¢cl ear t hat
growth has remainesteady since 20Q2ncreasing both the number of stores and the level of
floorspacesubstantially each year. Initially, in 2B0the data indicate that Tesco hadhhig
floorspace provision in the South East, thestof England and London. Moving forward into
2012, these areas still represent one of the primary areas for, ieseaver the company has
clearly made a considerable effort to expand its store network fiksNioe and the Humber,
Scotland and thast of England. A similar pattern is thus reflected in thade for its stores

in Figure 5.9a). In addition to sustained organic growth, Tesco also expanded througthernum

of acquisitions between 2002 and 20E®?r instance, in 2002, Tesco was given the all clear to
push through a £377 million takeover of the 885 convenience stores trading as One Stop,
Day & Nite and 350 T&S confectionary and newsagent stdrkes Guardian, 2002). By 2006,
Tesco had convextl 700 of these stores into its Tesco Express format, and still had 500 T&S
branded stores. Furthermore, in March 2004, Tesco was cleared by the Office of Fair Trading
(OFT) to buy theAdminstore convenience store chain giving it a further 45 new stores in
London (BBC, 2004). This was followed in 2005 by the purchase of 21 petrol stations from
Morrisons which were formerly part of a SafewBl joint venture Einch 2005). This period

of takeovers between 2002 car2005 is reflected in Figure 5( by thesharp rise in the
number & stores in 2008 Tesco have clearly identified the convenience market as a key
strategy for growth since the turn of the century, as it wertb@cquire 77 outlets from Mills

Group for £20 million in 2010 (Guardian, 2010). thermore, after announcing the first fall in

UK profits for at least 20 years, the company has unveiled it is expected to scale back openings
of big stores and store extensions, focusing instead on smaller stores and growing its online
presence (Financialimes, 2012). If other retailers were to follow suit, this behaviour could

spark fresh claims thétte6 r ace f or space6 among British grocers

In comparisonAsda (Figure 5.9()) shows a more gradual growth in the number of sgfor

Asda I n 2 0 Gldorspaocksmd aahils regional concentration, highest in the North West
and Scotland, two regions they continued to expand withingegear. In addition, Asda have

also concentrated on expanding in iWest Midlands, Yorkshé and the Humber, thSouth

East and London (to an extent). With regard to expansion iSdhth East and London, Asda
pushed through a massive expansion starting in 2008 in an attempt to increase its competition
against Tesco andh &ahe ocosnryu Adgitiorallyj Asda talsoeopesed a t
number of O0et himabid tosvin coreéisiah customerd BBQ 2009)staategy

the company have been committedinoother parts of London and cities with large ethnic
minority populationsinterestingly, theloorspacein Yorkshire andhe Humber is not as high

as expected considering the high market shgteds in the region in Figure %8. This would
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indicate there is probably a strong regional attraction to the brand ymmesgotcompared to

say Tesco or Sai ns bwolg the Anfercan campaaynjidllae 'soldA| s o
Asda for £6.%illion to their Leedshased investment subsidiary Corinth Services Lim{léae

Grocer, 2009).In reality, the deal was moref a group resticturing since Corinth is a
subsidiary of WaMart - meaning Asda actually still remainmder the control of Wallart.

Most recently, in May 2010, Asda bought 188tto stores across the UK at a cost of £778m
(Goodley, 2010). After struggling to keep pawith its rivals during the recession, the deal was
done to move Asda into the smaller, more localised store matkgertheless, in September
2010, it was announced that Asda would be forced to sell 47 of the existing 194 Netto stores due
to a ruling bythe Office of Fair Trade (OFT). This increase in store size igefta@cted in

Figure 5.1%b) as the GMAP data still lists Netto separately, primarily because the rebranding of
the Netto stores did not begin until 2011. Moving forward, Asda has alsarcew it is to

create 5,000 new jobs in 2012 as part of a £500 million expansion. The retailer will open 25
stores, refurbish 43 existing outlets and invest in three new depots during the course of 2012
(TheGuardian, 2012).

Overtaken by Asda in 2003 &r i t ai n6s second | argest retai
somewhat similar expansion strategy to Tesco with a consistent growth in floorspaoe-year
year . However, unli ke Tesco, Sainsburyds st
Sainsir ydos had high floorspace provision in Lo
areas where the company still records its highest floorspace figures. This is reflected in figure
5.9(c) which demonstrates very high levels of demand in these aresis, Signilar to Tesco,
Sainsburybdés also expanded through a number o
mar ket . More specifically, in March 2004, Se
Bells chain. This was shortly followed in O® b e r 2004 by the acqui si
stores in Yorkshire and the North Midlands (BBC, 2004b). These two takeovers are the reason
for the large increase in store numbers and square foot rise in Yorkshire and the Humber in
during 2006. More recemntl in 2009, Sainsbury's bought 24 stores fitb Ceoperative 22 of

which wereSomerfieldstores ad the remaining two were @p stores. This was because the
Co-operative were required by the OFT to sell 126 stores after the completion of the £1.57
billion Somerfieldtakeover in P08 to address competition concerns in some local grocery
mar kets (BBC, 2008). A further nine stores w

Wales, the north of England and Scotland where Sainsbury's market share is low
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Figure 5.15. Regional changes in floorspace and national store numbers by
retailers in GB, 2002 to 2012
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Next, | et us consider the expansion of Mo r |
evidently clear that ir002t he maj or i ty  @obrspacémas constraiped oy 6 s
northern England, in particular Yorkshiend the Humber, and eénNorth West. Overtime,
Figure5.15c) demonstrates how Morrisonsstexpanded outwards across the other regdns

GB. Subsequelt i n t odaydés mar ket , Mor r i sfmorspacent i | |
Yorkshire andthe Humber (where the company originated).otever there has been
considerable expansion into Scotland, the South West and London. The substantial growth
across the country in further compounded by the large increase in store nuntlveen2003

and 2005 in Figur®.15 (c). This sharp rise reflects the acquisition of Safeway by Morrisons
which went through in 2004 for around £3 billion (BBC, 2004Milst other retailers were
interested in purchasing Safeway al&€( 2003: cited in Hughest al.,2009) Morrisonswas

given the all clear by the CC as it was believed the merger had the potential to create a fourth
nati onal champion to rival Asda, Sainsburyéo
lowering prices, and improving quality for consumers. There wks® lass issues regarding

local monopolies aS a f e wranked share was focused to southern England and Scotland, the
opposite of Morrisons (Poolet al., 2002). Nevertheless, as is often the case, the CC only
cleared the deal on the basis that a nurobstores had to be sold off due to concerns over local
market shares (Buet al.,2010)7 explain the slight decline in 2008. For example, 11 stores
were purchased by Waitrose (Guardian, 2005), and through the termination of the joint venture
between Saway and BP, five sites were subsequently sold to Bimerfieldand Tesco.
Latterly, in December 2008/ orrisons also reached an agreentenbuy 38 Ccop and former
Somerfield storegor £223.1 million (BBC, 2008). Once more, as many of these stores were
located in the south, it highlights how the south (in particular Londanp&coming a key area

for growth moving forward for Morrisons.

Outside ofhe o6bi g fourd, the discounters (Al di, L
expansion strategies since the early part oftéventy-first century. Figure 5.1®) highlights

how the collectivefloorspaceand total number of stores has increasedsistently every two
years. Unlike the other retailers discussed, the discounters have all expandéchibygatina
steady pace. Table 5disaggregates the discounters into the individual brands to exemplify the
different strategies thelyave taken. On aerving Table 5.5Aldi has clearly moved out in all
directions fom their early base in the Northaat and Midlands with new stores in the South
East, Wales and Scotland. Lidl opted to move towards a blanket coverage of GB whilst Netto
has perhaps been meocautious, not straying too far from its initiarthern baséwith the
exception of London). Nevertheless, whilst the overall growth imtimber of discount stores

has been impressive, some planned strategies did not tcofngtion. For example, Net 0 6 s

highly publicised £200 million investment in 70 nawes in South Wales never materialised.
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Furthermore, as previously mentioned aftetimin fortunes, Netto solds assets to Asda for

£778 million (Thompsoret al.,2012. Conversely, Aldi opene80 new sites in 2009 and held

planning permission on a further 29 sites at the start of 2010 (The Grocer, 2010). Additionally,
Lidl held 22 sites with planning permission for new stores at the start of 2010 (The Grocer,

2010). Thus it seems that growth@B remains very much on the agenda for the discounters.

Moving forward, clearly there are still gaps in market share across the céwmryFigure

5.10(3 and consumers are still continuing to shop at the discounters (EidLifa)). The big

guestion renains as to whether the gaps are in areas where the discounters already have a strong

market share, or will they need to venture into pastures new?

Table 5.5. Discounter store expansions by sq ft from 2002 to 2012 across GB

Retailer Aldi (sqft) Lidl (sq ft) Netto (sq ft)

Year 2002 2012 2002 2012 2002 2012
East Midlands 214,000 360,998 91,000 311,841| 98,000 90,000
East of England 90,000 284,029 87,000 343,792| 19,000 48,000
London 47,000 121,140 167,000 580,228 0 42,000
North East 113,000 268,838 78,00  241,421| 133,000 156,000
North West 559,000 792,518| 117,000 499,226| 162,000 258,000
Scotland 46,000 377,723| 237,000 849,292| 12,000 0
South East 63,000 240,607| 179,000 506,086 13,000 42,000
South West 75,000 230,862 202,000 731,518 0 0
Wales 83,000 305,314| 173,000 495,284| 6,000 30,000
West Midlands 289,000 500,075 80,000 461,732| 41,000 132,000
Yorkshire & Humber 190,000 305,612 79,000 410,293| 377,000 366,000
Total 1,769,000 3,787,715| 1,490,000 5,430,712| 861,000 1,164,000

Source: GMAP Ltd, 20022012

The final retailer displayed in Figure 5.15(e) is Waitrose, identified so far in the thesis as one of

the success stories of the recession. As such, it is important to try and understand the nature of

t h
Wa

Figure 5.15(e) it can be argued that this is a direct result of the large floorspace Waitrose has in
these two regions. Nevertless between 2002, and 2012, there has been an effort to expand
outwards into the South West, the East of England, Yorkshire and the Humber and, more
recently, Scotland. This takes the company to over 250 stores across GB. In the same way as the
Wa i

grow more organically. This is indicated by the steady rise in store numbers and floorspace.
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However, in order to fit with its long term strategy to evolve into a naticetailer, where

possible, Waitrose have also attempted to pick up stores through other strategies. For instance,

in 2000 Waitrose purchased 11 stores from rainerfield24 stores from Safeway between

2004 and 2005 (as stated), six stores from Morrisons between 2005 and 2006. In addition, in
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2008, Waitrose announced the acquisition of four Woolworths store sites and in January 2009,
Waitrose announcedthat they had acquired 13 sites frdime Ceoperative Group

5.3.2Changing Store Formats

In addition to trends in the actual number of stores and fioispaceacross GBjt is also
important to understand tivariouschanges to store formats over the last ten or so years. For a
long time in the grocery market, the blueprint was to build largeftawn supermarkets as
increasing mobility meant these typef stores would be most preferable. However, due to
changes in thestructure of thepopulation, new planning policy regulations and shifting
consumer demandetailers have had to adapt the range of stores in their network portfolios.
ConsequentlyFigure 5.16 exemplifies the different types of storés selected retailerghat

exist in the grocerynarket classified by their size (sq fihe classification is that used by IGD
and states the followingpavenience (less than 3,000 sq ft), small supédetai(3,000 to 9,999

sq ft), large supermiaets (10,000 to 24,999 sq ft)umerstores (25,000 to 59,00@nd
hypemarkets (over 60,000 sqft)

First of all, Figure 5.1@) indicatesthat Tesco hastores which fit into each of the different
formats. Burtet al. (2010) discuss the range of Tesco stomd their history in more detail.
Neverthelessthe main formats in order of size include Tesco Express, Tesco Metro, Tesco,
Tesco Extra and Tesco Homeplus. However, it has not always been like this &l Brib s
number oe retailer. For example, in 200Z,e scod6s store networ ks we
3,000 sq ft and 59,999 sq ft in size. Since then, Tesco have invested heavily in the convenience
store market through its various acquisitions afgb built a number of large hypermarkets.

This polarisation has meant the medium sized stores are being squeezed out of the market to an
extent. The growth of the larger hypermarkets is interesting, as it suggests that despite strict
planning regulations, Tesco havél §teen able to build their large eaf-town stores. A similar

pattern is also seen with As@aFigure 5.1@), as it too has continued to increase the number

of large 60,000 sq ft stores over time. However, as the total number of stores has nadncreas
as rapidly, it wold suggest that Asda have unddéen a considerable store extension
programme. The difference with Asda is that it has resisted the option to move into the
convenience sector, with all @6 stores being greater than,Q@0 sq ft. Thepurchase of Netto

(not included in Asda datajowever suggests that Asdes aware that it needs to deliver
smaller supermarkets to meet the needs of local commurtibiegach morecustomers in

markets that areucrently undeserved by Asda.
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Similarly to Tesco, Sainsburyodés al so has an
Sainsburydés Local, Sainsburyds Centr al and
Extra) and Asda (Asda Wadlart Supercentre), Sainsbury's does not employ a separate brand
for its hypermarkets, having phased out the 'Savacentré feeseeral years ago. Since 2002
Figure 5.16c) shows how the retailer has increased the number of smaller convenience stores.
Fut her mor e, i n a contradictory strategy to
concentrated far less on the construction of large hypermarkets. Whastontinued to build

them, it appears to have been at a much slower rate thmernsarkets andsuperstores.
Morrisons ha alsotraditionally supplied stores that are greater than 10,00Q sgdtnplified

by Figure 5.1&d). However, in 201,IMorrisons announced it would open its first convenience
store in llkley, Yorkshire.The new formatbrandedVi-local), wasthe first of a three store trial

to evaluate and refine Morrisons convenience offes.many of these stores are still in a trial
phase, the challenge for Morrisons is to maintain its core values and appeal as it continues to
expand. Conseauntly, to ensure it differentiates itself from its rivaM-local stores are
designed to hava greater emphasis on fresh food, skilled craftsmen and women, increased
affordability and guaranteed freshness (Morrisons, 2012). Since launching its fiostalM
format, Morrisons has opened five stores so far, and promised to open 20 by the end of 2012
and 70 by the start of 2014 (Morrisoristhere is also speculation thitorrisons has held
exploratory talks withCostcutter as it seeks to gain a serious foothold in the convenience

market.

Since arriving in GB in the early 1990s, the discotsmteave been much more consistent with

their store formats. As mentionethe standard model for a discount store is one with low
operational costs builbn relatively cheap land (Coll&£003) Based on the data in Figure
5.16e), it would appear that this aformatbetween 3,000 and 10,009 & in size. Since 2002

the discounters have been committed to rolling this format out as it is clearly one which works
for them. In comparisqrWaitrose have attempted to be more varied Withr stores. Initially

in 2002 much like the discounters, Waitrosesa s soci at ed with the o6¢tr
format. However, today we see a range of different store types. For instance, since purchasing a
number of stores from Somerfield and Safeway it now has etisel®f stores under 10,000 sq

ft. Furthermore, after announcing itenture into the convenience sector in July 2008, adarge
scalerolout of the O6Little Waitrosed6 concept has
nextfive to tenyears.Trading from 2,500 to H00 sq ff themajority of sites are expected be

opened in Londoandare believed to be a direct challengéh®M&S's Simply Food format.

Whilst Figure 5.16 provides a clear understanding of the changes in retail format ovest the la

ten years, it does not identify any geographic difference between them. This is important when
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trying to understand the impact of the different formats on different parts of the country.

Consequently, Figure 5.17 demonstrates the percentage of bimiréisinto each of the format

categories by the Vickers and Rees (2007) LAD classification. It must be noted that only the

stores associated with Tesco and Sainsburyds were
store portfolios. The percentage® also provided in an index where 100 is the average to

standardise the data. This is because there are far more stores in the more urban areas compared

to the rural classifications. This index was calculated as followed:

(5.2)

where,"O represents the index value for eatbre formaf(f) in eachLAD class(l), 0 is the

percentage oftoresby format(f) in each LADclass(l), and0 is the mearof 0 for GB.

First of all, it would appear that the convenience stores (<3,000 sq ft) are dominant in

OMul ticul tur al i nner Londonbo, the 6City of Londo
London is clearly an area where there is a much greater demand for convenience retailing. This

is arguably down to long working hours in the city and the high percentage of smaller

households. Furthermore, the high rental costs for land in the capital could mean smaller shops

are simply more affordable for retailers. In addition, the above averegleoleconvenience

stores in O6coast al resortsé suggests Sainsburyods
formats respectively to target rural coastal villages. It is likely that both retailers would face

strong opposition to large supermarkets isthtypes of areas.

In terms of the supermarket formats (3,000 to 10,000 sq ft and 10,000 to 25,000 sq ft), Figure

5.17 displays a pattern of increasing rurality with larger stores. For example, whilst many of the

smaller supermarkets still remain promine i n the O6city of Londond, 0c
O6mul ti culLtonmrdaoln 6i, nmereas defined as o6rur al extreme
contain above average numbers. This becomes even more prominent for larger supermarkets as

there are high levels cf 0, 000 to 25, 000 sq ft supermar kets it
coast al extremesd and the O6rur al fringebo. Thi s i s
larger supermarkets are being located in-afttown areas. This continues with the large
superstores (25,000 to 60,000 sqg ft) as they too
extremeso, 6aged coast al extremesd6 and the O6M8 c
follow explicitly for large hypermarkets. However, Figure 5.17 highigh somewhat mixed

spati al pattern. For i nstance, there are stild!l

Londono. However , those areas that show the highe
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towns6é. This i s | i keshfstobes stilbneesl a constderablé goputateon 6 0 ,
to ensure profits as simply locating in very rural areas is not enough for this format of store.
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Mixed Urban
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Figure517. Tesco and Sainsburydéds store Xflormats b
Source: Vickers anBees (2007YGMAP Ltd (2012

5.3.3 Potential Growth Opportunities in the Future

Contrary to many predictions, the evidence provided has revealed a continuation of growth in
the grocery market with regards physical retail spae the past ten years. However, fuelled

by a mixture of new store openings and lasgale acquisitions, the concept and threat of
market saturation is once again beginning to resurface. Therefore, in this section, attempts are
made to challenge the commonisconceptions regarding the extent of saturation and levels of
competition across the country at a sabional level. This is achieved through the use of
floorspaceperhousehold as an indicator for potential growftoorspaceperhousehold has

been usd previously by Langstoret al. (1997, 1998 and Poa et al (2002) and provides a

useful measure to assess the spatial variations in market concentration for major multiples.

Figure 5.18 represents floorspguer-household for each LAD across GB in 20The maps

are also broken down to highlight the differences between total sq ft per household in the
grocery mar ket and the individual val ues fc
discounters (Aldi and Lidl). Waitrose has not been includdtiis instance because the retailer

has such a low market share relative to the other retailers and thus hypothetically should be able
to locate anywhere. In the first instance, Figure 5.18(a) shows that overall, Scotland is largely
overprovided with rgards to grocery retail space. The average for GB is 5.7 sq ft per household
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and LADs in Scotland display figures above 6 and 7 sq ft per household. Other areas of high

provision include areas in the East Midlands, the North East and North Wales. Thas spat

pattern remains broadly consistent with Pool eds
and north London were also identified as having high levels of retail provision. However, ten

years on this no longer seems to be the case. Figure 5.18¢gpiks that the South East has

much lower levels of floorspageerhousehold and so too does north London. This is arguably

due to an increase in population within these areas since 2002. Data from the 2011 Census
demonstrates these areas have witheseede of the highest levels of growth across the

country. Combined with the increased levels of grocery expenditure exemplified in Section

5.3.1, this is encouraging for the grocery retai

markets are now operd up due to demographic shifts.

In terms of the individual retailers, due to their expansive store network, Tesco has very high

levels of provision in most areas. The highest levels are concentrated in Scotland, Wales, the

East of England and parts of tBeuth East. Nevertheless, it would appear that the retailer still

has room taexpand further in the coming years. The North West (Cumbria) and Yorkshire and

Humber (Harrogate, Wakefield, Leeds and Ryedale) for example, still show relatively low

levels ofprovision. It must be noted, however, that further investigation would be recomdend

to ensure low representation in certain areas is not just a factor of their rural location and low

population density. The opposite could ¢md for some LADs appearing lack provision, a

result of high building density and thus a lack of available space fordaade grocery outlets.

Either way, given Tescobds range of store formats,

current gaps in the market.

In Figues 5.18(c) and 5.18(e), Asda and Morrisons demonstrate a very similar pattern of
provision and potential opportunity. Whilst Asda has clearly expanded further in terms of actual
floorspace levels, the spatial variation between the two remains cons¥ietghire and the
Humber (in particular Leeds, Bradford and parts of West Yorkshire) are relatively more
provided than most parts of the country. This is reflected by high levels of demand in Section
5.3.2 which suggests it would be difficult for both rets to expand in the region. This is why

the CC instructed Asda to sell off a large proportion of the Netto stores acquired in 2010, as the
region signified one of Nettobds strongest areas.
placed in their expssion into the South East. Neither retailers show an-preiision in the

region and their local market shares would likely pass rulings from the 2008 CC test (cited in
Hugheset al.,2009)
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Sainsburyés opportunities f oAsda gnd blowisdns. BMloree al most
specifically, whilst the retailer is a long way from reaching the level of floorspace achieved by

Tesco, Figure 5.18) highlights the comparae dominance of the retailer in the South East.

However, this is not consistent acroke twhole region. Areas such as Guildford, Chichester

Waverly and the south coastill show low levels of provision relative to the number of

households. Based on th#drmation presented in Section 5.3.2, it may have been expected that

S a i n s wasreactiing their limits in the area. However, theentpopulation growth irthe

South Eastvould suggest there is still room to expand witBia i n s taditiogabheatands.

The rise in population may also have been a cont
and Waitrose during the recession, counteracting the reduction in grocery expenditure across the

region. In contrast, Figure 5.18(f) exemplifies the tgbadvision of the discounters. In this

instance, only Aldi and Lidl have been included because of the acquisition of Netto by Asda.
Compared to the 6big fourdé retailers, the discoun
Thus, both Aldi and Lidhave wide ranging opportunities for growth. Nevertheless, in relative

terms, the discounters have high levels of floorsgsdiousehold across the Midlands,
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northern England, the South West and Wales. Once again, the greater London region and the
SouthEast portray places of undprovision.

5.3.4Internationalisation of British Retallers

Due to the extensive research into the state of the domestic British grocery sector, the remaining
part of this chapter will concentrate on the role of internatisai@n. The last two decades

have been characterised by an increasing internationalisation of retail activity and a considerable
number of academic attempts to classify or categorise this activitydBairt 2008). The initial
internationalisation of Btish grocery retailers during the late 1990s has already been discussed

in Chapter 3However, further international moves have also occurred since the early 2000s,
whi ch may have had different motivations to
capital concentration and accumulation (Wrighey Lowe, 200R

Tesco, arguably the UK®&s most successful r
internationalisation (Buret al, 2010). Tesco has turned from a company dominated by UK

food supestore retailing to one where the salle®rspaceoutside the UK is iggater than that

inside the UK. Recenstore number growtihas beerfocused internationally and profit and
turnover growth is faster internationally than in the UK (Seth and Rar&fflh. Table5.6
exempl i fies Te s cstofesountsacraseimernatiarglgnarkets alttiseclear from

the data provided that Tesco now have strong presence across many continents. Since 2002,
there have been signs of a consolidation process uagewith focus upon strong markets and

a rigorous review of activities in O6weakerd

Table 56. Tesco internationalisation

Country Year entered Stores Areasqft Meansqft Stores 20112012
Poland 1992 412 8,906,000 21,617 41
Hungary 1994 212 7,301,000 34,439 7
Czech Republic 1996 322 5,797,000 18,003 61
Slovakia 1996 120 3,627,000 30,225 23
Republic of Ireland 1997 137 3,440,000 25,109 7
Thailand 1998 1,092 12,831,000 11,750 310
South Korea 1999 458 12,551,000 27,404 59
Malaysia 2002 45 3,778,000 83,956 7
Japan 2003 121 396,000 3,272.7 -19
Turkey 2003 148 3,628,000 24,514 27
China 2004 124 9,622,000 77,597 19
United States 2007 185 173,279 936.64 21
Europe nonUK 1,351 32699000 24,204 166
Asia 1,840 39,178,000 21,292 376
Total non-UK 3,376 73,747,000 21,342 563

(Source: Tesco, 20)2
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In terms of internationalisation, Tesco has lived up to itsdesdfared strategy and so far has

acted a multiformat strategy More specifically, Tescdhas adopted two major strategic

alternatives available for international retail expansiog | obal 6 and &émul tinati ona
Global retailers replicate a standard format throughout the world, whereas multinational retailers

adapt their retail offeng (Sternquist, 1997). lthe newly created markets in central Eurppe

Tesco entered its first and culturally most proximate markets with a fairly unchanged retail

mo d e | (6gl obal 6) . For exampl e, Tesco opened its f
buying US corporation Kmart's operations in the country and converting them into Tesco stores.

Furthermore, Tesco also opened in Hungary in 1994 after purchasing a small local supermarket

group trading as -$arket. Recently, Tesco have moved to opegdanypermarkets in the

country, building their first Tesco Extma Hungary in 2010 and a second in 2012.

In East AsiaTesco has adoptednaultinational strategyoften following a partnership approach
whereby it gives initial scale and access to knogdeaf local political and institutional
conditions (Palmer, 2005). Such partnerships are often followed by the acquisitions of larger
stakes (Wrigley, 2005). For example, in Thailand, where transportation is expensive but labour
is relatively cheap, Tescadapted its logistics to this situation. It has developed a low cost
6val ued f-acountryeexpansiana hypegsmarket format surrounded by leased space for
local fred fruit and vegetable vendowshich provides a vehicle forné&ry into neighbouring
economics(Wrigley, 2005). In China, Tesco also acquired a 50 per cent stake in the Hymall
chain fromTing Hsinin 2004; it later raised its stake to 90 pent in 2006 in a £18@illion.
Additionally, in 2008 Tesco announced their intention to invesiratial £60 million to open a
wholesale cashndcarry business based in Mumbai with the assistance of the Tata Group.
Furthermore, Tesco Japan first began operations in 2003, brought about bgwt bl Two

stores for £13®illion in July 208 and laer Fre'c in April 2004Nevertheless, in 2011, Tesco
announced it would be paying rival Aeon a £40 million dowry to take the stores off its hands
after revealing that only half of the stores in the Greater Tokyo Area were making a profit
(Tescq 2012). Hstorically, foreign retailers have struggled to conquer Japan due toxibe
combination of intense competition and years of lacklustre economic growth. French giant
Carrefour pulled out of Japan in 2005 when some of its stores were also acquired byhseon
disinvestment of Tesco from Japan is not the only example of the retailer struggling in
international markets. Other examples of disinvestment include the sale of Tesco stores to
Carrefour in Taiwan after only one year in the marke2085.The dealcost Tesco £39 million

in which it exchanged six stores in Taiwan for Carrefoeléven outlets in the Czech Republic

and four in Slovakia BBC 2005). More recent examples of withdrawal from international
markets include the closucd T e s cVin ®lsis autlet in Calais (only French store) which sold

wine, beer and spirits during 2010.
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These recent withdrawals (in particular Japan) immediately put the spotlight on its American
business, Fresh & Easy. Tesco has since pulled out of the USeaftarmakig a profit in five

years, at a cost of £1.2 billion (BBC, 20138gsco entered the grocery market in 2007 through

the opening of a new chain of convenience stores, on the West Coast (Arizona, California and
Nevada)More than 100 stores were planned infilg year; a store opening every taada-

half days. However, due to the recession which hit America in 2008, this planned rate of
expansion was not maintained. Nevertheless, despite the negative media reports of the Fresh &
Easy chain, Lowe and Wriglg2009) and Lowet al. (2012) reveal considerable strength in the

US brand that Tesco has created. However, no one foresaw the hit that the US economy would
take, with some of the markets Tesco had targeted being the worst affected by the recession.
(Lowe et al.(2012) predicted that company were being so innovative that they could be slightly
ahead of the ganieit is now known this is not the case. It seems the failing internationalisation
became toanuch tocarry during a time when Tesco is startingtale back its UK operations

more specifically €804 million write-down in the UK property portfolio after identifying more

than 100 siteshat will not be developedought mainly during the property boom more than

five years ago (BBC, 2013).

Despitethe documented problemisy comparison to other British grocery retailéfesco can

still show a handful of markesthare leaderships fioreign markets and each country mastered

gives the retailer a broader international knowledge base. For instantst, Aghia forms part

of a wider international business through Whdrt i the Asda fascia only exists in the UK.
Moreover, despite the sheer scale of the business, the key elements of its business model have
often proved difficult to transfer because ofaddished economic and social norms of behaviour

to a host market perhaps best illustrated by its failure in German2006 (Burt and Sparks,

2006; The Independent, 2006). In addition, despite a number of attempts at retailing in foreign

countriesSainbur yés has had | ittle success. Mor e s
purchasing the Shawés chain in 1987, Sainsbu
£1.18 billion in 2004 (EAmi r and Burt, 2007) . YYBdgmSAREuUTr y O s
was the companyds second i AtAflar armumbenohdedlsim s s i
which Sainsburyds gradually increased its sh

under the Sainsbudy$®anner opened in February 20@hd by November 2000 Sainsbérg
operated 106 supermarkets and neighbourhood stores in the greater Cairo-Araa €fld

Burt, 2007). However, soon after in 2001, the company sold the subsidiary to its Egyptian
partner, resulting in a consolidation ofesacosting of £24 million and £80 million, generating
operating losses of £11 million and £24 million respectivelyAir and Burt, 2007). The

move into Egypt was met with mixed feelings by customers, however the retailer themselves
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put the closure dowto difficult trading conditions and the deteriorating political situation in the
Middle East at the time.

Slightly more positive examples, by no means as successful as Tesodude Marks and
Spencer. 12001, Marks and Spencer closed all 38 oEitsopean shops as problems hit them

hard at home Rurt et al, 2002). Someof the Spanish shops quickly reopened and were
augmented by a couple of new ones a few years later. The company reopened its Paris store on
24 November 2011, following the launch af new French website on 11 October 2011.
Furthermore, in the Philippingthere are 18 Marks and Spenstores There are currently

shops located in 41 countries across the Middle East, Asia and EGopdi€y 2010). Perhaps

the most interesting has dre the recent move out of the UK by Waitrose. Buoyed by its
impressive and sustained growth since the recession, Waitrose has expanded its store portfolio
with outlet openings in Bahrain and the Channel Islands in 2011. The retailer has also
announced it Vil continue to extend its brand equity through the distribution of its own brand
products in the US and Canada, as it maintains aptenoged international development
strategy (Waitrose, 2011; Verdict, 2011). In the UK, Waitrose has built up a strartgti@p

for selling high quality food products, allowing it to leverage the strength of its brand and
expand its reputation for premium food products on a global level. For example, in 2010,
Waitrose announced plans to distribute its Duchy Originals haitrose range to retailers of a
similar reputation inhe US. Waitrose is now capitatig on the growing equity of its brand

with plans to distribute its private label products to the US and Canada (Verdict, 2011). This
move into North America will boodWaitrose's export business, promote the qualitggution

of the brand worldwideand help raise the standing of the Waitrose name as a credible fast
moving consumer goods brand in its own right. Looking to the future, recent comments from
senior represénat i ves suggest t hat Sainsburyods, Mar ks al
committed to expanding in overseas markdise(Guardian, 20)2 The target areas are not
surprisingly believed to be the growing markets of India and China. Nevertheless, given
Sahsburydéds and Marks and Spencer6s international
recently expanded out of the UKall will be undoubtedly be cautiousitérnationalisatiorstill

remains a nonlinear, ongoing, dynamic activity involving developmeantimpacts and

retrenchment at a variety of levels (Jackson and Sparks,.2005)

5.5 Conclusion

The analysis reported in this chapter has soughdbtmmentthe major changes in the British
grocery market since the staftthe twentyfirst century. Initially, it was established thagainst

an unpredictable lonterm macroeconomic backdrop, households have responded by reducing

their expenditure and ultimately thejrocery expenditureNevertheless, this has not been as
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severe as it has been in other atperf household budgets, most noticeably recreational
activities. A the same timeit was shown that households have clearly not abandibesd

ethical and moral beliefs ohealthy foodsfor example.The outlook for stronger grocery
inflation, and the pential prospect of reduced disposable income levels as the impact of the
Government cutbacksome through, both loom large. Nevertheless, an assessment of the wider
economy highlighted both the strength of the retail market and, in particular, the tdod se

(with the exception of independent retailers) in terms of employment and business stihgval.
recession in GB has clearly had an impact on consumer behavihappers are scrutinising

their expenditur@ndensuring they get best value for moneysiytching to different retailers
Tesco, for exampl e, has struggled for the fi

Morrisons, the discounters and Waitrose.

After analysing the wider changes to the retail landscape in the contextnattireal economy,

new insights into the spatial pattern of grocery expenditure and retailer demsaadlso
gleaned from analysing changes at the LAD level across GB in Section 5.3. In particular, the
use ofVickers and Rees (2007) classification of dits also enhancedhis understanding. It

was found that both grocery expenditure and retail demand has a distinct spatial pattern beyond
a regional level. The disaggregation down to LADsnd use of Vickers and Rees (2007)
classificationreveakd more vaied patterns of provision and even areas that are underprovided
given their populatioror spending power. The analysis highlights how the grocery market is
highly complex at a subnational level, with considerable variation in provision suggesting that
comnon references to saturation are overly simplistieven for Tesco. With regard to
ecommerce, it was reasoned that geography remains crucial in relation to food retail sales.
However, whilst increased online grocery sales are expdbedyarket is constdly changing,

making it difficult to predictvhatonline grocery retailingvill look like in the next few years.

A comprehensive analysis of recent suggije changes also exemplified the extent of regional
monopolies that exist in GB in terms of flopese provision. Furthermore, despite new
planning legislation and fears of saturation, retail growth will continue to occur: it is likely that
the form rather than the extent of growth will change. For instance, the contiomgtuction

of large hypermaets and the overwhelming increase in tluenber of convenience stores are
pushing mediunsized supermarkets out of the mari@it a recessionary trendyloreover, as

the varying levels of floorspageerhousehold by the top retailers indicates, therg a
sufficient demand in some underovided markets (particularly in the South East), to support
further expansion by grocery retaileralthough this is of course dependent on the local
availability of new sites which are subject to the 2QIBassessn# criteria(cited in Hughes

et al, 2009) In addition, in order tmegate the impact of the increasingly competitive British
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grocery retail market, many retailers are looking to expand oveideasver, as many other
economies across the world have asffered from the effects of recessimd the documented
failures by retailers in certain market®tailers have to be far more knowledgeable in their

international endeavours.

Even though this chapter has a provided a comprehensive review, thdfeaansmber of
issues which require further exploration, and will thus be taken forward into subsequent
chapters. For instanceyhilst households have clearly affected by the recession, have the
changes been uniform across all consumer types (demograpbaipeconomic and
geographic)? Furthermores @aompetition for market share in GRtensifiesbetween leading
retailers- with a number of exits from the market already (e.g. Haldanes and Netto), the
guestions remains whether the various supermarket<haith independent retailers caaapt

to thesemarket pressurdn order to ceate new growth opportunities in GB?
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Chapter 6

Household and Individual Level Trends
In the British Grocery Market

6.1 Introduction

So far, the analysis in this thesis leeen deliveregrimarily at an aggregate level. Whilst this

has been important in unearthing general trends and insights into consumeoureaanoss

Great Britain (GB),it was established iboth Chapters 2 ang@l that consumers promote quite
different behaviour depending on their demobgiap socioeconomic and geographic
characteristics especially during periods of economic hardsfiperefore, what iseeded to
supplement the more aggregate analysis is an evaluation of grocery trends at the household and
individual level. In doing so, it will be possible to answer more detailed questimngtrends

in grocery expenditure and customer patronag&B during times of recessiofror example,

over the course of the recession, to what extent is grocery expenditure being determined by
household income, househokize family type, ethnicity, age and place of residence?
Additionally, given the succeses and failures of retailers in thegrocery market,which
consumersare altering their behaviouand6 s wi t to hlifferegt detailersTherefore, what

follows is an indepth study of household behaviour in the British grocery market between 2005
and 2012. By nking use ofa survey previously unused in academic reseatdh possible to

study the patterns, disparities and determinants of consumer behaviour and their changes across
time. Additionally, in order to provide a more locgéographianalysis, the datprovided will

befor two comparative regions; Yorkse and the Humber, and London.

Initially, Section 6.2 will begin by identifying the main patterns in household weekly
expenditure across all areas of consumption. This will build on the analysidgutami Chapter
5, which exemplified aggregated figures for the national economy. Furthermore, it will help
provide context for determining how households have altered (if at all) their grocery
expenditure in comparison to the rest of the household buBigetion 6.3 will explain the
estimation of levels of household expenditure and the harmonisation of categories¢iese

data over time. This will enable an examination of how consumers, disaggregated by a range of
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demographic, socioeconomic and geobiapvariables, have fared over the course of the

recession. Section 6.4 will follow a very similar breakdown to Section 6.3, however; in this case

the analysis wild.@l focus on customer patronage an
between retails. In the penultimate section, some new insights are provided into thapake

and penetration of-eommerce as a viable channel in the grocery market. Once again, attention

will be directed to the demographic, socioeconomic and geographic drivers aFimailky, the

main points and conclusions will be summarised in a concluding section which also identifies

some unanswered questions to be explored in the remaining chapters.

6.2 Total Household Expenditure

Whilst the national level analysis in Chaptehéped provide an insight into the impact of the
recession on Gross Domestic Product (GDP) by expenditure categodidbe overall state of

the economy the analysis in this section will concentrate on the trends associated with
expenditure at the housald level. Therefore, Figureé.l exemplifies total household
expenditure broken down by the Classification of Individual Consumption Purpose (COICOP)
over the period 2005 to 201ftom the Living Costs and Food (LCRurvey. Figure 6.1
illustrates expenditre both at current prices and constrained to account for inflatimg the
Retail Price IndeXRPI). It is important to provide the distinction between these two different
indicators due to the conflicting nature of the literature examining consumenditqre since

the recession identified in Chapter 2.

Initially, Figure 6.1(a) demonstrates that total weekly household expenditure has generally been

on the rise between 2005 (£443.40) and 2011 (£483.60). However, expenditure did fall between

2007 (£471.00) and 2008 (£455.00) during the initial recession. This period was associated with

extreme levels of uncertainty amongst consumers; therefore, it is of no surprise that households

reduced their budgets accordingly. It is worth pointing out, howevat,thiis period (2008

2009) was also a time of decreasing inflation, so goods and services will have been cheaper,

driving down household costs. Looking specifically at certain areas of the household budget,
6transportd and 6r e c sistently beemthe anostl expensivet aspeaséof have co
consumpti on. However, due to rising energy prices
fuel & power 6 has gradually become one of the mos
Interestingly, expethi t ur e on-abtobdl &cndni-onlyeardsinde 2095.1t i sen year
is important to note that since 2009, groceries have been subject to rising inflation, putting

pressure on consumers by driving up the cost of the weekly shopping basket.cohisary to

the majority of the other consumption categories which have remained relatively flat, and in fact
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fell slightly in 20009. Expenditure on 6ot he
2009, arguably because nessential items are bgjrcut from the budget to save money.
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Figure 6.1. Total household expenditure based on CQOP classification, 2005 to 2011
Sources: EFS (2005, 2006, 2007, 2008, 2009); LCF (2010, 2011)

Convesely, after factoring in the influence of inflation, which we know to have been fluctuating
considerably since 2007 (see Chapter Fjigure 6.1(b) exemplifies thatverage weekly
expenditure was at its higheguring theperiod in 2006 reaching £540.0Qs} before the
6Credit Crunchoé hit. Total household expendi
to its lowest value of £483.60 in 2011. This is consistent with the Theory of Buyer Behaviour

(TBB) which states that as the economic outlook keea, consumers become more price
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consciousand increase their price knowledge they weigh price more heavily within their
expenditur§dHoward and Sheth, 196Bstelamiet al, 2001).

Interms of ind vi dual areasr afs gomts niypransaioen tha Kighest e

average weekly spend category throughout the time period. Spending levels were greatest
towards the start of the time series, with households spending £75.20 per week in 2005 which
subsequently fell every year until 2009 to readbw of £64.30. In 2010there wasanincrease

in spending during the brief economic recovesfore fallingagain to £65.70 in 2011. The

categories with the greatest level of declinea v e Ioesehold godd ser vi ces 6 and
&lothing & f 0 ot whmth falbing by 25.4 per cent and 21.7 per cent respectivEhis

demonstrates how households have had to prioritise their spending by revaluating their
household budgets. Nassential items such as appliances and clothing have clearly been hit

hard, causingetailers such as Comet, Jessops and Woolworths to suffer greatly.

I nt er e sousing(get) yuel& p b we r 6 i satedorfytieat hasnskeennaincreasein
spendingsince 2005Its average weekly expenditure values/eincreased from £53.80 in 28

to £63.30 in 2011. This is arguably a result of the increase in numleézabfical itemsn the
homepushing up energy usags price increases have been factored into tHgsssaf Figure
6.1(b). Other areas of consumption have also remained vedjatstable. For instance,
ex pendi oodé& monaol nc odhfo | has dedlinedyndnlg @7 per cergince 2005The
samecanalsdkb e s ai d f oxpendtlteiathis catégogedinedonly by 1.5 per cent
between 2005 and 2011. This would dgected sboth categories remain a necessity in any
household budgetn 2005, we k1 'y househol dooke&nmoman dciothuworlei condrd fnk s d
stood at £55.20, rising to a high &£40 in 20090one of the only categories to rise during the
recessionpefore declining again between 2010 and 2€dthe most recent figure 064.80.
The results aretherefore in line with the notion thaessential items such as food remain
relatively stable against other categories durewgssiopason the wholeconsumes continued
their traditional food shopping behavio@Bondy and Talwar2011) at least in terms of

expenditure

The various reductions and increases in spending across the different categories ultimately have

a knockon effecton the makeup of thdéoushold budget over time. As such, Figufe?

demonstrates the percentage of total household expenditure by COICOP classification between

2005 and 201Xbased on 2011 pricesThe figures show that the proportion of household

ex pendi totber expeoditte O0i t emsd has fallen dramatically
spendingort ransport (nexeatiole uhi gh estatrgathido el s 6. Thi s
readjustment of the househofoal&barallged h dilaisc merainn k g &
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has becoma slightly large propation of thehousédold budget (reversal of precession trend,

EEA, 2005) The issue still remains, however, whether or not this is the same for all household
types and whether consumers are attempting to get more value for nwngyocteries
something which will be explored in the next section
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Miscellaneous goods & services
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= Recreation & culture

=]
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% Communication
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® Housing (net)4, fuel & power

= Clothing & footwear
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Year m Food & non-alcoholic drinks

m Alcoholic drinks, tobacco & narcotics

Figure 6.2. Percentage of total household expenditure by COICOP classification, 2005 to
2011, at 2011 prices
Source: EFS(2005, 2006, 2007, 2008, 2002CF (2010, 2011)

6.3Household Trends in Grocery Expenditure

The following section concentrates specifically on household expenditure on groceries between
2005 and 2012. Additionally, in order to expand upon the work in the previous section and
Chapter 5, amicro level approach is adopted to provide more detailed issighd the
behaviour of consumers during the recession. Specifically, grocery expenditure patterns will be
brokendown by various demographic, socioeconomic and geographic groups to ideosidy
consumersthat have been affected by the recession the most. The analysis provides an
opportunity to update our understanding of household expenditure on groceries through survey
data previously not accessible to academie s ear c h, Ac ©OpiniomPBo (RBRYs ear c
in two comparison regions, Yorkisé and the Humber, and London.

6.3.1Estimating Grocery Expenditure

Before any analysis can be carried out, a certain amount of estimation and manipulation needs
to be carried out. More specificallwhilst the majority of data recorded through R@&P are
gathered through a consistent approach, dhiegoricalbands for the grocery expenditure

variable were alterely Acxiom to include more detail for higher levels of weeklyend in
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2008 Therefore,it makes it difficult to carry outonsistenttrend analysis using ROP data
between 2005 and 2012. Additionally, given that the data are recorded categorically, it makes it
impossible tabring thefigures in line with rates of inflation, which is crucialven the price

rises in food overhe past few years (see Chaptgr Pherefore, what follows is a detailed
description of the estimation procdssharmonise lie data across the time period, through the

use of anonlinear regressiomodel. Initially, conglerations will be given in a brief literature
review to alternative data sources and comparable estimation technigues. Next, the selected
methodology will be detailed in a stby-step process before finishing with a discussion of the

underlying trends dm the model results.

Literature Review

As an alternativeticould be argued that the data from the Living Costs and Food (LCF) survey
could be used athey haveproved sufficient for the more national level analysis. However,
given the nature of the sthaampling size (6,500 householdf)ese data would become too
sparsewhen bpbken downinto both regions (Yorkshire and the Humber and London) and
different socioeconomic, demogtdp and geographic group&urthermore, the most recent
LCF household datavailable at the time of analysasefor 2010 (takes two years to process),
compared to the ROP which is available up to 2012. It is also worth noting that Output Area
Classification (OAC) codes were not included in the LCF survey before 2009 andainsamb
information on the actual retailouseholdshop withi pieces of information that will prove
crucial to the construction of the Spatial Interaction Model (SIM) in Chapter 7.

As explained in Chapter 4ariable inconsistencies are natique tothe ROP, as many data
sources such as censuses and social surveys include variables which have grouped data that are
an aggregate of more detailed informatwmich have changed over tifldormanet al.,2012).
Consequently, aange ofcurve estimation whniques areften used to provide more detailed

figures. The terminology in this topic area wide ranging,with 6 c ur v e, oOfciutrtvien g 6
estimati ond, 0 g r a deirg titedonter@hargenblyBenjamiroand Roilam,g 6
1980). However, in thisase, the term nonlinear regression is appropbatause the models

used express the relationship between two variables using a nonlinear function where
parameters are estimated by a regression technique, minimizing the errors between predicted
and obsered values (Normaat al, 2012). Whilst the main focus of the nonlinear regression is

on the estimation of detailed information from grouped expenditure data by income, age and
other householdvariables the method outlined has also be applied in araak as mortality
(Congdon, 1993), fertility (Chandolket al, 199; Peristera and Kostaki, 2007) amilgration
(Normanet al.,2012 Wilson, 2010)
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In additionto nonlinar regression for curve fitting, other techniques also exish as linear
regressn functionsand relational modelsCpngdon,1993 Normanet al., 2012. However,
nonlinear regression has an advantage maaty of these techniques iaas the potential for
substantive interpretability of parameters and the associated scope for isompdrcurves

over time and place (Congdon 1993/cNeil et al. (1977) also states that compared with
nonlinear regression, change in the predicted curve directioonatam at theextremes of the

data distributiorwhen using linear regressi¢iicNeil etal., 1977). Additionally, giverthatthe
distributions of rates or counts across demographic and socioeconomic variables are often
curved (e.g. concave, convex, exporadngrowth or decay, sigmoidationlinear modelfiave

been proveno providereasonablestimates of rates across the distribution in such situations
(Normanet al, 2012). Neverthelessit is recognised that if the only aim of a curve fitting
exercise is to obtain a good fit for the purposes of representation, then nonparametric graduation
or other techniques may be preferred (Nornenal, 2012). A full discussion of curve
estimation techniques and their developments is beyond the scope diiahier,so readers
deciding on which approach to use for graduation and smoothing are diettegfitz (1982),

Kostaki and Panousis (2001), Peristera and Kostaki (2005), de Beer (2011) and Ebahan
(2012).

Methodology

In simple terms, the task is to estimate proportions for each unit (£) of the grouquesly
expenditure dataas it isknown that underlying the grouped ddteere is amore detailed
distribution The detailed estimates may then be used to calculate average expenditure by
selected socioeconomic, demographic or geographic groupsaggregated into consistent
groups ovetime. The first step requirethe banded dat® beconverted to proportions. These
grouped proportions are then divided out into equal single units (£) within the gronped
(Table 6.1)For examplethe 0 to £58 band poportions would be divided by63to get & equal
proportions (one for each uhit, including Q. The tail end (£150+) is dealt with by using the
same number of units as the first band (i.e. £3@pking it £150 £185.

Table 61. Grocery expenditure proportions by household income.

Income

Grocery spend £09,000 £1019,000 £2029,000 £3039,000 £4049,000 £50,000+ Total

Up to £35 0.382 0.202 0.113 0.078 0.053 0.035 0.202
£36£49 0.231 0.207 0.153 0.122 0.095 0.060 0.178
£50-£69 0.243 0.319 0.320 0.292 0.258 0.209 0.284
E£70-£99 0.096 0.183 0.262 0.297 0.304 0.291 0.200
£100£149 0.043 0.081 0.136 0.190 0.258 0.329 0.119
£150+ 0.005 0.009 0.017 0.021 0.032 0.076 0.016
Total 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Source:Acxiom Ltd(2010)
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The next step involves selecting therrect curve to run the estimatidrom the available
literature andanexamination othe data.The literature suggests ththe most relevant ndinear
regression curve for estimating grocespenditurds one with a peak towards the lower end of

the dstribution, with a steeper ascent from the low end of the distribution up to the peak and a
slower descent to the high end (Nornetnal., 2012). This is supported Wyigure 6.3which
demonstrates the underlying distribution of weekly household grocemsnditpre from the

total expenditure proportions from Table 6.1 aatilonal level weekly grocery expenditutata

from the LCF (banded in £5 groups). It can be seen that both the ROP and LCF share an

asymmetrical distributigras Normaret al. (2012 denoes
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Figure 6.3. Total grocery expenditure proportions
Sources: Acxiom Ltd (2010); LCF (2010)

Taking the above into consideratiorquation 6.1was selected as the appropriate mobfedial
exploration of this function founitl to perform well, returning a realistic singlmit distribution
compared to other methods such as the symmetrical model expression (see &@inanl?2)

and the cubic spline curve functiorhe equation is:

"Qw M Qowi w N Qi o n
(6.1)
where "Q is the predicted model outcome is the rate of accent (height of the cun@)js

the rate of decent amglis the position on the x axis of the pedk the context of the defined

grocery expenditure medl equation 61 can be rearranged as follows

Qi Q Qowi Y o Qowi Y n
(6.2)
where,"Qi is the predicted distributioof grocery expenditure by single £ for consumer type

k (e.g. low incomeor consumers aged 18 to 24 years) ands the observed expenditure
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distribution by single £, again disaggregated by consumerkypEhe model parameters are
estimated through an iterative procegsereby an algorithm repeatedly adjusts the elrging

fitted so that the sum of the squares of the errors is reduced at eadhist@pariably the case

that a moreeomplicated model will fit the data better (i.e. have a lower residual sum of squares)
than a simpler one. However, parsimony of tlienber of parameters is generally preferred, as
simple models are statistically more stable and offer a better basis for comparison over time and
place (Congdomnl993).

The model outputs the predicted distribution oé trocery data in proportions fomgle
pounds Initially, attempts were made to constrain the data back to the original groupings
improve accuracy buhe unequal nature of the bands meant this was proble(aaticFigure

4(a)). Consequentlyin order to improve accuracthe proportims were constrained back to the
original groupings before rerunning the curve estimation a second time (on the constrained
proportions). The model results were then finally constrained tamvkeall totals so that a
smooth estimatiowas retained. This glded noticeable improvements in thevRlue between

the observed and estimated data, although a third attempt made little change for the additional
effort. So, to visualise, Figure 6.4(H)splays the modelled curvdsr threeincome types in
2010, a mehod which gives a good indication of how well the model represents the data
(Normanet al.,2012). It can be seen th#éte curve estimation retains the shape of the original
data, with each of the income groups producing distinctive curves which ré#eatrtount of
money being spenEor instancethe rise to the peak for the high income group starts later and
the curve stays higher to the right than both the tw@tancome groups, supporting previous
literaturethat households with lower incomes spéests on groceries than those with higher
incomeg(see Chapters 2 and. 3)
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Figure 6.4. Modelled grocery spend curves by householsicome type
Source Acxiom Ltd 2010)
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In addition, Figure 6.5 demonstrates the modelled and observed distributions of grocery
expenditure by household income for the ROP for 2010 (survey bands). It is evident that the
modelled results fit a very similar fiarn to the original data, proving the worth of the
estimation technique R= 0.975) However it should be noted they do not perfectly align,
illustrated through sum of squared errstatistics between the modelled and observed
distributions in Table @ The red colours indicate that the lowest and highest spend category
(tail-ends) produce the greatest error, an issue also raised by Netrahaf2012).
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Figure 6.5. Modelled versus observed grocery expenditure by household income
Source Acxiom Ltd 2010)

Table 63. Sum of squared error between modelled and observed expenditure proportions

Household Income

Spend £0-9,000 £10-19,000  £20-29,000  £30-39,000 £40-49,000 £50,000+ Total

Up to £35 0.0004 _ 0.0001 0.0001 0.0001 0.0001 0.0000
£36-£49 0.0002 0.0001 0.0007 0.0005 0.0003 0.0003 0.0000
£50-£69 0.0001 0.0002 0.0005 0.0003 0.0003 0.0003 0.0005
£70-£99 0.0011 _ 0.0003 0.0001 0.0002 0.0003 0.0016
£100£149 0.0005 0.0009 0.0001 0.0001 0.0006 0.0007 0.0004
£150+ 0.0000 0.0001 _ 0.0001 0.0004 0.0003 0.0001
Total 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 | 0.000000

Source Acxiom Ltd 2010)
HouseholdGrocery Expenditure

Finally, this entireprocess was then repeated for a varietigaafsehold types and for eaR®OP
survey (15 in totalpetween 2005 and 20%@r both Yorkshire and the Humber and London
Theoretically, it would have been possible to produce astisnfor endless household types;

however, due to the level of processing involved, this would have been unmanageable.
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Therefore, based on the literature and the logistic regression in Chapter 4, household size, age,
gross annual income and OAC were s@dciCrosgabulations were then produced for these
household types, a popular way of displaying tsedes data over short periods of time (Olsen

et al, 2000). Moreover,ates of inflation(RPI) were also applied to grocery spend figwe
calculded fromthe modelled resultso that realistic comparisons could be made across the time
period Figure 6.6 demonstrates the final estimates at 2011 prices along with the weighted
figures produced from the LCF for GB from Figure 6.1(b). It is evident that thefalkte a

very similar trend which gives confidence not only to the ROP data but also to thieesn
regression estimation. The main benefit with the ROP data, however, is that due to the large
sample size, these figures can be disaggregated by aywafrieariables with more reliability

than the LCF. Furthermore, it is also possible to analyse trends moving into 2012 as data from
the LCF are only available for 2011 at the time of writing. It should be noted that the slight
increase in expenditure reced in the ROP is because the LCF spend data only includes

expenditure on nafood items whereas the ROP covers the entire grocery shop.
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Figure 6.6. Weekly grocery expenditure in GB at 2011 prices, 2005 to 2012
Source: EFS(2005- 2009; LCF (2010, 201); Acxiom Ltd (2002012)

6.3.2Age and Household Size

It was establisheffom the literaturereviewsin Chapters 2 and, &nd the subsequent logistic
regression analysis in Chapter 4, that certain demographic variables argyfimfluence
consumer expenditure on groceries. Whilst there are a range of different characteristics that can
be explored, age and household size are arguably two of the major determinante{@lsen
2000). Furthermore, it has been widely writtaattcertain age groups have been affected more
than others during the economic downturn (especially age2d18Consequently, Table 6.3
exemplifies multivariate grocery expenditure estimates by household size and age of the
Household Reference Person (HR& Yorkshire and the Humber and London between 2005

and 2012. It is possible to determine from the data how different households, depending on their
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size (number of people living there) and the age of the HRP, have adjusted their expenditure
through therecession, if at all. The values in the table have also been shaded blue (low), white
(average) to red (high) to highlight the variations across the different combinations.

Initially, Table 6.3 illustrateshat average grocery expenditure is higheramdon than it is in
Yorkshire and the Humber. This is both consistent with the literature (Rbale, 2002) and
exploratory research by the Office for National Statistics (ONS, 2013). Furthermore, across the
time period, the data demonstrate that ptiorthe initial onset ofecession (2005 t&008)
grocery expenditure was on the rise in Yorkshire and the Humber although still remained
relatively consistent. In comparison, average grocery expenditure declinednyssar in
London between 2005 and before rising in 2008. Similar to theational estimates in
Figure 6.6 both regions recorded the highdsvel of weekly expenditure in 2009 before
households reduced expenditure accordingly during therposssion recovery (2044D12).
Interestingly in Yorkshire and the Humber it would appear that households did increase their

grocery expenditure in 2011 although this was only temporary.

Looking specifically at the ifferent combinations in Table 6.2 number of patternsre
evident It has alreagl beenhighlightedin Chapter 4 how grocery expenditure varies by age and
household sizesothe discussion in this chapter will concentrate primarilfttenchanges over

time. Nevertheless, when combing the two variables, the lowest levels of expemdibate
regions are found in households with onhk2 Jeople and where the HRP is aged 70+. In
conjunction, the maximum levels of spend are associated with households with mdieethan
people and where the HRP is aged580 Interestingly, the maximum agery spend figure of
£102.04 is in Yorkshire and the Humber and not London. This would suggest that there is

greater overall variation within the region as it too records the minimum value (£46.35).

Not all household types responded in the same wayeleeh2005 and 2012. Mospecifically,
households with -2 people demonstrate a relatively stable reaction to the changing economic
climate. In both Yorkshire and the Humber and London, single person households and couples
have only made minor adjustmentstheir spending. This could arguably dge tothe greater
disposable income in these household tyipas there are less people in the household to buy
food for. Alternatively, smaller households shop more often, topping up their shopping multiple
timesin a week. This tojup shopping reduces waste and arguably makes the overall weekly
budget more stable. Nevertheless, within this group p&ople), the figures for Yorkshire and

the Humber show that prior to 2007 (credit crunch), households with a HRPlegg than 50

were increasing their grocery spend whilst those with a HRP aged 50 and above were in fact

reducing their expenditure. A similar trend is seen in London, although t28 t8ouping
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actually show a slight decline between 2005 and 2006.s4iple explanation is the regularity

that young single professionals were eating out in London prior to the recedtote(and
Martens 2000. In comparison the larger households have made clear alterations to their
grocery expenditure since 2005. Fasslihave responded to the recession by generally
increasing their expenditure during 2008 and 2009, whilst cutting back during the recovery in
20102011 (possibly a reason for the slow recovery?). Interestingly, it is the 70+ HRP group
across all househoklizes that show the greatest levels of change considering the recession has
impacted young people heavily (Edwards and Irwin, 2010). Possible reasons could be the
devastating impact on pensions whistsqueezing their incomes, forcing many old people to

re-evaluate their spending, even on essentials, such as food.

Table 6.34. Average weekly grocery expenditure by age and household size, 208 2

Yorkshire and the Humber (£) London (£)

HH Age 2005 2006 2007 2008 2009 2010 2011 2012 2005 2006 2007 2008 2009 2010 2011 2012
1-2 1829 | 53.52 54.15 5425 54.62 55.92 55.04 56.30 55.63 53.88 53.37 52.13 54.60 56.45 55.48 54.00 52.42
1-2 3039 | 6240 6580 69.06 70.23 72.92 71.32 69.95 68.01 64.70 66.11 66.74 69.98 72.64 70.41 67.4  64.98
1-2 40-49 64.38 67.77 70.69 71.21 74.00 72.59 72.39 70.17 69.33 7245 7417 75.90 78.43 75.87 70.75 67.86
1-2 5059 | 57.88 57.61 57.17 58.93 61.99 60.97 62.26 60.06 65.96 64.76  63.48 64.93 67.62 65.97 62.57 59.47
1-2 6069 | 51.35 50.90 50.43 53.06 56.46 55.67 57.83 55.89 58.68 57.64 56.39 59.71 63.16 61.94 61.21 58.53
1-2 70+ 42.10 - 43.93 46.92  46.48 48.16 46.35 47.45 46.46  45.09 47.89 51.01 50.62 51.34 49.82
34 1829 | 63.13 60.18 5859 60.19 64.52 63.07 63.96 60.82 60.98 5858  55.49 55.61 59.13 58.92 57.02 54.51
3-4 3039 | 81.40 80.27 79.46 80.36 81.51 79.01 76.84 73.72 77.19 70.98 64.90 68.30 71.75 71.96 67.52 66.22
34 4049 | 89.16 88.05 87.54 89.79 93.41 91.17 91.76 89.40 99.18 98.18 94.78 96.34 98.11 94.37 90.44 87.82
3-4 5059 | 82.79 81.25 79.72 8551 88.86 87.15 88.02 84.85 99.01 95.72 91.70 94.89 98.42 94.92 91.60 88.66
34 6069 | 7347 7288 7225 75.63 80.67 79.05 81.10 77.14 87.81 84.94 82.27 85.97 90.77 89.25 90.43  88.09
34 70+ 63.73 6249 60.34 6957 74.88 72.81 75.48 72.27 73.71 70.48 65.29 73.31 79.21 78.64 80.15 76.83
5+ 1829 | 53.02 55.40 55.62 60.15 55.09 54.54 62.64 60.27 58.56 52.13 47.71 55.82 55.46 59.28 61.73 57.46
5+ 3039 | 99.85 87.24 84.83 77.80 81.23 65.33 84.93 82.87 80.80 73.01 68.03 70.71 65.04 66.99 65.17  60.39
5+ 4049 | 92.92 9543 93.47 9257 97.14 99.08 99.48 95.50 117.41 106.37 98.31 93.62 99.20 97.21 96.04 89.29
5+ 5059 | 99.09 9590 93.67 96.13 103.27 103.18 104.36 102.04 11520 106.12 98.70 103.61 108.86 106.55 101.70 94.8%
5+ 6069 | 7597 75.31 67.73 62.86 74.03 69.23 92.59 87.30 88.00 8458 78.14 87.24 94.31 96.96 85.63 83.20
5+ 70+ 6551 60.75 57.85 50.52 65.48 61.10 61.38 59.99 69.12 62.95 54.67 68.12 72.74 71.24 62.95 66.82

Total 57.17 5750 5840 59.27 62.53 6108 61.77 59.75 64.14 63.30 62.38 65.73 67.76 66.00 64.25 62.30

SourcesAcxiom Ltd(20052012) RPI (20052012)

6.3.3Household Income

In addition to age and household size, income is also one of the major determinants of
householdexpenditure Kohijoki, 2011). Therefore, it is appropriate to analyse how households
in differentincomecategoriedhave adjusted their grocery expenditure since 2005. Furthermore,
as income is not included on many household surveys (including the Census); the ROP data

provides an importantdata source to examine the effect income has on the food budget in
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British households. In the same way as the previous section, results are provided between 2005
and 2012 for Yorkshire and the Humber and Londdonsistent with the logisticegression
analysis in Chapter 4, the grocery spend estimates in F&ydrbighlight that expenditure
increases with household income. Furthermase with the previous demographic estimates,

this relationship remains stable over the tipgxiod which demnstrateshat the nodinear
regressionmethodologyis able to produceobust results Nevertheless, it is evidé from
observing Figure 6.that different households, depending on their gross annual income and the
region inwhich theyreside, adjusted &r expenditure in varying degrees between 2005 and
2012.This variation helps demonstrate why some of the literature during this time has been so

contradictory, for consumers have not all responded in the same manner.
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(a) Yorkshire and the Humber (b) London

Figure 6.7. Weekly grocery spend by gross household income at 2011 prices, 2Q03.2
Sources: ROP (2068012) RPI (20052012)

Initially, between 2005 and 2007 in both regions, all househ@dardless of incomeere
reducing their expenditure on groceries. However, in Yorkshire and the Humber, this reduction
was more pronounced. More specifically, converting the figures into percentage increases

illustrates thatthat the greater the income of the household, the grélagereduction in

expenditure(-0 . 6 9 per -8000 and-F.08 W0 c e n.tintefestimgly, MA50, 00 0)

comparison, this relationship is less pronounced in Londdmoaseholds were more or less
reacting correspondingly during this period. Movingi@0D08 and 2009, Figure 6.7 exemplifies

that in line with the general trend, all households in both regions increased their expenditure
during the peak of the recession whilst reducing expenditure in other areas (Figure 6.1). It is
worth noting however, #t not all households responded equally. For instance, in 2008 and

2009, when GB was officially in recession, it was the lowest and highest earning households
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(polarisation) that increased their grocery expenditure the most. This increase in expenditure
was then followed by a reduction in spending in 2010, suggesting that consumers were reverting
back to their preecession behaviour.

Nevertheless, this did not last long, as in 2011 certain households increased their grocery
expenditure once more. In Yatire and the Humber, this was primarily those households
earning £19,000 a year or less (1.3 per cent). In London, the trend was less defined as only those
households earning £10,6809,000 a year increased their expenditure (although only
marginally). espi te being a period of Orecoverybo,
VAT (20 per cent) and harsdusterity measures from the Coalition Governntieat included a
reform of the welfare budget. These impacts will have undoubtedly impacted headtyme

of the poorest households in the country, forcing them to adusessential spending on
eating out and increagxpenditure on essential items such as fédathlly, between 2011 and
2012 expenditure on groceries fell once again in both regisrise overall trend reverted back

to that seen prior to the recession. However, the relationship with household income-in 2005
2007 had been reversed. More specifically,
the greater the decline in weeklyogery expenditure. It could be argued that Wésa result of

the harsh austerity measumgBich were introduced in 201dnd which impactedhost onmany

of the poorest households. Furthermore, 2012 was a particularly difficult and uncertain time in
GB & a number of protests were being conducted. Moreover, in g8 2conomy fell back

into recession for the second time (douthlig) as consumers clearly cut back more so than ever
since 2005. It would appear that many households with low incpessibe relying on
benefity had no choice but to cut back their food budget. This behaviour is the complete
opposite of that witnessed between 2008 and 2B0%ever the increase in spending during

this period may have nty been a temporary reaction, asces®ons can initially cause

unpredictable behaviour and get off to a skiart (Pain and Weale, 2001).

6.3.4 Output Area Classification

The final household level analysis of grocery expenditure utilise30d& OAC.The OAC uses

a comlination of many socieconomic,demographicand geographic/ariables to classify
neighbourhoods into clusters of aresmsd so makes a useful tool wimeanalysing consumer
behaviour(Vickers and Rees, 2@ It was still necessary to examine the other household types

as geodenygraphic classifications can sometimes flatten out underlying variations. Moreover,
household income was not available from the 2001 Census so makes an interesting and unique
addition to the analysis. Figure 6.8 illustrates grocery expenditure by thevebdlassification

whilst Table 6.4 exemplifies the percentage change in grocery spend on the previous year for
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the groups. As age, household size and wealth have already been examined in some detail, we
will concentrate on the geographic aspects of coesimahaviour.

First of all, it is evident from the geographic aspect of the classification that there is more
variation in Figure 6.8 than Figure 6.6 and 6.7
suburbsd supergroup spee@adcolhleamoso mmuwn igtrioexed i @FEenN
hi ghest in Yorkshire and the Humber compared to
l' ivingd households spend the | east in Yorkshire
consumers in London which actually sgen mor e t han the O0constrained L
households. This variation is interesting as it highlights the differences in the two regional

markets. For example, Yorkshire and the Humber is a large geographic area in which some

households will have a Ignway to travel to shop for food, especially since the growth of out

of-town developments (see Chapter 3). Consequently, consumers will shop less often but spend

more to reduce the number of trips. This arguably explains the large difference in between the
6countrysided (removed from the London data due t
l'ivingd (e.g. young professionals) consumers that
(Olsenet al.,2000. In conjunction, the demographic and geograpmékeup of London is far

different to Yorkshire and the Humber (greater variety of shops in London with increased food

accessibility). This means that other factors such as income become more important in

determining levels of expendituré/@rdeand Martes, 2000; Olseret al.,2000.
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Figure 6.8. Weekly grocery spend by OAC at 2011 prices, 206512
SourcesAcxiom Ltd(20052012) RPI (20052012);Vickersand Ree$2007)
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Table 64. Percentage change in household expenditure by OAC sub group in Yorkshire and the Humber and London, 201512,

Yorkshire and the Humber (%) London (%)
Sub Group Code 2006 2007 2008 2009 2010 2011 2012 2006 2007 2008 2009 2010 2011 2012
Terraced Blue Collar la 0.08 1.03 3.10 5.22 -1.71 0.64 -2.75 0.20 -0.39 -0.57 1.97 -0.36 -349 -5.00
Younger Blue Collar 1b 0.19 1.87 - 6.31 4.20 9.31 -4.53 -0.28 -0.93 124 | 6.89 -4.02 -2.42  -4.46
Older Blue Collar 1c 1.76 2.82 -4.61 6.22 -0.09 3.30 -2.81 -1.47 -3.97 6.78 0.82 -3.09 1.25 -0.57
Transient Communities 2a -1.84 -1.92 22.36 4.56 -5.27 - -7.57 -2.98 -3.37 422 580 -1.68 -0.08 | -6.06
Settled in the City 2b -0.54 -2.11 16.92 2.04 -5.56 -0.23 -0.84 -2.73 -1.65 417 638 -3.60 0.09 -4.88
Village Life 3a 1.89 1.48 4.13 4.44 -2.66 0.14 -2.75 N/A N/A N/A N/A N/A N/A N/A
Agricultural 3b 1.69 0.88 4.68 4.78 -3.10 -1.45 -1.32 N/A N/A N/A N/A N/A N/A N/A
Accessible Countryside 3c 0.65 1.05 2.39 4.33 -1.89 0.63 -3.43 N/A N/A N/A N/A N/A N/A N/A
Prospering Younger Families 4a -2.28 -0.64 -2.87 6.50 -0.40 1.68 -1.81 -3.58 -426 -280 583 082 537 -2.15
Prospering Older Families 4b 0.84 1.22 1.48 5.97 -2.38 -0.46 -4.06 -1.81 -0.77 4.53 6.05 -3.71 -2.21  -2.21
Prospering Semis 4c 0.24 1.24 -8.69 5.85 2.02 6.11 -3.32 -0.37 1.42 150 567 -3.75 -1.61  -2.35
Thriving Suburbs 4d 0.17 1.46 -5.03 6.52 0.24 3.93 -3.07 -0.98 -1.42 149 = 6.48 -2.58 -258 -2.74
Senior Communities 5a -0.27 2.02 8.25 6.00 -5.39 -2.20 -4.20 -3.73 0.86 | 10.08 9.39 -3.78 - -6.75
Older Workers 5b 0.47 1.98 5.87 553 -4.29 -2.39 -4.31 -1.48 -0.95 241 429 -2.46 3.75 -4.28
Public Housing 5c -0.22 1.55 4.82 6.59 -4.56 -0.28 -5.38 -3.06 -2.34 297 295 -1.30 -452  -4.44
Settled Househtds 6a -0.43 1.09 -2.05 5.30 -0.52 3.73 -4.41 0.04 -0.18 1.84 448 -2.66 -3.86 -2.42
Least Divergent 6b 0.51 1.68 4.70 5.49 -2.81 -0.71 -3.49 -0.57 -0.89 279 697 -259 -496 -3.31
Young Families in Terraced Homes 6c -1.01 0.30 -0.06 5.24 -1.54 3.70 -3.41 -1.41 -1.02 4.59 4.67 -3.38 -0.49 @ -5.08
Aspiring Households 6d 1.74 1.81 -9.69 5.36 1.78 1.06 -5.60 -0.99 -1.23 3.01 467 -2.94 -251  -5.39
Asian Communities 7a -2.53 -1.60 8.74 6.44 -3.73 -3.02 -3.57 -2.36 -2.53 3.07 552 -191 -0.86 -1.84
Afro-Caribbean 7b -5.51 -5.43 7.23 4.39 -1.77 141 -2.64 -2.71 -2.27 406 472 -245 -1.55 -3.74

SourcesAcxiom Ltd(20052012) RPI (20052012)
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In the context of the recession and changes over timedata in Figure 6.8 and Table 6.4
demonstrate soe interesting findings across the two regions. First of all, between 2005 and

2007 I n Yor kshire and t he Humber , Oprospering
communitiesd and O6constrained by <circumstanceso
regard to weekly grocery expenditure (general t
noticeably increased their grocery spend whil st t
reducing theirs. This trend flocomnieotatousnthtar y si ded cC «

highlighted the preecessionary impact of cof-town shopping centres becoming a -Ghap

shop for all items (ROP data includes all supermarket expenditure). Alternatively, tine decl
expenditure withinultt beal tberi alyd [ gnvownmg® thesrdhamder t
cont ext of iwegalltihv,i ntglbe géoup is far wealthier. T
consumes in thisgroup are found near the city centre. Consequently, they will be open to a

wider variety of restauras and takeaways to eat out more oftéfafdeand Martens2000;

Olsenet al.,2000. Prior to the recession, this was a growing trend amongst consumers who

were living unconstrained by the threat of an economic downtilack$on, 2005 It is worth

noting that similar sorts of behaviour were also occurring in London at the time, the only

di fference being that the 6constrained by <circum

expenditure.

In 2008 and 2009, the majority of consumers across both gegioreased their expenditure in

line with the national trend. However, there were one or two exceptions. In Yorkshire and the

Humber , average expenditure declined for Oblue cc
consumers in 20Q8the latter actuayl falling below t heoudd r ysi ded group. Fu
investigdion of the subgroups in Table 6dte monstrat es t Woungerbues pri marii |l
coll ar o (bl ue coll ar c 0 mmuaspering subyrbs).aRoskibleé pr osper i

explanations could be the sieh rise in youth unemployment in 200Bd{vards and Irwin

(2010 ONS, 2012k, along with the prediction that the recession would hit the banking and

service sector the hardest. In London, the only subgroups to show any kind of reduction

expenditure in2 008 wermrecéd b(lbuleu ec oclollalradr communities) ar
younger frespaing subusbs). Whifst these consumers are not directly comparable,

they are both from the same groups as in Yorkshire and the Humber. Furthermore, the commo

theme is that younger and wealthier households reduced their expenditure during the start of the

recession. There is also the influence of larger households (@&plkaving an impact which

could also explain why 6TeospermgSend® b( Yer lcoH il rag an(d o
the Humber) reduced their expenditure. As with the other estimates, 2010 to 2012 was generally

a period of decline with regard to grocery expenditure, especially in London. There was,

however, some variation in Yorkshire ahdh e Humber . For i nstance, t he
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O6blue <coll ar communitiesd groups maniddle ai ned

income groups in Figure 6.7), only marginally reducing grocery spend in 2012. Furthermore, on
examining the rates othange inTable6 . 41, d edro b | (blee callar cdmenunibies) and

0 lderwo r k éconsti@ined by circumstances) were the only groups in London to reduce their
expenditurg arguably a reaction to the threat to public sector pension reform in 2011.

6.3.5 Geographic Variations

In this final section regarding household trends in the grocery madwetideratioris given to

the underlying role of geographyit is known from the literaturand previous analysis in this
thesis that geography has an imtpat influence on consumer behaviour (for instance Langston
et al, 1997 1998). However, exploration of the physical spatial patterns of expenditure has
been limitedn the literature, especially in the context of the grocery mggtenarily duedata
accessibility. Therefore, whilst the main aiof this chapteiis to examine the clnges across

the recessioran upto-dateaccount of the spatial trendsgnocery expendituréor the two case
study regions will also be provided. Previously, in Chapteatiention was given to the
underlying spatial patterns gfocery expenditurat the national level. Whilst this provided an
important insight into the general spatial pattern across GB, it is known from the OAC analysis

that there are much more detailggbgraphic variations at work (urban/rural).

Consequentlywhat follows is an exploration of grocery expenditure atugh smaller spatial

scale. Figure 6.9 illustrates average weekly grocery expenditure in 2011, and the percentage
change in average wedglexpenditure between 2007 and 2011. In order to produce the figures,
a number of steps had to be completed. First oftal proportions of households in each 2001
OAC group werecalculatedfor each MSOA inboth regions. Technically, it would have been
possible to calculate the rates from the ROP survey data. Howewertlén to remove the
survey bias2001 Census proportions were used instead. Ideally, the new 2011 OAC would
have been usebut this productis still unavailable Next, the figures werenultiplied by the

total number of households in each MS@#®oducing the total number of households in each
OAC group. Following on from thist was then possible to multiply the number of households

in each MSOA by the corresponding OAftoup spend estimte for each yeafTable 6.4)
creating totaweekly grocery spend per MSOA:or a similar methodology see Newirag al

(2013). h order to remove the effects of population change between 2007 and 2009, the 2007
householddatawere alsaused to calculateotal spend in 2008s well as 2007The percentage
increase in total expenditure for each MSOA was thésulzded between 2007 and 20889 if

the population had remained statithis time period was also chosen as it reflects the peak of

the recession ég Chapter 2) and represents a time when consumers were actively adjusting
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their grocery expendituresinally, the total spend figuréor 2011 was divided by ta total
number of households from th2011 Censusto calculate the average weekly grocery
expendture by MSQA in each region (Figure 6.8(and6.9()).

(a) Average expenditure, Yorkshire and the Humber, 2011 (b) Percentage change, Yorkshire and the Humber, (2007-2009)
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Figure 6.9. Grocery expenditure by MSOA, Yorkshire and the Humber and London
Sources: Acxiom Ltd (2007, 2009); Census (2011)

There are definite underlying spatial patteto the data shown in Figure 6.9. For example,
Figure 6.9(a) and 6.9(c) exemplify average household grocery spend by MSOA for Yorkshire
and the Humber and London. In both regions, it is clear that grocery spend is higher in the more
rural parts of eachegion. Specifically, this includes Harrogate, Hambleton, York and the East
Riding in Yorkshire and the Humber, and Sutton, Croydon, Barnet and Enfield in London. This
pattern also extends to within the boundaries of many of the Local Authority DistAdDy.(

For instance, in Yorkshire and the Humber, expenditure is much lower in the centres of Leeds,
York, Sheffield, Wakefield and Hull, increasing only as you move further out of their centres.

This internal LAD variation is not as localised as in theohghs of London because the city is
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so urbanised. However, it is highly visibly that average weekly spend is muchitoeantral

London as shown iffigure 6.9(c). The spatial patterning is arguably because households living

in city centres are served loyore convenience stores (see Chapter 5), resulting in morgtop
shopping and reduced weekly spend. Furthermore, due to the wealth of restaurants, pubs and
takeaways in city centres, households living relatively centrally are likely to spend an increased
proportion of their food budget out of the home. In comparison, consumers living further out of
the city will be more likely to shop at larger supermarkets where they can purchase a range of
products, including nefood items. Rising fuel costs may alsat pressure on shoppers to buy

in bulk so that they can make less frequent trips (increasing spend). In addition, from the
previous analysis in this section, the patterns can also be explained by the underlying
demographics and socioeconomics of the edios popul ati on. For insteé
central London there are more single person households occupied by youngipleotbleof

which relate to reduced spend. Additionally, in Yorkshire and the Humber, rural areas with high
spend such as Northeeds, Harrogate, west of Hull and the areas surrounding York, are
associated with and wealthy neighbourhobdmother factor highly correlated with increased

spend.

In conjunction, Figure 6.8 and 6.9(d) provide a geographic insight into the grocepend
changes that occurred between 2007 and 2009. First of all, it is evident thatirspeaded

across the majority adreasin bothregions. This is to be exped given thativerage grocery
expenditure increased in G@&uring this period(Figure 6.1) Nevertheless, there are some
suburbs on the outgrarts of towns and cities iMorkshire and the Humber where average
expenditure actually declined (Hull, Bradford and Doncaster). This is arguably a result of the
reduction in grocery spend in 2008 by yogire r h o u syauhgerl bdise (@and | ar 6
(rospering youngermiliesd ) , mi d dd e tetalrencerisosehol daddandr
slightly wealthierhouseholdg6 p r 0 s peenti Bswb@spisng o u s e h dnl cdrardst) the

areas with the greateincreases are slightly more mixed in the region. For instance, average
grocery expenditure increased greatly in some of the more rural parts of North Yorkshire and
also the inner city areas of Leeds, Hull and Sheffield. In London, there is a muchistioxt d
pattern, with the greatest level of increase contained to the city centre. Moreover, it is also worth
noting that expenditure increased across the whole city between 2007 and 2009 (when

controlling for population change).

6.4 Household Trends inCustomer Patronage

In studying changes in household expenditure over the course of the recession, it has been
possible to identify how certain households (varying by demographic, socioeconomic and

geographic indicators) have adjusted their expenditurgroceries.Furthermore, by using a
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combination of the most recent ROP survey data and 2011 Census data, tHethbemable

to provide and an um-date account of the geographic relationship associated with household

expenditure. However, one aspeftTBB which was not possible to understand through the
analysis is whether or not brand preferences <cha
especially pertinent withithe grocerysector as consumers do not have the option to-ofid

purchases ahmust get the best value possible during a recesBmmdy and Talwar, 20311t

has already been established that a certain levévdtchingd behaviour has occurred at a

national level since 20008 as households were seen to be trading up and dmarjsing the

market (see Chapter Hlowever,what is not yet knowis whetherthis trend is representative

across multiple regions and falt household types

6.4.1 Market Share

On account of the regional variations in demahdt were highlightedor selected grocery

retailers in Chapter 5t is important tof i r st di scuss t heforrthegnioon al 6mar k
study areas prior to the more detailed consumer analysisuch, Figures.10 representshe

percentage of households (from the ROP) tlsat each of the selected retailers for their main

grocery shop inYorkshire and the Humber and LondofThe graphs include both the main

retailers and those with more modest market shares so to provide a more holistic representation

of the grocery sectotJnfortunately, it is not possible to highlight the fortunes of the smaller

independent retailers as in previous chapters. Additionally, it should be noted that whilst the

figures demonstrate a good indication of market share, the data do not take intot &lceo

variation in spend that is likely to occur. For instance, it is likely that households will spend

more when shopping with premium brands such as Waitrose than in a discount store like Aldi or

Lidl. Nevertheless, the ROP data do provide a goodantlic on i nto the | evel of
behaviourd and brand |l oyalty thetauy2ldgg.ut t he econo

Figure 6.104) illustratesthat Morrisonsis the most dominant retailer (in terms of total

consumers)n Yorkshire and the Humbgfollowed by Asda and Tesco. This is to be expected

given the number of stores and increased levels of floor space that these retailers have in the

region (see Chapter 5). Alternativefyr o m t h e hé lowest levels of deinand the

associatedwit Sai nsburyds, foll owed b)celandaadMarksr r et ai |l er
and Spencer. Furthenvestigationof the data reveals that demand has not remained static

between 2004 and 2012. More specifically, the percentage of households shoppimgsatris!

was falling between 2004 and 2009. 8010, this trend waghenreversed as the number of

consumers shopping at Morrisons increased. A similar pattern emerges for Asda, although the

change occurred earlier in 2007/2008. This could be an indidatomt si nce the O6Credi't

180



and subsequent recession, consumers in Yorkshire and the Humber reverted bateddtaricus

familiar brands.
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Figure 6.10. Percentage of households thaise selected retailers as for their main grocery

shop, 2004 2012.
SourcesAcxiom Ltd(20042012)

I n comparison, Tesco

and

Sainsburybés perfori

both recorded levels of growth. However, since thiie level ofdemand for Tesco has

undulated and after an initial rise in 80

Sainsburyods

h a satiosat r ugg

picture). Outside of the top four, Hine with the national trends seen in Chapter 5, Waitrose,
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Aldi, Lidl and Iceland have recorded strongwih levels, specifically since 20G8hd 2009

Whilst this is largely due to increased stores in the area, the growth and would suggest a
polarisation in the market as consumers tragend tradelown (see Chapter S)levertheless,

it would seem that thisuccess was not shared wiblw-budget retailer Netto, as Figure 6.4)0(
exemplifies how demand for Netto has stead#gn on the decline since 200bng before the
takeover by Asda in 2011Interestingly, the Cap have had varying degrees of successe

the takeover of Somerfield in 2007 (many stores of which were in Yorkshire and the Humber).
After an expected rise in new customers in 2009 and 2010, the percentage of households
shopping then declines. Thompson (2012) accredits this poor perfortoaadeading crisis in

the Cooperative Group's food division, caused by the Somerfield stores that it acquired nearly

three yeargreviously

As one might expect, the demand for the selected retailers in London is somewhat different

primarily due to tle regiona variations instore networks identifieth Chapter 5Figure 6.10(b)

indicatesthatt e maj ority of householgfsllonehby psdeaand Tesco and
Morrisons with Netto and Aldi recording the loweshares. There are, however,men

similarities to Yorkshire and the Humber such as the behaviour for consshogging at
Sainsburyob6s. Mor e specifically, Sainsburyéobs was
recession, arguably due to the rapid expansion plans across the countiy.e8erthmy began

to struggle between 2007 and 2009, growth slowed but the retailer was still seeing increases in

demand. It is believed that during this period, consumers started to place growing importance

again on fresh and quality foods, boosting noyonlSai nsburydés but Morrisons s
noting however that Figure 6.1(®) exemplifies a period of constant growth for Morrisons in

Londoni so the companyds success in the capital i s
recession. Since 2010Mtoul d appear as dstugglegldsinggwindwtherr y s ha

rest of the bigfour. Interestingly,during the peak of the recessiohesco and Asda both

recovered after seeing a decline in demand poo2008/2009 This is contrary to certain

national data which have showresco struggling since the recession, as it has been forced into

middle ground. Furthermore, it is interesting thada and Morrisons, two typically northern

brands have beersucceeihg during such a harsh economic clima®essible reasons could be

that even in London where average incomkigher,households are attempting to get more for

their money by | eaving Sainsburybés and shopping a
and MorrisongHoward and Sheth, 19R9This is also reflected in the decline of Waitrose, who

nationally have beeahampionedis a major success story. These trends ardratsmtrast to

Yorkshire and the Humber in the sense that consumers are not reverting to trusted regional

brands (Sainsburg s and Whis israogsadly because consumers are far more
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desensitised by brand in London, on account of ithtense competition and the diverse
composition of the population (see Chapter 4).

6.4.2Age and Household Size

As in Section 6.3.2, HRPge and household sizeill be used to determine the demographic
variations in consumer behaviour for Yorkshire and the Humber and London. However, in this
instance, consumer behaviour will be in the context of brand preference in the British grocery
market Figure 6.11 and 6.18emonstrate the percentage of households that shop at each
retailer disaggregated by the age of the HRP and the household size. The percentages were
calculated as shares of the market rather thternal toeach retailer so that éhlongterm
demographic trends (population increases, population ageing and rise in single person
households) previously discussed could be controlled for (Batkéth, 2002; ONS, 2013c

The results from Figure 6.1show distinct demographic variat®in both the composition and
behaviour of households between 2004 and 2012. Initially, in Yorkshire and the Humber, it is
evident that Tescis more popular with younger households, especially, with large famii&s (

29 54). A possible reasoistherang i n f ormats that this o6tin
exploit (WilsonJeanselme and Reynolds, 2005). Between 2004 and 288&wasincreasing

its share of this demographic grqugs the performance of the company declined during the
recessionso did thér main customer base. However, there has been a slight recovery since
2010. Interestingly, it would appear that Tesaot a popular choice for older families, as the
660+ _ HH5+06 gtheolawest ptapastipris.aviporeover, this consumer groupblean

leaving Tesco steadily since 2004, a trend which was amplified in 2009/10 by the harsh
economic environmentn comparison, Figure 6.{d) exemplifies that Asda has a similar
composition to Tesco in that it is favoured by younger, smaller household&velg since
2007/08, Asda lsmanaged to attract increased levels of this consumer group (at the expense of
Tesco) whichis recognised for exhibiting a higher seeking behaviour of different stores
(MartinezCaraballo and Burt, 2011Next, itis clearth&ai nsburyés consumer
different tothose ofAsda and Tesco. Households with an older HRP are more likely to shop at
Sainsburyoés, whil st younger single househol
popul ation i n G, well Placednsobing foywars asvitie leltlerly become a
major force in the grocery market (Birkat al, 2002). Nevertheless, the retailer will have to
prevent the current slump in demand, which seems to be affecting all demographic groups in a
similar mamer. Morrisons, the last of the big four retailers &a&imilar consumer profile to that

of Sai ns b ilhmayayreater shar df diderthouseholds (Figure 6(d)). Prior to 2007,

consumers across all the demographic groups were leaving to sbiheratetailers. However,

183



since 2007/08nhouseholds withmHRP age 60+ have started to come back, helping to lift the

retail erds mar ket share once mor29 year$)maver esti ngl vy
continued their preecession behaviour, csing a decline in Morrisons market share of this

demographic. Therefore, it is in fact the older consuntiesplace more impetus on bratet

have helped lifMorrisonsmarket share (Kohijoki, 2011).

The final two graphs display markets share acrosh edthe demographic groupings for the

discounters (Aldi and Lidl) and Waitrose. Despite the contrasting nature of these retailers, both

have witnessed record levels of growth since the recession began. Before 2008, it was mainly

older households and lardamilies that were shopping at the discounters. This is not surprising

considering the low costs associated with their productsvader, since 2008/09, Figure

6.11(e) exemplifies accelerated growth in the market share of younger customers as the

recessbin amplified the already visible trend. Moreover, it would appear that these consumers

are not from one specific retailer, 6switchingd
people in GB have been one of the worst affected by the recessidherefoe it is of little

surprise many (especially those with families) have traded down to the discounters.
Additionally, it further supports the notion that younger consumers are more price sensitive and

often prefer cost savings over brand loyalty (Wildeaiselme and Reynolds, 2005; Kohijoki,

2011). In comparison, Waitrosegwstrong attraction for older households (high importance on

local products), whilst household size appears to show no real relationship. In terms of growth,

the recent introduction afew stores in the region has clearly benefited the retailer, increasing

their market share across all demographic groups. Nevertheless, it could be argued that since

2007, many large families with&dlRP above 60+ years havendéswitchedd
Asda.
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Figure 6.12rovides an insight into customer patronage by the same demographic indioators

for London.Whilst there are some similarities between the respective brands in both regions,
there are also some distinct differences in the composition ofdhesumers. For instance, as

shown in Figure 6.12(a), Tesco appears to be popular amongst younger households in London.
However, since 2008/09, there has been a visible increase in the number of fardilEso(8e
households) shopping at Tesco. Thisftsim behaviour is contrary to the view of some
commentators that London was unaffected by the recession as consumers continued to behave
as they previously would have. This is further supported by Figure 6.12(b) which exemplifies
increased levels of yourgr househol ds of all Si z eisimitas wi t c |
behaviour to Yorkshire and the Humber. Conversely, Asda still struggles to attract older
customers as the retailer places less importance on local priodoosething which is believed

to be important to thisemographic (Goodwin and McElwee, 1999; Whetaml., 2002). The
influx in younger consumers at Asdastriggless been
to keep hold of younger Hité&min 2007/68 raisimgrihe pointt he 6
that younger shoppers react quicker to market changes although it should be noted that
Sainsburyés core demographic has traditional
remained relatively faithful whilst others have ndahce 2009/2010. As previously stated,
Morrisons has steadily been growing in the capital since 2004 with the recent introduction of
new stores. Unlike many of the other retailers, the company appears less reliant on a core
demographic. Nevertheless, sir@08/09, there has been a noticeable rise in the percentage of
families (34 people households). This is arguably because Morrisons offers a more cost

effective alternative for families to the |

Similar to Yorkshireand the Humber, the expansion of store networks by Aldi and Lidl has
collectively increased the market share for the discounters in London. Prior to 2008/09, their
customer base was somewhat mikesb result perhaps of all consumer types sampling the new
retailers in the area. However, since 2008/09, as in Yorkshire and the Humber, the discounters
have carved out a strong market share amongst younger households, especially, with large
families. This is contrary to some research which has found that lemgseholds have a
tendency to exhibit loyal behaviour, since their family commitments and time restrictions are
greater (Magi, 2003)nterestingly, there has also been a rapid rise in larger, older households.
This trading down of larger older familiesutd arguably be households with older children at
university responding to the announcement of increasing fees for 2012. Finally, whilst
increasing market share on a national scale, Waitrose appears to have suffered in London. Since
2008/09, Waitrose hasbn losing many of its younger and larger households to its competitors.
However, there has been a slight increase in the middle aged baB€ {8ars) and middle

sized families. These demographic groups are likely to have more disposable income than the
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larger younger/older households and are perhaps the consumer mentioned in the literature
repositioning their food budget to eat out less and spemd im@remium grocery stores.

6.4.3 Household Income

To provide further understanding of the behavioucansumersn the grocery market, Figure

6.13 and 6.14ighlight the brand choices made by different households by gross annual income
for Yorkshire and the Humber, and London respectiv@ly.ensure consistency, customer
profiles are provided for the tdpur retailers, the discounters and Waitrose. Similarly, to the
analysis in Section 6.3.3 that revealed grocery expenditure to differ by income, initial
exploration of the data exemplifies that household income has a direct effect on brand choice in
the gocery market.

Since 2004, In Yorkshire and the Humber, Tesco have remained more popular with consumers

that have the higher annual incomes. Although, this relationship has become less distinct since

2008/09 as the retailer has attracted more consuminslower incomes. Next, the data

highlight the somewhat mixed profile for Asda in Figure 6.13(b). It would seem that Asda are

more popular with the middle earning househol ds
and O0A50, 000+06 g rne bapesa somewhagt asimitar, profieots Adeaisidie

income groups and have maintained this proftlroughout the period. The similpatterns for

Asda and Morrisons in Yorkshire and the Humber is contrary téitématuresuggesng thata

growing impotance on fresh and quality foodsere boosting sales at Morrisons, but hitting

Asda hard (Kantar Worldpanel, 2018jgure 6.13(c) highlights a clear distinction between the

types of households that shop at ¢Stdhehighdbsur yds, as

earning households (6A50,000+6). Neverthel ess,
away from shopping with Sainsburyos, preferring
market. Some industry professionals believe this is acdiresult of the success of the

discounters (CACI, 2011). More specifically, whilst the income profile of households shopping

at Aldi and Lidl is visibly weighted towards lower earnefsgure 6.3(d) exemplifies that over

time (especially since 2007 ®009), the distance between the various household types are

declining. This would suggest that wealthier consumers are shifting from the likes of

Sainsburyés and trading down to the discounters.

6 A50, 0 0ab hodsehalds e Waitrose have also continued to increase their share of this
consumer group. This is demonstrated by the substantive increase in these households which
was occurring well before the recessiosuggesting Waitrose have a good customer base

continue expansion in Yorkshire and the Humber during the economic recovery.
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Next, Figure 6.14 exemplifies the income profiles for the selected retailers across London. First
of all, Tesco demonstrate a far more varied consumer profile to that ireFégl3(a). For
example, it is most popular with the middle income groups and has remained this way during
the course of the recession. In addition, it is evident that Asda provide a meredbaption to

grocery shoppers in the capital. This is somewdifé¢rent to Asda stores in Yorkshire and the
Humber that enjoy a far more varied customer
towards the lowest earning households, as it has struggled to increase its share in the highest
earners over the araty of the period (comparatively flat). Further evidence of this reluctance

of the most wealthy households in London to alter their behaviour is shown in Figure 6..4(c), as
Sainsburyobs hi ghest earning customeupofsthehave
economic downturn (between 35 to 40 per cent share), whilst many of the other households
have left. This behaviour supports the notion that wealthy consumers are often unaffected by
economichardship Bondyand Talwar, 2011). Although, Morrisons Meabeen able to increase

its share across household income groups, including the wealthiest. Nevertheless, this could be
because Morrisons are still relativefyew to the region and are benefiting from consumers
trying out the brand in the same way Waitse have benefited from introducing new stores in
Yorkshire and the Humber. Once more, the discounters have a distinct customer profile of
which the lowest earning households are their primary target audience. However, similarly to
those stores in Yorkskdrand the Humber, the discounters are increasing their shaealthier
households in London. This is further evidence thatdconomic downturn has given impetus

to consumers to switch to the discounters, giving Aldi and Lidl the opportunity to deliea

big four and even the more premium retailers such as Sainsbury's and Tesco, especially in
London where they are targeting new stores (CACI, 2011; Thomgtsadn 2012).Finally, as
expected, Waitrose is overwhelmingly more popular amongst thoselmlds with the highest
annual incomes in London. This customer base has also rensé@febver the course of the

time periodalthoughthere has been a reduction in the lowest earning consumers since 2007/08

as they O0swit ched obhediscounessindhe ledd aprto thesegessson.a nd t
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6.4.4 Output Area Classifications

Similarly to the analysis on household grocery expenditure, this section will bring together
some of the themes already discussed through the use of the ONS geodemographic OAC.
Through the inclusion ofgeographic variables, the OAC also provides a more detailed
classification than the commonly used Jictnar classification, which only classifies households
based on social status (frot A éffluent professional workers andEd unskilled manual
workers) . Oge more, the same six retailers previously discussed®iixamined, for a more

extensive analysis of retailer consumer profiles see Thormgisain(2012).

In Yorkshire and the Humber, Figure 6.15(a) demonstrates that Tesco have a high percentage of

hosehol ds termed 6édcountrysided. This is a result

in large outof-town supermarkets since the 1990s (see Chapter 3 and 5). However, Tesco also

have a |l arge share in the 6écitysthatiliveinriyd supergro

centres. This highlights the diversity of Tescob

them to reach all types of consumer. Interestingly, since 2008/09 there has been a rise in the
percentage of households from this supergrsitiopping at Tescb arguably a result of many
consumers turning to teyp shopping in smaller convenience stores to reduce waste and save
money. It might have been expected that Asda would have a distinct geographical profile given

a similar sustainethvestment in large owdf-town hypermarkets. However, givéime dramatic

rise in car ownership over the last 20 years (see Chapter 3) most consumers have access to these
stores. Therefore, itis likely,&ht Tescods | armugqd r supegn@idmareof he O6c
an indication of wealth than geograp(sge Section 6.4.4)t is worth noting however that Asda

have seen a visible rise in the percentage of
accredited to the recessionstiould be noted #t Asda have been one thie main drivers in

targeting south Aian consumers. For example, whilst extending its food ranges, in 2009, Asda
(George) also launched a range of salwar kameez, duppattas, kurtas and churidars for its Asian
customers (BBC, 2009As one midt expect from the analysis in Section 6.4.3, Figure(6)15
highlights the more affluentrpof i | e of Sai nsicur ybdagrspermgd méps

S u b u supegréups. Similarly to Te s ¢ o, the | arigtey pleirciemdgs@ gkowd e bHal

likely a result of the smallés ai ns b ur y 0 focaledir denselyspopalatatesasUnlike

)

\Y

many of the retailers in the region, the cust omer

stable over time In comparison, since 2004/05 Morrisohave been losing many of their

6ml ticulturalo househol ds whi ch wer e once t hei

Morrisons have become far more associated with the more deprived SOp&Yrours i

speci fical | yondramedsbe circumstamsedihteréstngly, the recent move by
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Morrisons into the convenience sector is arguably a strdtegy i ncr ease ityt s sh

| i v supegréup, of which is their weakest customer base.

Figure 6.1%e) illustratesthat since 2004, the discountdrave made inroads with many other
household types. For instance, there has been a gradgatieas e i n Ociyuntry
l ivingd consumers as Al di rcdyviecatiamss Thesk OAGN  t h e

supegroups generally represent morelaht households and thus exemplify how wealthier

consumers were O6switchingé to Al di arthl.,Li dl
201(y; CACI, 2011 Thompsoret al, 2013. However, there is no doubt that the recession has
strengtheadthe d scounters position as it did in t

Oprospering suburbdé households have noticeat
Given the distinct differences in these customer groups, there is undoubted truth to the
comments made by Gritten (2011) who believes that the recession is forcing people to evaluate
their personal and household finances whethey are rich or poor, young or olHowever,

Figure 6.15(d) also provides a stark reminder that many of the curesmis have been
occurring for many years. More specifically, the success of Waitrose in Yorkshire and Humber
is a clearly a result of its popularity amo
growing at a rapid rate since 2004.

In corjunction, on examining Figure 6.16is clear that theraredistinct regional profiles in the
customers for certain retailers. For example, inLondfo Tesco are favoured
traitsdearcadl 6l r -conpanad toryorkshire and the Hoer where they have

a wealthier consumer bas&he discounters profilea | s o hi ghl ubght s ulhtouw
consumers have long been their traditional customer baddahanrise in households from
Opospering suburbsdé6 has nota rdflecékon of dhe undvena mat i
geographies of the recession as unemployment has been far greater in Yorkshire and the
Humber. Nevertheless, it cannot be denied that since 2008/09 Aldi and Lidl have also increased
its marketshare in the capital. There assoevidence of retailers that have a consistent profile
regardless of the region. In London, both Asda and Morrisons clearly providecasvaption

for househonddsaitnerdmebdy écc t cemsbahaes@oammdnodb
there has beeanotc eabl e rise i mocpetromgr subuomsodpsi:
trading down from Waitrose since the recession. Asdaratsagnise it has egatively strong
presencel withl dmr al 6 hdhwave mgl dsp einreidd osttdo nfeidr
Hounslow in 20090only stocksAsian food producis
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6.4.5 Geographic Variations

On a number of occasions in this thesis, the geographic patterns of consumer behaviour through
the recession have been explored. However, it has often been difficult to determiner wheth

not specific trends are directly associated with the recession. Therefore, in this final section on
customer patronage, lelevel changes in market share are explored in relation to the
introduction of new stores in a given catchment. More specigltyyre 6.17 illustrates the
spatial patterns of growth (MSOA level) between 2007 and 2011 for the discounters (Aldi and
Lidl) and Waitrose. The remaining discounters and Waitrose form the discussion ahead of the
other retailers, for they have demonstdatee most interesting trends in other aspects of the
research. The maps highlight the store networks for each retailer in 2007 (green), overlaid on
top of the store networks for 2011 (black). The combination of these two pieces of information
helps estalidh whether growth since 2007 (start of economic downturn) was triggered by the

i ntroduction of a new store, or customers Oswitch

In Yorkshire and the Humber, it is evident that growth for the discounters has been the result of
both new stores being introduced to the system and customers simply moving from other
brands. This supports the point that both demand and supply must be considered collectively
when making conclusions about the effects of the recession. For instance, theigrbletth
Yorkshire (Hambleton and central Harrogate) is clearly a result of the new stores which were
not in the store network in 2007. In London, there is arguably more of a clear divide between
growth in north London (new stores) and south of the (@gisting networks) suggesting the

discounters are possibly targeting more affluent areas (north London) for their new stores.

In contrast, in London where, Waitroafeady has an established netw(figure 6.17(3, a

great proportion ofjrowth surronds existing stores. This is particularly evident in the more

affluent areas of north London, consistent with the growth of ltbeseholds from the
O6prospering suburbsé supergroup in Figaire 6.16(f)
household can be found towards central London. These sites contain both a large supply of

currentand nev stores which arecombining to generate demandihis explains the high
proportion of 6city |livingd househol dise shopping
continued growth beyond 200Tn Yorkshire and Humber, it is difficult to make firm

conclusions as Waitrose have not been in the region for long, meaning the level of growth is

minimal. Nevertheless, Figure 6.17 does highlight the existence of lagénents compared

to the discounters a likely consequence of the more wealthy and mobile customer base.
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6.5Household Trends inE-commerce

Chapter3 suggestech number ofpoints that need to be explored in more detail regarding
retailing and ecommerceFirst, a number of studies highlighted differences in activity rates by
demographic and socioecani groufs (e.g. Weltreveder2007 Clarkeet al forthcoming. It

is argued that-eommerce users are more likely to be young, affluentfeord professional
backgroundsSecond, studies suggest that there are interesting rural/uffeaantes in usage
and that in shorgeographyseems to matter forghopping(Faraget al.,2006). This hypothesis
has already been touched upon to some extent in Crag#awever there is still a need for
further analysis at a more detailed spatial scale. Third aatkdeio the second argument above,
access to physical stores may also be important in understanding spatial patterns. Thus, do we
see greater usage otemmerce in areas Wwhe access to physical stores is limitesb called
60food 2desertso

6.5.1Demogrgphic Analysis

The following section will concentrate on exploring how different individuals and households
have adapted their behaviour with regard to online grocery shopping. Particular attention will be
given to the demographic factors such as age,agema@rital status and household sizall
identified in Chapters 2 and 3 as primary factors that influence online behaviour.

Age and Gender

In Chapter 3age and gender were clearly identified as discriminators in termsahmerce.
Consequently, Figer 6.18displays the frequent use ofcemmerce to purchase groceries by

age group and gender for Yorkshire and the Humber and London. It would have been preferable
to analyse data prior to 200Gyt the question about online grocery shopping was not iediud

on the ROP before then. Nevertheless, it is still possible to identify those trends and patterns
which have occurred since the recession started. F&yiB2showshat overall;the younger a
person isthe more likely they are to use the internet tochase groceriednterestingly, it

would appear that in both Yorkshire and the Humberlaontion, the very elderly (agegD+)

show higher than expected rates of ecommerce in the grocery market. The literature states that
in general, the elderly prefer nti use the internet, favdag instead to shop in stores ias
evident for those aged between 50 and 79 yearsdtijure 6.18 Therefore, given the higher

rates in the 80+ categories, it could be argued that this is actually an issue of mobility. More
specifically, as consumers reach a point where food trips are not feasible, they may in fact be
turning to the internet aan alternative route to market. If this is in fact the case, with the
continuing ageing of the population acrdastain, this consurar group will become vitally

important in the food retail sector. Additionallyy the context of the two different regions,

198



those individuals living in London are also more likely to use the internet to do their grocery
shopping than consumers of a simigeand gendein Yorkshire andhe Humber. This links

back to the argument that technology tends to diffuse out from centres of innovation
(innovationdiffusion hypothesis). Rolling forward another few years, it is predicted that the
rates in Yorkshirand Humber would reflect those seen in London today.

In addition to age, variations inprchasing patterns are also structured by gender. The
literature would suggest that males are consistently more likely to patronise the internet than
females (Weltreeden, 2007)In general Figure 6.18 supports thigs the highest rates of
penetration are found in males both in Yorkshire and the Humber and London. However, in the
London data, this is seen to a far greater extent. These greater levels of usagthevitiéte
population could be a result of the increased value attached by men to (reduction in) time spent
shopping, or perhaps a lower emphasis on qualityssen-Jeanselme and Reynolds, 205
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In terms of the level of change through the recession and abe$®riod in general, Figure

6.18 shows mixed results. For instan@e,both regionsthe general trend between 2007 and
2012 has been an increase inoennerce takeup, with a slight declinever the last two years

(as the economy falls back into recessigh)more detailed look at the different age groups
reveals thathe highest levels of growthasbeen inthe younger age groups (28 and 3689

years). kbwever, looking at the recent decline in the usageaamemerce in Yorkshire and the
Humber, the younger age groups show the greatest decline. In comparison, growth in many of
the other age categories has remained relatively consistent. It could théefargued that

these younger consumers are far more informed and reactive to market change, quick to take up
new technology and quick to change their behaviour in harsher economic times. In comparison,
the opposite can be seen in London. All consumersruhie age of 50 have actually continued

to increase their use of the internet for grocery shopping, although the rate of growth has
slowed. This regional difference could be an issue of supply, other demand characteristics or
because the use of the imtet as a route to market is far more acceptable in London (been using
it longer). It also worth pointing out that in both regions, in 2007 and 2008, young mal@9 (18
years) showed the highest levels of usage. Then, in 2009 in London, and 2010 inrgahdhi

the Humber, this age group is overtaken by males age89.30his could be related to
household income. For example, individuals age@3@re more likely to have a greater annual
income than those in the early stages of their career and arébtuis afford the delivery costs
associated with online deliveries. Furthermore, during the recession when youth unemployment
has been its highest in Yorkshire and Humber (Chapter 2), it is likely that that many younger
people have shifted to cheaper chelan

Household Size

It has already been established that household size is a major determinant of consumer
behaviour in the grocery market, however little is known about the impact this has for online
food shopping. In order to provide more informatimm this topic, Figure 6.19 disaggregates

online grocery shopping usage by household size for Yorkshire and the Humber and London.
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It would appear from the most recent data in Yorkshire and the Humber that larger households
are most likely to use the internet for grocery shoppiigrefore, it could be argued that larger
households/families that have limited time to sliléigi, 2003, are turning to the internet to

make grocery shopping easier. However, this is not a simgarlmelationship. For example, 1

and 2 persomousehold show higher ratethan 3 personhouseholdsThis is likely explained

by the fact younger people (whom show increased levels of penetratetikely to inhabit

single person householdBetween 2007 and 2008 in Yorkshire and the Humbgoerson
households actuallyecordedthe second highest rates in the region. Nevertheless, during the
period of economic downturn in 2009 and 2010, growth in these households was far slower than
larger households. When the economy began to recover in 2011, weisgl@rpattern to that

in 2007 (prerecession) asl person households overtak@ and 3 person households.
Furthermore, between 2011 and 2012, the rates have stayed relatively consistent in comparison
to the other groups which have all clearly reduced theline usage. A similar trend is seen in
London (Figure 6.19(h). However, only households with five@ more peoplelecreased their

online frequency for grocery shopping between the last two years.

6.5.2Socioeconomic Analysis

In addition to demograjh factors,it is known that anumber of socioeconomic variables
influence onlineshopping Consequently, this section will concentrate on analysing the impact
that annuaincome, mobility and accessibility to physical stores have on the frequency to use

the internet to purchase groceries.
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hold of the country, online grocery rates were higher in more wealthy households in both
Yorkshire and the Humber and London. Interagti, those earning less than £10,000 a year

were not the loweste(therregion). However, further exploration of this category reveals that

t

rates for those that never use the internet to purchase groceries are actually highest in this group.

This is becase of a combination of factors. For instaniceaddition to high computing costs,

the delivery charge for mostammerce operation systems makes this mode of distribution

even more prohibitive to low income consumeks.the economy moved out of recessio

2009 and through to 2011, the relationship between online grocery shopping and income

becomes far more definédhe higher the income, the more likely you are to use the internet to

purchase groceries (more evident in Yorkshire and the Humber). §dotward into 2012

when the economy went back into recession, all income categories record a decline in the

percentage of households apart from those with the lowest income. Consequently, we see a

pattern similar to that when the original recession béga&®07/08. This is withessed in both

regions and suggeststhat the internet may offer a number of countecessionary

characteristics for more deprived consumarsearchingor low-cost alternativeskimberley,

2008;McEleny, 2009).There could alsodsome interaction with the age variable here, in that

the very elderly which have already been found to have higher than expected rates during this

period are often low earners.
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Mobility and Accessibility

Mobility and ecommercehavegenerated much disssionin the literature surrounding grocery
market retailing, as the rise in the number of consumers owning a car has led to the
development of large owif-town supermarkets. Consequently, Figure 6.21 disaggregates the
percentage of households between72@80d 2012 that shop online frequently for groceries by
the number of cars attributed to that household.
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(a) Yorkshire and the Humber (b) London

Figure621. The number of cars in housélyol ds t hat
groceries, 20072012
Sources: ROP (200Z01)

Figure 6.21 shows that there is a conflicting pattern with regard to the number of cars in a
household and the likelihood that household shop online for groceries. Consistent with the
literature, those haeholds which have limited mobility (no car) show the highest rates in both
Yorkshire and the Humber and London. The argument here is that, in order to do a weekly food
shop, most customers need a car, especially in areas where food provision is Idficigheye
hypothesis by Faragt al. 2006). Moreover, this trend has remained throughout the period,
which raises the point that despite the recession, for those consumers without a car and thus
poor access to grocery stores, the internet remains one ot viable options to purchase

food. Surprisingly, the lowest rates are for those households with access to one car, whilst those
with two or more cars demonstrate very similar levels to those with no car at all. It is expected
that this because of thecome factor which has just been discussed. For instance, households
with two or more cars are likely to have high annual incomes and therefore are more likely to
use the internet to purchase groceries. Alternatively, there could also be a geogragitucal f

work here, for households that live further from a grocery store may have a greater need for

more cars. This is something that will be explored in detail in Section 6.5.4.
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Table 6.5displays the average distance that consumers travel to the&shgrocery store (over
3,000 sq ft). The figures are also broken down by the three main online food retailers and by

6onlined (frequently use the internet for grocery

internet for grocery shoppinghe results in Table 6.5how strong suppoxnce morefor the
efficiency hypothesis.tlis clear that for all the major grocers, online customers have much
poorer physical access to retail outlets than their offline counterpartall cases, online
consumershave further on average to travel to their nearest grocery store than those which
never use the internet. This is most evident for those customers that shop at Asda, identified in
Chapter 6 as having a large number of hypermarkets, which are traditiocaligd in ouof-

town retail parks.

Table 65. Average distance travelled to nearest grocery store by retailer for online and
offline customers in Yorkshire and the Humber, 2012

Retailer Offline (miles) Online (miles)

Asda 2.54 4.90
Tesco 2.12 3.47
Sai nsb 2.44 3.14

Source: Acxiom Ltd(2012) GMAP Ltd (2012)

6.5.3 Geographic Variations

The final section will focus upon the direct influence that geography has on the frequency of
online grocery shoppingxpanding on the more tdpvel analysisn Chapter 5As with other
sectionsin this chapterthis will be achieved through an examinationtaf 2001 OAC and by

mappingonline market shamates afar more detailed spatial scales.
Output Area Classification

As discussed, there are clearly mammgential interactions between the individual demographic,
socioeconomic and geographic variables associated with online grocery shopping. Therefore, it
is worth considering whethexr moremultivariate analysisan provide usefulinsights. Figure

6.22 provides a composite assessment using the OAC for both Yorkshire and the Humber and
London. In Yorkshire and the Humbéne most recent datidlustratesthat h@ t& | i vi ngo
per cectuntaryd i @ e d supebgrouphaveathe highesterasof yakeup. This is
interesting, as their pen portraitgould suggest they are the potgposites in terms of location
(Vickers and Rees, 2007However, they do contain a similar mix of people in terms of wealth
(both considered wealthy areaBespte both supergroups demonstrating above average wealth,

the patternsigygestthatincome alonds notenough to drive .eommerce sales in the grocery
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market. Based on the evidence so far, it is likely that age and income are driving the high rates
for the &i t vy l'ivingo group, and |l ocation and i
Gountrysidebo. Further breakdown of the dat a
areact uatrlaywsiienoé coiyiving s iupie € § rospermy yougep f ami | i ¢
(prospering suburbssupergroup , agricultural ountryside supergroup awd | dge [ i f
(countryside supergroup The difference in the makg of these areadlustrates how
complicated trends in-eommerce actually are. Farstance,it counteracts the argument that
consumers in more rural areas are more concerned about food being fresh (Cullen and Kingston,
2009). Online food shopping is primarily regardedaamethod which makes things more
convenient, at the cost of freshness. Furtlseemit reinforces the point that online grocery
retailing can actually be more relevant to rural consumers (Legtraln 2007), because of their

limited access to a grocery stosdficiency hypothesis of Farag al 2006).

Given thediscussion ofinternet connectiordiffusion from London and the South Ed&st

Chapter 5we might also expect internet usage to be higher in similar communities in London
compared to further northin other wordsve might expect tesee a higher market share within
arease r meidt yo | i vi ng & tcyo mpiawierdg 6t oaréeas in YorKks
rationale for this hypothesis comes from surveys which have shown that early adopters of online
channels are likely tpurchasemore frequently than late adopters (Shild &fenkatesh2004
Chiagouris and Ray010. Figures 6.22 (a) and 6.22(b) indicate that this rational is apgarent

for the London data shows higher rates of penetration for all OAC supergroups in comparable

years. The main difference with the Londornedatt o Fi gure 6. 22(a) i s ¢ttt
is more defined and there is a greater i mpor
since 2010) . As with previous analysi s, it

because théondon region has very few OAs defined in this classification. Nevertheless, in
Yorkshire and the Humber, over the period there is definite evidence of increased growth from
this supergroupThe shift from urban to rural in terms of high usage, demonstiabev
technology can diffuse outward from urban centres of innovation (innowdifioision
hypothesis)In contrast to the diffusion effeadbne might argue thatiral usersactually have the

most togain from electronic transactions, because they lacksscto high quality urban retail
services. Another consideration is that place of residence could be becoming less important as a
determinant of internet acce$sas many users are actually accessing services from the
workplace, and increasingly from mébidevices which could ultimately neutralise provision

local to consumerdo a considerable extent. However, given the clear variations in the

geographic data, this is unlikely.
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online retailing, an arewhich has not been discussed a great deal in the literature on e

commerce.Singleton (2008) founctlements of parallel with the preference of some ethnic

minorities for high technology disdipes in undertgpduate studyHowever, from the data

illustrated in Figure 6.22, iivould appeathat ethnicity is not a substantial differerttia for

online grocery shopping possibly attributed to the limited selection of specific ethnic and

cultural food types avalb |l e onl

i ne. I n both

regions

use the i
OAC
the O6mult

modest levels of usage although it is likely that many of the other factors discussed are at work,

flattening the trends.

Small Area Geography of Eommerce

In this concluding section amousehold trends inr@mmerce, attempts are made to map some

of the patterns unearthed in preceding sections. Mageifgglly, Figure 6.28a) exemplifies

smallarea MSOA) household internet usage for Leeds in Yorkshire and the Humber for 2011.

The stoe s for Tesco,

Sainsburyods,

Asda

and

Wai trose

demonstrate access to the nearest stdrese spatial patterns are thus likely to be the result of a

mixture of the geodemographic (demographic, socioeconomic and geoyraphiations

discussedHigh market share for online grocery shopping can be seen in the more rural and

affluent northern suburbs of Otley and Wetherby (area A). Moreover, high rates are also

observed in Headingley and Chapel Allerton (area C). This paneccity is associated with a

high number of students and young professiofdtiough students are not high earners, their
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age profile fits the geodemographic analysis above, and of course many are highly computer
literate with a high likelihood to ago new technologiesln contrast to the south and south east

of the city centre, there is evidence of low market penetration in Burmantofts and Richmond
Hill (area B). These are some of the most deprived neighbourhoods in the city. Given the
limited amount of stores in this area (food des&¥rigley et al.,20032), it might be argued that
households in these areas should be more likely to «esenmerce becauser of the poor
accessibility to larger stordsee ®ction 6.5.3). However, in area B this ist the case, which
suggests that accessibility is not the only driving force. There is a massive irony here: the very
areas that could benefit the most frorocenmerce in terms of improving access to high quality
fruit and vegetables are the areas thatleast afford to do sdn addition to direct access costs
(computer hardware, broadbanetc.) the delivery charge for mosta®mmerce operating
systems makes this mode of distribution even more prohibitive to low income consumers.
Moreover, to add tehat injustice, some firms have already blacklisted certain public housing

estate areas on the basis of fear of crime and harassment of dCieeke€t al.,forthcoming.

In addition, Figure 6.28b) also exemplifies the level of change in terms of mighare for

online grocery shopping. Thrates represent the change in percentage points between 2007 and
2009 (period of economic downturn) so that the level of growth/decline in each MSOA can be
examined. Immediately, it becomes evident that those #naaslisplay the largest increase in
market share also have the largest share of the online food market in Figure 6.23(a). This would
suggest that growth/dine has continued on into 201 the same areas. Therefore, although

the growth rates are highir the city centre and more rural areas of Leeds, given the previous

analysis it is likely this was not specific to the géieriod (i.e. the recession).
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Figure 6.23. Online grocery penetration by MSOA in Leeds
Source: Acxiom Ltd 2012; GMAP Ltd (2012)
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6.6 Conclusion

The proceeding research has made attempts to delivén-depth study of the patterns,
disparities and determinants @ainsumeibehaviour in the British grocery market between 2004
and 20127 by taking advantage of a unique commercial datag#tilst the research has
provided an insight into the intricacies of consumer behaviour through the recession, it has also
provided a much rezled update to our understanding of the food retail system, in the context of
what is driving behaviour and the geographic patterns that are emerging.

Initially, an exploration of household expenditure found @msumers haveeen forced to
manage theihousehold budgets in line with thecessionHouseholds haveut back on both
nonressential and essential items of spending due to rising inflatfamther exploration of
consumer characteristics identified not all consumers have reacted the in éhevaaiilore
specifically, after documenting the steps for dealing with tieries inconsistencies in
categorical datanalysis of grocery expenditure data over time illustrated distinct demographic,
socioeconomic and geodemographic variations. For examfderly households demonstrated
increased levels of modification, a possible consequence of the austerity measures which have
impacted heavily on pension8ue to the importance of thidemographic group (ageing
population) in the food market, it is peivable to suggest that the reduction in spending by this
demographic groupay have helped pushed BritaindntecessionThe regional comparisons
(Yorkshire and the Humber and London) also shed interesting light on the geographic variations
of expenditue, as those in more rural areas where found to promote higher levels of expenditure

I arguably a result ajrowth in outof-town supermarkets.

Next, in the context of customer patronathe research has provided a unique contribution to

the literature wth regard to retailer specific consumer profildsnumber of household types

were shown to demonstrate sophisticated strategies for economic shopping, utilising a wide

range of brands to purchase fodd.particular, evidence was provided for increaseantr

loyalty in older consumers in Yorkshire and the Humber, whilst London was found to offer a

more competitive environment. In additidghe2008 recession has caused certain households to

break from their established routines and seek quality (Waitrea&)e (discounters), and

values (fresh food). This has led to a polarisation in the market whereby the discount retailers

and premium brands such have Waitrose have begun
leaving them stranded in middle groundsimilarly to that which occurred in the 199093

recession. However, whilst it cannot be denied that these retailers have benefitted from a certain

l evel of O6switchingd behaviour (especially disco

accredited tamew stores being introduced to the system.
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Finally, in studying the role of-eommerce, itwas found thabnline retail sales are growing,
however they are still far behind those generated from stores. In terms of the characteristics of
online grocery shpers, the interactions are complex, particularly in urban areas where
socioeconomics and demographics can override accessibility effects. However, consistent with
much of the literature, online consumers are most likely to be men agét, 2%luent, and

living in city centres. Moreover, whilsteommerce did originally diffuse out from London and

the main cities, it is no longer just an urban trend. There is evidence of increasingly high usage
in rural areas due to improved broadband services (see €ha@ated decreasing proximity to
nearby stores. In terms of the recession, the evidence was inconclusive, although there were
suggestions thdahe internet may offer a counteecessionary mechanism in searching for-low

cost alternatives.

Finally, the fuure for the grocery market is difficult to predias some trends, both cyclical and
recessionary, will stick, and some will fade. However, the important questions remain. How will
the new dynamics influence market development in the future, what clealleiogs this bring

to retailers and how does this translate into opportunities for growth? Consequently, a number

of these questions will be taken forward into the final two analysis chapters.
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Chapter 7

Application of a DisaggregatedSIM for
the British Food Retail Market

7.1 Introduction

Until now, much of the preceding research has treated the issgappy and demanith the

grocery market as two sate entities. For instance, Chapter 5 was primarily concerned with
the modern development of various retal&tore networks, whilst Chaptérdocumented the

recent household level changes occurring in grocery expenditure and customer patronage. This
has been done in a deliberate manner to ensure that the research has been following a path of
natural progression up to this point. Consequetttig,chapter aims to integrate these findings

into a modelling framework which incorporates both demand anglysupthe grocery market
together withthe interactions between them. Although many forms of retail model exist, the
work reportedin this chapter will concentrate @Spatial Interaction Model (SIMyamework

which has a long history of application imetcontext of retail systems and consumer behaviour
(Birkin et al.,2002;2010). Such models work well in a retail context because of their emphasis
on the spatial distribution of shopping trips as well as associated levels of sales, expenditures
and incanes. A SIM is designed tacapture the flow of expenditure that is exchanged for
groceries between residential zones and grocery stores whilst retaining the main variations in
behaviour discussed in ChaptrTheeatfter,in Chapter 8the model will beusal to estimate

potential growth opportunitigtirough a series of whitscenariosn the British grocery sector

This chapter will therefore discuss the process of building and implementingI& for
application in the food retail marketiowever, the paicular interaction in this context is the
development of a model that disaggregates the flow of households according to the type of
consumer and type of retailer. Initigllya short review of the literature surrounding the
principles ofSIM will be providedin Section 72. To ensure all necessary elements are covered,
considerations will be given to the major developmentSIM theory, calibration issues, the
application of SIMs in a retail contextlimitations associated with SIMand the alternative

methodologies availableSection 73 will then concentrateon the construction of an example
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SIM in the grocery market, highlighting the differences between an aggregate and a
disaggregated model. In the penultimate section, attention will be given toothecpon of a
disaggregated SIM using the 2001 Output Area Classification (OAC). The primary topics of
discussion will be the model inputs, study area and the methodology for calibrating the model.
Model performance will be assessed, providing compariagamst observed data both in terms

of market share, customer profiles and geographic flows. Concluding remarks will be then given

in Section 7.5 with a short summary of the major findings.

7.2 Spatial Interaction Modelling Principles

Prior to outlining the construction of aisaggregate®IM, it is crucialto explain thetheory
underpinning thisnodellingapproachand the different refinements that have been made over
time, although aomplete historical review of the advancesiMs is beyond the scapof this
chapter. For a more comprehensive review, see the work by Eirlah (2010), Roy (2004
1990), Eyre (1999), Sen and Smith (199Bstead,this section will present théheoretical
principles that underpin aSIM, the model components, its drigand developmentits
calibration techniquesits application in the context of retailing and why the technique is

appropriate for researan the grocery market

Spatial interaction modelare by definition, models that angsed to simulate or predithe
interactions between origins and destinations (Eyre, 1999). These interactions or flows can
represent goods, information, money or people. $ld operates under twkey principles
one,each flowbetween an origin araldestination will be proportiai to the relativenasse®f

the origin and destinationand two,each flow will relate to the levadf accessibilityof the
destination from the origir{Birkin et al., 2002; Guy, 1991)Thus, the interactionflow is
directly proportional to the level ofamand inthe origin zane and the attractiveness of the
destination zoneand inversely proportionab the distance between origin and destinafidre
model considers each possible origestination pair in turn, and calculates the level of
interaction @curring between each origin and destination given the information provided from
the real world (Harland, 2008).

In the context of retailing, there must be three major components for the model to function;

demand, supply and interaction. In Figutg, the destinations are food retail stores identified as

the red dot; in contrast the black rectangle represents the origin area.
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Figure 7.1. SIM components
Sources: Aapted from Harland, 2@

The 0 termrepresers the amount oflemandwhich is availablein different residential zones
(i). The supply component his concerned with the ability of retail destinatidjisto attract
expenditure from the residence zongs\vithin the region. The last componefi,, is the factor
in the model which represents the effect of the separation between origisidential zones
andretail destinationgj) in terms of distance, space, time or cost (Eyre, 1999).

7.2.1 Gravity Models: The Origin of Spatial Interaction Modelling
Theory

As previously mentionedspatial interaction modellindpas its origins in the principles of
gravitybased on Newtonds scientific theory of Un
1981). Gravity models have had an impoitt place in retail location considerations and are
consideredo be the most popular of the three basic trading area models used to assess new
store locations and trade area ptidnthe others being analogund regression models
(Andersonet al.,2010. The most common and widely used gravity models in retailing include
Reillyés (1931) Lawomwmy erReetas | ( 1Gx4a%v)i tpeird Vv io®i, o
modeb , Huf fos (1964) ttrawtiodandC lorfi séttarldl GeetrdiaPtastal 9a3 3
Theory.

The social scienc@analogy of the gravity model originally developed in physics postulates that
the interaction between two masses will vary proportionately with the product of the two

masses, and inversely with the distametween them (Foot, 89).

(7.7

where,"O is the gravitational force acting between two mass bodieand 0 , G is the
empirically derived gravitational constafl, is the distance between the two masses, which in

this case is squared to represent the exponential decayeoéction between) and0 as
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distance increasesThe general SIM version of the gravity modelhas beenexpressed as
(Wilson, 197126);

Yoo o Qo
(7.2

where "Y is the trip interaction between originand destinationj, @ and w are the
attractiveness terms that replace timass elements, afi@d® is the cost distance function
between the two zones akdks a scalingconstantln the context of retailing, Reilly (1931) was

t he first t ohearytodfUnivessal Griavitatian @amdévelopdd the Law of Retail
Gravitationto define the relative probability ¢dvo cities to attract custome¢andersonetal.,
2010).The aim was talescribe the flow of retail trade between towns and cities on the basis
that retail trade increases when the city population increases at about the same rate, and retail
trade decreases invelgéo the square of the distanceween the two cities.

Alternatively, when discussing gravity models, one must also consideseminal work of
Christaller (1933) and the Central Place Theory. This theory surfaced only a few years after
Reil |l ydos i(@lh&xl) wor kc ebéingkefireed a5 a eentre of eefailing dctavity
such as a town or city (Andersat al., 2010). Comprehensive reviews of such work are
available and theidetailedreiteration here is unnecessary. However, in summary, the theory
identified a hierarchyof central places relative to the assortment of goods availlbis.
assumedhat an optimal location decision is made by the suppliers of services and that every
consumer undertakes an economically rational decision (Dawson, 1980). Nevertheless, despit
still being used extensively in retail location analysis, there are maigiscns of the model
(Dawson, 1980 For instance, the nearest centre hypothesis¢hwis the basic behavioural

tend of Central Place Theory, postulates that a consumer \sitlthie nearest centre supplying

a good or service. However, it is now knowhat this only provides partial explanation for
shopping behaviour and the inference results in a serious overstatement of behavioural realities

in the intraurban environment (Agtersoret al.,2010).

Later,Converse (1949nade an extension hy ®Refiildiyrog t(HO 34Hr eva
pointd of tradde hbhet ween sti wa ¢ ist-pgonsomdebards t he Obr e
works under the assumption that a customedirggiat the location of this trade breakipgint
would be indifferent teeach trade area and hav@.8 probability of shopping agither of the
two cities in question for nespecialty goods (Andersagt al., 2010). Casey (1955cited in
Foot, 198] and more pronmently Huff (1964) also made importaicbntributions to the

developmenbf gravity modelsFor instanceHuff (1964) proposed theno d e | of 6trade ar e
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attractiord which describes the process by which consumers choose one centre over several
competing shopping centre¥his was the first timan attemphad been made to measure the
actual level of interaction between one origin and one destination by shifting the focus to the
consumer rather than tiseipplier Furthermore, Huff was also able tdleet travel time in the

cost function rather thaphysicaldistance (Roy and Thill, 2004), and the negative power term
was calbrated by empirical observatiaather than simply dopting the original Newtonian
distancedecay exponent oR (Dennett, 2010)Lakshmanan and Hansen (1968ed in Foot,

1981 also recognised the merift o Huf f 6 s mod el by dtentigbvddel g t h e
from his work. Their model hypothesises that the sales potential of a shopping centre is directly
related to its gie, its proximity to consumers and its distance from competing facilities
(Dennett, 2010).

7.2.2Wilson& Family of Spatial Interaction Models

Despite the successful work achieved using gravity models, Senior (1979) higaligimnber

of deficienciesm gravity model theory. For example, the multiplicative nature of the equation
means that a doubling of origino() and destinationa§ ) masses, rather than léagl to a
doubling of the interaction, actually leads to a quadrupling of the ini@madto deal with this
problem, it is possible to constrain the interaction within the system to observed information
about origins, destinations or both. This technique was first made explicit by Wilson (1971),
who believed that a gravity model should betexpressed as one single model but rather a set
of models based on complete or partial known information about the system being modelled.
These sets of models are recognised il thet er at ure as Wil spapswit
each one differerdted by the constraints that are placedtiom predicted flows that are
generatedDescribed as a considerable contribution to quantitative geography (Gould, 1972),

the theoretical frameworks of these models are discussed below.

First of all, when onlynformation about the total number of interactions is known in a given

system, Wilson (1971) defines the unconstrained model as:

YO o Qw
(7.3
The™O i nt eraction term in Newt dnés tdireavWitlys ommodck

& andd are replaced with the andw  respectively, terms which rement unknown

information about the respective origin and destination maskese”) and® are parameters

that define the relationship between interaction and the respective massTieentsegative
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powerdistance decafunction in the gravity model iseplacel by a function ofQof the cost of
travel® (which could be distance or any other cost of travel such as time or financial@ost).
in the original gravity model is also replaced Bya constant which acts assealingfactor to
ensurethat the sum ofY predicted by the model is equivalentth@ known information about

the total flows within the system. This can be calculated endogenously such that:

x Y
Q v ¢ it
BBw w Qw
(7.4)
where
Y Y
(7.9
ThesecondSIMwi t hin Wi lsonés family is the origin or

model, the total number of flowfsom eachorigin 0 his known and so this information is used

to model outputs such that:

(7.6
andthe model takes the form

Y 00w Qw

(7.7

where he balancing factok is replaced byan origin-specific balancing factod (so that the

constraint is satisfied) and is expressed as followed:

Bw "Qw
(7.9

The third model in Wilsonés family is known as
This is analogous to the origin constrained mpdelvever in this case the total inflow® the
destination ‘O hare knavn and thus act as the information to constrain the output of model.

Consequently, the constraint can be written as:
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(7.9
and the model takes the form:

Y 00w Qw
(7.10

The origin massterm and the originspecific balancingactoro , in the previous modehre
replaced with alestination mass term and tHestinagion-specific balancing factocalculated

as:

Bw "Qw
(7.1)

Finally, the last model n Wi | soné6s family is termed the
attraction model. In this case, both constraints formulated for the last two models are utilised so

that the interactions in the model conform to both the onigiand destinatioi® masses

Algebraically, the model can be expressed as:

Y 0600Qw

(7.12
andthebalancing factorare defined as
P
B 60°Q®
(7.13
and
P
B6 U Q®
(7.19

It is worth noting however that bothd and® are mutually dependent which brings an added
complication to the process of implementing the model. Nevertheless, Senior (1979) proposes
an iterative algorithm which after settiegherd0 or 6 to have an initial value of 1, solves each

equation in turnsuccessively updating the balancing until convergence is reached and a set of
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balancing factors are producezhdogenouslywhich ensure both origin and destination
constaints can be satisfied.

7.2.3 Further Developments

To give the gravity base8IM a more theoretical basis, Wilson (1970) proposed the use of
entropy maxingation. Entropy maximisation refers to an attempt to overcome the issue of not
being ableto exdain why individuals undertake a particular trip (Khawaldah, 2012). Senior
(1979) and Eyre (1999)provide more detailed review of this development. In summary,
Wilson added an additional constraint relating to the cost of travel to be applied alongside th
existing constraints. The entropy maximisation procedure ensures that amount spent on travel
should not exceed the total amount of money that is available for travel. Many distributions of
trips, in reality, satisfy the above constraints and this metfiahtropy maximisation verifies
which of these distributions is most probable. A
models, as an example, the resulting produeditraction constrained model is given by the
following equation (Wilson, 197@010:

Y 0600Qwn

(7.15
where
p
BO6OQwn
(7.19
where
N L
BOoUQwn
(7.17)

The equation is the same as the previous pramuattractionor doubly constrained model
(Equation7.12 except that the distance functio® in that model is replaced here by a
negative exponential distance functi@d r; ). Additionally,f is the Langranian multiplier
associated with the cost constraint equation and the balancing factaral 6 ensure that the

other two constraints (the production and the attraction constraints respectively) are met
(Khawaldah, 2012).

Other, alternative derivations of ti8M have also been developed. For example, afiland

Bennett (1985) pr deory soaaplicaberttee chobicerproaeds ioflindividpals t

and Pooler (1994) inimisatiombdHoweeed, withri eng aorrdnattd omi mf or mat |
minimisatiord Eyre (1999) and Roy and Thill (2004) note that the use of prior information in
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the model to improve performance makes future planning, where network or zone changes
occur, highly problematic and thus unsuitable for the defined research. Those of evanaael

tot he retail sector i ncl udodel firshietroddcednby Stowfex ni n g
(1940) and tehtiratiod& odelpredented gy Fdtheringham (1983)e work of
Fotheringham (19831986), was especially pertinent to the delting of flows to standalone

and/or clustered shops, arguing that the standard entropy model needed to be adapted to include a
competingdestinations term which recogessthat outlets or centres in very close proximity to

each other were really a singlestination in the eyes of consumers (Birktnal., 2010). Other

SIMs have also been proposed over time, but have been used outside the contéxt of t
research. Ex a mp | eteractold eoda gnoposed by .@aw antl Bageds $1982)
andthe6 t h e o ovemenbfievetopedy Alonso (1978) for migration.

In addition tothesetheoretical developments,hiis become common plafte modernSIMs to

be disaggregated to account for more complex behaviour in a given system. Wilson (1971)
initially made attempts to more accurately represent different behaviour in commuting to work
through the disaggregation of the interaction model to represent different modes of travel. This
produced a three dimensional model with the standard two dimensiongin by destination

flow matrix being split overk modes of transport. Since then, this technique has been
disaggregated or modified in accordance with different retail sectors and channelsgBalkin
2004) orsignificant variations in the soceconome characteristics of consumeish@waldah,

2012) Model disaggregation is an approach that will be adopted and expanded upon in this
research, in order to resolve model developrissutesor the grocery sector.

7.2.4 Limitations and Alternative Methodologies

Despite the documented success both in academic research and commercial ap@itdion,
have a number of limitations which opens up the discussion for alternative methodologies. First
of all, given thatspatial interaction modellindpecame populaduring the quantitative
revolution, much of the early criticisms come from those commentators that support the more
qualitative and humanistic approach to geographic research. The primary concerns were that
quantitative methods associated with positigistiesearch did not include sufficient
consideration of the philosophical underpinnings of the research (Unwin, 1992; Harvey, 1969),
were too objective, lacked a consideration of agency and structure (JolanstdBidaway

2004; Clokeet al, 1991), faced ifficulties capturing irrational behaviours and complex
psychology exhibited by humans (Bonabeau, 2002), and promoted the notiarsthtistical
relatiorshipimplied a causal relatioship (Peet, 1998). Lee (1978ited in Harris, 199% in his

6r eqofiargen c al e ,was thard dirdttly critical of gravity based models, proclaiming
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these ambitious modelsene nothing more than black boxes which were not based on soundly

applied urban theoryin responsgHarris (1994)statedthat with respecttommd el | i n g, Leebs
comments were shesighted and ultimately mistakeasiue to advancements in technological

innovation and developments in urban and land use thésrguch, the opinions surrounding

guantitative geography are still somewhat dividatthoughit can still be argued that the

guantitative revolution in geography played an important part in modernising what was a largely
descriptivediscipline (HoltJenson, 1999

In addition to the more general critique of quantitative methdus,main critickm of SIMs

using derivations of the gravity model is that they do not have an established theoretical base;
instead they are based solely on an analogy with
instance,Rei | | yé s 0 t hawvitatio) onlg fgives thet austdmer @ choice of two
destinations and thus has a limited focus on the theory of shopping behaitiedrir{ Foot,

1981). Whilst Wilson (1971) addresses this to a certain extent tharrghingtheé f ami | 'y of
spatial interaction moded$rom first statistical principlest is still a noteworthy point. Concern

is also frequently raised over their aggregate nature and the fundamental inability to accurately
represent the choice aking behaviour of individualsAgain, as discussed in the pieys

section, this has been addressed to an extent through the disaggregation of the interaction model
to incorporate the behaviour of different groups. Nevertheless, although more disaggregation in
the models will provide a better representation of taewerld, more detailed dataerequired

in this case and it is difficult taccuratelymodel the lower, more individual levels of interaction

(Eyre, 1999). Openshaw (1976) also points out that disaggregation in the models will increase

the relative impdance of sampling errors as a result of the decrease in the size of the sample

Spatial interaction modebsre also limited by more general geographical problems such as the
Modifiable Areal Unit Problem (MAUP), the ecologidallacy and boundary effec{discussed

in Chapter 4). Neither the MAUP nor ecological fallacy are spetfinteraction modelling

and have been providing problems for spatial analysts sitieey were first identified and
outlined by a number of authorn comparisonpoundaryeffectsare caused by modelling
system that is enclosed within a boundary but, in real life, that boundary does not form an
effective divide.For example, in a given retail systemxpenditureis not constrained by one
catchment but the model havingo knowvledge of any population outsidae defined study
region will not replicate these flows. The outcome is thatsioyesnear the boundary edge will
have unrealistic and normally very hidgvels of market sharelo deal with this problem,
Birkin et al (2010) suggst a boundarfree approach for SIMsHowever, his is a

computationally intensive process and one that is beyorsttpeof the proposed model.
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Although associated more with the subject of retailihg,issue of data availability and quality

is alsofundamental to the construction and applicatiorStifls and can be divided into four

main parts (Birkiret al.,2010); demand estimations, supply estimations, the calculation of the
impedance function and calibratioim regardto demandestimatia, errors can occur due to

poor quality data based on small sample surveys, the methodology used to calculate demand and
whether the data includes recorded trips from visitors located outside the areatefleatabe
particularly problematidf a store catchmentis located withina holiday resort or a tourist
destination (Newinget al.,2013. In conjunction, errors in the supply data are normally due to

the way that the attractiveness scores of shopping destinations are measured. Size and turnover
havetraditionally beerused to measure the attractiveness of shoppémires as in the early
models. Howeverit is known that otherelementsaffect the attractiveness of a shopping centre
suchas brand parking facilities, prices and consumeerceptios (Birkin et al., 2010. In
conjunction the impedance function used to represent cost or the separation of the origin and
destinations can take several forms and each one of them has its limitation; straight line distance
(does not considerrossingenvironmatal obstacles such as rivers), distance along a transport
network (traffic and road speedeignored) and travel time (generally preferred but expensive

to acquire). The final source dataerror links the last three issues and is thaibsferved flow
data.For instance, in the retail sector, it is likely that firms would be very reluctant to divulge
their own customer data. Conversely, even if one weggitta c cess t o say Tesc
data, calibrating a model exclusivdlyr o n e r e t amerseathérghancthe svhole market

could create a bias which may manifest itself in a parameter for other competitor types (Birkin,
et al, 2010). Equally troublesome are missifigws in thedata and the way in which these are

dealt with, agalibratingthe model to a set of averages does not necessarily result in the correct

patterns.

On account of the limitations discussed, many other researchers have opted to use alternative
methodologies in retail planning instead 8fMs; these include gteeling gproaches,
analogue models, regression models, mgnaulation and ageriased modelsNevertheless,
these techniques are also not without their range of problems. As such, the advantages and

disadvantages associated with thaisernatives are describ@dTable7.1
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Table 71 Alternative methods to SIMs

Method

Advantages

Disadvantages

6Gut feeli
Gut feeling is the
simplest of all the
methodologies and
involves a senior
member of staff
providing
f eel i nadtionf
through a site visit.

Experienced individuals will
usually have the ability to offer
very good instinctive
judgements on the performanc
of a potential store (Davies,
1977).

Site visits are still required in
conjunction with model
estimateonce a potential site
has been chosen.

Simkin (1990) emphasises
that the gufeeling approach
was important and readily useq
by a variety of retailers even
until the late 1980s in the UK.

The gut feeling approach is highly
subjective and depends eatir on the
experience of those making such
decisions (Clarke, 1998).

Very time consuming and expensive
exercise. For those organisations with
largescale planned expansion
programmes it may be logistically
unfeasible to visit all possible sites in th
time allowed.

The increasing complexity of the reta
scene makes it harder to make such
simple predictions (Clarke, 1998; Eyre,
1999).

Analogue techniques

Forecasting the
potential sales of a ney
(or existing) store by
drawing comparisons
(or anabgies) with
other stores in the
corporate chain that ar
alike in physical,
location and trade areg
conditions (Clarke,
1998; Reynolds and
Wood, 2010).

This is a trusted methodology i
the retail industryAnalogue
techniques were (and still are t
an exent) also very common
procedures for site location in
the UK and US (Clarke, 1998).

A( The) greatenrn
of the way in which existing
stores trade has been fed back
into the sales forecasting
process through an increased
appreciation of analogustore
per f or riMooreamd 0O
Attewell, 1991:24)

Problems remaiwith the variable
performance of stores across similar
geographical markets. In reality, a wide|
variation in performance is frequently
found between outlets in a retail chain
(Eyre, 1999).

Nearly impossible to find a sample of
stores which have similar trading
characteristics and catchment areas to
make comparisons (see Ghosh and
McLafferty, 1987).

Similar approach to the analogue
method has been to follow the behavio
of other (lager) retailers (e.g. Marks ang
Spencer, Boots) and base store locatio
decisions on whatever decisions they
makeatasiticd app
1998).

Regression models

Possible regression
models include
multiple regression,
ordinary least squares,
linear, loglinear, multi
level and
geographically
weighted.

The most commonly
used in retailing is
multiple regression
works by defining a
dependent variable
such as store turnover
and attempting to
correlate this with a sef
of independent or
explanatory ariables
(Clarke, 1998).

Regression techniques have
been extensively used in the
field of store revenue estimatio
(Lord and Lynds., 1981).

Allow greater sophistication
and objectivity than more
manual analogue techniques
(Clarke, 1998).

Demonstate impressive
descriptive powers (through
their ability to reproduce the
variation in sales across a
network Timmermans1981).

Flowerdew (2010) argues th
they present a feasible
alternative to traditional SIMs.

It is not necessary to differeate
between every single regression model
detail because, as we will see, they shg
similar drawbacks

The basic feature of regression analy
which assumes that the explanatory
variables in the models be independent
each other and uncorrelatéa.many
retail applications this is not the cdse
independent variables such as floor spi
and car parking spaces may be strongl
correlated (Clarke, 1998).

The secalled multicollinearity
problem has received much attention ir
the literature (Lorcand Lynds, 1981;
Ghosh and McLafferty, 1987;
Flowerdew, 2010).

Retail sites have to be evaluated in
isolation, without considering the full
impacts of the competition or the
company6s own gl ol
1998).
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Difficult to find a sample bstores
which have similar trading characteristi
and catchment areas (see Ghosh and
McLafferty, 1987)

Regression models fail to model the
processes (spatial interactions) that
generate the flows of revenue between
residential or workplace areas amethil
outlets.

Micro -simulation

Used to investigate the
impacts of social and
economic policies on
individual micro units
such as people,
households and firms
(Ballas and Clarke,
2001).

The approach is aimed at
resolving data aggregation
problems by aggregating datg
from aggregate to individual
levels. Therefordt does not
suffer the same aggregation
problems associated with SIMg
and other statistical techniques

The technique is particularly
useful for combining and
disaggregating spatial dasets
in order to synthesise a
population of individuals (Smith
et al.,2009)

Although micrasimulation works at the
micro-level it is not possible to
incorporate behaviour or intelligence in
the microunits.

Detailed environmental components su
as quet streets or new urban
devel opment 6s
(Malleson, 2010).

The structure is inherently static and
designed to represent a single point in
time, predictions are enacted by trackin
the ramifications of altering otherwise
static varables (Clark, 1998).

cani

Agent-based models

Not widely used in
retailing but agent
based modelling is a
bottomup approach to
understanding systems
which provides a
powerful tool for
analysing complex,
nortlinear markets
(Twomey and Cadman
2002).The methd
involves creating
artificial agents
designed to mimic the
attributes and
behaviours of their

reaktworld counterparts

The system as a whole is not
constrained to exhibéany
particular behaviourin
particular, assumptions of
linearity and equilibriunare not
imposed on the system as they,
often are in the more common
top-down modelling approache

Allow us to introduce a very
high degree of heterogeneity
(diversity) into our populations
of agents.

Another flexible feature of
agentbasedmodelsis their
ability to explicitly incorporate
communicatioramong agents
(Twomey and Cadmai2002).

Often argued to be over complex which
can detract from understanding the
dynamics of the component interaction
at the heart of a complex system
(Malleson, 200).

Agentbased models can be difficult t
implement and small errors in the integ
logic of the code can have huge effects
on the outcome of
and Haklay, 2000).

It is an extremely computationally
expensive technique (Axeldy 1997
Bonabeau, 2002).

Trying to capture the appropriate
processes or mechanisms underlying tf
agentsd behaviour
task Twomey and Cadmar2002).

7.2.5 Model Calibration and Goodnessf-Fit Statistics (GOF)

Model calibraion involves the comparison of predicted flows to a set of observed flows in order

to discover the value of model parametéri(this case) which provide the best fit between the

predicted and observed flows. The process of calibration is one of the most fundamental stages

of model design; during calibratipthe modelbuilder can develop a basic understanding of the

model, expore its structure, test its sensitivity and idBnany limitations of the modelBatty
and Mackie1972. When calibrating &IM, Batty and Mackie (1972) stat¢éhat there are two
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important issues to consider. First of all, there is the problem diifigdag an appropriate GOF
statistic to measure model performance. Second, there is the issue of developing the best
method with which to identify the best parameter values, which usually involves some form of
optimisation task

With regard to GOF statiss, there are number of possibilities that can be used to calibrate a
givenSIM. It is worth notinghowever, because &liMs (apart from the unconstrained model)
have equations which are intrinsically nonlinghgt traditional calibration statisticased for

linear models are not appropriate. To date, a number of detailed reviews exist on the various
calibration statistics available (Batty and Mackie, 19Tenshaw, 1973; Diplock and
Openshaw, 1996Harland, 2008) therefore only the most commonly ads statistics and

prevalent issues will be discussed.

A commonly used GOF statistic for assessing model performance is the Mean Trip Distance
(MTD) (Stillwell, 1978 Dennett, 2010; Hamzah, 2012). The equation for the observed flow

(MTD®) can be written as

5 0 B 'YQ
P B
(7.18
and for the predicted flowdATDP) as:
. B "YQ
v o
B Y
(7.19

MTD is often regarded as the most appropriate method for calibration wisdd aises a
negative exponential function for the trip distance or cost (Hyman, 1969; Batty and Mackie,
1972). Furthermore, models usually converge very quickly as calibration is reached
whend "0 EOA @ U 1GMAD . However, it is often critised for being a one dimensional
statistic and it does not account for trip volumes in the matrix (Diplock, 1996). For example, in
the observed data, there could be a number of long and short distances which would not be

replicated when using the MTD foalibration.
Another possible statistic is the sum of absolute deviations between the model predictions and

the observed values (Diplock, 1996). Essentially, this method compares the flows between

zones for observed and predicted interactions and iewsais followed:
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(7.20

"Qis equal to the error, whef®¥ is the observed interaction and is the predicted level of

interaction. The objective is to produce the lowest valu@asf possible.

Additionally, it may also be decided that by minimising the sum of the squared deviations
between predictions and observations, the best parameter values can b©fmnshaw, 1973;
Diplock, 199§. This is calculatedn a similar manner to duation7.20 but instead uses the

square of the difference between observed and predictes!

(7.2)

As with the sum of absolute differences, the model is calibrated fwperduces the minimum

value of'Q Openshaw (1973) states that whilst other functions could be used for shopping
model calibration, thre are several inherent advantages to be gained by seeking a least squares
solution. Additionally, in a study of calibration methods for retail models, Diplock (1996)
concluded thabf sum of squared deviations was the WBSIF statistic because it behave

consistently over a range of parameter values and is relatively simple to implement.

The Standardised Root Mean Squared Error (SMRSE) is another variatisuation 7.20
however in this case the square root of the sum of all errors squared igl diyidee matrix
dimension, with the resulting value divided by the average interaction value for standardisation.
8
BB Y Y da&az¢g
BB"Yj&z¢

YYD YO

(7.22

where"Y depicts the bserved flows from originto destinatiorj,
"Y is the predicted flow between i and j, and

(m* n) arethe dimensiosof the interaction matrix.

Knudsen and Fotheringham (1986) state that SRMSE should only be use® Bhén

B B "Y; howeverSIM usually meets this condition. SRMSE has a lower limi® afdicating
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perfectly accurate predictions and an upper limit that is variable and depends on the
distributions of the observed flows, although in practice dten 1

Finally, 'Y is one of the most commonlysed GOF statistics (Fotheringham, 1983; Clark and

Ballard, 1980) and is formulated as follows:

BB Y Y 'Y 'Y

BB Y 7Y BB Y 7Y
(7.23

where,”Y represents the mean 6f & @nd"Y represents the mean 6f &. R2 values range
between zero and one. The closer the R? value is to one the better,\sihee @ one shows an

exact correspondence between the observed and predicted flows, whilst a zero value reflects no
correspondence. Despite being a popular GOF, several authors have notéedighatatively
insensitive to variations in model spi@cation and can yield artificially high values in GOF
applications (Wilson, 1976; Harland, 2008). For example, Smith and Hutchinson (1981)
reported values as high as 0.7 even when the observed and predicted values differed by 100 per

cent.

In additionto thosestatisticsmentioned, others which are more infrequently used indioele
Spearman's Rank Correlation Coefficient, the-Stpilared statistic, Wilcoxon matched pairs
signed ranks test and Absolute Entropjfference (AED). However, these statistiese
discounted based on their lack of sensitivity to model errors and long calibration time. As such,
based on the evidence provided, for the purpose of this research, the sum of squares of errors
will be used for calibration whilst the’Rtatistic (mordntuitive that RMSE)will be used as a

validation statistic to asses model performance.

The next step involves choosing a methodology for findhrey correct parameter value that
yields the least possible error in theegiicted data. Diplock (1996) highlights three ways in
which this can be achieved. First of all, one could apptrumle method of systematically
recording the best results. This method is increasingly-tiomsuming as it involves the
researcher imputingalues by hand and running the model each time. Second, a given range of
possible parameter values could be evaluated through -fooesed search to determine the
lowest error. Again, whilst this would require no user input, it would be extremely time
comnsuming as all possible combinations are evaluated. Third, a more focused and intelligent

optimisation technique could be applied whereby an algorithm is utilised to search for the best
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parameter value. Many different calibration algorithms have been gedebnd applied over

time, the most popular i8IM includes the NewtorRaphson iterative calibration method
(Dennett, 2010), genetic algorithms (Heppenstall, 2004) and Fibonacci methods (Batty and
Mackie, 1972). In practice, due to the exhaustive natutieedfirst two methods a more focused
search routine is preferable to find the optimunvalue and will thus be utilised in the

preceding models (dissged in more detail in Section 7.4.3

7.2.6 Application andModelling in the Retail Sector

Since thai introduction, SIMs have been applied across a number of disciplines, including
migration (Stillwell, 1978 Dennett, 2010), education (Harland; 2008), journey to work patterns
(Senior, 1979), retail location planning (Fotheringham, 188&in et al., 2010; Thompsonet

al., 2012; Khawaldah, 20)2the financial sector (Birkiret al, 2004) andransport (Murad,
2003).Each application o6IMs has brought challenges, as each sector has presented its own
specific characteristics and peculiarities.

In thecontext of retail planning, although retail conditions in the real world present a number of
important challenges for shopping mode&d\V has consistently proved robust enough to deal
with these challenges. Subsequently, since the original pioneeringoivRdilly (1931), Huff

(1964) and Wilson (1971F%IM has beemwidely applied across a number of retail markets. For
example, Khawaldah (2012) utilised a socioeconomically disaggre@itddto assess the
impact of Silverburn shopping centre on GlasgowkiBiet al. (2004)introduced the concept of
elastic demand inttheir SIM, a concept that replicates the increase in demand for a specific
service in an area, if that service is introduced or increased. The theory is that increased access
to a service willincrease demand for that service, and the example used is the provision of
cinema accessEyre (1999) also had success demonstrating the benefits of Sbigjto
estimate store performance for WH Smith and Toyota. Moredhwerwork byFotheringham

(1983 (as discussed earlieprompts an interesting discussioegarding the calculation of

proxy attractiveness values for stores in retail modelling, and how these attractiveness values
relate to consumer choice. For instance, Bigiral (2010) show howtsre choice is more
complicated than the commonly used attractiveness proxy of store size and should attempt to

incorporate other factors relating to brand perception, accessibility and store characteristics.

Whilst much of the academic literature hasdsed on the pedagogic evolution of these models
in retailing, Birkinet al.(2010) also provide a comprehensive review of the applied USEVisf
in business. The use of retail shopping models in the private sector in the UK has increased

hugely since tb 1980s. Birkiret al. (2010) and Guy (1991) note that several major retail chains
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(Tesco, Sainsburyods, Mo r r i sSivhfer pradicting Foth dha ) now

turnover of proposed new stores and the impact of these stores upon existingevatssl dyy
the same company. Since the original workGWAP Ltd, there has also been significant
growth in the number of consultancy firms offering location planning and forecasting services

using retail interaction models.

There a number of reasons wicave caused this growth in the academic and commercial use
of SIMs. First of all, there has been an increased use of Geographical Information Systems
(GIS) in UK retail analysis. Retail planning is one of several fields that benefit from GIS
applicationsas GIS can providemarket mapping Eirkin et al., 2002; catchment areas
identification Thompsonet al.,2012; and the complex modelling of an entire retail network
(Murad, 2007). Additionally, the environment of intense competition and diversificttain
surrounds modern day retailing now means that large retail corporations compete on a variety of
platforms (price, channels, advertising asdrvices) and location can be one way in which a
retail firm can distinguish itself from its competitors andinga competitive advantage.
Effective location strategy is therefore essential for retail firmsadrehcorrectly specified and
executed th&IM is well placed to help address such questions.

Despite the wealth of examples and applicatiotsidfls acrass the retail sector, much of the
academic literature has focused on the theoretical evolution of these models, as opposed to the
practical issues of implementing them in different contexts, especialygtbcery market.

Birkin et al (2010) believe therbas emerged a parallel universe between academics who are
continually interested in refining existing models or developing new approaches and
practitioners who are attempting to adopt pragmatic approaches to solving government and
business problems. Asdhy it is hoped that the following application of a disaggregatitlin

the food retail market provides evidence of a more applied use.

7.3 An Example Spatial Interaction Model System

The following sectionwill illustrate the process for building botlan aggregate and
disaggregate®IM for the grocery sector. In both cases an example system is provided so to
help transfer some of the literature and theory described in Section 7.2 into an applied example.
The primary areas of discussion inclutiee various components of a SIM, thdiffererces

between the two types of model and thus the rational for disaggregating a SIM.
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7.3.1 The Aggregate Model

The basic singly constrained aggregat®l used in retailingBirkin et al.,2002;152) can be
defined as ftbows:
Y 00wQonr Q

o (7.29
x E AW As the flow of people (or expenditure) from residential ateagrocery stor¢ 0 is a
measure of demand (expenditure) in draa is a measure of attractivenessgubcerystorej
(in this instance)Q is a measure of the straight line distance betweandj, and0 is a
balancing factor to ensure that all demand is allocated to grocery stores within the region,

written as:

p
BoQanl Q

(7.25

To understand how the model imation7.24 would be applied, a theoretical example of a

food retail market is provided in Figure2.

w =30
2.7 km
2.3 km
2.1 km w =20 2.0 km
3.1 km & =50
1.7 km

Figure 7.2. Hypothetical spatial interaction system (not to scale)
Source: Adapted from Harland (2008)

In this example, it is assumed that a given system contains two onigirs¢0 ) and three
shopping destinatian(@@ , @ andw ). The available demand from origin is £20 androm

originU is £30, giving a totatlemanddf £50from both origins The notional attractivess for
each of the three destinationsaiso set as 30 for destinatian, 20 for destinatiomvy and 50

for @ . The distancebetween the origins and destinations are shown in kilometres
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Using the singly constrained aggregate model (as formulatEduation 7.2 we can predict
the flow of expenditure from eagksidential areato each shopping destinatipnThedistance
termQwnf Q isa negative exponential function, wittparameter valuef 1 for simplicity.
To calculate the number of people who shop at destinatidinom origin(  (for example), we
first use Equation 7.24 tcalculate the value @i as0.01739.The equation for the interaction

then becomes
Y m8ipxoeomwADPp ¢ @8ty (7.26)

This method is then applied tmlculateeach of the resiageegrocery stordlow pairs in the
matrix. Table7.2 shows the model results for the hypotheticthil system. The residential
areasare represented bpws and thestoresby columns The last column shows the total flow

of expenditureattractedby eachof the three grocery stores from each residewtigjin which
should equal the initial expenditure in each origin. The bottom row shows the total flows drawn
by each storéwhich are not equivalent to the initélj valuesand the number of interactioirs

the systentin the final column)

Table 7.2. Matrix of prediction flows for the hypothetical grocery system

Destination

W W W Total
0 6.08 457 9.35 20.00

Origin 0 0 8.36 5.92 15.72 30.00
Total 14.44 10.49 25.07 50.00

It can be seen from Table2that due to the balancing factor, the total expenditure drawn by
all stores from residence zofe is equal to the available expenditure in origin The system
alsoshows that the model results are relatively affected by the didgt@heeen therigins and

destinations as well as the masses of each of the origins and destinations.

7.3.2 The Disaggregated Model

As discussed previously, whilst the aggregate magfgiesents a useful means of understanding

the flows within a given system, SiMme often disaggregatéd account for more complex
humanbehaviour More specifically, ThéY term can be divided by consumer group (income

or age), geography (urban/rural), product type (food or-food) and channel/store format
(convenience store and supermarket). If it is felt necessary, the disaggregation can occur across
multiple cdegories. For example, breaking the flows down by three income groups, two age
groups and two product types would form a total of 12 models. However, care should be taken

when disaggregating by too many groupings because multiple models result in sioaller f
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numbers for calibratioi and thus poor performing models. Nevertheless, if undertaken
correctly, there are clear benefits for breaking down the aggregate model. The principle reason
is that different distance decay parameters can be assigned aergsiitiodels to take into
consideration variations in the propensity to travel (Bigdiral, 2010;Khawaldah, 201p It is

known, for example, that more affluent consumers travel further distances as they are more
likely to own a car (Chapter 3). Equati@.27demonstrates a bagiepresentationfahe singly

constrainednodel(Equation 7.24) for the grocery market disaggregated by customer type:

Y b0 o AgH @
(7.27)

x E A & Ais the flow ofexpenditurdrom residential areato grocery storg by customer type

k, 0 is a measure of demand (expenditure) in atBacustometypek, w remains the same as
measure of attractiveness grocerystorej (although can be disaggregated if it is considered
likely that different grocery stores will have different propensities to attract different customer
types) Q is ameasure of the straight line distance betweandj, and0 is the balancing
factorby customer typ& ensure demarid each of the three models equals the sum of the final
outputs:

p
Bw AgH O

(7.28)
In order toprovide an example of a disaggregated system, TalBlalisplays an extended
version of the food retail market froRigure 7.2and Tabler.2 In this case, the model has been
disaggregated by three consumer groups (a, b and c¢) to form sbpeeate models. The
variation in thé value is a reflection of the factthat u st omer c| as sesroti ed a
travel as far as type O6bd or O6ad vauee mlsos hopp
varies by consumer type 0 aobdee mddblsbespiteTdbled86 t o
only having a limited number of interactions, it is possible to see thavttidlows to each of
the stores (column totals) differs slightly to those in Table This is brought about by the
different beta values for eaaf the consumer$ as distance is less of a limiting factor for
consumer type O6ab. However, similar to Tabl ¢

total because of the role of the thieevalues in ensuring the overall constraint is satisfied.
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Table 7.3. Matrix of prediction flows for the hypothetical disaggregated grocery system

B 5 5 B = | Total
E . |10 3.04 228 468 0.2 0.0174| 10
EL]| 5 139 099 262 0.2 0.0147 5

4| 5 153 138 209 05 0.0394 5
Ey[15 373 289 839 05 0.0262] 15

Fae| 5 153 155 192 0.7 0.0674 5
Fa. |10 229 189 582 0.7 0.0383] 10

E 20 6.10 521  8.69 20
E 30 742 576 16.82 30
Total | 50 13.51 10.97 25.51 50

7.4 Disaggregated Spatial Interaction Model by 2001 Output Area
Classification

The remainder of this chapter will follow the process of constructing and calibrating two
regional SIMs disaggregated by different customer typspecifically using the 2001 OAC.

One model will be produced for Yorkshire and the Humber, whilst the second will be based on
data from London. Each model will be exactly the same in terms of its framework, differing
only by the data in which it utilises. Initially, consideration will beeg to the structure of the
model, in particular the calculatiasf the attractiveness @trocerystores based on consumer
(OAC) brand preferenseThis is followed by an evaluation of the model inpthg,calibration

of distance decay parameters, furtbalibration of model parameters to increase performance

and an assessment on the overall performance of the model.

7.4.1Model Framework

It is known from Chapter 6 that consumer behaviour in the grocery market is driven by a range
of characteristics g as age, household size and income, all of which could have been chosen
for the model disaggregation. However, bringing together multiple combinations of these
variables in A SIM would have resulted in a large quantity of-reobels, thus making
calibraton problematic. Therefore, given the variety of variables included in the production of
the 2001 OAC and the fact it also contains geographical information, disaggregation by the
seven OAC supergroups provides a suitable choice. The sevemosigts will all have

different] values to account for the varying propensities to travel amongst the seven OAC

groups. Additionally, theo term will also be altered depending on the attractiveness of each
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retail brand to each OAC supergroup. This is where rioelel is expected to provide a
noticeable contribution to the literature, as most SIMs (aggregate and disaggregate) do not take
into consideration the wvariation in retaile
locating a new Waitrose betweenSai nsburyds and I celand woul
distribution of demand (all things being equal) from both existing retailers to the new store.
Nevertheless, it has been established in Chapter 6 that certain consumer groups (whether it be
by age, incora, household size or OAC) prefer specific grocery retailers. Therefore, in the
proposed model, the new Waitrose would primarily impact oistaei ns bur yds st or e
more affluent consumers) as the majority of the more deprived households wbuclhsitiue

to shop at Iceland. Further discussion will be provided on the workings of the matiel

following section however the model equation can be written as followed:

'Y 00 o AgBH Q
(7.29)

where,"Y is theflow of demandbetween zon&and destinatiorCfor consumers 0OAC type

"Qand retailer type(brand)l, O is thedemand irzone Cby consumers 0OAC type Q w
reflects the attractiveness of brando consumers oDAC type™™ T 'Q ) is thedistance
decayparameter for consumers of tykenultiplied bytravel time from zoné&o destinatioriQ

Finally, to ensure all demand is allocatéd, is thebalancing factor by OAC typle calculated

as:

Bw AobB Q

(7.30)
7.4.2Model Inputs

As stated, in order to construct a SIMree types of datare needed; demand datapply data

and the distand¢gme between the residential are@sand grocery storeg)( First of all, demand

is represented in the model by the total number of households in each origin. The number of
householdsvas chosen for demand over available grocery expenditure for a number of reasons.
First of all, the data used to calibrate the model (Section 7.4.3) are recorded at the household
level which provides an initial restriction. Moreover, as much of the thesivoeen concerned
with the O0switchingd behaviour of consumer s,
this narrative by highlighting the flow of different households to selected brands in each region.

In terms of origin zones, Middle layer SarOutput Areas (MSOAS) were chosen as the desired

geography. This is because they form part of the suite of census geographies, which means the
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Output Areas (OA) that contain the OAC codes are fully contained within this geography
making the disaggreganh of demand much easier (see Chapter 4 on the benefits of using
census geographies). As the smallest possible geography is often preferred when working with
SIMs, it would have been preferable to use OAs. However, this would have presented small
number poblems in the calibration process, something recognised as major issue for SIMs by
Birkin et al.(2010).

Consequently,he total number of households for eddiSOA was extracted from the 2011
Census for Yorkshire and the Humber and Londdris data washen divided up to produce
the total number of households in each MSOA that fall within the various 2001 OAC

supergroups. This can be represented algebraically as:

(7.31)

where0 is the demand in eadiSOA | and"O represents the numer of households in each
MSOA by household typk (OAC).

The supply data (grocery stores) ware qui r ed f r oexten&wdNePt alitld 6lsocat i ono s
list of grocery stores foGB (as described ilChapter 4). The variables required toe model
included the location of the storeafional gridcoordinates of the store postcode centroid), the
store brand, store format (e.g. Tesco Metro) and the store size (squaré&Heatrtional grid
coordinates are needed to calculate the distaatexnm the SIM, whilst the other variables are
necessary to produce attractivenass (values for each store. Birkiat al. (2010) provide a
summary of the main drivers behind store attractivenessalh retail sector (grocery, non

food, automobi, finance and petrol). In the grocery market, the main factors which influence
attractiveness are said to be space, parking, accessibility and price. Given that the GMAP data
only contains store size and retailer brand, store size was used adrilegtactiveness value
(consistent with literature). It should be noted that only stores above 3,500 square feet were
included in the model due to the complexities associated with modelling the convenience
market. Additional factors were then included basedmmd (regional loyalty), stores in city
centres (benefitting from wotkased populations) and stores in close proximity to other stores
(agglomeration effect). As such, each store was given an owaralélue between 0 and 100
through the produain of a scorecard. Table 7.4 illustrates the weights associated with the

different attributes to calculate the initial attractiveness value for each of the grocery stores in
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Yorkshire and the Humber ah@ndon- formulated using a combination of the work Birkin
et al. (2010) and industry knowledge from GMAP Ltd.

Table 74. Scorecard for store attractiveness

Variable Methodology Weight

Store Size Store size data provided by GMAP Ltd. Only stores 3,500 sq ft 4 0.8
above were selegtl for the model (scaled >-000).

City Centre Al stores | ocated within OAS¢g 0.05

(Yes = 100 and No = 0).
Buffer analysis to find stores that have other stores within 2100m 0.05
(Yes = 100 and No = 0)

Agglomeration

] 0
0 -
@]

Regional Brand where6 is the brand attractiveness of retalten regioni, "O is 0.1

the number of households in regictiat shop at retailds (taken
from 2011 Acxiom aggregate data), aadis the total floorpace of
retailer typek in regionl (scaled between 0 and 100).

Example: Size + City Centre + Agglomeration + Brand 1
Store 1 = (60 * 0.8) + (100 * 0.05) + (0 * 0.05) + (40 * 0.1) =57

Overall Score

One of the most crucial parts of any SIM is theseswed data used to calibrate the model
(Birkinetal.,2010) . I n this i nstance, the observed
ROP. The ROPholds information on the location of the respondent, the brand of the main
retailer in which that household giwat, and the location of that stoEven thoughthe ROP

datado not represent actualistomerflows to individual stores, which could for instance be
recorded through consumer store card ddtgere are advantages using this sodwieydata.

More 9ecifically, because consumer store card data refer exclusivedy campany'sown
customers (rather than the wwh e mar ket ) , kdata may manifedt tiself incal i e n
parameter which has to be used across all competitor types (Birkln2010) As the ROPis
designedo obtain information about all grocery retaileisg data do not contain this bias. The

ideal situation would be to obtain actealstomerata from all the major railers. For example,
Vroegrijk et al. (2009) used scannerpucls e r ecords from Gesell scha
(GfK) national household panel to track shopping behaviour before and after local hard discount

entry in the Netherlands.

Despite the advantages of using the ROP for calibratiendateassociated witlthe location of

a respondents preferred grocery stamees in detailFor example, some respondents reedrd
the actual postcode of the stpoghers simply detailed the town or city it was amd in most
cases no locationis recorded at all. To useush a small sample of observed flows in the

calibration of the model would have been problematic. This would have been exaggerated even
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more so in the disaggregated moded the observed sample size decreases further
Consequentlya certain level otlatapreparationvas required to improve the sample sithe

first step involved cleaning the raw data recorded by the resporidezdsh regionThis was

easily done for those households which had listed their main retailer and the postcode or street
name aghe store location, as each respondent was assigned the grocery store (from the GMAP
data) located in that postcode. However, for those which listed a town or city this was more
difficult. In cases where their main retailedonly one store (e.g. Asda) a given town, again

the unique code for that store was assigned to that respondent. Alternatively, where there were
two or more possible stores for a given retailer, ritbarestwas assigned. This was achieved
using MaplinfoProfessiond & d i s talmunlcaet ocr 6 . This tool all ows the
origins and destinations and allocate the closest destination to each origin. In this instance, the
origins were OA centroidéo improve accuracyand the destinations were the grocery stores

for eachretailer (postcode centraidlisted in theROP. It must be stressed that thbserved
interactionsonly included consumers thatketailed theretailer at which they shoplt seems
reasonable to assurtieatif a household stated Morrisons or Lah their peferred retail store

it is likely thatthis would be thenearest Morrisons or Lidiutlet to that househaldsing a OA

to postcode lookup (geography of respondents from ROP), the nearest store (by brand) was then
appended to the respondents from the RORey who had stated which retailer they use for
their main shop, but had not specified the locality of that store. In order to increase the sample
of interactions, ROP survey data were combined between 2011 and 2012 (three survey extracts,
around 75,00ouseholds in each region). This also meant that-sfont shocks to the grocery
market would not impact upon calibration. Finally, the cleaned flow data were then aggregated
up to an MSOA (origin)i store (destination) matrix and separated out for theers OAC
supergroups to produce observed flows for eackhnsodbel in the SIM.

Once the seven sets of observed interaction data had been constructed, it was possible to
calculate the values for the distance/cost matrix which forri@thésrm in tre model equation.

As mentioned, it is preferable to use drtiee data when utilising a SIM, because it takes into
account natural boundaries (e.g. rivers and mountains) and complicated road networks. Drive
time data was acquired from Javelin Group; haevehe integration of the data into the SIM
proveddifficult. First of all, the data could only be provided for MSOA to MOSA interactions.
This meant thatdditional data accuracy was lost with regard to the location of each store
(recorded at postcode lation). Secondly because each of the models would be required to run
scenarios at the regional level, there were problems extracting the large interactiocesmatr
from Javelin Groupi especially for London (too large). Finall)khawaldah (2012) also
demamstrateghat there are only marginal improvemetaide gained from using dristéme data

for a retail model in ScotlandConsequently, it was decided that Euclidean straight line

236



distances would provide the most appropriate data, as used in SIMs 608 and Dennett
(2010). It is felt that straigHtne data will also provide more realistic flows in the regional
model for London, as drive times in the city centre can be misledtiaffjc). Therefore, a
distance matrix in kilometres was calculatbdtween the centroid of each demand zone
(MSOA) and thecentroidsof each grocery store (postcode) usihgnd Y coordinates from the
British National Grid. Theaculationcan be written as:

PTTT
(7.32)

whereQ s the straightine distance, between origin zongdnd shopping destinatioj).(

Finally, aww  matrix was produced so to account for the atvaakss of different retailers to

each of the OAC consumer groups in both Yorkshire and the Humber and L@radba 7.5.

As stated, it is this functionality within the model that provides the greatest contribution to the
literature surrounding the developnts of SIMs. In reaching each of the defined matrixes in
Table 7.4, a number of calculations were required. First of all, the percentage of households that
shop at each retailer by OAC were calculated. This ultimately provided an estimation of the
shareeach retailer has of the available households in eachiC#sQlemonstrated in Chapter 6.

Similar to the observed flow data, so to produce more stable patterns, data were used from ROP
surveys in 2011 and 2012.Thesenar ket s h ar e 6esdale between & miniraume t h ¢
of 1.0 and maximum of 1.1 for each OAC to retailer interaction so to standardise the data.
Minimum and maximum values of 1ldhd 1.1 weralefinedas the(c®d parameteifor each

storewere appliedo thew figures as a power function. Thus, the potential effect could be

quite high if increased/ decreased -rmodeb formuc h.
Yorkshire and the Humber, th@ value (mixture of store size, agglomeration weight and
regional brand weight) for all Waitrose stores would be raised to the power of 1.1 (increasing)
the attractiveness, compared tothe onstr ai ned by where it womld beanc e s
raised by 1004 (barelyi ncr easing the attractiveness). Th
l'ivingé wildl be more attracted CorWamstranec

households, as demonstrated in Chapter 6.
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Table 755. 3¢

=F"matrix for the disaggregated SIMS in Yorkshireand the Humber and London, 2012

Yorkshire and the Humber

. ) Tesco
Aldi Asda Budgens Co-op FarmFoods Iceland Lidl Spar Marks & Morrisons Netto  Sainsbury's Sainsbury's Tesco  Metro/Expr Waitrose
Spencer Local ess
Blue Collar
" 1.022  1.100 1.056 1.028 1.044 1.096 1.025 1.016 1.000 1.071 1.100 1.000 1.005 1.013 1.016 1.000
Communities
City Living 1.100  1.009 1.034 1.030 1.009 1.059 1.050 1.100 1.100 1.000 1.000 1.100 1.100 1.031 1.100 1.100
) 1.054  1.000 1.000 1.100 1.013 1.002 1.100 1.040 1.019 1.067 1.002 1.052 1.000 1.100 1.001 1.020
Countryside
) 1.051 1.0& 1.029 1.000 1.000 1.000 1.000 1.000 1.035 1.069 1.002 1.084 1.010 1.035 1.000 1.026
Prospering Suburbs
Constrained by 1.000 1.074  1.062  1.030 1.084 1100 1.014 1.022 1.018 1.100 1.080 1.015 1.017 1.000 1.026 1.004
Circumstances
) . 1.080 1.053 1.025 1.033 1.019 1.025 1.025 1.009 1.022 1.087 1.014 1.058 1.022 1.014 1.010 1.017
Typical Traits
. 1.095 1.060 1.100 1.000 1.100 1.067 1.098 1.021 1.021 1.058 1.063 1.043 1.037 1.015 1.045 1.016
Multicultural
London
Marks & Sainsbury's Tesco
Aldi Asda Budgens Co-op FarmFoods Iceland Lidl Spar Morrisons Netto  Sainsbury's Tesco  Metro/Expr Waitrose
Spencer Local ess
Blue Collar
Communities 1.100 1.100 1.054  1.100 1.039 1.100 1.087 1.048 1.017 1.100 1.003 1.000 1.059 1.034 1.002 1.000
City Living 1.046 1.013 1.094 1.060 1.083 1.011 1.064 1.086 1.100 1.035 1.003 1.098 1.100 1.000 1.100 1.100
Countryside 1.000 1.000 1.000  1.000 1.000 1.090 1.000 1.000 1.000 1.000 1.100 1.039 1.000 1.100 1.000 1.089
Prospering Suburbs 1.059 1.003 1.049 1.031 1.046 1.000 1.057 1.024 1.050 1.071  1.000 1.100 1.081 1.032 1.006 1.061
Constrained by
Circumstances 1.076 1.087 1.024 1.085 1.053 1.072 1.076 1.100 1.036 1.099 1.004 1.021 1.068 1.028 1.016 1.007
Typical Traits 1.069 1.026 1.057 1.070 1.027 1.014 1.056 1.037 1.041 1.054 1.007 1.069 1.075 1.049 1.015 1.039
Multicultural 1.084 1.072 1.100  1.089 1.100 1.076 1.100 1.075 1.041 1.065 1.006 1.050 1.071  1.018 1.038 1.016

Sources: Acxiom Ltd (2011, 2012)
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7.4.3Model Calibration and Goodnessof-Fit

In general, the calibration procedure involves producing a model that can best predict flows,
based on a matrix of observedwitg in this case the model needed to accurately predict the
flow of households fromMSOAs to grocery storesacross all of the sevesubmodels.
Consequentlytwo regional models (Yorkshire and the Humber and Londaestk calibrated
using the flows producedin Section 7.4.2The calibration process begins by choosing the
appropriate method for finding the best parameter valuesyiblat the best match between
modelled and observed daBased on the literature review in Section 7.2, it was decided that
the sum of the squared deviations betwdbe predictedand observed data (see previous
section) would produce the most accufratgarameter@penshaw, 1973; Diplock, 19p6More
specifically, th¢ values for each of the seven models were altered until the snsaifesif the
squared deviationigure could be produced. Rather than do this manually, an algorithm was
devised and vitten in Visual Basic for Applications (VBA) for each modelthe code is
presented in Figure 7.3. The algorithm works as in a decision tree process by changing the
value up or down until the lowest sum of the squared deviations could be produced. It w
found that a minimum of ten iterations was required to fevalue of sufficient accuracy.

60This subroutine al tetavaueinastruceiradswaystd fiddethe bestamodeldit. t he b
Sub CalculateBeta_ OAC1()

6Decl are variabl es
Dim lower As Double

Dim upper As Double

Dim middle As Double

Dim Z_upper As Double

Dim Z_lower As Double

Dim i As Integer

Dim iterations As Integer

Dim YesOrNoAnswerToMessageBox As String
Dim QuestionToMessageBox As String

6Set the maxi mum and mini mum beta values
upper =1

lower =0

middle = (upper + lower) / 2

6Set t hidlytb®5t a i nit
Worksheets("Calibration_OAC1").Range("F2").Value = middle

6The number of interations to run through (manually changed
iterations = Worksheets("Calibration_OAC1").Range("K4").Value

60 Keep | ouglpuntihtge nuntber of iterations is reached
Fori =1 To iterations

Worksheets("Calibration_OAC1").Range("K5").Value =i
Worksheets("Calibration_OAC1").Range("F2").Value = upper
Z_upper = Worksheets("CalibratioDAC1").Range("F3").Value
Worksheets("Calibration_OAC1").Range("F2").Value = lower
Z_lower = Worksheets("Calibration_OAC1").Range("F3").Value

ol f the sum of the squar ed hdmgedrettheohange i s | ess than it was
6upwards (e. g. |l ower increases)
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If Z_upper < Z_lower Then

lower = middle

Else

6l f the sum of the squared deviations increased then reduce the
upper = midde

End If

6Set the beta value to the middle of the upper and | ower values

middle = (upper + lower) / 2

6Start the | oop again
Next i
60On completion display the results on a message box

MsgBox "Beta =" & lower & vbNewLine & _
"Z="&Z lower & vbNewLine & _
"R2 =" & Worksheets("Calibration_OAC1").Range("F4").Value, vbOKOnly, "FINISHED..."

End Sub

Figure 7.3. Automatic search routine for calibrating model beta valuegOAC1 example)

Table7.6 demonstrates the final figures, produced after limiting the sum of squared errors for
the models in bibh regions. In order to provide context, statistics are distailedfor an
aggegate model within each market. The aggregate SIM was produced in the same way as the

disaggregated model; however it didtinclude thew  functionality (notdisaggregated by

OAQ). Itshould benotedthatthg val ue Danttrhei ded model in the Lonc¢
calculated based on thelationships between thevalues from the Yorkshire and the Humber

model. There are only a few OAs that fall witliims classification in London wbih meant the

sample size for thisustomer group astoo smallto calibraté . On observing Tabl&.6, there

is a distinctvariation amongst the different OA€Lipergroups with regaro the propensity to

travel. For exam@g,inYor kshire and t he Hu mlospering stbhuer béscbount r y s
groups have the lowesgt val ues compared t o t he 6constrained
6ml ticultural dé groups. This fits with reiterature
rural customers travel furthest to shop. A similar pattern is seen in London; howevVer the

valuesare much higheflower MTD). This is arguably because there is a greater supply of

stores in the region, more people depend on public transport and basdar more urbanised.

The resulting impact is that store catchments in London will be much tighter, as distance is

more of a deterrent. Interestinglyegpite the contrasting literature on calibration statistics

(Section 7.2) using the sum of squaredr@s to calibrate thg figures often produces very

similar observed and predict®tilDs.
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Table 766. Mean trip distances ands: paramaters

Yorkshire and the Humber London

Observed Predicted Observed Predicted

n MTD MTD n MTD MTD

Aggregate Model 0.669 3.29 3.27 0.861 2.44 2.44

Blue collar communities 0.535 3.72 3.53 0.712 3.21 2.83

City living 0.691 2.75 2.74 0.966 1.91 1.51

Countryside 0.4 6.98 8.64 0.751 N/A 4.26

Prospering suburbs 0.525 3.84 3.84 0.828 2.51 2.46

Constrained by 0.67L 2.85 2.84 0.801 2.56 2.48
circumstances

Typical traits 0.5% 3.72 3.72 0.775 2.89 2.86

Multicultural 0.79 2.12 211 0.943 2.10 2.09

It is noted that whilst search routines and systematic approachbe card to calibrate a SIM,

Birkin et al (2010) believe the calibration process is an art as much as it is a science. Therefore,
on the production of thg figures for each of the OAC models in both regions, further
adjustments were required to increts® performance of the model. However, rather than make
adjustments to the individual attractiveness of each store, the final amendments to model
parameters were done in a systematic manner. First of all, the brand weigisT@able 7.4)
wered t ered for each of the brands to help ali
retailer (after totalling flows to each store). For example, in some cases the model was either
over or undepredicting the market share for different retailereerefore, the brand weights

were increased or decreased accordingly (marginally) to bring the observed and predicted
figures c¢closer together. The final observed
are displayed in Figure 7.4. The observadrket share figures are from the 2011 Acxiom
Aggregate Data (AD), which provide the total number of households that shop at each retailer
within each of the study areas. It is evident that both of the regional models are capable of
predicting an accuratgroportion of households to each brand. This is reassuring and strengths
the forecasting power of the model with regards to any analysis in Chapter 8. Whilst, there are
some slight deviations, the model was able to produce predicted flows to each liram®5vi

per cent (GMAP Ltd note the accepted industry standard is around 80 per cent) of the observed

flows.
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In addition to the brand weights, the valuesain matrix (Table 7.5) were also adjusted to

bring the predicted consumer profiles for each retailer in line with those from the observed ROP
survey data. As this functionality is a major contribution to the literature regarding SIMs in
retailing, it is crucial that the model in both regions can reliably recreate the observed customer
profiles for each of the retailers. Figure 7.5 displays the observed and predicted customer
profiles for the main retailers discussed throughout this thesioforegions. On observing the
distributions, strong comparisons can be made between the observed and predicted profiles of
the consumers. This would suggest the OACGmoalels in each of the regions are calibrated
sufficiently to produce accurate custonfiews to each of the modelled brands. The data also
highlight the regional differences in demand between Yorkshire and the Humber and Eondon
strengtheimg the argument that store location strategy is a complicated process and regional
differences in consner demand are of paramount importance (Bétkad.,2002 Thompsoret

al., 2012.
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Building on the reliability of the model to predict brand level floR&statistics are provideid

Table 7.7to demonstrate the GQd¥ the final model in either regiofTable 7.§. Additionally,

figures are also provided for the aggregate model to demonstrate the baneéfitdtimate
improvementsassociated with disaggregating a SIM. TRe values highlight the overall
performance ofthe model in terms of the matrix of flows. The figures illustrate that
disaggregating the SIM by OAC increases the ov&a(in terms of MSOAI store flows) from

0.731 t00.801 in Yorkshire and the Humber afd711 t00.788 in London This can be
accredted to the variation in thie parameters by OAC to account for the different propensities

to travel. The aggregate model treats all households the same which averages out the trip
distances, impacting on the overall performance of the m@iitrasting the results ieach

region, he SIM for Yorkshire and the Humber is found to produce more acowstiés(in
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terms of replicating observed data) than London. This would have been expected given the

complicated nature of the grocery market in Lon@ddihere is increased competitiosmaller

store formats, consumers have greater access to public transport and are likely to undertake

shopping trips closer to work (ROP captures residential to storeamigs In terms of the

various sukmodels the R? valuesdiffer by OAC supergroup.fe f i gures il lustrate
l'ivingdé and O6countrysided mode lighis#&smarguallyrae mo st

supergroup will contain a sefgon of remote consumers that will need to travel long distances

t o t he near est grocery stor e. Mor eover,

households that have both high disposable income (literature suggests increased mobility) yet

live in the city centre where there is an increased supply of stores (less likely to travel long
distances). The conflictingehaviourof these consumers thuslikely to cause problems for

calibration.

Table 7.7.SIM goodnessof-fit statistics

R2

Yorkshire and the Humber London
Aggregate Model 0.731 0.711
Blue collar communities 0.831 0.73
City living 0.718 0.697
Countryside 0.681 N/A
Prospering suburbs 0.768 0.727
creumatances 0826| | 0746
Typical traits 0.738 0.761
Multicultural 0.853 0.845
Disaggregate Model 0.801 0.788

Finally, and most importantly, to ensure that the assumptions and forecasts made in Chapter 9

are realistic, it is useful tonap the geographic flows estimated by th#MSagainst those
occurring in reality at the store level. Similarly to Thompsoml.(2012), the predicted market
share values are compared to acdebserved data in Figure67.In this case the observed and
predicted flows (percentage of householts) produced at MSOA level for Tesco supermarkets
in Leeds. On reflection, the maps demonstrate a conssttern, with the highest percentage
of households concentrated around the Tesco stores. This highlights the pSis iof terms

of producing acurate lowlevel market share estimatds. conjunction, Table 7.8 exemplifies

the performance of each regional model in terms of how accurately it predicts the flow of

households to individual stores. For example, 1 would be a perfect match (observed
predicted). GMAP Ltdclaimsthat an accepted industry standard for predicting individual store
performance is an error of around 20 per cent-{23. After applying this threshold to the

stores in each of the regions, Table 7.8 illustrates that the Yoekahd the Humber model
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achieves this for over 87 per cent of outlets compared to 80 per cent in Ldrfdsnis
reassuring, for there is little point calibrating a model to profaveurableGOF statistics if the
final outputs (model flows) arenrealisic.

R?=0.973

Legend N
0 35 7 14 Miles
@0 Market Share (%) Tescoll] 10 - 2030 - 40
<o W26 <50Mio+ A L 1 1 1 I 1 1 1 |
(a) Observed (b) Predicted

Figure 7.6. Observed and predicted flows for Tesco supermarket stores in Leeds, 2012
Source: AcxiomLtd (20102012); GVAP Ltd (2012)

Table 7.8. SIM goodnessof-fit statistics

Percentile Stores (%)

Max Min | Yorkshire and the Humber London
<0.7 3.1 6.4
0.7 0.8 2.1 4.8
0.8 0.9 19.5 19.6
0.9 1 29.2 22.0
1 1.1 25.0 20.5
1.1 1.2 14.1 18.6
1.2 1.3 2.7 3.2
1.3+ 4.3 4.9
Total (%) 100 100

Taking everythinginto considerationthere is no doubt from theutputs (convergence of
MTDs, brand level market share, OAand profiles, GOF statistics and individual store
performancgthatthe defined SIM provides a useful mechanismaesessing the performance

of retailers in the British grocery market. Consequently, confidence can be given to the use of
the SIM as a location planning tool in the final chapter, which evaluates opportunities for

growth in the discount grocery market.
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7.5Conclusion

This chapter hasttempted to provide a modelling framework that integrates the interactions
between demanonsumersand supply(stores)in the British grocery market . This has been
achieved through the construction and calibration of a disaggregated SIM in two cmmpari
regions Yorkshire and the Humber and London.

Initially, so to provide context, aomplete historical review of the advancements in Shds
provided in Section 7.2. Particular areas of focus included the theory underpinning SIMs
(Newt on 6 s itaton), diffdrent@firerments that have been made over time, the process
of calibration, alternative methodologies and the application of the SIMs in retaikmg.
example system was then provided to transfer some of the theoretical discussion imanéo a
practical setting. In this instance the differences between aggregate and disaggregate SIMs were
examined, highlighting the benefits associated with creating a series ehosldis for
modelling the flow of demand the grocery marKete remainder ah most substantial part of

the chapter then focussed on binty calibrating and testing two regiondisaggregatedby

OAC) SIMs for use as planning tools itne British grocery market. Initially, considerations
were given to the model framework and dsntribution to the literature surrounding the
development of SIMs. The primary advancement was argued to be the incorporation of a
consumer- brand relationshipwhich makes certain stores (depending on its brand) more
attractive to specific consumers (GA The resulting impact is believed to be more accurate
revenue forecasts should the model be used for estimating opportunities for growth in GB.
Model inputs where also discusséughlighting the use of a unique commercial dataset to

calibrate the modgl Ac xi omds ROP) . The dat a otfaditemal consi

sources of retail interaction datas they provide the chance to calibrate flows across all brands
in the market.Additionally, outputs from the calibration of distance decay pararmealso
illustrated the varying trip distances undertaken by different consumers byi G&@ecially
between Yorkshire and the Humber and London. This reinforced the need to move away from
the more aggregate SIMs so that the variations in consumer behagn be captured more
accurately. Finally, mce the calibration process had been examiagdnge of model outputs
exemplified the precision of the model in terms of producing regional market share estimates,
customer profiles by brand and ldewvel gatial catchments for individual outlets. The
combination of these results and favourable goodokBtstatics emphasisetthe strength of
utilising SIMs as location planning tools in what is a compleghly competitiveand uncertain

(from and econonai perspective) market.
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Chapter 8

Scenario Building: Opportunities for
Growth in the British Food Retall
Market

8.1 Introduction

The previous chapter involved the prazed constructing a disaggregated Spatial Interaction
Model (SIM) for two regions in the British grocery market. By using observed interaction data
from Acxiombs Research Opinion Polll (ROP) ,
market share estimeg and customer profiles for each of the modelled retailers. Consequently,
this final analysishapter will look at utilising th&SIM to predict the performance of retailers
moving forward into an era of recovery in Great Britain (GB). More specificail)gngthe
documented success of the discounterstheil ambitious growth plans over the next decade,
the model will be used to assess potential locations for Aldi, the discount company looking to
break the 500 store mark in 20Fwever, it remains to beeen whether this can be achieved
and what will be the overall impact oretbther retailers in the mark&or exampletaking into
account the saturation debate, the question is whether there is still room for expansion in
traditional and well establigld markets where the discounters already have a relatively high
market share. If so, this would require identifying concentrations of customers that are currently
not being served by the discounters. Furthermore, given the changing copsafierof the
discount retailers since 2005 and more dramatically since the recession thegamestion is
whether thishas opened up new areas of growth whpmieviously would have been

unprofitable

The following chapter will therefore provide a detailed proces$ofmating new Aldi stores in

two comparative regions. The chapter will begin (Section 8.2) with providing initial details on
Aldi and its ambitions for growth over the next decade, along with a rationale of the store
location methodology to be used in tfeenainder of the chapter. Thereafter, Section 8.3 will
explore the opportunities for growth in Yorkshire and the Humber, an area where Aldi have
already established a strong market share in relation to the rest of the country. Section 8.4 will

examine thepotential for growth in London, a region acknowledged as a key area for growth by
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both Aldi and industry experts over the next five to ten years (CACI, 2011; Thorepsdn

2012; Hughes, 2013). Each section will start with market share estimates tarothegions

before moving into more detailed site location research. Nbg&tfindings from Chapter 5

(store networks) an@hapter 6(retailer profiles)will be revisited as a way to assasarket
potential in each of the study regiorffatential locatios for newAldi sites will be explored

based on the concentration of selected consumer types using the 2001 Output Area
Classification (OAC)- a similar technique to that reported in Thompsotral. (2012). Once
various sites have bedentified the SIM developed for each region in Chaptewill be used

to assess whether the locatiome likely to producdavourable results. Reflections are then
provided in a penultimate section on the performance of the model and additional scenarios in
which the SIM cald be utilised.

8.2 Site Location Research for Aldi

There is little doubt that the current decade will continue to be a challenging feerrethilers

in GB. Recession, the threat of market saturation, planning guidelines and a range of
environmenthpressures are forcing companies to look for evermore effective ways to reduce
costs, maintain margins and increase their competitive advantage. As a result, much like in the
1990s, it is against this multitude of pressures that locational issues araganteaking on a
greater significance (Bennisoet al., 1995 Birkin et al., 2010). Furthermore, it must be
recognised that site location strategies are not merely the question of choosing random sites;
they also involve the juxtaposition of the spat@daracteristics of the market with the overall

corporate and markegbals of the firm.

8.2.1 Aldi

One of the major themes to emerge from this thesis has beescdm success of the discount
grocers Since the start of the recession, Aldi, Lidl and fitrener Netto have performed well,
increasing their market share to record levels. The discounters have benefitted from consumers
trading down, attempting to get more for their money as inflation has pushed up the price of the
average food basket. A simildarend happeneth the 199893 recession, as the economic
downturn meant consumers faced similar strains in managing their household budgets. All three
discounters managed to increase their market share, targeting in particular the more deprived
consumersn the market. However, as the economy recovered, many consumers reverted back
to the major retailers which meant the discounters growth slowed somewhat in the late 1990s
and early 2000s. Nevertheless, it is believed that this dimnendthe success ohe remaining

discounters is likely to continieandh e wor ry f or t Bansbarpd, Asdafarmdu r 6
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Morrisors) is that they may not be able to entice customers back thleszconomy fully

recovers.

Demonstrated by the findings in previous pteas, the recession has undoubtedly driven growth
for Aldi and the other discounteby providing favouable trading characteristicas households

on higher incomes have even started trading down to the discount farnsitwealthier
consumer base (s&hapter 6) has helpedldi immensely ashe companynade a préax profit

of £57.8 million and turnover grew by nearly 30 per cent to £2.76 bili®0111 pushing s
share of UK gocery spending to a recordl3per centKantar Worldpanel, 2013Nevetheless

it should also be noted that the retdBeaggressive store expansion program over the last five
years has alsextendedA | & redch to a greater variety of consumers (Chapter 5). Looking to
capitalise on its surge in market share since 200, l&s plans to create 4,500 jobs in Britain
in a £180 million expansion that will see it build 40 stores by the end of 2013, taking it through
the 500store mark (Kollowe, 201Hughes, 2018 It is believed that this will be followed lkay

plan to doubldts UK stores over the next ten yedrelsted, 2012ZThompsoret al, 2012).

In addition to investing in its store networks, Aldistelsobeenacclaimedfor its operational

met hods which |l ed to it b @i2018 (Yeomansy A®).dFor 6 Gr o c
instance, the limited ranges Aldi offers ensures it caimtaia quality, keep price low argkll

on a -iotwgbreint-gbosne d6 basi s. Buying i n theucbrkpany e c o n
also maintais good relationships witlits suppliers (Crevy, 2010;Kollowe, 2013. Aldi also

has a tradition of keeping things simple. Its-frdls stores are basic and have a maiietd feel

so ado create an informal shopping experienCesgvy, 201D Another costed procedure was

the decision to chargeustomers for carrier bags; something now considered to be a green
alternative, although Aldhas been doing this for year&gain, whilst Tesco and the major
retailers benefit from first mover advantag
advarnages over the yeaifs absorbing the lessons learnt by other retailers before it. For
example, itdid not have scanners until 2084employeewvere expected to memorise the price

of products. This later installation meant Aldi waited and picked the sghtem, and
consequently now has one of the most sbétthe-art scanning systems of all the grocers
(Creevy, 2010)Aldi has also been extremely original with its promotiongarceriescoming

up with the idea of weekly nefood promotions, usually ithe centre of its store. Moreover,

aiming to capitalise on its recent success, it was the only grocer to increase its advertising
spending in 2012 (Lawson, 2018).conjunction, vnilst in-storestaffing is not a major priority

Aldi places an obviousmplhasis on graduate recruitment. Its graduate training scheme is ranked
third in thedrhe Times Top 100 Graduate Employersi n t he UK.
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Takingall of thisinto consideration, it is not surprising that industry professionals believe Aldi
will remain a threat téhe other retailers in the market as they continue to show strong signs of
growth even as the market begins to reco¥é&ompsonet al, 2012 Kollowe, 2012; Hughes,
2013). Despite struggling in 2010 angkgardless offears by other retailers over market
saturatiorand sagnation (Tesco), growth in GBmains very much on the agenda for Aldi.

8.2.2 Store Location Strategy

The recent success of the discountespéciallyAldi) on the back of the recession in GB has
been widely documenteid trade journds, in the news andn a handful ofacademic papers.
However, little has been reported on the potential expansion of the digroaatsand how

they might capitalise on this st&ss moving forward. Thereforthe remainder of this chapter

will follow a specific store location strategy for locating new Aldi stare&B. In the academic
literature,a store location strategy @efined aghe planneghysical expansion of a retail chain

that meets the prescribed company growth objectives (Beneisain 1995. Therefore, whilst

the chapter will be primarily focused on the success of new Aldi stores, attempts will be made

toensurethe ecommendati ons are ones that best represent

One way in which the location strategy will be foeus ar ound Al di 6s future a
through the regions in which the site location research will take fila¢erkshire and the

Humber and London. In relation tAldi, each region provides anteresting comparison with

regard to the retailedstore locéion strategy moving forward. For instance, Yorkshire and the
Humber, an area where Aldi already has an established store network (see Chapter 5), has been
earmarked as one of its key markets in GB. In the coming years, Aldi aims to add five new
stores tahe region, describing Yorkshire as being an area where store sales coroatstilp

the majority of other counties around the UKotkshire Post, 2000 Therefore, it will be
interesting to see (in relation to the saturation debate) if there is still iarcAldi to expand in

one of their traditional heartlands or whether the discounter needs to start locating elsewhere. In
comparison,it is arguedthat London presend the greatest opportunity for discount grocers

(Mail Online, 2008; Thompsonet al., 2012; CACI, 201). This is because it is an area where

they currently have few stores (see Chaptdsubwhere many of their target customeeside

Given the profile of the customers in London (increased wealth), the potential expansion into
the region moes the focuof the companyfrom deep discounting to serving more middle
markets (a potential change in the vablatform growth strategies)a strategywhich

companies such as Aldi and Lidl now seem to be championing.

In order to identify the optimurnotations for Aldi, he definedstore location strategy will be
one which is adhered thoth in industry (Birkin et al, 2002; 2010; CACI, 20)1and the

academic literatureBgnnisonet al., 1995; Thompsonet al, 2012 Newing et al., 2013.
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Initially, geoceomographic analysis undertaken in Chapterilb provide a key component to
identify potential new sites fakldi in the two selected regions. Geodemographic analysis has a
long history of application in site location research (Birkiral.,2002 Thomp®n et al.,2012;
Newinget al.,2013 on account of the fa¢hatit provides a useful tool in profiling éhtarget
audience for retailer©nce theprimary customers for Aichave been identifieth each of the
study areas, these will then be mapped ouexposetheir spatial distribution Given the
variations in the types of customers in each region, this will be specific to both Yorkshire and
the Humber and Londothe rationale being that if Aldi can locate in new areas which contain

similar consumeprofiles to their existing storei standgo attract a good customer base.

The geodemographic analysis wilenbe supplemented by more detailed revenue forecasting
andgeneration ofocalised market share figuwdor potential locationsSingle siteassessments

will be provided along with multiple sites scenarios where all of the recommeitdedare run
together. The functionali of the model willalso highlight the potentidimpact on competing
retailers and theustomer penetration of the nevorsin each region. The inputs of the SIM

will remain as they did for each model in Chapter 7, and will be run for the entire region. This
will help reduce the impact of boundary effects (Birgiral., 2010), a known problem when
usingSIMs. It is undersood thatwhilst this will not completely eradicate the problem, it will be

an improvement on the work of Thompsen al. (2012 who modelwith much smaller
catchmerd.

In order to provide more accurate market share figures, the total number of households
travelling from each Middle Layer Super Output Area (MSQAD a given storg will be
multiplied by corresponding expenditure figures as it is known that expenditure varies by OAC
(Chapter 6)More specifically,on running the model, the total numbetholuseholds (by OAC)

are multiplied by their corresponding average OAC/retailer grocery expenditure to produce total

weekly spend on groceries in each MSOA:

6 0:d
(8.1)

wherel is theexpendituren MSOA i, flowing to storej, by customek. 'O represents the

number of households in eadhSOA by household typé (OAC) and"® represents the
average level of grocery expenditure for household kygiepping at retailer tydein MSOA..

This could have been done prior to the model being run so that demand equals the total level of
available expenditure in the system. However, calculating the revenue figures after the model

has been run accounts for the adjustments in consumer behaviour.$¢ra n c e , a oci i
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consumer is likely to spend less in an Aldi store on average than in a Waitrose store. The
demand has not been altered (total number of households remains the same); it is just the
variations in consumer/brand spending that is dpdactored in. In any casehdre is no
established methodology for estimating sraattamarket share figures.d®ailersoften usen-

house techniques based on their own consumer data, geodemographics, headline surveys and
datasets produced commerciallyy consultancies such as GMAP Ltd, CACI and Experian
(Newing et al., 2013). However, demand estimates are commonly derived using household
expenditure figures obtained from survey data, coupled with sedl household counts and
geodemographic data. Caagiently, the methodology does draw some comparisons with that

of Newinget al.(2013); howeverit is felt that the use of thextensiveROPsurveydata instead

of the smaller Living Costs and Food (LCF) survey will lead to more accurate rgsmdtshe

discussion on data characteristics in Chapter 4).

Furthermore, so that potential sitédentified for expansionare in accordance with the
Competiti on (@) ngulatensfiamewdrls, each of the recommended sites will
adhere to thesbHPobdbommet iithieadn in the CC (2008)
decisions on scalled larger grocery storddughes et al. (2009: 581) detail the specific
conditions of the report for potential sites, which states that a particular retailer (e.g. Aldi) will
fail the test for a particular local area (i.e. within amdidute drive around the store) if all three

of the followingcriteriaweretrue:

fi(i) the grocery retailer was not a new entrant in the local area (Aldi can't already be in
the area);
(ii) the tdal number of fascias (any brand) in the local area were three or fewer (must
be morethan three competitors); and
(iii) the retailer would have 60% or more of groceries sales area (including the new
store) in the local area (Aldi canndie too dominant)

8.3 Opportunities for Growth in Saturated Markets: Yorkshire and
the Humber

As stated,Yorkshire andthe Humberis an area where the discountaiseady have a strong
presenceThe former Netto in particular haallong history in the regigmaving opegd its first

British store in Leeds in 1990. Since thetl, three discounters (Netto, Aldi and Lidhave

invested heavily in the region and the remaining two discounters (Aldi and Lidl)tévaeted

the area as one of their main locationsftdure expansion.lt is likely that this interest in the

area has been triggered tecessionwhichhas caused and accel ®nr at ed
the regionfrom customers previously shopping at many oféhb i g retaiters (sée Chapter

6). As such, Yorkhkire and the Humber represents an excellent study region to assess whether

spatial analysis can still reveal major opportunities for expansiespecially for an established
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retailer in the area such as Aldi, for whom it might be argued there is @asec threat of
market saturatiofThompsoret al.,2012).

8.3.1 Current Market

So far, many of the suiational indicators of market share or market performance have been
calculated using floorspace or the percentage of households that shop ataél@chHetvever,

it is known that different consumers, depending on their characteristics, record varying levels of
grocery expenditure and are likely to shop at different retailers. This ultimately has an effect on
the sales generated by the grocery retaibnd thus their market share. Consequently, Table 8.1
provides market share figures calculated using a combination of the flows (households) from the
defined disaggregated SIM and average expenditure by each OAC supergroup and retailer. This
means theasults are more representative of the actual market share each grocery retailer is able
to obtain. As regional level market share data are not made readily available in the academic
literature (with the exception of Thompsen al, 2012 and Newingt al., 2013) and annual
reports, the results in Table 8.1 provide a valuable insight into theadidnal performance of

the current major grocery retailers in GB. It should be noted that despite being taken over, Netto
has been included in the model as theda2012 from GMAP Ltd contained a number of Netto
stores that were still trading and had yet been converted or sold by Asda. In order to provide an
element of validation for the estimations, market share estimates are also provided by GMAP
Ltd. Theseredut s are <calculated through the compan
advantage of an array of client specific data, market data and industry sources. It is evident that
the results produced by the defined model are consistent with those from GtdA&dding

further verification and credibility to the stringent calibration of the SIM in Chapter 7. There are
some slight variations between the results, although this is because not all brands are modelled
in the GMAP Ltd data, and the results are neailable by store format for Tesco and

Sainsburyobs.

The market share datand additional summargtatisticsin Table 8.1 illustratehat Morrisons

are the market leadeR@.32 per cent) followed by Asda Z1.62 per cent) Tesco (19.45 per

cent) and Saitsu r fAHe®per cent. These levels of market share are largely determined by
the number of stores and subsequent floorspace that each retailer has in the region. However,
the factthat Morrisonsare able to achieve a greater share than Asda demonsivhtethere

was a brand factor built into the activeness of each store wifikif5IM (see Chapter 7). In
relation toits national market shana 2011/12which was around 2.9 per cefitantar World

Panel, 2012)Aldi is performing well in Yorkshire and thelumber This is because thes

steadily been increasing the number of stores in the regice 2002, which amounted 3&
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storesand305,612 squarest in 2012 Nevertheless, out of the two remaining discounters, Lidl
is shown to be the more dominantiwa market share &.04per cent an@ightmore stores.

Table 81. Grocery market profile, Yorkshire and the Humber, 2012

Mean Total SIM GMAP
Acxiom Brand Stores Floor space Floor space Market Share Market Share
(sq ft) (sq ft) (%) (%)
Aldi 35 8,732 305,612 2.80 2.84
Asda 27 80,863 2,183,295 21.62 22.13
Budgens 2 6,840 13,679 0.12 0.05
Co-op 82 9,881 810,217 6.10 6.54
Farm Foods 24 7,000 168,000 1.23 N/A
Iceland 39 4,918 191,806 1.30 N/A
Lidl 43 9,542 410,293 3.04 2,97
Marks & Spencer 18 10,500 189,000 1.45 N/A
Morrisons 54 31,865 1,720,715 26.32 27.77
Netto 61 6,000 366,000 2.78 N/A
Sainsbury's 34 27,868 947,506 11.60 12.07
Sainsbury's Local/Central 2 5,125 10,250 0.09 N/A
Tesco 49 35,384 1,733,826 18.37 2071
Tesco Metro/Express 8 11,349 90,789 1.08 N/A
Waitrose 7 24,024 168,168 1.07 131
Other 6 17,600 105,600 1.02 3.61
Total 491 19,175 9,414,756 100 100

Source: GMAR.td (2012)

In conjunctionto the summangtatistisin Table 8.1 Figure8.1 exemplies lowlevel (MOSA)

market share estimates for Aldi across the entire region. The locations of Aldi stores in 2012
along with the other competitors in the market are also provided for context. As expected, the
highest levels of market share are concésttdo the immediate zones around each of the
stores, except where there are particularly high levels of competition. The combination of data
in Figure 8.1 provides an essential piece of information in the process for finding potential
locations, for it ipossible to see where Aldi is currently performing well and where there might
be room for expansion (low market share or no retail presence). Despite being a region where
Aldi has a relatively strong presence (see Chapter 5), the lower levels of maireeinstertain

areas (Craven, Harrogate, Doncaster, Hambleton, Sheffield and the East Riding of Yorkshire)
suggest there may be opportunities for new stores. Nevertheless, from Figure 8.1 alone, it is not
known whether the population and customer baskdset areas would best suit the introduction

of a new Aldi store. As such, these issues are addressed in more detail in the following section.
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8.3.2Site Identification

Next, by using geodemographic analysis, it is possible to begin selesimgildi siteswithin
Yorkshire and the HumbeiThe approachitilised is similar to thatemployedby Wrigley and

Clarke (unpublished)lthoughby using geodemographic area typeseadtof socioeconomic
groups, the researcttempts tadetecta more nuanced consumer base ttiensimpleJictnar
classification (Thompsoaet al.,2012).Consistent with the customer profiling in Chapter 6, data
fromAcxi omés ROP a the20@1dAbto pradildldidvs t mwestomergFigure

8.2). The data represent the percentage of households in each OAC supergroup that use Aldi for

their main weekly grocery shop.
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Figure 8.2. Aldi market share by OAC in Yorkshire and the Humber, 20042012
Source:Acxiom Ltd(20042012); Vickersand Ree$2007)
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It is evidentfrom Figure8.2t hat Al di 6s customer profile has <chan
period, especially since 200Whenthe finartial crisis reached GBBetween 2004 and 2007,

Aldi had a strong followig f rom those consumers termed O6constr a
Obl ue oananlulnarnt i @ s 6. H otheeshae of these custdm@rdsdverakEen by

other groupssuggestig anincreasing differentiation of customers within the discount market

During 2007 and 2009, which represented a particularly turbulent time in the economy, Aldi
recorded the increased proportions in the 6coun
supergroupsThe rise in customers frothese more affluent groups is believed talresult of

the increasén cashrich, timerich householdseverting to shopping atiscounters to get better

value for money(Thompsonet al., 2010; CACI, 2011 Figure 8.2 illustrates that, since

2009/10, Aldi has recorded further growth across all customer types. However, growth in the
6countrysided supergroup has subsided slightly,

Omul ticultural &6 househol ds.

In the contek of future expansion, it is important that Aldi locates in areas wihach well

represered by t h e c o ntpreemt yadds future customer base. However, given the

documented instability in the market brought about by the recession, it is important that

potential stores are bordered by those consumers who will remain dedicated once the market

stabilises. Consequently, two types of sites will be recommended for expansion. The first
represents a strategy identi fyi hcgstoiner bagetof ons consi
the more deprived consumers (6constrained by <cir
which have historically been the discount retailers core patrons leading up to the recession.

Secondly, on account of the increase in the moosgarous customers, the analysis will also

examinegp ot ent i al expansion into 6émiddle Britaino, m C
serving more middle markets (a potential change in the y@atform growth strategies) which

Aldi (and Lidl) now seen to be championing (see Chapter Bherefore, sites populated by a

combinati on of G&ityHiwengéd natypitali titsd | ts w mp & dréyatsmselected

to best grve a new Aldi supermarket.

Figure 8.3(a) i 11 u sltcustomer daset is primarihA lochteddis Westr adi t i on
Yorkshire and South Yorkshire. For instance, the highest concentrations are found to be located

south of Leeds, in Bradford, Wakefield, Sheffield and Doncaster. There are also a number of

concentrated pocketa Hull and towns along the east coast. As expected, Aldi already has a

number of stores in these areas, although there are still a few locations around Doncaster,

Rotherham, Leeds and Selby that remain unserved. In comparison, Figure 8.3(b) highlights the

difference in the spatial distribution of the newer customer base which has been turning to Aldi

across the region. For exampl e, the highest propc

6typical traitso6 consume iosaroand Bradfo ¢kaowrefdritd o t he we ¢
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hi gher percentage of ethnic minorities)

and

l ivingd supergroup). There are also increas

Districts (LAD) such as Harrogatand York as well as the north west corner of Leeds.
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8.3.3 Store Forecast Model: Single Site Assessment

Although the geodemographic analysis is useful for highlighting areas of high pognatiaty
retailers need the reassurance of hard revenue forecasts before inveséngsitesBirkin et

al, 2010).Ther ef or e, taking the previous discussi

corporate objectives, CC planning guidelines, smaadh meket share estimates, spatial
distribution of grocery competitiorgeodemograph& and population density), the following
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sectiondetails the performance ofallection of sites across Yorkshire and the Hunddesr

the introduction of a new Aldi storén this instance, two separate location types are examined.

The first will be those Aldi has been more accustomed to in the region and represent catchments

popul ated by their originalrcomst armleemi@aard (6cons
communits 6) . The second set of | ocations characteris
areas termed 6multiculturald, o6écity livingdé and
base is likely to stay for the lorigrm and thus must be taken into cdesation if Aldi is to

continue to expand in what could be a saturated market for the discount grocer. In both

instances, so to ensure each of the prospective locations contains the necessary levels of

demand, certain thresholds have been applied to tadrdan Figure 8.3. More specificallyhe

areasrecommended for investmealt havean above average population denéstge Chapter 4)

greater tharthe average for the region andhe percentage of househol ds f

customer group (two locatiortypes treated separatebm to a minimum of 75 per cent.

It should be noted that over 50 locations were identified based on the customer profiling and
population density thresholdsowever due tothe restrictions othe thesissize, it would not be
possible to run through every scenario. Consequently, eight locations were selected from the
prospective MSOAs based on the combination of the available data (demand, competition and
proximity to anexistingAldi store). These sites are illustrated in a2 and are categorised

by different location strategies (traditional customers and new custoniérs)first four
locations are associated with the more deprived areas of Yorkshire and the Humber in inner city
areas of Leeds, Doncaster, Sheffield andnBlay. In contrast, the remaining four scenarios in
Harrogate, Doncaster, Leeds and Kirklees represent the types of areas Aldi should be targeting
if its success continues outside of its historical customer base. It should be highlighted that
scenario 5 W involve forecastingthe performanceof a relocatedAldi store from MSOA
E02001554 toE02001557 in DoncasteBennisonet al. (1995) state thatin site location
strategy, the focus on the new, individual site has, arguably, deflected attention from more
complex pattern of locational decision makithgt is requiredy retailers This could not be

more relevant in theurrentfinancial climate where for many retailers, the questiomay not

just bewhere to open, but where telocate, extend or even céos

On selecting each of the locations in Table 8.2, the new Aldi stores were run through the
disaggregated SIM as a single site assessment (in isolation of the other scenarios). It is
important to point out that whilst the selected zones represent threddessel of potential

(based on their characteristics), in reality the proposed sites may not be suitable. No research
has been undertaken dre suitability of local transport networksr the cost and availability of

land within the MSOAs. The purposé the scenario is to simply assele performance of an

Aldi store, should one be built in any of the selected MSOAs. On account of the average Aldi
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store size within the region, the new stores were assigaeeaf 9,000square éd. It is likely
thatmany of the locations could sustain a bigger or smaller store, however Aldi have tended to
favour stores of this size across tkegion.

Table 82. Potential locations for new Aldi stores in Yorkshire and the Humber, 202

Customer Customers Population
ID | Scerario MSOA LAD Ward . Households Density
Type Proportion
Index
1 Open Traditional E02002379 Leeds Seacroft 0.94 2044 1.64
2 Open Traditional E02001573 Doncaster Coinsbrough 0.85 3126 1.21
3 Open Traditional E02001655 Sheffield Handsworth 0.81 3419 1.71
4 Open Traditional E02001515 Barnsley  Athersley 0.94 3918 1.34
5 Open New E02005775 Harrogate High 0.90 4497 2.10
Harrogate
E02001554
6 Relocation  New to Doncaster Townfield 0.93 3965 1.04
E02001557
7 Open New E02002366 Leeds Roundhay 0.77 2844 1.23
8 Open New E02002293 Kirklees Thornhill 0.94 2624 1.08

After running each scenario through the SIM, Table 8.3 illustrates the model results, detailing
the overall performance of each store and how it would rank against eXdingfores in the

network. The figures suggest that Aldi is right to target the region as many of the stores would
perform well in comparison to existing stores. For instance, when ranking the sales per square
foot figures against the other 35 storesbat one of the scenarios would come within the top

20. Moreover, the relocated store in Doncaster (scenario 5) moves from previously being ranked
as the 2% to the 13" best performing. In terms of the performance of each store, the worst
performing steoe is scenario 1, located in Seacroft. Recognised as one of the more deprived
areas of Leeds, Seacroft has traditionally been avoided by many grocery retailers which has led

t he bei ng descratal.e26802)aHowewer, b&kl orotde d e s e

results from Table 8.3, this is not surprising as the model results are less than favourable.

t o area
Nevertheless, the remaining sites in the traditional locations (scenario 2, 3 and 4) are predicted
to perform well, with scenario 2 ranking as the secbest and scenario 3 as the third best out

all Aldi stores. However, due to the high levels of sales generated by these two stores, each are
associated with the highest levels of cannibalisation. Although, as cannibalised sales account for
less than 3 pecent of the new stores weekly sales, this should not be a concern. In contrast,

whilst the last four scenarios also generate positive results, it might have been expected that

these location would outperform the more traditional ditgéven that thew

Chapter 7 Al di

households. However, whilst they do in fact perform well in relation to existing stores, Table

parameters in

make an store more attracti ve

8.5 would imply these stores wid not outperform scenarios 2, 3 and 4. This could be due to a

number of reasons. First of all, the competition is likely to be higher in areas with a high
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proportion of o6city Ilivingé and Omulticulturald h
to the city centre. Furthermore, with many parts of Yorkshire and Humber being very rural and

dominated by an overwhelmingly white population (see Chaptendljicultural consumers are

likely to be in the minority (in terms of actual counts).

Table 87. Aldi performance after scenarios in Yorkshire and the Humber, 2012

Aldi
D Size Performance Performance Households Weeﬁvesrz?ees Cavr\llggbkallllssat:eonnd Market
(Sq ft) (Sales /sq ft) Rank ( /35) per week Y ysp Share
(£) (£) 9
(%)
2.87
1 | 9000 10.86 26 1,757 97,697 =02 (2.79)
291
2 | 9,000 17.72 2 2831 150,444 2521 (5.79)
2.89
3 | 9,000 15.54 6 2,526 139,823 3.268  (579)
2.88
4 | 9,000 16.15 3 2,565 145,349 3294 (279)
2.87
5 | 9000 12.55 15 1,976 112,959 AT (@279)
13.12(from 12 2.87

6 9,000 117,941 1,77
10.02) (from 27) 2,075 (from 109,880) (2.79)
2.88
7 | 9,000 11.65 18 1,902 104,859 1084 (579)
2.87
8 | 9,000 12.86 10 2,075 115,755 2837 (2.79)

Due to the disaggregated nature of the SIM, it is also possible to investigate the level of

customer penetration by OAC supergroups in each scenario (Figure 8.4). In terms of those

stores located in the traditional customer locations (simendr4), the presence of those
households from areas termed O6constrained by circ
clearly visible. Scenarios 2 and 3 are heavily
supergroups, whilst scenarios 1 and <4ady provide an option for the more deprived
6constrained by <circumstancesd consumer . I n comp
growing number of consumers from the &émulticult
supergroups are also evidenthigure 8.4(b). Scenario 5 for example, located in the affluent

town of Harrogate is predicted to attract an increasing number of households from areas defined

as Oprospering suburbsé, O6city Ilivingfat 6countrys
there are locations whereby Aldi can still target traditional consumers demonstrates the discount

retailer are well placed should the new customer base decline once the economy recovers

(although this is not expected). Moreover, if Aldi is to target influx of new customers that

are trading down and move away from its traditional value platform, the evidence would also

imply this customer base is available. This will be reassuring for the discount grocer, as

continuing with locating in its traditi@t sites will eventually incur a substantial level of

cannibalisation.
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Figure 8.4. Customer profiles of scenario stores, Yorkshire and the Humber
Source: Vickers and Re&2007)

An important part of any site location strategy is also the impact a given scenario will have on
competing brands in the market. Therefore, Table 8.4 illustrates the number of households that
will leave other brands with the introduction of a neldiAstore in Yorkshire and the Humber

(red high and blue low). On account of the balancing factor discussed in Chapter 7, the raw
numbers all total up to O (increase in Aldi customers + decrease in other brands). In terms of the
different types of locatic) scenarios 2, 3 and 4 have the greatest impact on other brands,
generating Aldi over 2,000 new customers a week. In general, those brands expected to lose the
most customers are estimated to be Asda, Morrisons, Tesco and Sainsbury. This will be a
concernf or the 6big fouré as the | atest figure
market by the discount retailers (Neville, 2013). However, when calculated as a proportion of
the households that shop at these retailers (before scenario) the ovpedltsi are far less
distinct. As expected, the relocation of an existing store in scenario 6 has the smallest effect,
however what is interesting is the positive influence on a nearby Morrison store. Comparing the
two types of locations, Table 8.4 demoasts an increased impact on higyd retailers such as
Waitrose and Sainsburyés in scenarios 5 and

the whole effect Budgens, the former Netto, Iceland and Asda the most.

Finally, Figure 8.5 displays loweVel market shares for the different scenarios and plots the
surrounding competing stores. The results demonstrate how localised store catchments are not
uniform, as they are determined by a combination of demand and supply in the immediate area.
The mapsave also been cut off to a radius of about ten miles, so as to determine the localised
effect of each scenario. First of all, it can be confirmed that each location passes the CC (2008:
cited in Hughestal.,2009) o&écompetiti onhetnewsAldbstore has lessa c h
than 60 per cent of the groceries sales area (including the new store) and the total fascias are

greater than three. It is recognised in Figure 8.5 that there are instances where an Aldi store will
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not be a new entranttothedot ar ea (scenari o), but in

so this would not be an issue.

Table 84. Brand impacts for individual scenarios, Yorkshire and the Humbe

Scenario ID 1 2 3 4 5 6 7 8

Increase inHouseholds
Aldi 1,747 2,786 2,466 2,508 1,975 150 1,882 2,028
Asda -326 -375 -1016 -1086 -973 -137 -287 -765
Budgens 0 0 0 -29 0 0 0 1
Coop 51 -249 -146 272 -130 -13 -84 -63
Farm Foods 17 13 17 -14 0 -8 -38 -53
celand 27 7 -53 -57 0 -16 -25 -18
Lidl 74 -35 -106 -9 -20 -24 -107 -140
';";e”;i(f; 42 0 36 20 10 0 36 29
Morrisons 332 -756 515 273 384 [ 81| 441 -416
Netio -49 -319 -76 -232 -3 -17 -67 -81
Sainsbury’s -200 -32 271 -14 -281 -70 -258 294
CocallConta 0 0 0 0 0 0 0 0
Spar 0 0 0 0 0 0 0 0
S 573 -759 -151 -500 17 -125 -463 -168
IE?&EXWESS -43 241 -46 1 0 10 -42 1
Waitrose -13 0 -32 0 -144 0 .34 0
Other 0 0 0 0 13 0 0 0
Total 0 0 0 0 0 0 0 0
Percentage Increase on Current Reanue

Aldi 2,57 4.10 3.63 3.69 2.01 0.22 2.77 2.99
Asda -0.07 -0.08 -0.21 -0.23 -0.20 -0.03 -0.06 -0.16
Budgens 0.00 0.00 0.00 -1.02 0.00 0.00 0.00 -0.04
Coop -0.03 -0.16 -0.10 -0.18 -0.09 -0.01 -0.06 -0.04
Farm Foods -0.05 -0.04 -0.05 -0.04 0.00 -0.08 -0.12 -0.17
celand -0.08 -0.02 -0.16 -0.17 0.00 -0.05 -0.07 -0.05
Lidl -0.10 -0.04 -0.14 -0.01 -0.03 -0.03 -0.14 -0.18
g";é';scé‘; 013 0.00 011 -0.06 0.03 0.00 011 0.0
Morrisons -0.05 0.12 10.08 -0.04 006 [ 004l 007 0.07
Netto -0.07 -0.45 -0.11 -0.33 0.00 -0.02 -0.09 -0.11
Sainsbury's -0.08 -0.01 -0.11 -0.01 -0.11 -0.03 -0.10 -0.12
sainsbuys | 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Spar 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Tesco -0.14 -0.18 -0.04 -0.12 0.00 -0.03 -0.11 -0.04
Iﬂe;‘r’c‘)’/EX press -0.16 -0.89 -0.17 0.00 0.00 - -0.16 0.00
Waitrose -0.06 0.00 -0.15 0.00 -0.67 0.00 -0.16 0.00
Other 0.00 0.00 0.00 0.00 -0.05 0.00 0.00 0.00
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The immediate competition surrounding each of the new stores in Fidurals® provides
additional context and explanation to the brand level effects in Table 8.4. The increased number
of customers found to be moving from Asda and Morrisons in the traditional customer locations
(scenarios 1 to 4) is down to the presence sifoee in the local area. This puts Aldi in direct
comparison with the two prominent retailers whose primary customer base involves also those

t er med 6bl ue coll ar communitieso and 6const
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parameters in Chapter 7, the effect is not quite as
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Figure 85. Individual scenario low-level market shares, Yorkshire and the Humber
Source: GMAP Ltd2012)

8.3.4Store Forecast Model: Multiple Site Assessment

So far, each scenaribas been examinedseparatelyso that the individual sites could be
compared. Howear, in addition to the sheterm goals of building individual stores, it is
known that Aldi has ambitious lortgrm plans to increase its market share above 10 per cent by
2020 (Daily Mail, 2008). It is impossible to know how the market will develop theerest of

the decade as many of the grocery retailers will also continue to expand. If trends from the
previous ten years are anything to go by, there are likely to be additional mergers and
acquisitions (e.g. Asda and Netto), new market entrants (Hzd)leend further closures.
Nevertheless, so to try and understand how likely it will be for the Aldi to reach its target of 10
per cent, Bble 8.5 provides the results from running alght scenarios through the SIM

together.On observing the model outputi$ is predicted that the seven new stores and the

relocated store will increase Al di 6s revenue by n
to 3.43 per cent. Whilst this is not a substantial increase, it would mean (everything else

remaining con@nt) that Aldi would overtake its main rival, Lidl, in the discount market. In

terms of Al diés current rate of expansion in the

three years to achieve.
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So to provide a geographic insight, the {mwvel market share estimates from the multiple
assessments are mapped out in Figure 8.6 to highlight which parts of the region Aldi is
predicted to be most successful. The impact of the store in Harrogate is perhaps most noticeable,
as this is an area where Algreviously had no presence at all. The impacts of the other
scenarios are less visible, on account of the increased number of existing Aldi outlets. However,
it is evident that MSOAs with previously low market shares will record a market share of over 6
per cent. In addition to growth, the map also illustrates the opportunities that remain in the more
rural parts of the region (Craven, Doncaster, Hambleton and Calderdale) which might benefit

from a new, larger store format.

Table 85. Impact of multiple scenarios in Yorkshire and the Humber

Growth in Revenue(%) Final Market Share (%)
Aldi 22.69 3.43
Asda -1.04 21.40
Budgens -1.07 0.12
Co-op -0.65 6.06
Farm Foods -0.49 1.22
Iceland -0.61 1.29
Lidl -0.65 3.03
Marks & Spencer -0.52 1.44
Morrisons -0.47 26.21
Netto -1.19 2.74
Sainsbury's -0.56 11.54
Sainsbury's Local/Central 0.00 0.09
Spar 0.00 0.00
Tesco -0.66 18.26
Tesco Metro/Express -1.35 1.07
Waitrose -1.04 1.06
Other -0.05 1.02
Total 100
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Figure 8.6. Multiple scenario low-level market shares, Yorkshire and the Humber
Source: GMAP Ltd (2012)

8.4 Opportunities for Growth in Untapped Markets: London

In comparison to Yorkshire and the Humber, London is an area which is not as wedl kgrv

the discount retailers (Aldi and Lidl). One may argue that this partly reflects the high rental

costs for retail space across the city and the difficulty of finding good sites. The standard model

for a discount store is one with low operational cdmidt on relatively cheap land (Colla

2003). Therefore, it is feasible that high rent prices could be eating into the diséopnéts,

whil st the bigger companies such as Tesco and S
additional costs. Neverthae, London is possibly the primary target for Aldidentified & a

key part ofits store expansion programnieawson, 201p I't was even described
mined in 2008 by Graham Hetherington, the company
(Mail Onling 2008). This is arguably because coupled with the increased cost of land is the

potentially high level of revenue available for retailehsven by increased population density

and above average household income. Moreover, in contrast to méeyathér regions in GB,

since therecessionLondon continues to prospeconomically and is thus an obvious region

Aldi to target (Storpeand fott, 2009 Lee, 2012).

8.4.1 Current Market

In Chaptes 5 and 6 London was identified as a region whérme limited line discounters have
historically hada low presence (in terms of its store network and subsequent demand). This is
reinforced by Table 8.6 which provides market share estimates for the region calculated from
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the disaggregated SIM. Aldi ackies a low market share of 1.18 per cent and is once more

being outperformed by its main rival, Lidl (1.61 per ce®)a i n s 30.02ypér sentand

Tesco(25.74 per centare the dominant foreen the market whilst Asdgl2.21 per centand

Morrisons(8.18 per centhave a considerably smaller market share, partly a result of the origins

of the former companies in the South East (Bigtial, 2003. Similarly to Section 8.3, various

summary statistics are provided in Table 8.6 on the London groceoy.décs evident that the

average store sizes are much smaller than in Yorkshire and the Humber, arguably a reflection of

the cost of land and the fact there is a greater emphasis on convenience shopping in London. In

ter ms

of

Al di 6 s beensteadidy increasing the dumberi ot storesain the region

since 2002; however, there were still only 14 stores listed in the 2012 GMAP data. In addition,

when compared to the fact Lidl is now reaching nearly 60 stores in the region, it is clear Aldi is

well placed to continue to increase the number of stores in London over the coming years.

Table 86. Grocery market profile, London, 2012

_ Mean Total SIM Market Iaeli/lrﬁ\el:;

Acxiom Brand Stores  Floor Space  Floor Space Share Share
(sq ft) (sq ft) (%) (%)

Aldi 14 8,653 121,140 1.18 0.9
Asda 24 74,369 1,784,857 12.21 10.92
Budgens 20 5,760 115,198 1.07 0.86
Co-op 62 6,412 397,567 2.52 3.07
Farm Foods 6 7,000 42,000 0.27 N/A
Iceland 112 5,081 569,125 1.60 N/A
Lidl 59 9,834 580,228 1.61 2.75
Marks & Spencer 47 10,500 493,500 3.87 N/A
Morrisons 28 28,063 785,776 8.18 7.76
Netto 7 6,000 42,000 0.27 N/A
Sainsbury's 95 28,387 2,696,777 29.86 32.06
Sainsbury's 4 3,134 12,535 0.16 N/A
Local/Central
Tesco 48 43,844 2,104,510 23.99 25.70
Tesco 39 12,042 469,650 1.75 N/A
Metro/Express
Waitrose 57 16,585 945,363 9.74 10.26
Other 8 24,625 197,0®@ 1.72 5.63
Total 630 18,027 11,357,225 100 100
Source: GMAP (2012)
Sot o provide a more detailed vi ew87preseashedi 6 s
spati al di stribution of t he di scoumtimtedr ocer

range of stores across London, the spatial patterns are much more defirtedtinayiorkshire

and the HumberAldi hasevidently opted for a strateglgat hagestricted investment for stores

in theouter parts of the region. In terms of thgportunities for growth, this provides Aldi with
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a number of options for future locatioas there are large parts of London where Aldi has very
little or even no market shareespecially around the city centre (inner London), the south west
(Sutton, Kington Upon Thames) and the south east (Bromley and parts of Greenwich).
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Figure 8.7 Aldi market share by MSOA in London, 2012
Sourcce: GMAP 2012)

8.4.2 Site Identification

The aggregate statistics and Kevel market share estations will now be supplemented by

more detailedyeodemographic analysi8s demonstrated in Section 8.3.2, the geodemographic
research represents a useful method for identifying sites that are most likely to be surrounded by
Al di 6s pr i ma rSelectngpsténtahsées in thia wag draws comparisons with the
analogue method, which involves making forecasting sales for new sites by making
comparisons (or analogies) with other stores in the corporate chain that are alike in location and
trade ara conditions (Clarke, 1998Jhis is a trusted metidology in the retail industry and is

still a common procedutrr site location in th&JK (Reynolds and Wood, 20 .(However, on
account of the more sophisticated techniques now available, analogue sr&tbattd only be

used to detect potential locations and not be relied on to calculate accurate revenue forecasts. As
stated in the previous chapterwide variation irstore performancecan frequentlybe found
between outlets in a retail chain across imgeographical market®Réynolds and Wood,

2010)7 an issue that SIMs are able to handle.

It was established in Chapter 6 that the discount retailers have a different customer base in
London to the counterpart stores in Yorkshire and the Humber. iEhevidenced in Figur8.8
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which exemplifies the percentage of households by OAC supergroup that shop at Aldi from the
ROP. Figure 8.8 illustrateshat there has been far less volatility with regard to the customer
profile of Aldi since the economic dowurn that started in 2007. The analysis in Sec8@&12
demonstrated a substanti al l evel of Oswitchi
wealthy) began to trade down to Aldi. In London, this does not have appeared to be the case,
arguably beaase the retailer does not have the required presence in the region (too few stores).
Whilst there was an increase inthec onst r ai ned by circumstanceso?@

its prerecession position after 2010.
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Figure 8.8. Aldi market share by OAC supergroup in London, 20042012
Sourca: Acxiom Ltd(20042012); Vickersand Ree$2007)

Based on the proportions in FiguBed, it can be argued that households living in ateamed

60bl ue oamomulna @ niteeult & raanldénskfc ned by c iareenostmikelydon c e s 6
shop at an Aldi store in London. This is consistent with the values producedin thenatrix

(based on 2011 and 2012 data) in Chapter 7, athrale groups are designed te moe

attracted to an Aldi storé&igure8.9represents the total proportion of these households in each
MSOA across the region. The spatial pattern of these customers is far less defined than the two
maps producedor Yorkshire and the Humber. This is becausany O/s in London are

cl assifuldi causl t@wmal 6, on account of tthke e hi o
population (Stillvell, 2010).This is a positive for future expansion and makes locatitgnpial

sites slightly easier. As a result, whatllwbe likely be more important is the level of
competition from other stores in the catchment area around a new site. It can be seen from the
distribution of Aldi stores and the other competitors in Figure 8.9 that London has a far more
competitive markefgreater density of stores) than Yorkshire and the Humber which will make

finding potential locations more challenging.
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8.4.3 Store Forecast Model:Single Site Assessment

In order to identify potential sites, the same methodology was applied fborigen data am
Yorkshire and Humber. All MSOAs were gqueritmdidentify those with a minimum of5 per

cent potential custome® !l t i cpl gr &lbd ue coll ar communitiesd |
circumstanced and an above averagepulationdensity The population density threshold was
arguablymore important in Yorkshire and the Humber because a number of the more rural
MSOA zones contain very small population counts. However, in densely populated areas such
as London, people are less likely to #has far for grocery shoppingshich means the local
populationi n a st or et seeds ta becohameasohable quantityKiBiet al.,2002).

The query returned over,0D0 potential MSOAs, highlighting the potential (not taking into
account corpetition) for Aldi in the regionNevertheless, for the purpose of this thesis, only
eight sites were selected to run potential scenarios for. The scenario locations are displayed in
Table 8.7 and were selected based on those areas that demonstrateghdbe lavels of
potential but also the least amount of competition. On account of the limited number of stores
in the region in 2012, it was far easier to locate locations in London than it was in Yorkshire and

the Humber.
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Table 8.7. Potential location for new Aldi stores in London

Customer Population

ID | Scenario MSOA LAD Ward p A Households Density
roportion

Index

1 Standard E02000131 Bromley Crystal Palace 0.78 4,589 1.03

2 Larger format E02000460 Harrow Roxbourne 1.00 2,1® 1.01

3 Convenience E02000125 Brent Queens Park 1.00 4,329 1.70

4 Convenience E02000265 Ealing Walpole 0.88 4,747 141

5 Standard E02000528 Hounslow Brentford 0.78 4,770 1.09

6 | Standard E02000358  Hackney Stoke Newington 0.96 4775 233

Central
7 Stardard E02000199 Croydon Thorton Heath 0.96 3,172 1.10
8 Convenience E02000321 Greenwhich Glydon 1.00 2,877 1.39

Similarly to Section 8.3.3, the disaggregated SIM was utilised to estimate the flow of
households from each MSOA to a given grocery store al3®00 square feet. However, in
contrast to Yorkshire and the Humber, London is a complicated market and represents a
challenge for any retailer. Aldi understands this, as it has createw store formadf around
4,500square feefor ‘prominent’ Londo locationsi as the battle for convenience in the capital
intensifies (Lawson, 2012). This is in line with some of the major retailers such as Tesco,
Sainsburyés and Waitrose which have al/l st a
formats in Lomlon. Historically, Aldi has been inflexible aboits stores preferring instead to

stick to a fixed templatéas seen in Yorkshire and the Humbétdwever,it is believed that the

new formatw i | | compl ement Al di &at ptograndaiartd iwid appebl nat i
more to consumers in the capitabolsteringthe performance of thgrocery discounteeven

further (Kantar Worldpanel, 2012)Therefore, in addition to the standard stores sizes in the
region (8,500 square feet), three stores (sceBadioand 8) of 5,000 square feet in size will be
modelled in more central locations of the city. Additionally, to investigate the success of an
opposing scenario, a larger store of 15,000 square feet will also be examined on the outskirts of

London in Harow (scenario 2).

The modelled results for each scenario are displayed in Table 8.8. On observing the data, it is
clear that the performance figures are very favourable. The sales per square foot data are far
higher than those in Yorkshire and Humber, liikeo be a result of the increased levels of
population density. Additionally, when ranked against the 14 existing stores, all but two of the
smaller convenience formats would rank as the top performing store in the region. This is
arguably a reflection othe increased levels of competition (low resident population and high
density of competitors) faced by stores in central locations. Moreover, it could be that the model
is underestimating the flows to these areas as they would undoubtedly have higi journe
work populations that would increase sales. Whilst this has been taken into account in the

overall score of the outlet (see Chapter 7), it might be more accurate to produce an additional

271



demand layer for those consumers traveling to work. Newirgl (2013) have experimented
with a similar methodology but for tourist demand.

With regard to the individual scenarios, the best performing store is estimated to be the larger
outlet in Harrow (scenario 2). It is expected that this would generate thesatestand produce

the greatest sales per square foot. This raises an interesting point for the discount grocer, for it
appears that Aldi would be well placed in constructing larger stores in addition to the smaller
convenience stores it is now trialling London. As there is already a 12,000 square foot store

in London with a sale per square foot estimation of 34.32, it is expected there would be no
major issue implementing a slightly larger store. The next best performing scenario is the

smaller 5,000 sgpre foot store in Brent. On examining Table 8.8, it is likely these stores are

performing so well due to the proportion of Al di 6
percentage of households termédof| t i cedbluwvweal éol | awd aestcamadoyn i t i es 6
circumstances ) equal s 1. The scenario run for a store

results; however this scenario is associated with the greatest levels of cannibalisation, more so
than the larger store that will pull consumers frongraater distance. On the subject of
cannibalisation, scenarios 5 and 8 have the smallest impact on the existing network, due to their

proximity to the nearest store and size.

Table 8.8.Aldi performance after scenarios in London

Aldi
Size Performance Performance Average Cannibalisation Market

ID Households Weekly
(sq ft) (Sales/sq ft) (Rank / 14) (E) Share

Sales (£)
(%)
1 8,500 38.0 1 5823 330,986 4437 1.34(1.18)
2 15,000 47.5 1 12,377 714,102 1,362 1.53(1.18)
3 5000 387 1 3438 194,566 2748 1.28(1.18)
4 5,000 25.6 4 2338 132,769 570 1.25(1.18)
5 8,500 355 1 5420 306,394 -63 1.33(1.18)
6 8,500 7.7 1 10,746 609,451 2,286 1.48(1.18)
7 8.500 34.8 1 5338 303,659 1,248  1.33(1.18)
8 5.000 202 8 1,767 101,290 199 1.23(1.18)

Next, the customer profiles of each store are considered in Figure 8.%36 Thuated to the

south of the river in Bromley (scenario 1) and Croydon (scenario 7) are estimated to attract a

| arge percentage of &émulticulturald househol ds, s
consumers. Despite the general dominanc@ ofu | t i cul t ural &8 customer s, t he
6city livingd supergroup becomes more apparent t

located. This is made clear from the scenarios in north London as sites 2, 3, 4 and 5 become
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more centrally locatkwith each scenario. For example, the store in Harrow (Outer London) is
estimated to attract around 10 per cent of ¢
the store in Hounslow (city <centre) béas a
households. Perhaps the most noticeable profile is the store from scenario 8 in Greenwich. The
model outputs suggest this store will have a far more varied customer base which could be
beneficial should consumers from the other groups (as seen in Yer&sd the Humber) begin

to trade down to the discount formadditionally, the differences in demand between the
regions strengthethe argument that store location strategy is a complicated process and
differences in demand are of paramount importafBiekin et al., 2002; Thompsoret al.,

2012).
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Figure 8.10. Customer profiles of scenario stores, London
Source:Vickers and Rees (2007)

Table 8.9 demonstrates the | evel of oGacwi t chi
scenario. Firstly, due to the size of the proposed store in Harrow, this scenario results in the
greatest increase of customers to Aldi, and thus has the largest impact on the local market
(greater gravitational pull within the model). Interestinglgspite being smaller than those

stores trialled in Yorkshire and the Humber, most of the stores (even the convenience formats)
are expected to attract far more households. This is further evidence of the increased levels of
demand in London and why the reg is being targeted by Aldi and a number of the other
grocery retailers. The most noticeable difference between the brand impacts in Yorkshire and
the Humber is that the effect of an Aldi store is evident across far more brands. This is arguably
becausef the density of stores across the region. For example, in each catchment there are far
more stores competing for the available customers (Figure 8.12). In most cases, Table 8.9
illustrates that it is Sainsbusty@dmewadisloreTes co
This is not surprising considering they have the most expansive networks across the city.

However, when this is represented as a proportion of total customers that shopped at each brand
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