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Executive Summary
Biomass combustion with carbon capture and storage (Bio-CCS) has been identified as a

key contributing technology to long-term carbon emissions reductions in many global and

UK scenarios, but the development and implementation of this technology would require

significant technical and non-technical barriers to be overcome. This thesis describes re-

search undertaken to address these barriers, to contribute to the role that Bio-CCS could

play in reducing carbon emissions for the UK electricity sector.

Technical studies investigate the characteristics of coal and biomass combustion in atmo-

spheres relevant to CCS at bench-scale and in a 20 kW furnace. Analysis of bench-scale

results, using a modified Coats-Redfern procedure, suggests oxygen-enrichment increases

reactivity during the breakdown of cellulosic material and char oxidation. At 20 kW scale,

experiments that investigate biomass blending ratio and extent of oxidant staging con-

clude that, compared to air-firing of coal, cofiring in oxygen-enriched, oxidant-staged con-

ditions results in enhanced combustion, reduced NO emissions and a flue gas richer in

CO2. Cofiring of coal with 15% biomass is also carried out in partial-oxyfuel combustion

atmospheres. The results suggest no major technical issues, showing biomass cofiring and

oxygen-enrichment counter reductions in reactivity due to higher CO2 concentrations.

However, further tests show that dedicated firing of biomass in such conditions would

likely require modifications to the combustion set up.

The development of an industry depends on more than its level of technological readiness.

Modelled as a technical innovation system, development of Bio-CCS is gauged from the

results of an expert survey on the wider UK CCS industry and analysis of relevant public-

ations. Findings show that, as well as biomass sustainability criteria and a need to reward

negative emission processes, the development of Bio-CCS is dependent on the wider CCS

industry in the UK which, driven by uncertainties, has suffered due to a lack of market

creation and entrepreneurship.
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Nomenclature
Symbol Units Description

Latin characters:

A s−1 Arrhenius equation pre-exponential (frequency) factor (here expressed as first order)

AI kg GJ−1 Alkali index

BSR none Burner stoichiometric ratio. Analogous to λpz

BBR none Biomass blending ratio on a thermal basis

c varies Intercept value for linear regression

CP J kg−1 K−1 Specific heat capacity

d (d̄) µm Particle diameter (average)

DTGmax mg K−1 Maximum rate of mass loss observed from the derivative of the thermogram

∆E J g−1 Energy released to water during bomb calorimetry

EA J mol−1 Arrhenius equation activation energy

Err varies Calculated error value associated with given measurement

f(α) none Reaction dependence on extent of reaction

g(α) none Integral of f(α)

k s−1 Arrhenius equation rate constant (here expressed as first order)

l varies Slope value for linear regression

LOI % Loss on ignition

m1 / M g Mass of component 1/ Total mass

n none Order of reaction

ni,1/ N1 L min−1 Volumetric flow of component ‘i’ in stream 1 / total volumetric flow of stream 1

P bar Pressure

p (ζ) none The temperature integral used in extracting kinetic data from TGA

r2 none Square of the Pearson product moment coefficient for linear regression

R J mol−1 K−1 Universal gas constant

Rb/a none Base to acid ratio

Si none Fuel reactivity in TGA experiments relative to base case

t s Time

T K or ◦C Temperature

Tbo K Temperature at which fuel burn out is complete

Tig K Temperature at which fuel volatiles ignite

Tm K Temperature at maximum rate of reaction

xi % Volumetric fraction of component ‘i’

X varies Example of measured variable in error calcuations

XS % Percentage of excess oxygen delivered to furnace relative to stoichiometric ratio

Yd none Fraction of particles with diameter greater than d

z none Rosin-Rammler spread parameter

Z none Random number used in generating data ‘noise’
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Nomenclature (cont.)

Symbol Units Description

Greek characters:

α none Extent of reaction defined by normalising reacting mass to initial and final masses

β K min−1 or K s−1 Heating ramp rate used in TGA

Γ none Target function for minimisation in the Vyazovkin Method for kinetic analysis

λ none Primary zone ratio of oxidant to fuel expressed as function of the stoichiometric ratio.
Analogous to BSR

ρ kg m−3 Density

ζ none Defined as ζ = EA/RT

θ none Number of reactions occurring in TGA decomposition

τ none Number of points used in width of either-side smoothing parameter

Subscripts:

0 intial, start of reaction

f final, end of reaction

i time-step

j, k Denote different experimental heating rate in Vyazovkin Method for kinetic analysis

q Total number of experiments in Vyazovkin Method for kinetic analysis

t at time t

tc mass fraction of total combustibles in fuel

uc mass fraction of unburned combustibles in ash
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List of Abbreviations
Abbreviation Description

APGTF Advanced Power Generation Technology Forum

Bio-CCS Biomass combustion and carbon capture and storage

COP Conference of Parties

CCC The Climate Change Committee

CCS Carbon capture and storage

CR Coats-Redfern

CRTF Cost-Reduction Task Force

DECC UK Department for Energy and Climate Change

Demo1 The first UK CCS demonstration programme

DSC Differential scanning calorimeter

DTG Derivative thermogram (first derivative of mass-loss with respect to temperature)

EDX Energy-dispersive X-ray

EFR Entrained flow reactor

EMR Electricity Market Reform

En-Air Oxygen-enriched air

En-Oxy Oxyfuel combustion atmosphere with 30% O2

FTIR Fourier-Transform Infra-Red spectrometry

FF Fossil fuels

GHG Greenhouse gas(es)

IEA International Energy Agency

IPCC Intergovernmental Panel on Climate Change

IS Innovation system

MC Miscanthus

NGO Non-governmental organisation

OCCS Office of Carbon Capture and Storage within DECC

OEC Oxygen-enriched combustion

OFA Over-fired air

Oxy Oxyfuel combustion atmosphere with 21% O2

PCC Post-combustion capture

RCG Reed canary grass

RF Radiative forcing

SEM Scanning electron microscope

SM Shea meal

SRC Short-rotation coppiced willow

SRES Emission trajectories defined by the IPCC Special Report on Emissions Series

TINA Technology innovation needs assessment

TIS Technical innovation system

TGA Thermogravimetric analysis

TRL Technology readiness level

UN United Nations

UNEP United Nations Environmental Programme

UNFCCC United Nations Framework Convention on Climate Change

WC Williamson coal

XRF X-ray fluorescence
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Chapter 1

Introduction and Background

1.1 Introduction to the thesis

Biomass combustion with carbon capture and storage (Bio-CCS) has been identified as a

key contributing technology to long-term carbon emissions reductions in many global and

UK scenarios, but the development and implementation of this technology would require

significant technical and non-technical barriers to be overcome. This thesis describes re-

search undertaken to address these barriers, to contribute to the role that Bio-CCS could

play in reducing carbon emissions for the UK electricity sector.

In focussing on the technical barriers to Bio-CCS, the focus of a large part of this thesis

is on testing to better understand the combustion of biomass in the novel combustion

regimes that CCS may require. This is first carried out at small scale in order to investigate

the change in reactivity of the combustion mixture that may be expected in a Bio-CCS

setting. These results are then used to inform testing in a larger experimental facility that

provides a more realistic appraisal of how Bio-CCS applications may react and allows the

implementation of combustion techniques traditionally employed to reduce the emission

of other pollutants from combustion processes.

In addressing the implementation of CCS and Bio-CCS in the UK, it is recognised that a

wide range of influences have the potential to impact on the development of a UK CCS

industry. To understand how these influencing factors interact and affect the development

of CCS, the developing industry was modelled as technical innovation system (TIS). The

results from a survey of experts and an analysis of relevant government, industry and
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academic literature are used to provide a rich account of the TIS and to highlight its

strengths and potential barriers to further development.

1.2 Historical climate change

The Earth’s climate is changing. Although the complex interplay of countless factors

render the climate a truly dynamic system, several indicative measurements strongly sug-

gest that the climate is changing faster than has ever been the case. Figure 1.1 shows

observed increases in land and sea surface temperatures over the last century that mirror

increases in other climatic indicators such as ocean acidification, sea levels and the like-

lihood of extreme weather events. The models used to produce Figure 1.1 use data for a

range of climate-forcing phenomena as inputs that then predict their effect on the climate.

Although over the period since before the start of the industrial revolution (c.1750) and

today there have undoubtedly been natural variations in the climate system, Figure 1.1

shows how the measured change in the Earth’s surface temperature at various points

around the globe cannot be explained by natural phenomenon alone. These increases

may, to a non-specialist, appear unremarkable; however, the scale of the system they op-

erate in is such that the minute changes will have consequences for all life on Earth.

1.3 Drivers of climate change

The changing climate is largely anthropogenic in nature and has been caused mainly by

increasing atmospheric concentrations of greenhouse gases (GHGs). Since the industrial

revolution an ever-increasing amount of energy has been required globally as nations de-

velop. To power this growth humanity has almost invariably turned to fossil fuels (FFs)

as a cheap and plentiful source of energy. However, liberating this energy by the pro-

cess of combustion produces carbon dioxide (CO2) and other GHGs which are emitted to

the atmosphere. Figure 1.2 shows the increase in the consumption of energy, the associ-

ated emissions of CO2 and the measured atmospheric concentrations of CO2 over the last

half of the 20th century. Figure 1.3 shows within the long-lived GHGs CO2 has had the

greatest effect on the climate over the last 250 years and that the effects of GHGs and

CO2 are the best understood and accordingly the impacts of these are viewed as being

some of the surest estimates. Despite continued lobbying from fossil fuel companies, the
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Figure 1.1: Climate modelling showing that natural phenomena alone are unable to ex-
plain the increase in temperatures witnessed since the start of the industrial revolution
[Hegerl et al., 2007]
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Figure 1.2: Atmospheric CO2 concentrations measured at Mauna Loa, Hawaii across the
period 1958 - 2013 [Tans and Keeling, 2013] plotted alongside energy consumption and
CO2 emissions 1965-2012 [BP, 2013]
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Figure 1.3: Radiative Forcing (RF) values of climate changing phenomena [Forster et al.,
2007]. Positive RF values indicate the phenomena causes the Earth to absorb more radi-
ation than it emits back to space at the top of the atmosphere.

ongoing publication of the Fifth Assessment Report by the Intergovernmental Panel on

Climate Change (IPCC) confirms the scientific community and most governments are now

overwhelmingly convinced that the emissions of anthropogenic GHGs are a significant

contributor to changes to the Earth’s climate.

1.4 Future projections of climate change

Future modelling projections suggest a continued overall warming of the climate. Hav-

ing successfully modelled historical climate change, the models used to establish that it

cannot be argued away as a natural phenomenon are then employed in attempt to un-

derstand what the climate of the future may look like. However, unlike the predictions in

Figure 1.1, data for future climate-forcing phenomena is open to significant variability as

predicting the distant future is full of uncertainties. Thus, rather than attempting to model

what the world in 2100 will look like, climate scientists instead make use of a series of

theoretical pathways (SRES) defined by the Intergovernmental Panel on Climate Change

(IPCC). The scenarios “are grouped into four scenario families (A1, A2, B1 and B2) that
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Figure 1.4: Temperature projections for various emissions scenarios [Bernstein et al.,
2007]

explore alternative development pathways, covering a wide range of demographic, economic

and technological driving forces and resulting GHG emissions” and “[t]ogether they describe

divergent futures that encompass a significant portion of the underlying uncertainties in the

main driving forces.” [IPCC WG III, 2000] Using the emissions profiles in these theoret-

ical pathways as inputs to global climate models (GCMs) produces a range of results of

how the climate may change by 2100. Figure 1.4 displays the range of changes in global

average surface temperature which may be expected by 2100 using the GCMs with the

SRES inputs. All scenarios suggest the average global temperature in 2100 will be 1 to

6 ◦C higher than in 2000 with most projections suggesting the increase will be in the range

2 to 3.5 ◦C. These projections also show that the temperature increases vary significantly

across the World.

The changing climate could have devastating impacts for future generations and the envir-

onment they inhabit. This is especially true since projected increases in globally-averaged

temperatures are only one factor of the changing climate and effects such as rising sea

levels and increased frequency and severity of severe weather events like droughts and

floods are also expected. In order to understand the effects these physical changes could

lead to Figure 1.5 illustrates the severity of impacts on several tangible factors which may

be expected if the global average temperatures are to rise. Recognising the gravity of the

situation, the leaders of nations attending the 15th session of the Conference of Parties

(COP 15) to the United Nations Framework Convention on Climate Change (UNFCCC)

drafted and signed the Copenhagen Accord which states:
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Figure 1.5: Impacts of increasing global surface temperature [Bernstein et al., 2007]

“We underline that climate change is one of the greatest challenges of our time.

We emphasise our strong political will to urgently combat climate change in

accordance with the principle of common but differentiated responsibilities

and respective capabilities. To achieve the ultimate objective of the Convention

to stabilize greenhouse gas concentration in the atmosphere at a level that

would prevent dangerous anthropogenic interference with the climate system,

we shall, recognizing the scientific view that the increase in global temperature

should be below 2 degrees Celsius, on the basis of equity and in the context of

sustainable development, enhance our long-term cooperative action to combat

climate change. We recognize the critical impacts of climate change and the

potential impacts of response measures on countries particularly vulnerable to

its adverse effects and stress the need to establish a comprehensive adaptation

programme including international support.” [COP15, 2009].

While the projections in Figure 1.4 illustrate that business as usual is not an option for

adhering to the 2 ◦C limit, Figure 1.6 supports the scientific consensus that to have at

least a 50% chance of limiting temperature rise to 2 ◦C by 2100 will require stabilising

atmospheric GHG concentrations at around 450ppm.
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Figure 1.6: Emission trajectories for achieving various CO2 stabilisation levels (left) and
their relative increase in equilibrium global average temperature (right) [Bernstein et al.,
2007]

1.5 Current GHG emission profiles

Current emissions of GHGs are largely due to the combustion of fuels for energy pro-

duction and are unequally distributed around the World. Figure 1.7 shows that total

GHG emissions by sector in 2009 were dominated by energy (responsible for 69.9% of all

GHGs) and that the largest single sector responsible for GHG emissions is the provision of

electricity and heat. Figure 1.8 shows GHG emissions are distributed in a highly unequal

fashion with wealthy, developed nations almost invariably showing higher GHG emissions

per capita than developing nations. In order to meet the 2 ◦C limit while noting the “basis

of equity” in the Copenhagen Accord it is clear that dramatic reductions in GHG emissions

must occur alongside increased provision of energy to developing countries.

1.6 Global and regional commitments to reducing emissions

It is possible to reduce emissions in line with the Copenhagen Accord and reducing emis-

sions more quickly is both safer and cheaper. In 2006 the Stern Review analysed the

economics of climate change and found that: “The costs of stabilising the climate are sig-

nificant but manageable; delay would be dangerous and much more costly” [Stern et al.,

2006]. Despite global summits on the issue having occurred for decades, and despite

much pressure from progressive governments and NGOs, the World’s largest emitters of

GHGs, and in particular CO2 continue to refuse to sign up to any international emission

reduction targets which will achieve the 2 ◦C limit. To date, the closest the World has
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come to an agreement was the Kyoto Protocol. The Protocol was signed in 1997, rati-

fied in 2005 and committed 37 developed nations to limit their GHG emissions to those

they emitted 1990 by 2012 [UN, 1998]. Most of the Annex I (developed) countries that

signed the Protocol achieved their reductions, though the USA never ratified the Protocol

and Canada withdrew from it in 2011. Although there remains no legally-binding ar-

rangement, in 2010 76 developed nations voluntarily pledged to reduce their emissions at

COP16 in Cancun, Mexico. At COP17 in Durban in 2011 a decision was made “to deliver a

new and universal greenhouse gas reduction protocol, legal instrument or other outcome with

legal force by 2015 for the period beyond 2020”[UNFCCC, 2012]. Having failed to achieve

a global agreement to succeed the Kyoto Protocol, in Doha in 2012 all nations that signed

and ratified the protocol with the exception of Russia, Japan and Canada, have agreed to

continued reductions in their emissions by 2020. The amendment notes that the European

Union is currently committed to a 20% reduction by 2020 but “the European Union reit-

erates its conditional offer to move to a 30 per cent reduction by 2020 compared to 1990

levels, provided that other developed countries commit themselves to comparable emission

reductions and developing countries contribute adequately according to their responsibilities

and respective capabilities” [UN, 2012]. A recent report by the United Nations Environ-

ment Programme (UNEP) “provides a sobering assessment of the gulf between ambition and

reality in respect to keeping a global average temperature rise this century under 2 degrees

Celsius” [UNEP, 2012] suggesting the need for global agreement and action on reducing

emissions is increasingly important.

Among the developed nations the European Union has strongly supported emissions re-

ductions both internationally and within Europe. To support its commitment to reductions

by 20% by 2020 and 80-95% by 2050, the European Union has set out an emissions tra-

jectory up to 2050 in its 2011 roadmap, which is shown in Figure 1.9. This requires

significant extra effort over and above what current policies will achieve and indicates

milestones of 40 % and 60 % reductions by 2030 and 2040 respectively [EC, 2011] and

also suggests that GHG emissions from the power sector should be reduced by > 50% by

2030 and > 90% by 2050 (compared to 1990 levels).
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Figure 1.9: GHG Emissions reduction trajectory to 2050 for the European Union [EC,
2011]

1.7 UK GHG emissions targets

In 2008 the UK became the first nation to employ legally-binding emissions reductions

targets. The 2008 UK Climate Change Act requires that by 2050 UK emissions of GHGs

are 80% lower than 1990 levels and 34 % lower by 2020 [HMG, 2008]. Figure 1.10

shows the progress made so far. The Act also requires that the UK sets five-yearly carbon

budgets which satisfy the downward emissions trajectory up until 2050. The fourth budget

for the period 2023-2027 was set in 2011 and commits the UK to reduce emissions to

1950 Mt CO2,e over the five year period equating to a reduction of 50 % compared to

1990 levels as per the recommendations of the Climate Change Committee (CCC) [CCC,

2010, Huhne, 2011]. A recent report by the CCC found that the UK had met the reductions

of the first carbon budget (23%), was on track to meet the reduction in the second budget

(29%) but currently was not on track to make the 35% and 50% reductions in the third

and fourth budgets [CCC, 2013]. The fifth carbon budget is due to be set in 2015 after

the publication of the Fifth Assessment Report by the IPCC. Alongside the Climate Change

Act, in 2009 the Renewable Energy Directive committed the UK to sourcing 15% of its

energy demand from renewable sources by 2020.
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Figure 1.10: Sectors and fuels responsible for UK GHG emissions [DECC, 2013b]

Figure 1.11: Sectoral (left) and technological (right) changes to achieve 2 ◦C limit in
addition to effort specified in the 4 ◦C scenario [IEA, 2012]

1.8 Reducing GHG emissions from energy

Scenarios that achieve the 2 ◦C limit involve substantial reductions in emissions from en-

ergy consumption. The International Energy Agency’s 450 and 2DS scenarios are target-

driven to achieve the outcomes decried in the Copenhagen Accord [IEA, 2012]. In order

to meet the targets, emissions from energy are required to half by 2050. To achieve these

reductions Figure 1.11 highlight that significant changes are needed across many sectors,

especially in power generation.

To achieve the 2050 targets substantial decarbonisation of energy consumption must oc-

cur with early decarbonisation of power generation a priority. Figure 1.10 shows that
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Figure 1.12: Life-cycle emissions of CO2 from renewable and non-renewable electricity
generation sources [Sathaye et al., 2011]

the global emissions profile is mirrored in the UK where energy generation from power

plants accounts for 32.6 % of the total emissions with coal contributing 26.9 % to the total

[DECC, 2013b]. Although it is clear the UK must reduce its GHG emissions from power

generation, the pathway to a low-carbon future is less certain. As Figure 1.12 shows, a

number of options for electricity generation exist. Figure 1.12 also shows that between

and within technology options emissions of CO2 vary considerably. In general, renewable

technologies emit less than 5% of the life-cycle emissions of current median coal plant,

though CCS is able to significantly reduce emissions from fossil fuel combustion and when

combined with biopower is the only technology option able to effect net negative emis-

sions of CO2. However, analysis of life-cycle emissions is not the only factor in deciding

energy futures as many other constraints such as cost, security of supply, public support

and existing infrastructure must also be taken into account. For example, while the high

GHG emissions of fossil-fuelled power stations may indicate the need to replace them with

renewable technologies, the security of supply they afford through their flexible and dis-

patchable nature operation is likely to see them continue to operate for several decades at

least.

In 2010 the 2050 Pathways Analysis was published as a tool to help policymakers, the en-

ergy industry and the public make informed choices of how to move to a low-carbon future

[DECC, 2010]. The Pathways Analysis was conducted by producing six scenarios which

each have a range of assumptions pertaining to the the UK’s future. Among the findings,
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Figure 1.13: Projected decarbonisation of UK electricity over the carbon budgets (CB) 1-4
and target for 2050 [HMG, 2011]

DECC concluded that for the majority of scenarios considerable reductions in per capita

energy consumption were required but that electricity consumption is likely to rise due to

an increased population and due to the increasing electrification of transport and heating.

However, in order to meet the carbon targets this increase in electrification can only occur

if electricity is decarbonised. The report also notes that as well as nuclear and renewable

technologies, fossil fuels are likely to continue to play a major role in energy supply but

the extent of this is dependent on the development of carbon capture and storage (CCS),

a process that allows mitigation of the emissions usually associated with FF combustion

by storing them underground rather than releasing GHGs to atmosphere. Building on the

scenarios offered by the 2050 Pathways work, the Government published the Carbon Plan

and the Electricity Market Reform white paper [DECC, 2011, HMG, 2011]. Unlike the

Pathways Analysis which was not prescriptive, these publications lay out how the UK is to

move to meet it’s 2050 targets and to “address the twin challenges of tackling climate change

and maintaining our energy security in a way that minimises costs and maximises benefits to

our economy.” [HMG, 2011]. In terms of power generation: “By 2050, the three sources

of UK electricity are likely to be renewables (in particular onshore and offshore wind farms);

coal, biomass or gas-fired power stations fitted with CCS technology; and nuclear power.”

Although the actual amounts of each technology are uncertain and dependent on each
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technology’s price competitiveness, by 2030 an extra 40-70 GW of capacity is expected to

be required both to replace existing generating plant which is set to close and to provide

the extra capacity required by increasing demand. Figure 1.13 shows how reductions in

emissions from electricity generation must occur up until the mid 2020s and the final limit

required in 2050. Despite the requirement of early decarbonisation of the electricity sector

the Government have continued to resist pressure to implement a 2030 decarbonisation

target. The CCC advocate a carbon intensity target of 50 gCO2 /kWh - an order of mag-

nitude reduction compared to the 448 gCO2 /kWh value in 2009 - as the cheapest way for

the UK to ensure it satisfies its 2050 emissions reduction targets [CCC, 2010, 2012].

In this thesis the significant role of other important technologies and changes required to

achieve the 2050 decarbonisation target are acknowledged, yet it is considered beyond

the scope of this thesis to cover them in detail. In 2050 the way energy is supplied and

consumed will be considerably different. As well as more efficient demand devices and

more efficient supply technologies, renewable energy technologies are expected to make

up the bulk of the UK’s generating capacity in the future. However, the variability of

renewables predicates they alone cannot be depended on to supply all of the UK’s energy

needs. Thus, although there is no place for any fossil or nuclear fuelled power in a truly

sustainable world, the flexibility that fossil fuels offer and the base load capacity of nuclear

fuel are seen as essential for ensuring the UK’s energy security in the coming decades.

Moreover, the availability and relatively cheap price of coal means that development of

FF technologies in rapidly industrialising countries is almost inevitable. A pressing need

to develop methods of producing electricity from coal that emit drastically fewer GHGs is

therefore required to be market-ready as soon as possible, with some experts suggesting

industrialised nations should be responsible for developing the technologies [Gibbins and

Chalmers, 2008b]. The following sections describe three methods of reducing emissions

from coal-fired power plant.

1.9 Substituting coal with biomass

Substituting sustainable biomass for fossil fuels could lead to considerable reductions in

emissions from electricity generation. Replacing coal with less carbon-intensive fuels to

supply energy for electricity generation is one method of reducing emissions of GHGs

while still providing a flexible energy supply. Although biomass also produces GHGs when
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Figure 1.14: Projections of contribution of biomass to UK power sector [DfT et al., 2012]

it is burned, it is assumed that these emissions to the atmosphere are balanced against the

GHGs the biomass absorbed from the atmosphere when it was growing. Thus, so long as

emissions from transport and processing can be assumed to be negligible or accounted for

elsewhere, the combustion of biomass is deemed to be carbon neutral. It is possible to

substitute a fraction of the original fuel and cofire biomass alongside coal or to completely

eradicate the use of coal in dedicated biomass combustion. The UK Bioenergy Strategy

suggests that excluding biomass from the 2050 energy system causes an increase in the

total energy systems cost of £44bn, though how much biomass can be used is highly

dependent on the development of other technologies and the amount of biomass resource

available [DfT et al., 2012]. In the nearer term, having been practised in industry in the UK

since 2002, Figure 1.14 shows that for a medium estimate of resource-supply, increasing

the amount of biomass that is cofired with coal or used to completely substitute coal is

expected to increase as ageing fossil-fuel plants come to the end of their life [DfT et al.,

2012, Drax Group Plc, 2010].

1.10 Carbon capture and storage (CCS)

Although unproven at scale, CCS is forecast to be responsible for significant reductions in

GHG emissions from the power sector over the coming decades. Although there are many

variants, the basic premise of CCS is to capture the GHGs produced by combustion of

carbonaceous fuels and then store them in deep geological formations, hence preventing

them entering the atmosphere and contributing to climate change. A simple schematic of

the process is shown in Figure 1.15. In order to satisfy the 2 ◦C limit, the IEA Blue Map
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scenario estimate 19 % of the emissions reductions by 2050 could be met by CCS and that

without CCS the capital costs of reducing emissions from energy consumption could be up

to 40% higher [IEA, 2010, 2012]. In the UK, the Carbon Plan suggests CCS could represent

10GW of capacity in the UK in 2030 and up to 40 GW by 2050 [HMG, 2011]. Most of the

low-cost decarbonisation pathways include some fossil-fuelled power plant which would

require CCS in operate by 2050. Excluding CCS from the future energy mix is forecast

to increase the costs of the energy system in the UK by 2050 by £42bn. However, there

are no operating CCS projects which can be considered as sufficiently similar to the type

of project expected in the UK and as a result many questions regarding the technology

remain. The CCS Roadmap sets out the UK Government’s ambition for developing a UK

CCS industry and is underpinned by the Commercialisation Competition that will provide

£1bn in capital funding to projects that can demonstrate CCS at a scale that is meaning-

ful for the UK power generation industry. This is complementary to the ongoing process

of Electricity Market Reform (EMR) which aims to create an electricity market where all

low-carbon options can compete with conventional electricity plant. EMR relevant to CCS

is discussed in more detail in Chapter 7 though in brief it comprises a series of measures

designed to promote investment in low carbon generation technologies required to de-

carbonise the UK power sector. The main aspects are an emissions performance standard

that outlaws the construction of any new coal-fired power plant, contracts for difference

that provide a degree of price certainty for power suppliers and a capacity market which

flexible plant may bid for in order to ensure supply meets demand. Chapter 7 provides

further detail on the development of a UK CCS industry.

1.11 Combining biomass firing and CCS (Bio-CCS) for negative emis-

sions

The combination of biomass-firing and CCS is seen as a powerful combination to fight cli-

mate change that has the potential to actively reduce atmospheric concentration of GHGs.

Using CCS technology to prevent GHGs from the combustion of biomass escaping to the

atmosphere presents an opportunity for active removal of CO2 from the atmosphere. This

may be carried out either through cofiring biomass with coal or by firing biomass alone.

For the biomass component of the fuel, this is a CO2-negative process whereby CO2 in the

atmosphere is absorbed by plants during their growth stage and ultimately stored under-

16



Figure 1.15: Simplified schematic diagram of CCS [SCCS, 2013]

Figure 1.16: Simplified schematic of the methods for reducing GHG emissions from elec-
tricity generation from combustion plant
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ground. One particular benefit of Bio-CCS (also commonly labelled BECCS) is its ability

to “mitigate emissions from any CO2 emission source [...including...] the emissions that are

the most difficult and expensive to cut back” and its ability to “mitigate emissions which have

already occurred” [Biorecro and GCCSi, 2010]. A recent report by the OECD [2011] sug-

gests that: “Achieving lower concentration targets (450 ppm) depends significantly on the

use of BECCS.” While by 2020 Bio-CCS is expected to make a small contribution (0.1–0.4

Gt CO2 per year), by 2050 this is projected to increase to 2.2–12.4 GtCO2 per year and

continue increasing throughout the century [Sathaye et al., 2011]. At a European level,

the European Technology Platform for Zero Emission Fossil Fuel Power Plants (ZEP) sug-

gest that by 2050 up to 800 MtCO2 could be extracted from the atmosphere by Bio-CCS

annually [ZEP, 2012]. Interest in Bio-CCS in the UK is also strong, where as well as being

responsible for the possibility of negative emissions from the electricity sector shown in

Figure 1.13, the technology is mentioned in many Government publications [DECC, 2010,

2012a, HMG, 2011].

1.12 Technological hurdles for emerging low-carbon energy technologies

The development of Bio-CCS broadly relies on the development of CCS and also on ded-

icated research into the effects of biomass in CCS applications. Perhaps due to its more

immediate need considerable research effort is dedicated to fossil-fuelled CCS around

the world. However, although biomass can be substituted for fossil fuels in most scen-

arios there is a relative lack of research that is directly relevant to Bio-CCS. In 2011 the

Advanced Power Generation Technology Forum published a research and development

technology needs matrix covering the areas which needed focus in order to deliver a CCS

system in the UK in line with achieving its emissions reduction targets [APGTF, 2011]. In

this report and many published subsequently, Bio-CCS research is highlighted as a critical

area for the UK. For example a recent expert review found that: “Potential priorities for

public sector innovation support . . . [include] . . . Retrofit coal, gas and biomass capture com-

ponents, and their integration . . . [and] . . . In terms of UK-specific needs and the potential

value of innovation, the biggest additional priority area would be issues specific to biomass

firing or cofiring.” [LCICG, 2012]
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1.13 Technologies for CCS

The role of a power station in a CCS technology chain is to provide a CO2 stream of high

purity that can be transported and stored in deep geological formations while simultan-

eously generating affordable electricity. Although several ways to create such a stream

exist, Figure 1.17 shows the three main options for CCS: post-combustion capture (PCC),

pre-combustion capture and oxyfuel firing1. To date, none of these technologies have

demonstrated an ability to outperform the others, with each technology operating within

technological niches, thus suggesting all options should continue to be developed [IEA,

2012, Scott et al., 2012]. The addition of CCS to power plant reduces the overall efficiency

of converting chemical energy in the fuel to electricity since the separation of a high-purity

CO2 stream requires a substantial amount of energy. In post- and pre-combustion capture

this energy penalty is due to the selective removal of CO2 from a nitrogen-rich mixture

of the flue gas or syngas respectively. In oxyfuel combustion converting the flue gas to

a high purity CO2 stream is considerably simpler and is largely accomplished by removal

of water and other conventional pollutants. However, in order to produce this CO2-rich

stream high-purity oxygen must be provided and changes to the combustion process must

be understood. Currently the energy penalty for separating O2 from air is comparable to

the separation of CO2 in post- and pre-combustion processes. Table 1.1 shows the current

and desired efficiency targets for the three technology options. Although pre-combustion

capture appears to offer the greatest efficiency opportunities, it is the least applicable

to retrofitting. The IEA Energy Technologies Perspective report suggests that currently

470GW of coal-fired plant which has already been built would be suitable for retrofitting

to reduce GHG emission in line with the 2 ◦C target [IEA, 2012]. Development of PCC and

oxyfuel are necessary if this is to occur and in this thesis only PCC and oxyfuel firing are

considered.
1The development of various combustion technologies has created a range of ‘oxyfuel’ environments. In

this thesis, oxyfuel firing describes combustion where the fuel is burned in a mixture of oxygen and recycled
flue gas (consisting of CO2 and, depending on whether it is a wet or dry recycle, water too). In Chapter 6
a partial-oxyfuel atmosphere is investigated in which some of the nitrogen content of the combustion atmo-
spheres is replaced with CO2
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Figure 1.17: Schematic overview of the three main capture options for CCS [Gibbins and
Chalmers, 2008a]

Table 1.1: Current and 2020 efficiency targets for CCS capture technologies [APGTF,
2011]

Technology Current ∼ 2020

Unabated coal plant Efficiency (LCV) ∼ 45% Efficiency (LCV) ∼ 50–55%

CCS coal - post-combustion capture ∼ 12%point efficiency loss ∼ 8%point efficiency loss

CCS coal - oxyfuel combustion ∼ 10%point efficiency loss ∼ 8%point efficiency loss

CCS coal - pre-combustion carbonisation ∼ 7–9%point efficiency loss ∼ 5–6%point efficiency loss

CCS gas - post-combustion capture ∼ 8%point efficiency loss ∼ 7%point efficiency loss

CCS gas - oxyfuel combustion ∼ 11%point efficiency loss ∼ 8%point efficiency loss
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1.14 Non-technical barriers to implementation of new technologies

The success of Bio-CCS, and CCS in general, in combating climate change will be de-

pendent on many factors outside of technology development. Although research to better

understand how Bio-CCS technologies will perform is essential to developing a Bio-CCS in-

dustry, the level of Government intervention in the electricity market and provision of sig-

nificant amounts of capital for demonstration highlights a wide range of factors which lie

outside of the influence of the technology developer. These factors are also highly import-

ant to the successful development and deployment of CCS and Bio-CCS industries.

1.15 Biomass resources

Although biomass currently supplies approximately 10–15% of the global energy demand,

mostly as a cooking and heating fuel in less developed countries, it’s contribution to the

UK energy sector is far smaller. While economic and operational issues contribute to

fossil fuels being preferred, sourcing biomass resources is an issue for the UK. However,

UK biomass consumption is forecast to increase. The 2050 Pathways Report indicates

that currently an area about half the size of Wales is used to produce biomass for UK

consumption but that this figure could rise by four-to-eight times by 2050, with half being

domestically supplied and half imported [DECC, 2010].

The development of the biomass industry depends strongly on sustainable sourcing of

biomass fuels. Since the sustainability of a biomass fuel is individual with the type of

fuel, growing location, fuel processing techniques, method of transport and many other

factors affecting the GHG emissions and wider sustainability criteria (including among

others the impact on ecosystems, bio-diversity and land use change) the issue of biomass

sustainability is considered outside of the scope of this thesis. Despite this, sustainability

of feedstock is noted as a major external influence on the development of biomass and

Bio-CCS industries.

One of the most contentious issues climate change mitigation has faced in recent years

is the so called food versus fuel debate whereby argument exists that if it becomes more

profitable to produce energy crops than food many farmers will switch, driving up food

prices and contributing to famine in the poorest nations. One option to sidestep this
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debate is to grow energy crops on land that is unsuitable for food crop production. In

the UK the BioReGen (Biomass Remediation (Re)Generation) Life project focused on the

growth of energy crops on brownfield sites. These sites were previously developed for

non-agricultural use and are potentially contaminated or derelict thereby requiring re-

mediation prior to reuse [Lord, 2011]. The project focused on the North East of England

where it is estimated that over 20 000 ha of contaminated land exists [Tees Valley Joint

Strategy Unit et al., 2006]. One aspect of the project was to produce biomass suitable as a

fuel for power generation. Reed canary grass, miscanthus and short-rotation coppiced wil-

low were grown in the study with the canary grass producing up to 10 oven-dried tonnes

of material per hectare [Pratt and Lord, 2010].

Although the potential for reusing brownfield sites is appealing in that it doesn’t impact

on food production, to do so must not create extra pollution on account of contaminants

present in the soil the crops are grown on. The BioReGen project investigated the uptake

of various contaminants by the plants and combustion tests with a large combined heat

and power unit. The combustion tests proved acceptable and the project suggested testing

of the fuels by cofiring with coal to represent PF firing to further investigate combustion

properties and suitability for use as a fuel [Pratt and Lord, 2010].

1.16 Other emissions

In addition to reducing GHG emissions, legislation continues to reduce the level of emis-

sions of other by-products common in the power generation industry that are detrimental

to humans and the environment. Any new technologies must also be able to satisfy the

tightening limits, in particular on the emissions of sulphur dioxide (SO2), nitrogen dioxide

(NO2) and dust (particulate matter). SO2 is a major contributor to acidification via the

formation of sulphate and sulphuric acid and is relatively resilient in the atmosphere so

can be transported considerable distances polluting far from the source. NOx is known to

be an irritant and causes damage to respiratory organs as well as contributing to eutroph-

ication, tropospheric ozone formation and acidification, forming nitric and nitrous acids.

Dust covers a range of solid and liquid particles which can, depending on their size and

composition, contribute to radiative forcing and create human health problems such as

asthma, lung cancer and cardiovascular disease [DEFRA and ONS, 2012, UNECE, 2012].

In terms of the impact of these substances, Mekaroonreung and Johnson [2012] concluded
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Table 1.2: Emission Limit Values in the EU Industrial Emissions Directive [EC, 2010b]
based on 6% exit O2 concentration

Pollutant ELV (mg/Nm3)

NO2 200

SO2 200

Dust 50

that the shadow price per ton of NO2 and SO2 from power generation cast on US society

is $409–1352 and $201–343 respectively. Updating the 1999 Gothenburg Protocol, the

2010 Industrial Emissions Directive (IED) states that from 1st January 2016 any new large

power plant (>300 MWth) wishing to operate in the EU must conform to the emissions of

the oxides of nitrogen and sulphur and dust particles shown in Table 1.2.

1.17 Focus and structure of the thesis

This thesis describes the progress achieved during the PhD section of the Integrated MSc-

PhD course in Low Carbon Technologies and the research performed during the period

2011–2013 that contributes to the knowledge surrounding Bio-CCS technology and the

potential for its development in a UK CCS industry. The sections above illustrate Bio-CCS

could play an important role in combating climate change but that a lack of experience

firing biomass for CCS applications means that a number of technical questions remain un-

answered. Of particular importance is the development of knowledge relating to the com-

bustion reactivity and subsequent emissions produced from Bio-CCS combustion. Comple-

mentary to increasing technological knowledge, a wider view of the industry is necessary

in order to fully understand the impact Bio-CCS may be able to make in reducing GHG

emissions in the UK and globally.

In this thesis the interdisciplinarity offers a rich account of research in the connected areas

of combustion of biomass for carbon capture and storage applications and the potential for

this technology to make an impact in the UK electricity market. These topics are related,

yet research in these areas is normally carried out from different disciplinary viewpoints.

Having set the context for the research in this chapter, rather than tortuously attempting

to join disparate research areas, the thesis is then divided into two separate parts to reflect

the multi-disciplinary nature of the work presented.
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Part 1 of the thesis discusses the research that relates to the combustion process in Bio-

CCS. Here, the term Bio-CCS is used interchangeably to represent both dedicated biomass

firing and the cofiring of biomass with fossil fuels in CCS applications, since in both cases

the biomass component of the fuel is able to achieve negative CO2 emissions. Chapter 2

presents an overview of the relevant published literature and concludes by articulating

specific research questions this part of thesis will aim to answer. Chapter 3 is the experi-

mental methodology which introduces and develops experimental and analysis techniques

that are employed in order to answer these research questions. Chapter 4 analyses the

sensitivity of the Coats-Redfern method of kinetic analysis during its use with idealised

data and demonstrates how the procedure may be optimised for the treatment of experi-

mental data. Chapter 5 applies the optimised procedure to real data from bench-scale ex-

periments in order to understand how the combustion of biomass in CCS applications may

differ to conventional combustion processes. Chapter 6 presents and discusses the results

obtained from the combustion of biomass fuels cofired with coal in a pilot-scale combus-

tion rig which is operated under combustion atmospheres relevant to oxyfuel combustion

and post-combustion capture for CCS. Here, the impact of enrichment of the oxygen and

carbon dioxide content of the combustion atmosphere and variation of the amount of

biomass blending on the combustion characteristics and process pollutants is investig-

ated.

Part 2 forms the interdisciplinary section of this thesis and seeks to develop an under-

standing of the state of development of the Bio-CCS industry in the UK. During the initial

stages of this section of the research it was recognised that the development of a Bio-CCS

industry is largely dependent on the development of the wider technical innovation sys-

tem that underpins the UK CCS industry. Thus, Chapter 7 presents an analysis of the UK

CCS industry as a TIS. Along with this introduction to set the context, Chapter 7 includes

a complete research picture in one concise chapter. Here, the relevant literature is presen-

ted, and methodologies used in the work are developed, before the results of an expert

survey and in-depth industry analysis are presented to gauge development and highlight

strengths and barriers to the growth of UK CCS.

In-depth discussion and conclusions from the results presented in the research chapters of

the thesis are presented within the research chapters. The focus of Part 3 of the thesis is

then to relate the results to the posed research questions and coherently draw the conclu-

sions together to highlight the contribution of the thesis to the development of knowledge
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in relation to the UK Bio-CCS industry. This final part also permits reflection on areas that

are not included in this thesis and presents opportunities for future research in the studied

areas.
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Part I

Solid Fuel Combustion Studies
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Chapter 2

Literature and Background Theory

2.1 Chapter overview

This chapter presents the relevant literature necessary to understand the need and meth-

odologies for the research carried out in the subsequent chapters. It is useful to again

emphasise that in this work both dedicated biomass firing and cofiring with coal for CCS,

in particular for post-combustion capture and oxyfuel combustion, is considered. Although

similarities between these technology options exist, the development of research in each of

the areas varies between specific technologies. Thus, the common characteristics are first

presented before more specialist areas are included. The chapter begins with an overview

of carbonaceous fuels and their chemistry of combustion characteristics before illustrating

application in common real world scenarios with coal-firing in air where typical pollut-

ant control measures are also introduced. Enrichment of the combustion atmosphere

with oxygen and carbon dioxide are considered for coal combustion before the combus-

tion of biomass is discussed and the differences between coal and biomass combustion

highlighted. An overview of methods of extracting reactivity data from bench-scale ex-

periments is then presented to provide sufficient background for the development of a

method conducted in Chapter 4. Drawing on the critical survey of the literature, and in

line with the research goals in Section 1.17, research questions are then articulated for

the combustion studies section of this thesis.
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Figure 2.1: Coal rank chart [Smith et al., 1994]

2.2 Carbonaceous fuels

Coal and biomass, the foci of this thesis, are both categories of carbonaceous fuels which

can be burned (oxidised) to produce energy. In this thesis ‘biomass’ refers to plant-based

matter comprising of a mixture of cellulosic, hemicellulosic and lignin-based materials

and does not include animal-derived biomass. Coal is a sedimentary rock that formed

over millions of years from biomass which did not fully decay. The oldest coals began to

form over 300 million years ago during the carboniferous period when biomass material

was deposited into lake or swamp areas. A lack of access to air permitted only limited

decay of the biomass and over time it was transformed into peat. Continued deposition

of sediment above the peat compressed and elevated the temperature which caused more

chemical changes such as the degradation of cellulose, conversion of lignin to humic ma-

terials and the subsequent conversion of these humic materials to coal. With the passage

of time functional groups were removed from the main carbon chains and further con-

densation reactions occurred giving rise to increasing aromaticity and carbon content in

older coals as they move up in rank from lignite to sub-bituminous to bituminous and

finally to anthracites as shown in Figure 2.1 and discussed by Miller and Tillman [2008].
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When these fuels are burned in oxygen, a significant amount of energy is released as heat.

In power generation this heat is used to vapourise pressurised steam that then is forced

through a turbine, expanding the steam and generating electricity.

Coal and biomass are broad classifications that include an enormous range of highly var-

ied mixtures. Coal and biomass largely comprise of carbon (C), hydrogen (H) and oxygen

(O) with smaller amounts of nitrogen (N) and, in coal particularly, sulphur (S) and chlor-

ine (Cl). Both fuels also contain much smaller amounts of a wide range of inorganic

components which may be organically bound or present as mineral matter. The major

inorganic components found in carbonaceous fuels include silicon (Si), aluminum (Al),

iron (Fe), mercury (Hg) and alkali metals such as sodium (Na) and potassium (K), and

the alkaline earth metals calcium (Ca) and magnesium (Mg). The actual composition of a

given coal or biomass covers an incredibly wide spectra of mixtures of these elements and

the compounds they form including both complex organic molecules as well as a range

of minerals including aluminosilicates, pyrites, and oxides among many others. As a res-

ult it has proved impossible to definitively classify these fuels’ combustion characteristics

and behaviour on the basis of their composition alone. However, a number of indicative

measures are regularly used to group fuels and predict their likely behaviour, a famous

example of such is the van Krevelen diagram, an example of which for biomass and coals

is shown in Figure 2.2. This graph plots the ratio of hydrogen to carbon against the ratio

of oxygen to carbon. Moving from the top-right to the bottom left of the van Krevelen

diagram essentially represents coalification and then maturation of coal as the closer one

moves to the origin the higher the energy density of the fuel. As well as the ultimate

analysis of its composition, the proximate analysis of a fuel is also used to identify the

proportion of the fuel that is moisture, volatile combustible matter, combustible material

which remains bound to the particle (fixed carbon), and the amount of residual ash left

after combustion has occurred. Other techniques such as petrography, vitrinite reflection

and maceral analysis are also used to classify coals but are not useful for biomass analysis

and are not used in this study.
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Figure 2.2: Van Krevelen diagram for biomass and coals [Prins et al., 2007]

2.3 Fundamentals of, and emissions from, the combustion of solid fuels

Combustion of carbonaceous fuels is understood principally based on the the macro com-

ponents of the fuel and their reaction with oxygen. The combustion of fuels containing

proportions of carbon (Ca), hydrogen (Hb) and oxygen (Oc) can broadly be understood by

the following equation [Tillman, 1991]:

CaHbOc +

(
a+

b

4
− c

2

)
O2 → aCO2 +

b

2
H2O + heat (2.1)

The combustion process is often divided into four stages which occur at increasing tem-

peratures in furnaces. The stages of combustion of a solid particle are widely acknow-

ledged in the combustion community as drying, devolatilisation, combustion of volatiles

and finally char combustion. A simplified schematic showing these stages is presented

in Figure 2.3 while a more detailed overview of the processes occurring at each stage is

presented in Figure 2.4. The drying stage begins around 100 ◦C during which surface and

inherent moisture is vapourised and released from the particle causing it to shrink slightly.

If intrinsic moisture in pore spaces is vapourised with no route of egress some particle

fracturing may occur, particularly at the higher heating rates witnessed in commercial
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Figure 2.3: Schematic of the stages of the combustion process [Anthony and Preto, 1995,
Carpenter et al., 2007]

pulverised fuel (PF) furnaces. As temperature continues to increase, devolatilisation then

occurs with light, non-condensible and condensible, tar volatile fractions of the fuel being

released from the particle. Most of these volatiles are then oxidised when they contact

oxygen in the bulk combustion zone away from the particle. Finally, diffusion of oxygen

from the bulk flow to the char then occurs and char-carbon is oxidised. Were this reac-

tion to occur at relatively low temperatures it would be kinetically controlled, but at the

temperatures in PF furnaces, which can typically reach 1500 ◦C, the diffusion of oxygen

from the bulk gas through the boundary layer is the rate limiting step for the char oxid-

ation which is itself the slowest of the combustion stages. Competition for oxygen at the

particle tends to cause carbon on the char to be oxidised first to CO and then onto CO2

once released from the particle into the bulk flow in a two-stage process [Carpenter et al.,

2007, Tillman, 1991] .

2.3.1 Nitrogen combustion chemistry

The combustion of coal and biomass also involves production of nitrogen oxides via a

variety of pathways but is dominated by the partial oxidation of fuel-bound nitrogen.

Standard reporting for power stations is usually carried out according to emissions of

total NOx. However, approximately 95% of the total emissions of NOx from combustion

is NO though this is readily oxidised to NO2 in the atmosphere. NO2 and N2O are also

formed during combustion but these are less common due to a relative lack of oxygen in

the furnace to produce NO2 and due to rapid reduction of N2O back to elemental nitrogen
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Figure 2.4: Schematic showing the stages and major reactions occurring during the com-
bustion process [Tillman, 1991]

Figure 2.5: NO formation in combustion [Toftegaard et al., 2010]

by radicals in the furnace. Thus, the formation of NO is generally considered to be the

most important stage in understanding the emissions of NOx. Figure 2.5 illustrates that

formation of NO during combustion is a complex coupling of three possible reactions

classified as thermal, prompt and fuel routes with the potential of destruction of any NO

formed. Toftegaard et al. [2010] conclude from the work of Glarborg [2003] that 80 %

of NO is formed from fuel-bound nitrogen and the remainder is mainly formed via the

thermal route, with prompt-NO seen as the least important of the mechanisms outside of

nitrogen-lean fuels combusted in fuel-rich flames.
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2.3.1.1 Thermal NO

Formation of NO by the thermal route occurs by the Zeldovich mechanism [Zeldovich,

1946] shown in Equation (2.2) and as noted by both Hill and Smoot [2000] and Glassman

[1996]. Here, oxygen molecules dissociate into radicals that attack the nitrogen molecule

producing NO and a nitrogen radical which can itself be oxidised to NO. Dissociation

of oxygen incurs a substantial energy of activation; [Glarborg, 2003] suggests it is only

possible above temperatures of 1800 K while [Nordstrand et al., 2008] suggests it does

not become important until temperatures exceed 2200 K.

Thermal mechanism for NO formation

Overall: O2 + N2 
 2NO

Stepwise: O2 
 2O

O + N2 
 NO + N

N + O2 
 NO + O

The extended form of which includes the reaction:

N + OH
 NO + H

(2.2)

2.3.1.2 Prompt NO

The prompt-NO formation pathway involves fuel-radicals reacting with elemental nitrogen

near the flame to produce cyano compounds which are then oxidised liberating NO shown

in Equation (2.3) as first suggested by Fenimore [1976] and noted in Hill and Smoot

[2000] and Glassman [1996].

Prompt mechanism for NO formation

CH + N2 
 HCN + N

C2 + N2 
 2CN

N + OH
 NO + H

(2.3)
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2.3.1.3 Fuel NO

Oxidation of nitrogen contained in both the volatile and char sections of the fuel is the

most important NO formation mechanism in solid-fuel combustion. As Figure 2.5 shows,

nitrogen can be bound into both the volatile or char fractions of the fuel. However, as

Figure 2.6 shows the temperature at which char is formed strongly affects the propensity

for nitrogen to be retained in the char (reducing for increasing temperature) and that for

unstaged coal combustion NO is dominantly formed from the volatiles [Glarborg, 2003,

Pershing and Wendt, 1979]. During devolatilisation,32.6 % nitrogen in the fuel forms

cyanide and ammonia molecules which are then either oxidised to NO by the reactions

shown in Equation (2.4) or reduced to N2 depending on local conditions [De Soete, 1975,

Hill and Smoot, 2000]. Char-bound nitrogen is directly oxidised by heterogenous reaction

with oxygen diffusing to the particle surface, however this is readily reduced back to

elemental nitrogen by further reactions with the char, soot or CO [Carpenter et al., 2007,

Glarborg, 2003].

Mechanism for NO formation from fuel-bound N

Fuel→ HCN/NH3 + char + . . .

HCN/NH3 + O2 → NO + . . .

(2.4)

2.3.1.4 NO recycling

Equation (2.5) shows that the NO formed can itself then be reduced to N2 by other volat-

iles or recycled back to HCN through a heterogeous reaction with the char surface [Corlett

et al., 1979, Hill and Smoot, 2000].

NO destruction mechanisms

NO + HCN/NH3 → N2 + . . .

NO + CxHy → HCN + . . .

(2.5)

34



Figure 2.6: Variation in partitioning of nitrogen in fuels due to devolatilisation temper-
ature (left) [Glarborg, 2003] and respective emissions from fuel partitions for unstaged
pulverised coal combustion (right) [Pershing and Wendt, 1979]

2.3.2 Sulphur combustion chemistry

In coal combustion operating with excess oxidant, the majority of fuel-bound sulphur is

oxidised to SO2 with a small amount being further oxidised to either SO3 or a sulphate ion

retained in the ash. Sulphur may exist in coal in a variety of forms, though during com-

bustion with excess oxygen most of these forms are oxidised to SO2. Alkali and alkaline

earth metals present in the fuel ash may capture some sulphur as sulphate ions and a small

amount of sulphur is further oxidised in the furnace and emitted as SO3 [Boardman and

Smoot, 1993, Sarofim, 1987, Tillman, 2008].

2.3.3 Ash formation

Solid residue left after the combustion process can comprise a wide range of compounds

which may cause detriment to the furnace and downstream equipment. Figure 2.7 shows

that non-combustible materials present in the fuel can be one of three types. First, partic-

ularly common in biomasses and lower-rank coals, some alkali metals and alkaline earth

metals can be found organically bonded within the coal molecule [McLennan et al., 2000].

During combustion, as the char oxidises these are vapourised and ejected from the coal

particle, typically forming either submicron particles - through condensing and coalescing

- or alternatively condensing on the surface of other larger ash particles. The other non-
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Figure 2.7: Ash components found in coal particles [McLennan et al., 2000]

combustible materials are generally labelled mineral matter and depending on whether

this is found in the coal particle or is separated by the milling process, is labelled as

included or excluded material. Mineral matter typically includes alumino-silicates, silic-

ates, carbonates and disulphides with lesser amounts of sulphates, sulphides and oxides

[McLennan et al., 2000]. Attempting to accurately describe the processes that occur dur-

ing combustion is incredibly complex, since as Carpenter et al. [2007] note, mineral mat-

ter may undergo a wide range of changes including: “coalescence, fragmentation, fusion,

vaporisation and condensation that can occur sequentially or simultaneously.” If ash com-

ponents are in a molten state and impact the furnace walls or heat transfer equipment,

the rapid cooling offered can cause the ash to condense and form a deposit on the sur-

face. Deposition of ash in the form of slagging and fouling is problematic for combustion

systems as the deposits form a barrier to heat transfer on key heat exchange surfaces. If

left unremedied this can change the heat flux distribution through the furnace and cause

an associated reduction in efficiency of the overall combustion system. Ash deposition

is itself complex with: “particle composition, particle size and shape, particle and surface

temperatures, gas velocity, flow pattern and other factors [able to] influence the extent and

nature of ash deposition” [Babcock and Wilcox, 2005]. Detailed analysis of ash forma-

tion and deposition is therefore considered beyond the scope of this work. Instead use is

made of several common indicators of the propensity of ashes to become deposited on the

combustion equipment, either in the furnace or further along the pathway of combustion

products.
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2.3.3.1 Alkali index

In their experimental work, Miles et al. [1996] mention that the coal industry had de-

veloped the empirical alkali index (AI, kg GJ−1) shown in Equation (2.6) to predict

whether fuels or blends of fuels were likely to cause deposition on heat transfer surfaces.

The index compares the amount of alkali metals per unit of energy and the authors suggest

that at values of 0.17 to 0.34 kg GJ−1 a slagging risk exists and that above 0.34 kg GJ−1

the fuel is virtually certain to slag and foul to an unmanageable degree.

AI =
kg (K2O + Na2O)

GJ
(2.6)

2.3.3.2 Base-to-acid ratio

Another valuable predictor often used with biomasses, which was adopted from the coal

industry, is the base-to-acid ratio (Rb/a) proposed by Salour et al. [1993] and shown in

Equation (2.7). Here, a comparison between the mass fractions of basic and acidic oxides

found in the ash is carried out. A value of approximately 0.7-0.8 indicates the minimum

in ash melting temperature for coal ashes, though the minimum tends to occur at a lower

value for biomass ashes [Bridgeman et al., 2007, Bryers, 1996, Jenkins et al., 1998].

Unlike the alkali index, the base-to-acid ratio implies that high alkali content can to some

extent be mitigated by the presence of acidic ash components.

Rb/a =
Fe2O3 + CaO + MgO + K2O + Na2O

SiO2 + TiO2 + Al2O3
(2.7)

2.3.3.3 Carbon in ash/ loss on ignition (LOI)

The amount of combustibles that remain in the ash offers an approximation of the effi-

ciency of the combustion process. Although all of the combustibles in a fuel are able to

burn, actual combustion conditions may inhibit the complete oxidation of all of the com-

bustible material in the fuel. Any combustible material which passes through the furnace

without being fully oxidised and releasing its energy is viewed as a loss in the overall

efficiency of the process. The loss on ignition (LOI, %) of an ash sample heated in an ox-

idising atmosphere is used to compare the efficiency of combustion between experiments
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Table 2.1: LOI requirements for reuse of fly ash in various nations [Dong, 2010]

Nation LOI Limit (% Maximum)

Australia 3–6

Canada 3–10

China 5–15

EU (by type) (A) 5; (B) 2–7; (C) 4–8

India 5

Japan 3–8

Russia (Basic Ash) 3–5; (Acidic Ash) 2–25

South Africa 5

USA 6

and is defined by ASTM Standard D7348 [ASTM, 2008]. The calculation for LOI is shown

in Equation (2.8).

LOI =
Mass of unburned fuel

Mass of dry combustion ash sample
(2.8)

Ash is a substantial byproduct of the combustion process and in order to be used effectively

in the production of construction materials the LOI value must be below certain values.

Table 2.1 shows the limits for various nations.

2.4 Air-fired combustion of pulverised coal

Firing of PF in air is well-established technology for raising steam for power generation.

A schematic of a modern PF generation plant is shown in Figure 2.8, which can be de-

signed to accommodate a heat input of 900 MW [B&W, 2013]. Although almost all of the

chemical energy in a fuel is liberated in the boiler, the global-average overall efficiency

of converting this to electrical energy for PF boilers is about 30%. In the UK Drax is the

most thermally efficient coal-fired power station and, following a recent turbine upgrade,

operates with a thermal efficiency of just under 40% [Siemens, 2012]. Owing to their es-

tablished use the performance of PF boilers has continued to improve through incremental

innovations and dedicated research and development programmes. The main source of

performance increase is now the development of materials able to withstand higher tem-

perature steam cycles as higher steam temperatures promote an increased efficiency of the

Carnot cycle. Modern supercritical boilers are able to operate steam cycles at considerably
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Figure 2.8: Schematic PF generation plant (above) with a detailed schematic of the boiler
(below) [B&W, 2013]
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higher temperatures than older plant and have efficiencies of approximately 45% (NCV

basis). There is ambition to increase this to 50% with steam temperatures of 700 ◦C and

above over the coming decades [APGTF, 2011].

2.4.1 Measures to reduce emissions of nitrogen oxides

In order to comply with increasingly tightening regulations on the emission of NOx and

other pollutants, various changes to the combustion system and the introduction of flue

gas clean up technologies have been increasingly required. To comply with the European

Industrial Emissions Directive (and its forerunner the Large Combustion Plant Directive)

power plant operators have had to modify the combustion systems and flue gas cleaning

operations in order to reduce the amount of NO their plant emit in the flue gas. Since

NO is not present before combustion, measures to reduce emissions of NO can either be

categorised as processes that prevent NO formation or processes that destroy or remove

from the flue gas any NO produced. Stringent emission limits tend to predicate processes

in both of these groups are employed together, since few, if any, techniques are able to

reduce NO to permitted levels. Indeed, recent conclusions by a technical working group

of the Environment Agency concluded that a mixture of primary measures to reduce NO

creation and selective removal were to be considered the best available technology in the

UK for achieving the IED limits [EA, 2011].

Flue gas clean up typically involves either destruction of NO by either reducing or oxidising

it, or selective capture of NO by sorption mechanisms. Alternatively, reducing zones which

destroy NO that has formed may be created in the furnace by selective injection of fuel

or recycled flue gases. A reduction in the amount of NO produced can be brought about

by other changes to the combustion process and can include techniques which operate by

reducing the amount of nitrogen in the fuel, reducing the temperature in the furnace or

reducing the availability of oxygen during the initial stages of combustion. Although this

thesis focusses on processes which limit the production of NO during combustion, a brief

overview of processes which remove or destroy NO remaining after combustion is also

included.
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Table 2.2: Ultimate analysis of solid fuels; dry, ash-free basis [Bridgeman et al., 2010]

Fuel Sample C (%) H (%) N (%) S (%) Cl (%) O (%) GCV (GJ kg−1)

Pittsburgh 8 84.6 5.1 1.7 0.0 0.1 7.6 34.4

San Juan Basin 77.6 5.5 1.4 1.2 0.0 14.3 31.7

Willow 49.1 5.8 0.6 0.1 0.0 41.1 19.3

Miscanthus 43.5 5.7 0.3 0.1 0.1 38.9 17.6

Scrap Tires 85.9 8.0 0.4 1.0 0.1 2.3 40.0

Refuse Derived Fuel 51.3 7.5 0.8 0.2 0.6 29.7 23.1

2.4.1.1 Reduction in fuel-nitrogen

Using fuels with a lower nitrogen content can considerably reduce flue gas concentration

of NO. As noted in Section 2.3.1, the majority of NO generated during PF combustion

is via the fuel-NO route. Thus, measures to reduce the content of nitrogen in the fuels

entering the combustion zone can directly affect the amount of NO produced. Table 2.2

highlights the range of nitrogen content in common fuels used in PF combustion with the

biomasses (willow and miscanthus) displaying 2–6 times less nitrogen content than the

coals (Pittsburg 8 and San Juan Basin). Indeed, energy crops generally are found to have

nitrogen content of <1% [Jenkins et al., 1998, Vassilev et al., 2010] though some power

station fuels have been shown to display N-content of up to 3.5% [Darvell et al., 2010].

However, when considering switching fuels the thermal input must be kept constant. Since

biomass typically has a lower calorific value than coal, a higher mass of biomass will be

required to achieve the same thermal output. In the comparison between coal and biomass

above, accounting for the change in heating value, substituting coal for biomass could

reduce the fuel-nitrogen entering the boiler by 30–65%. Direct comparisons are further

complicated as biomasses tend to partition nitrogen to the volatiles more readily than coal

[Glarborg, 2003] which could lead to higher NO emissions than may have occurred from

char-bound nitrogen depending on the combustion conditions.

2.4.1.2 Methane de-NOx

Thermal treatment of fuel to remove nitrogen before it enters the furnace is a developing

technology option. One example of this approach was a project sponsored by the USA Na-

tional Energy Technology Laboratories (NETL) which succeeded in significant reductions

in NOx emissions by heating coal prior to combustion using natural gas in an oxygen lean
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Figure 2.9: Schematic of a low-NOx burner [Srivastava et al., 2005]

atmosphere. The process causes devolatilsation to occur in a reducing atmosphere which

converts volatile-bound nitrogen to N2 before the remaining fuel is passed to the furnace.

The project was tested at 1 MW scale and found to be effective at reducing NOx emissions

by up to a half [Nester et al., 2003, Srivastava et al., 2005] but little further work has been

reported.

2.4.1.3 Low NOx burners

Low-NOx burners (LNBs) are a well established technology able to deliver 40-80% re-

ductions in NOx emissions by regulating the stoichiometry and temperature profiles in

the early stages of combustion in a way which reduces NO formation [Bedi, 2013, Sharp,

2013]. A schematic of a low-NOx burner shown in Figure 2.9 illustrates the main focus of

a LNB is to delay complete mixing of fuel and oxidant for as long as possible [Srivastava

et al., 2005]. This is achieved by separating the combustion air and slowly mixing oxidant

into a fuel-rich zone. Although Figure 2.9 displays the general principle for LNB operation,

more advanced designs included extra annuli for staging the air into the burner and fuel

concentrators to further delay mixing. This reduction in availability of oxidant prevents

complete combustion of the fuel in the primary combustion zone which results in less

energy being released and the temperature in the flame to be reduced thereby reducing

the formation of thermal-NO. Simultaneously, this zone is reducing in nature and inhibits

the formation of NO from nitrogen released during devolatilisation, instead favouring the

pathway to N2 as well as reducing the likelihood of prompt-NO formation. As the combus-

tion air is mixed in combustion occurs in a staged fashion in several zones which tends to

elongate the flame and can reduce the efficiency of combustion by increasing the amount

of unburned carbon retained in the ash and emissions of CO. However, development over

the last two decades has reduced losses in this area and the newest LNBs claim to have no
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reduction on combustion efficiency [Bedi, 2013].

2.4.1.4 Oxidant staging

Staging combustion can also be carried out by injecting a portion of the combustion air

into the furnace later in the combustion pathway. By removing a portion of the oxidant

from the burner and injecting it as over-fired air (OFA), a further 10–25% reduction in NO

emissions may be realised above that created by the use of LNBs through creating fuel-rich

combustion near the burner and then adding oxidant to complete char burnout further

into the furnace [Srivastava et al., 2005]. The amount of air that is injected as OFA tends

to vary between 5–20% of the total in commercial applications. In a laboratory setting the

results of the work of Ribeirete and Costa [2009] shown in Figure 2.10 found reduction

in NO tends to increase with staging up to about 30% though substantial increases in

CO emissions tend to occur when more than 20% of air is staged, which is line with

findings by other researchers, for example [Daood et al., 2011]. In order to increase the

amount of staging it is common to use fans to inject boosted over-fired air (BOFA) which

increases mixing and combustion of char in the over-fired zone, thereby reducing carbon

in ash and CO emissions [Costa and Azevedo, 2007]. An alternative technique to OFA is

to inject high velocity air as rotating opposed fire air (ROFA) which disrupts the flame,

and promotes thermal and component mixing during high temperature combustion by

creating a swirling effect in the furnace [Srivastava et al., 2005]. Changes to the overall

furnace operation such as reducing the overall excess air levels and operating burners out

of service (BOOS) can also reduce the local oxidant concentration during the early stages

of combustion.

2.4.1.5 Diluents

Reducing the local concentration of heat and oxygen can also be carried out by injecting

a diluent into the combustion zone. Injection of cooled, recycled flue gas or steam into

the primary combustion zone reduces the local oxidant concentration, acts as a medium

to dilute the heat of combustion and also reduces the fuel residence time in the primary

combustion zone. As well as limiting the formation of NO, any recycled NO in the flue gas

is exposed to a reducing environment and may undergo reduction to N2 during the second

combustion process [EC, 2006, UNECE, 2012].
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Figure 2.10: Effect varying the primary zone stoichiometric ratio (λpz) on NOx emissions
and carbon burnout (top) and CO emissions (bottom) [Ribeirete and Costa, 2009]

Table 2.3: Selected measures to reduce NO creation in PF boilers [Srivastava et al.,
2005]a,[Nalbandian, 2009]b, [EC, 2006]c

Technology NOx removal efficiency (%) Potential plant impacts

Low NOx Burners (LNB)
up to 50a

30–50b

elongates flame which may
increase wall fouling and

corrosion

Over-fired air (OFA)
additional 10–25 beyond LNBa

20–30b

may reduce fuel burnout,
reducing efficiency and ash

quality

Rotation Opposed Fire Air (ROFA) 45–60a
uses booster fan but improves

burnout and temperature
distribution

Oxygen-enhance combustion 50a auxiliary power requirements
< 1%, increases carbon burnout

Preheat combustion system
(methane de-NOx)

42–67a 3–5% thermal input used for
preheating of coal

Flue Gas Recirculation (FGR) 30 c spacial issues for cooling and
recycling large flue gas volumes
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Figure 2.11: Overview of post-combustion techniques to remove NO from flue gas streams
[Skalska et al., 2010]

2.4.1.6 Techniques for NO removal

As noted above, a detailed assessment of methods which destroy or selectively remove NO

from the flue gas or by injection of another agent into the combustion system is considered

beyond the scope of this thesis. However, for reference an overview of the wide range of

post-combustion NO removal systems is presented in Figure 2.11 and Table 2.4 presents

an overview of the effectiveness of the most commonly practised options at reducing NO

emissions. Table 2.5 details a list of the large number of available techniques that remove

SO2 and NOx from the flue gas concurrently.

2.4.2 Measures to reduce emissions of sulphur oxides

Reductions in SO2 emissions can to some extent be achieved by modifications to the com-

bustion process, though the majority of effort for reducing SO2 is focussed on scrubbing

SO2 from the flue gas. Measures to reduce SO2 formation during combustion are lim-

ited in comparison to the range of options available for reducing NOx emissions since
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Table 2.4: Selected measures to destroy or selectively remove NO from PF boilers [Srivast-
ava et al., 2005]a,[Nalbandian, 2009]b

Technology NOx removal efficiency (%) Potential plant impacts

Reburning
39–67a

50–60b

may affect flame stability,
combustion efficiency and CO

emisssions

Selective non-catalytic reduction
(SNCR)

30–66a

15–35b
may require multiple injection
zones in temperature window

Selective catalytic reduction (SCR)
80–90+a

80–90b

catalyst deactivation requires
maintenance, potential for
increase in NH3 emissions

Advanced gas reburning (AGR) 68–76a ammonia slip or high-temperature
injection needed

Fuel-lean gas reburning (FLGR) 30–45a careful injection and controlled
mixing of natural gas required

Amine-Enhanced fuel lean gas
reburning (AEFLGR)

55–73a nitrogen compound injected into
reducing zone

Hybrid-selective reduction (HSR) up to 95a lower capital cost than SCR

In-duct SCR 85–90a allows SCR on space-constrained
units

Table 2.5: Selected measures to simultaneously remove NO and SO2 from PF boilers
[Srivastava et al., 2005]

Technology SO2 and NOx removal efficiency (%) Potential plant impacts

Electron-Beam
SO2 >95

NOx ≤90

Extensive by-product
treatment and high energy

requirement

ROFA/ ROTAMIX
SO2 64–69

NOx ≤80

Slagging, fouling and
corrosion issues

SNOX
SO2 >90

NOx >90

Increased auxiliary power
requirements and ammonia

storage issues

SNRB
SO2 80–90

NOx ≤90
Bag filter reliability issues

Activated coke
SO2 90–98

NOx 60–80

Warm up time and reaction
interdependence issues

Electrocatalytic Oxidation
SO2 98–99

NOx ≤90

3% auxiliary power
requirement

NOXSO
SO2 ≤98

NOx 75–90

Desorption reactions add
complexity

Copper Oxide
SO2 ≤90

NOx ≤90

High-temperature
regeneration
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almost all sulphur present in the fuel is fully oxidised to SO2 in most combustion systems

[UNECE, 2012]. Switching to lower-sulphur fuels is one route of reducing SO2 emissions

commensurate with the reduction of sulphur entering the furnace. Biomass fuels are a key

option for such reduction because, as shown in Table 2.2, they tend to have substantially

lower sulphur content than coals. Alternatively, SO2 produced during combustion may

be reacted with alkali metals or alkaline earth metals to produce sulphates as the reac-

tions below show. Group I and II metals may be provided by the fuel itself, in which case

sulphur is trapped in the ash, or in post-combustion clean-up systems known as flue gas

desulphurisation (FGD). FGD is widely employed at most modern power stations and seen

as necessary for meeting IED limits of 200 mg/Nm3. The process for wet-FGD referred to

by Toftegaard et al. [2010], which is able to remove 92–98% SO2 from flue gas and is

most common in coal-fired power stations, is shown in Equations (2.9) to (2.13). This

FGD process produces gypsum (CaSO4 · 2H2O) which is often sold for the manufacture of

plaster board.

SO2 + H2O
 HSO−3 + H+ (2.9)

CaCO3 + 2H+ 
 Ca2+ + HCO−3 + H+ (2.10)

Ca2+ + HCO−3 + H+ 
 Ca2+ + H2O + CO2 (2.11)

HSO−3 + 1/2O2 → SO2−
4 + H+ (2.12)

SO2−
4 + Ca2+ + 2H2O
 CaSO4 · 2H2O (2.13)

2.4.3 Measures to reduce emissions of solid particulates

For the majority of modern PF combustion plants particulate matter produced during the

combustion process is removed by the use of electrostatic precipitators (ESPs), though bag

filters and cyclones may also be used. ESPs operate by forcing flue gas through channels

created by earthed plates. In the centre of the channels are emitting electrodes which

ionise the gas near them causing it to be attracted to the plates at the channel walls. As

ionised gases moves toward the channel walls they collide with, and charge, ash particles

that are then also attracted to the plates. The particles impact on and stick to the plates.

Periodical rapping of the plates causes the collected particles to drop into hoppers that

collect the ash [EC, 2006]. If this ash meets the criteria highlighted in Table 2.1 it can be
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sold to the construction industry for use as an aggregate in concrete production. ESPs are

highly efficient, removing ≥99.95% of particles larger than 5 µm and ≥98.3% of particles

larger than 2 µm, resulting in emissions from new plants of ≤5–10 mg/Nm3 [EC, 2006,

UNECE, 2012].

2.5 Biomass combustion

Biomass combustion displays similarities to combustion of coal, though differences in com-

position and structure predicate treatment of biomass must be individual in nature. Al-

though biomass is considerably different from coal as a fuel source, combustion of biomass

is similar in many ways to coal combustion, particularly when used for electricity genera-

tion. However, the recent review of the subject by Williams et al. [2012] concludes that:

“The basic features of biomass combustion and resultant pollutant formation are understood

but much of the detail is lacking . . . The analogy with the processes occurring in coal com-

bustion is not adequate.” In particular, differences in the ultimate and proximate composi-

tion of biomass and significant differences in particle structure and morphology highlight

areas where coal-derived knowledge must be modified if to be successfully applied to the

combustion of biomass. Despite these differences, large-scale combustion of biomass for

electricity generation is widely practised with biomass co-fired with coal as well as provid-

ing the sole energy input to boilers at many industrial sites in the UK and Europe. This

has presented a situation where experimentally biomass combustion is understood well

enough to be considered a mature technology while in academic, and especially model-

ling studies that rely on fundamental understanding, many gaps in knowledge remain.

The wide range of biomasses available for combustion and the variety of combustion tech-

niques have sustained academic and industrial research in this area. In this work the focus

is on experimental combustion of PF and this is reflected by the following literature. How-

ever, where relevant, crossovers into modelling and alternative combustion technologies

will be presented.

The fundamental stages of combustion and chemistry presented for all carbonaceous fuels

in Section 2.3 are valid for the combustion of biomass. However, variation in the fuel can

lead to changes in the importance of individual stages of the combustion process, which

in turn affects the emissions of pollutants and practical combustion operations. Biomass

covers a very wide variety of materials and the composition and results of proximate
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Table 2.6: Proximate analysis of selected solid fuels; as received basis [McKendry, 2002]a,
[Vassilev et al., 2010]b

Fuel Sample Moisture (%) VM (%) FC (%) Ash (%)

Bituminous coala 11 35 45 9

Bituminous coalb 3 29 53 15

Lignitea 34 29 31 6

Ligniteb 11 33 26 31

Wooda 20 82 17 1

Woodb 8 78 15 0

Barley Strawa 30 46 18 6

Barley Strawb 12 67 16 5

Miscanthus b 11 72 14 3

Reed Canary Grass b 8 68 16 8

Willow b 10 74 14 1

analysis varies by species and within species according to tissue type, developmental stage,

cell type, growing season and growing environment [Tanger et al., 2013]. As shown in

Tables 2.2 and 2.6, biomass resources can vary considerably but tend to comprise of a

higher moisture, volatile matter and oxygen content and lower content of fixed carbon,

nitrogen, sulphur and heavy metals than coals. These trends tend to indicate that biomass

of all types has a lower heating value than typical of coal, while also being less likely to

emit NOx and SO2 emissions. However, the amount of chlorine and alkali and alkaline

earth metals can be higher in biomasses which can cause slagging, fouling and corrosion

issues in commercial boilers.

Lignocellulosic biomass largely consists of material that makes up the cell wall and can

be divided by varying amounts into three main components: hemicellulose, cellulose and

lignin. Hemicellulose represents the lightest of the molecules and includes a range of five-

and six-carbon sugar molecules which form heterogenous branched chains. Cellulose is

formed from a consistent polymer chain of D-glucose units. Lignin includes a complex

mixture of branched phenolic molecules forming long polymers [Tanger et al., 2013].

Table 2.7 shows that like the ultimate and proximate analyses, the content of each of

these three subcomponents varies between biomass resources. Such a variety in biomass

resources makes ranking and grouping types difficult and to date no satisfactory method

has been used to classify the range of reserves [Williams et al., 2012]. However, similar

trends can emerge when investigating types of biomass and to this end virgin biomass is
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Table 2.7: Lignin, hemi-cellulose and cellulose content of selected biomass samples [Rob-
bins et al., 2012]

Fuel
Sample

Cellulose (%) Hemi-cellulose (%) Lignin (%) Ash (%) Solubles (%)

Wheat
Straw

34.9 22.5 21.3 9.4 11.9

Miscanthus 41.9 16.6 13.3 3.2 15.0

Switchgrass 46.1 32.2 12.3 4.7 ND

Reed
Canary
Grass

28.0 22.0 14.0 8.0 28.0

Hard
Wood

43.3 21.8 24.4 0.5 ND

Soft Wood 40.4 31.1 28.0 0.5 ND

ND = Not determined, values presented as percentage dry weight

often grouped into woody biomasses, agricultural residues and grasses. Fuels for energy

generation may be sourced from either of these groups [Vassilev et al., 2010].

Comparison of the combustion of biomass with that of coal is complex and often depend-

ent on the biomass (and the coal) used for comparison. The following is a summary of the

relevant differences between coal and biomass PF firing largely drawn from the findings

of Williams et al. [2012]. Upon heating of biomass, typically more moisture needs to be

driven off which can retard combustion. However, once the fuel has been dried, hemi-

cellulose begins to decompose with the onset of devolatilisation occurring in the range

160–250 ◦C, several hundred degrees earlier than the onset seen in coal [Carpenter et al.,

2007, Williams et al., 2012]. With typically twice the content of volatile matter of coals,

biomasses release the majority of their calorific value during the oxidation of volatiles

before proceeding to char combustion. NOx formation is dominated by the fuel-NO path-

way and, owing to the larger volatile content, control of NOx-formation can be carried

out by primary control methods such as LNBs and OFA [Hein and Bemtgen, 1998]. The

low sulphur content of biomass tends to reduce SO2 emissions while higher alkali and

alkaline earth metals can contribute to an increased likelihood of corrosion and fouling.

Dust emissions vary between biomasses and depend on the ash content of the fuel, the

content of aerosol-forming metal compounds and a complex suite of reactions occurring

in the furnace as detailed in Figure 2.12. In general, the lower carbon content and CV and

higher amount of moisture and volatiles can cause ignition and burnout problems when

combusted alone, particularly when larger, non-spherical fuel particles are used. However,

once ignited biomass tends to burn at a faster rate than coal due to rapid volatile release
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Figure 2.12: Formation pathways for aerosols, furnace deposits and solid pollutants for K,
Cl and S compounds [Williams et al., 2012]

and increased porosity, reactive surface areas, presence of catalytic metals and intrinsic

oxygen of biomass chars [Williams et al., 2012].

2.5.1 Cofiring with coal

Cofiring of biomass with coal has successfully been used for electricity generation for

approximately two decades and is now a well-established technology option for large-

scale PF combustion plant with over 150 operating plant worldwide [Al-Mansour and

Zuwala, 2010, Hein and Bemtgen, 1998, Pedersen et al., 1996, Williams et al., 2012].

Continued interest in cofiring biomasses has occurred due to its ability to reduce net GHG

emissions from PF plant which has led to a considerable amount of laboratory and pilot-

scale research in the area. Sami et al. [2001] note the three main options that may be

applied when cofiring is introduced: a) separate feed lines and separate burners for coal

and biomass fuels; b) separate feed lines and a common burner; and c) common feed

lines and a common burner with pre-mixed coal biomass blends. In this work, only the

third option is considered relevant to experimental apparatus available. The following

paragraphs detail relevant work reported in the literature for cofiring of PF burned in this

way.

In the 1990s a large multi-partner European project investigated biomass cofiring in flu-

idised bed (FB) and PF combustion at scales ranging from laboratory furnace to industrial
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power station, using a range of fuels and implementing a range of combustion techniques.

Of the range of experiments carried out, PF firing of straw, wood, miscanthus and waste

paper relate to the current work. In their summary review Hein and Bemtgen [1998]

report on several non-combustion aspects, such as the need for separate milling proced-

ures for biomasses. As a result of combustion tests, the authors note that the increased

residence time flexibility in large boilers permitted substantially larger biomass particle

sizes than could be accommodated at pilot scale. In the smaller-scale tests dimensions of

4–8mm diameter and 2–3cm length were required for miscanthus and straw while wood

needed to be reduced to less than 1mm in size for satisfactory combustion. As a result

of combustion testing the authors drew several conclusions: a) the high volatile content

of biomass proved sufficient to maintain fuel ignition; b) biomass cofiring in PF boilers

can reduce NOx emissions through conventional methods; c) biomass fuels with lower

nitrogen and sulphur contents reduce NOx and SO2 emissions relative to coal firing; and

d) corrosion levels increased with increased Cl contained in the fuel, but that these levels

and those for fouling were acceptable to plant operators.

Spliethoff and Hein [1998] used a 0.5 MW down-fired PF furnace to demonstrate cofiring

of miscanthus, straw and sewage sludge with coal. Under unstaged conditions the relative

nitrogen content of the fuel caused NOx emissions to fall for increasing biomass blend-

ing ratios (BBR) of miscanthus and straw but to increase with increasing blending of the

nitrogen-rich sewage sludge. Provided sufficient time was allowed for combustion of the

relatively large (4mm) biomass particles, air staging was found to reduce NOx emissions

from 1400 mg/Nm3 for unstaged combustion to 400–600 mg/Nm3 for stoichiometric ratio

(λ) of 0.9 and as low as 200–400 mg/Nm3 for λ = 0.6–0.8 at 6% exit [O2]. The work also

demonstrated that reburning was effective at reducing NOx emissions and that SO2 emis-

sions reduced due to a lower-sulphur fuel and due to Ca and Mg present in the biomasses

retaining sulphur in the ash.

As a baseline for wider investigations Nimmo et al. [2010] showed that cofiring 15%

shea meal and cotton stalks under 31% oxidant staging (λ = 0.8 for 16% excess O2) at

20 kW scale was able to achieve NOx emissions of 250 ppm and 190 ppm, respectively.

Using the same experimental apparatus Munir et al. [2010] showed that variation in the

blending ratio from 5–15% of these fuels could reduce NOx emissions by up to 60% for

λ = 0.9 and 70% for λ = 0.8 when compared to an unstaged coal baseline. In follow on

work, Munir et al. [2011] investigated the effect on carbon burnout and NOx emissions of
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cofiring the fuels used previously as well as wood chips and sugar cane bagasse. Increasing

residence time in the reducing zone was able to reduce NOx emissions but at the cost of

increasing LOI results. Blending of biomass was found favourable to the trade off which

concluded λ = 0.9 represented the optimum extent of oxygen staging with OFA injected

at port 3 in their apparatus. At these optimum conditions variation of BBR levels was

found able to reduce NOx emissions by ∼ 50-75% while suggesting that carbon burnout

was maximised at BBR of 10% for all fuels except the wood chips which displayed reduced

burnout compared to coal for all tests. The results reported that carbon burnout under

staged conditions was lower than in unstaged conditions for all cases.

Hussain et al. [2013] fired cereal co-product (CCP) with Daw Mill coal at 100 kW un-

der unstaged conditions mainly to investigate the deposition potential of the fuels on

heat exchanger surfaces. The relatively high nitrogen content of the biomass (2.7%ar)

coupled with the reduction in calorific value of the fuel when switching from coal to bio-

mass (from 21.4–16.3 MJ kg−1) increased the amount of nitrogen entering the furnace by

approximately a factor of three. Although the authors note that the actual changes are

fuel-dependent, the results show a trend of slight increase in NO emissions as BBR in-

creases though the results which suggest a decrease in conversion of fuel-N to NOx with

increasing BBR. SO2 emissions were found to be relatively stable for increasing BBR until

80%wt CCP where SO2 emissions reduced dramatically. The deposition flux when the pure

fuels were fired was found to be higher than all of the cofiring tests except BBR = 20%wt.

From this maximum increasing BBR reduced the deposition flux for all other cofiring ra-

tios. The deposition of potassium (K), S and phosphorus (P) increased with increasing

BBR reflecting the higher content in the CCP and similarly Al deposits reduced during this

trend as this was far richer in the coal ash. Deposition of Si remained relatively constant

despite the amount of Si entering the furnace increasing with BBR. Using the same appar-

atus for firing miscanthus with Daw Mill coal, Khodier et al. [2012] found reductions in

NOx from 400–290 ppm, in SO2 from 450–10 ppm and in HCl from 100–10 ppm when

moving from coal to dedicated biomass firing. For NOx and HCl this decrease was fairly

linear as BBR increased. However, SO2 emissions remained relatively stable for the coal

and co-fired cases at approximately 300–450 ppm but fell sharply when the biomass was

fired alone. For both sets of results, increasing BBR caused an increase in exit moisture

concentrations.

In their work at 500 kW Bartolomé and Gil [2013] reported at BBR = 15%th emissions
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of CO varied from increasing 30% compared to coal for cynara and decreasing by 15%

for poplar. Emissions of SO2 fell with increasing BBR. This effect was almost directly

correlated to BBR for poplar with 15% effecting a 14% reduction in SO2 emissions. The

trend was broadly linear for cynara too though less pronounced with 15% effecting a 3.5%

reduction in SO2 emissions. For NOx the effectiveness of the biomasses at reducing emis-

sions was reversed with cynara reducing emissions by 20% while poplar only accounted

for a 9% reduction at BBR = 15%. The authors suggest this could be due to fluid dynamic

differences between the fuels and their firing regimes.

From their work with a 20 kW entrained flow reactor (EFR) cofiring several coals and bio-

masses, Kazagic and Smajevic [2009] conclude that fuel-N content alone cannot explain

NOx emissions. The work validates for biomass fuels that increasing furnace temperatures

increases thermal-NO and reducing the available oxidant in the reactor reduces NOx emis-

sions through preventing oxidation of fuel-N. The results suggest that above temperatures

of 1200–1300 ◦C temperature and oxidant staging had no effect on SO2 emissions.

2.5.2 Dedicated biomass combustion

Dedicated combustion of pulverised biomass is less frequently reported in the literature

compared to cofiring with coal. Instead, dedicated biomass combustion tends to be com-

pleted in FB or in grate boilers, typically operating at lower energy input than industrial PF

boilers. For example, a review of biomass combustion experiments in Denmark in the dec-

ade to 2005 included PF cofiring up to 20% BBR, FB cofiring up to 50% BBR and only in

grate firing was dedicated biomass firing conducted [Jappe Frandsen, 2005]. Even where

reported, PF firing of biomass tends to be dominated by large-scale CFD modelling studies

or, if experimental, the focus is on ash deposition on heat transfer surfaces with limited

or no reporting of gas emissions. For example see the work of Wu et al. [2013], Bashir

et al. [2012] or Tobiasen et al. [2007]. Both these types of studies tend to focus on large-

scale (>1MW) units and as a result are less able to investigate a variety of combustion

techniques such as for example variation in oxidant staging for NOx control.

In the work of Spliethoff and Hein [1998] highlighted above the researchers also invest-

igated dedicated biomass combustion. The focus of the work is cofiring and only limited

dedicated results are reported. In summary, the work reports the following: a) cofiring

of coal and biomass is synergistic with regard to achieving higher burnout; b) unstaged
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emissions of NOx are lower than emissions from cofiring but that oxidant staging to re-

duce λ to below 0.8 results in lower NOx emissions from coal and co-fired fuels than for

100% straw; c) although not as effective at reducing emissions as for coal and cofiring

applications, oxidant staging of miscanthus, straw and wood combustion with residence

times of 2.5s in the reducing zone is able to substantially reduce NOx emissions from

1400 mg/Nm3 to a minimum of 300 mg/Nm3 at a value of λ = 0.65–0.75; and d) increas-

ing BBR reduces the conversion of fuel-sulphur to SO2 from 80–100% for coal to 46% and

32% for dedicated firing of straw and pine, respectively.

The work of Ma et al. [2007] is focussed on CFD modelling of a 1MW PF boiler though

in this work the authors allude to experimental results used to validate their predictions.

The combustion test facility (CTF) is equipped with LNB and OFA and for wood-firing the

authors report experimental NOx emissions were 140ppm. Owing to the low sulphur con-

tent of the fuel (0.026 %ar) it is assumed SO2 emissions are negligible. The lower CV of

biomass (value not reported) is thought to be responsible for the reduction in furnace exit

temperature compared to coal combustion at ∼ 1000 ◦C. In addition to this lower com-

bustion temperature, consumption of NOx-forming radicals by K released by the biomass

is thought to further reduce NOx emissions though the impact of this is reported to relat-

ively unknown but thought to be small. The authors comment that the low ash content of

biomass indicates a high LOI value is more acceptable in terms of combustion efficiency,

though this may not be the case for reuse of the ash in the aggregates industry.

The work of Skrifvars et al. [2004] is concerned with investigating the deposition on

heat exchanger surfaces during combustion of pulverised wood in a 80 MWth down-fired

boiler. In this work the authors investigated the effect on deposition of adding peat and

elemental S to boiler. In both cases this caused emissions of SO2 to increase, to a maximum

of 105ppm for 5% peat and 0.1% elemental sulphur added. In addition to increasing

SO2 emissions and the sulphur content in the ash, the authors report an increase in HCl

emissions and a decrease in Cl deposition.

Nordgren et al. [2013] also studied the deposition nature of biomasses fired as a PF. The

authors note the relative dearth of publications relating to suspension firing of biomass

(as opposed to bed or grate firing) and denote it as being due to the technique being rel-

atively new. The work provides an in depth analysis of ash formation and deposition due

to the cofiring of straw with wood and bark at a scale of 100–150 kW in a horizontally
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fired LNB, staged with 40% of the combustion air being delivered by the tertiary stream.

While the majority of the work focusses on detailed evaluation of changes in ash oxide de-

position some combustion process measurements are reported. For the range of biomass

blends the gas temperature in the furnace was measured in the range of 1100–1200 ◦C

and exit O2 concentrations of 3–4% were used (6% for straw/bark cofiring). Emissions

of CO were found to be <120 mg/Nm3. Emissions for the relatively S-rich straw (0.13%)

were 155 mg/Nm3 which corresponded to 44% of fuel-S being converted to SO2. Blend-

ing of the straw with wood and bark reduced this conversion to 17–30% and 11–22%,

respectively. The finer ash particles were found to be rich in K, Cl and S while the larger

ash particles were found to also contain considerable amounts of Si and Ca. Through

comparing experimental ash with modelled predictions the authors conclude that the fast

heating rate and relatively short residence time (compared to other biomass combustion

options) is largely responsible for non-equilibrium behaviour of the ashes produced.

Also noting a lack of research in the area, Lin et al. [2009] investigated the impact of

air staging on emissions of NOx and CO when firing wood (beech saw dust) and cofiring

wood and straw in a 20 kW PF boiler. The authors report on parameters used to define an

optimum location for OFA and extent of oxidant staging though conclude that precise op-

timisations for a given furnace are fuel dependent. Figure 2.13 shows a minimum in NOx

emissions in the range λ = 0.75–0.85 for an overall excess of 25% while Figure 2.14 shows

that below values of approximately λ = 0.9 emissions of CO increase substantially. This

is thought to reflect a loss in combustion efficiency as the residence time in the oxidising

section is too short to allow complete combustion to occur. Temperatures in the 1.85 m

furnace vary from around 1200–800 ◦C during wood combustion with the maximum typ-

ically found approximately 300 mm downstream of the burner throat. As the level of

staging increased (decreasing λ) temperatures in the top of the furnace initially increased

until λ ≈ 0.9 after which temperatures began to gradually decrease with decreasing λ. As

observed in coal combustion, increased staging tended to increase temperatures further

down the furnace as combustion was delayed. When cofiring two biomasses the syner-

gistic effect seen when cofiring biomass with coal was also observed with a reduction of

conversion of fuel-N to NOx compared to the individual fuels.
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Figure 2.13: Variation in emissions of NO due to oxidant staging at 20 kW [Lin et al.,
2009]

Figure 2.14: Variation in emissions of CO due to oxidant staging at 20 kW [Lin et al.,
2009]
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2.6 Oxygen-enriched air combustion (OEC)

Combustion of fuels in oxygen-enriched air aims to combine the best features of post-

combustion capture and oxyfuel combustion for CCS [Smart and Riley, 2012]. The concept

involves enriching the oxygen concentration of combustion air in order to increase the CO2

concentration in the flue gas. While requiring a considerably smaller air separation unit

than full oxyfuel firing the process benefits from increased CO2 concentrations by increas-

ing the efficiency of a PCC separation process, reducing the amount of medium required

to separate the CO2 and reducing the size of the PCC system, ultimately reducing cost and

the efficiency penalty of PCC [Smart and Riley, 2012, Zanganeh and Shafeen, 2007]. OEC

also offers potential benefits over oxyfuel combustion. By using air to form some of the

combustion gas, many of the performance criteria for oxyfuel combustion may be relaxed.

In particular the need for high-purity O2 is negated and air leakage into the system is less

of a concern. On a practical basis this means that the boiler can be operated at a negative

pressure, removing the risk of exposing operators to combustion gases, and in retrofitting

terms this allows conventional air-driven fuel handing systems to be used, considerably

reducing the retrofit cost [Zanganeh and Shafeen, 2007]. The concept of OEC, originally

implemented as a low-NOx measure by Praxair in the USA [Thompson et al., 2004], drew

interest in CCS-related work in Europe (since due to compression and recycling of flue

gas, reductions of NOx in the boiler is particularly important) and was investigated as part

of the EU Enhanced Capture with Oxygen Scrubbing of CO2 (ECO-Scrub) project which

ran from 2007–2010 [Riley et al., 2013]. As a developing technology this technique has

been investigated both in experimental and modelling studies. The focus of this work is on

experimental research and literature reported for laboratory bench scale and pilot-scale in

larger test facilities is discussed in this section.

2.6.1 Bench-scale tests

Although laboratory scale experiments cannot replicate the exact conditions experienced

in industrial-scale furnaces, small-scale work is useful for quickly and economically evalu-

ating larger scale practices. The work of Gil et al. [2012b] notes that too many differences

exist between bench and industrial scale combustion for results obtained in a laboratory

to be able to be directly scalable to industrial furnaces. However, Davini et al. [1996]

showed that data extracted from bench-scale techniques such as thermogravimetric ana-
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lysis (TGA) correlates with phenomena witnessed during larger-scale combustion. For this

reason qualitative comparisons are valid and TGA is often used in initial industrial stud-

ies considering changing fuels, for example [Wang et al., 2011]. In light of this TGA is

recognised as a useful analogue for full-scale combustion and has been widely adopted to

assess trends in fuel reactivity in both air and OEC scenarios.

Table 2.8 presents a synthesis of a selection of the many TGA results presented for fuels

combusted in OEC. While exact results tend to vary between fuels, the following trends

towards increase rate of combustion are highlighted when [O2] of the combustion atmo-

sphere is increased and temperatures are greater than ∼250 ◦C:

• the temperature at which ignition of the volatiles (Tig) occurs tends to reduce

• the temperature at which burn out of the char (Tbo) occurs tends to reduce

• the maximum combustion rate (DTGmax) tends to increase

The work of Murphy and Shaddix [2006] is complementary to the TGA results presen-

ted. In this work an EFR was used to investigate the effect on coal particle burning rates

during combustion in a range of [O2]. The work concludes that oxygen enrichment accel-

erates combustion due to increasing the char particle temperature which results in shorter

burnout times and more intense combustion. Figure 2.15 shows that during the early

stages of combustion (residence time <100 ms) increasing oxygen concentration can sub-

stantially increase the rate of char burnout and volatile release which together result in a

shorter more intense flame.

Comprehensive analysis of particle combustion for four coals and sugar cane bagasse in

a range of [O2] conditions combusted in drop tube furnace (DTF) was carried out by

Khatami et al. [2012]. The findings support those presented above for TGA and EFR

with the authors noting: “Increasing the oxygen mole fraction in N2 , increased flame and

char surface temperatures, and decreased burnout times; particles of all fuels burned more

intensely with an increasing tendency of the volatiles to burn closer to the char surface.”

2.6.2 Larger-scale tests

In the work by Thompson et al. [2004], the development of OEC as a low-NOx technology

involved testing coal combustion under a range of oxygen-enriched and oxidant-stage

settings. In the initial stages of the project, researchers at the University of Arizona used a
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Figure 2.15: The effect of OEC on char burnout (left) and flame for coal particles burning
in an EFR [Murphy and Shaddix, 2006]

17 kW down-fired combustor to experiment with two coals being fired in residence times

of approximately 2 s. Due to commercial sensitivity, little data is available regarding the

specifics of the findings. However, Figure 2.16 presents the effects on NOx emissions

from one of the coals being fired in combustion atmospheres of air and of 25% O2 at a

variety of levels of staging. Though the extent of staging cannot be read from the graph,

the results show that although in unstaged conditions NOx emissions are greater in OEC,

under staged combustion NOx emissions from OEC are lower than air-staged combustion.

The OEC with oxidant staging was then successfully shown to reduce NOx emissions at

44 MW scale and ultimately marketed as a low-NOx technology by Praxair [2004].

In the ECO-Scrub report an attempt was made to validate a NOx combustion model

tailored to oxygen-enriched combustion. The model aimed to investigate the interac-

tion between turbulence and chemistry in order to explain the change in priority of NO

formation routes (from mainly fuel-NO in an air-fired baseline to thermal-NO formation

in O2-enriched conditions). However, when compared to experimental measurements of

coal combustion the model predicted NOx emissions of 578ppm. This was considerably

higher than the measured value of 306ppm, suggesting a need for continued experimental

work to expand understanding and validate continuing development in advanced com-

puter modelling. The relevant experimental findings of ECO-Scrub programme, expanded

and presented in the academic literature by Daood et al. [2011], Nimmo et al. [2010] and
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Figure 2.16: Effect of variation in λ on emissions of NOx for air firing and OEC of coal
[Thompson et al., 2004]

Smart and Riley [2012] are detailed below.

Daood et al. [2011] used a 20 kW down-fired PF combustor to investigate the effect of

OEC on NO emissions and combustion efficiency. The study focussed parametrically on

varying the extent of oxidant staging (λ = 1.16–0.7) while employing various levels of O2-

enrichment (ranging from 21–100% in the secondary and OFA flows). The work confirms

the findings of Thompson et al. [2004] that under staged conditions OEC can reduce

NO emissions while simultaneously increasing combustion efficiency, measured as carbon

burnout in the ash tracer method. At high levels of oxidant staging of λ = 0.8 and 0.7 a

broadly linear reduction in NO emissions was observed. Increasing [O2] in the secondary

stream as NO emissions were found to reduce from 325–450ppm to 250–325ppm and

from 350–550 to 350–375 for λ = 0.8 and 0.7, respectively, for a range of OFA enrichment

levels. However, at λ = 0.9 the results shown in Figure 2.17 were found. At λ = 0.9

(22% staging) a peak in NOx emissions was observed when O2 in the secondary air was

enriched to [O2] = 70% with overall [O2] ranging from 26.4–30.4%. A wide range of

reasons for this peak, which wasn’t observed for the high extent of staging, was analysed

by the authors, though highlighting the precise reasons for this peak is complex. The

work concludes that the swirl number of the flame is relatively constant across the range

of enrichment levels, though the swirl intensity and associated degree of mixing may

be reduced with decreasing secondary oxidant mass flows. OEC was found to operate

at higher temperatures near the burner than air-fired both under staged conditions with
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Figure 2.17: Effect on emissions of NO due to increasing O2-enrichment in secondary and
OFA streams for λ = 0.9 for coal-fired combustion [Daood et al., 2011]

temperatures increasing by ∼ 150 ◦C for λ = 0.9–0.8 and by ∼ 100 ◦C for λ = 0.7. As [O2]

of the secondary flow increased temperatures near the burner were seen to increase. The

increase in temperature stabilised at various levels of [O2] in the secondary stream: at λ =

0.9 temperatures rose to ∼1450 ◦C by 70% secondary [O2] before levelling off; for λ = 0.8

a similar temperature was attained at 60–70% secondary [O2]; while at λ = 0.7 maximum

temperatures of ∼1350 ◦C were reached when secondary [O2] was increased passed 30%.

The authors suggest increased temperatures near the burner may lead to an increase in

thermal-NO formation while also increasing the release of volatile N species. An increased

residence time in the reducing zone could lead to more fuel-N being ultimately reduced

to N2. However, too great a degree of oxidant staging may lead to reductions in burner

temperatures causing more N being retained in the char and subsequently released in the

oxidising region with a higher propensity to form NO.

Nimmo et al. [2010] report on similar work to that later reported by [Daood et al., 2011]

though in the earlier work an investigation into the effect of cofiring under OEC is also

presented. The authors fired hard Russian coal under oxygen enriched conditions with

the cotton stalk and shea meal reported in air-staged firing by [Munir et al., 2010]. The

work observes variation in NO emissions due to changes in the extent of enrichment of

secondary and OFA [O2] is dependent on the fuel(s) being fired and that trends at one

level of oxidant staging are not necessarily representative for a range of levels of oxidant

staging. This is highlighted by Figure 2.18 which shows the changes in NO due to changing
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Figure 2.18: Effect on emissions of NO due to increasing O2-enrichment in secondary and
OFA streams for λ = 0.9 (left) and λ = 0.8 (right) for coal cofired with 15% biomass. Key:
solid shapes - shea meal; hollow shapes - cotton stalk; triangles - 21% [O2] OFA; squares
- 100% [O2] OFA [Nimmo et al., 2010]

levels of secondary and OFA enrichment at both λ = 0.9 and 0.8. Combustion efficiency,

measured as carbon burnout, was observed to increase when cofiring compared to coal

firing in both air and OEC with the cotton stalk enhancing burnout slightly more than

the shea meal. Burnout also increased with O2 enrichment with the effect largest for

enrichment in the secondary stream. In summary, despite variations between fuels, the

results show significant reductions in NO emissions under staged, OEC of cofired fuels and

demonstrate increased carbon burnout under OEC compared to air firing of coal.

Smart and Riley [2012] reported on OEC of coal at 0.5 MW scale in a LNB with [O2]

varied between 19–27% with CO2 added to simulate dry recycled flue gas. The work

does not discuss emissions but investigates the effect of [O2] on radiative heat transfer

(RHF), convective heat transfer (CHF) and combustion efficiency (measured as carbon in

ash (CIA)). Dissimilar to the work above where flue gas [O2] was allowed to vary, for

the majority of the cases the authors vary the [O2] entering the burner while maintaining

exit [O2] at 3% hence reducing the excess O2 with increasing [O2]. The results show

an increase in RHF with increasing [O2] both near the burner and extending up to 2.5m

downstream. Increasing [O2] in the secondary stream was found to increase RHF over

increasing [O2] in the tertiary stream. A reverse trend was found for CHF as mass flow rate

of gas was reduced with increasing [O2]. Increasing [O2] was found to reduce CIA though

this effect was amplified when flue gas exit [O2] was increased (reductions from 6.5–

4.5% and 7–4% for fixed and unfixed flue gas [O2], respectively). The results suggested

approximately 23% [O2] would be required to best match the heat exchange profile of an

air based system but that in terms of increasing [CO2] in the flue gas while reducing the
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amount of O2 required from an ASU an [O2] of 27% was selected as the optimum case for

this work.

2.7 Oxyfuel combustion with exhaust gas recirculation

This section presents a critical review of relevant research in oxyfuel combustion, partic-

ularly focussing on combustion characteristics and emissions when firing pulverised coal

under a variety of combustion conditions1. The first suggestion of oxyfuel technology

to produce a CO2-rich flue gas was presented over three decades ago in an attempt to

produce a stream suitable for enhanced oil recovery in the USA [Abraham et al., 1982]

(in [Scheffknecht et al., 2011, Smart, O’Nions and Riley, 2010]). Since then, and par-

ticularly due to the development of CCS over the last decade, oxyfuel combustion has

received much attention in academic and industrial literature. The continuing interest in

the technology has created an enormous number of publications, summarised in part by

at least five review publications [Davidson and Santos, 2010, Fujimori and Yamada, 2013,

Scheffknecht et al., 2011, Toftegaard et al., 2010, Wall et al., 2009]. Use is made of these

reviews to provide a sufficient background of the research areas in oxyfuel technology2

before focussing more specifically on publications relevant to the current work. First, the

physical and chemical changes oxyfuel combustion brings compared to air-firing is briefly

introduced. This is followed by an overview of work on emissions of the oxides of ni-

trogen and sulphur before a review of the research of oxyfuel combustion of biomass is

presented.

Unlike post- and pre-combustion capture which remove the CO2 from the bulk gas, an

idealised oxyfuel process creates the conditions for combustion to produce only CO2 and

water by removal of N2 before combustion occurs. For the majority of cases of pulver-

ised fuel firing studied to date, in order to avoid excessive combustion temperatures, 60–

80% of flue gas is recycled into the combustor and mixed with pure O2 for combustion

[Toftegaard et al., 2010]. The flue gas from the process is substantially higher in CO2 with

water forming the major other constituent. Through removing water and performing gas

traditional clean up practices a stream ready for compression and ultimately injection into
1In this thesis, as noted in Section 1.13, ‘oxyfuel’ processes are considered those which burn fuel in a

mixture of pure O2 and recycled exhaust gas.
2while necessary for development of a holistic view of oxyfuel technology, a wide range of research includ-

ing for example the effects of burner design, mercury and SO3 emissions, recycle location and oxygen purity
are not included in this work
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Table 2.9: Typical composition of main gases present before and after combustion in air
and oxyfuel systems [Makino, 2005]

Location O2 (%wb) N2 (%wb) CO2(%wb) H2O (%wb)

Windbox - Air 21 79 0 small

Windbox - Oxyfuel 21–30 0–10 40–50 10–20

Flue gas - Air 3–4 70–75 12–14 10–15

Flue gas - Oxyfuel 3–4 0–10 60–70 20–25

a storage site is produced. A schematic of the process is shown in Figure 2.19 while typical

gas compositions found before and after combustion in air and oxyfuel firing are shown

in Table 2.9.

Figure 2.19: Schematic diagram of the oxyfuel combustion process, showing technology
validation status in the late 2000s [APGTF, 2009]

2.7.1 Ignition, burnout & heat transfer

As noted in Section 1.13, due to the long lifetime of conventional PF power plant, retro-

fitting oxyfuel technology to traditional air-fired combustors could be a potential route for

capturing CO2 from existing plant over the coming decades. However, in order to preserve

the optimised characteristics of the plant achieved under air-fired conditions, any retrofit-

ted combustor should attempt to match the thermal output in the radiative and convective

sections of the installed air-fired boiler. However, the replacement of N2 in air with CO2
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and water vapour creates issues with thermal matching since physical differences exists

between these gases, in particular their densities, specific heat capacities, diffusivities and

radiative heat transfer coefficients [Wall et al., 2009].

Variation in the physical properties of the main combustion gases is presented in Table 2.10.

Tappe and Krautz [2009] suggest the increased viscosity of CO2 compared to N2 may

hinder the diffusion of volatiles and combustion products from the surface of fuel particles

and similarly diffusion of O2 to the particle during char oxidation. Radiation is the main

mechanism for transfer of heat in conventional furnaces and the effect on heat transfer is

complex due to the higher density and specific heat capacity of oxyfuel mixtures. On the

one hand for a given amount of fuel a similar volume of gas of higher specific heat capacity

water would reduce the adiabatic flame temperature, reducing radiative heat flux. How-

ever, water, CO2, CO, SO2, soot, and particles of char and ash are all considered respons-

ible for radiative heat transfer [Toftegaard et al., 2010]. Thus, for a given temperature

increasing the gas concentration of particularly CO2 and water (and to some extent SO2)

will increase the radiative heat flux from the gas compared to air-firing. In order to take

account of changes in the physical properties of the gases involved in oxyfuel combustion,

changes to the composition of the combustion atmosphere are required. This is typically

carried out by adjusting the amount of flue gas that is recycled to the combustor to dilute

the O2 and affecting the balance of increasing radiative heat transfer and diluting flame

temperature. This in turn affects the temperature and mass flowing through the later fur-

nace sections and thus the rate of convective heat transfer. Since many factors govern the

thermal output of a boiler, balancing oxyfuel thermal output with that of air-firing during

retrofitting necessitates trade offs which effect physical and chemical changes within the

furnace. Figure 2.20 shows increasing radiative heat flux is at the expensive of convective

heat flux. In practice the precise level of recycled flue gas and oxygen content required

to balance the thermal output with air-firing varies depending on the temperature of the

recycled gases and the fuel used. However, Smart, O’Nions and Riley [2010] suggest that

recycle ratio of 72–74% is air-equivalent and that slightly lower recycle ratios could be

used for new-build oxyfuel units corresponding to the higher [O2] shown in Table 2.9. In

short, the temperature - and therefore reaction kinetics - during oxyfuel combustion differ

to those seen in air-fired combustion.

Significant changes to the combustion atmosphere promotes the importance of two reac-

tions which are largely ignored during air-fired combustion: direct gasification of carbon
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Table 2.10: Physical properties at 1400 K of main gases present before and after combus-
tion in air and oxyfuel systems [Khare et al., 2008]

Property H2O O2 N2 CO2

Density (kg m−3) 0.157 0.278 0.244 0.383

Thermal conductivity (W m−1 K) 1.363e–01 8.721e–02 8.184e–02 9.719e–02

Specific heat capacity at const. pressure
(kJ/kmolK)

45.67 36.08 34.18 57.83

Dynamic viscosity (kg m−1 s) 5.018e–05 5.811e–05 4.877e–05 5.023e–05

Figure 2.20: The effect of flue gas recycle ratio on flame temperature, peak radiative
heat flux and convective heat transfer coefficient (HTC) redrawn by Davidson and Santos
[2010] from the work of Smart, O’Nions and Riley [2010]

by CO2 (the Boudouard reaction Equation (2.14)) and gasification of carbon by water

(Equation (2.15)) [Toftegaard et al., 2010].

The Boudouard reaction

CO2 + C
 2 CO

(2.14)

Gasification by water

C + H2O
 CO + H2

(2.15)

Substitution of N2 in air-fired combustion with recycled flue gas containing CO2 and in-

creased amounts of water has several effects on the initial stages of combustion. In the
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review by Davidson and Santos [2010] the authors highlight results for a variety of scales

that observe at similar [O2] ignition is delayed in a CO2-rich environment. Molina and

Shaddix [2007] studied the effect of increasing [O2] from 21–30% on ignition and de-

volatilisation of pulverised coal particles with CO2 and water as diluents in a laminar

EFR. The work observes delayed ignition in CO2 atmospheres due to the increased specific

heat capacity and accelerated ignition in higher [O2] due to increasing mixture reactiv-

ity. In later work, Shaddix and Molina [2009] used higher resolution imaging and higher

temperatures to further study the phenomenon. In the later work the authors confirm

CO2 delays ignition and suggest as well as increased specific heat capacity, the ability of

CO2 to reduce the radical pool required during ignition may be responsible. The diffusiv-

ity of volatiles and O2 in CO2 is also highlighted as slowing the devolatilisation process.

Kiga et al. [1997] showed that the flame propagation speed in oxyfuel environments was

slower than for air-fired cases and this was largely attributed to the higher specific heat

capacity of CO2. The majority of literature published in this area suggest [O2] levels of

27–35% may be required for similar combustion properties - including ignition charac-

teristics, flame luminosity and flame temperature - to those observed in air-fired cases,

though the actual level is often seen as fuel dependent with lower rank fuels exhibiting

greater responsiveness to changes in [O2] [Davidson and Santos, 2010, Man and Gibbins,

2011].

Increased fuel reactivity in high [O2] in oxyfuel environments has been observed in a wide

range of bench-scale studies. Liu [2009] suggests that at slower heating rates present in

TGA studies the effect on combustion when switching between between N2 and CO2 as the

diluent is much reduced because the TGA device works to maintain constant temperatures.

However, increasing [O2] is reported to accelerate and intensify the combustion process.

Towards the higher end of TGA heating rates many other published works show although

[O2] is more important, slight delays to ignition in CO2-based atmospheres, for example

[Wang et al., 2012, Yüzbaşı and Selçuk, 2012].

Experiments with coal in drop tube furnaces (DTF), EFRs and in TGA pyrolysis work have

shown that during the devolatilisation process the presence of CO2 increased the release

of volatile components compared to an inert N2 environment at temperatures near the

combustion range [Gil et al., 2012b, Meng et al., 2013, Rathnam et al., 2009, Wang et al.,

2012, Yüzbaşı and Selçuk, 2012]. This is largely attributed to the gasification reactions

which as Liu [2009] highlights are unlikely to be witnessed in non-isothermal oxidising
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TGA. This is because in TGA devices the combustion reactions tend to occur at lower

temperatures than the gasification reactions [Wang et al., 2012]. Comparison between

different temperatures, experimental set ups and gas compositions has caused some com-

plexity with regards to the reactivity and ultimate burnout of chars in the combustion

environment. Wall et al. [2009] found an increase in burnout in oxyfuel conditions in

opposition to much reported literature, for example [Borrego and Alvarez, 2007]. Fur-

ther work in this area has identified that most results comparing char combustion in N2-

and CO2-based environments tend to indicate that the CO2 environment creates a slightly

more reactive char. However, the CO2 boundary layer surrounding a particle reduces

oxygen diffusivity and particle surface temperature compared to an N2 surrounding envir-

onment. In addition, increased [O2] increases char particle temperatures through faster

oxidising of CO to CO2, while the Boudouard reaction reduces particle temperature due

to its endothermic nature [Hecht et al., 2011]. The extent to which each of these stages

occur depend on local gas concentrations (including water vapour which is not considered

in this work) and particular properties for a given fuel hence creating a complex overall

effect balancing kinetics and mass diffusion to ascertain the overall rate of combustion

[Scheffknecht et al., 2011, Shaddix and Molina, 2009]. Variation between experiments in

temperature, residence time and [O2] affect the competition between the chemical rate

increase and mass transfer rate decrease which has led to the mixed results. In general,

in order to equal or improve on ignition performance and burnout observed for air-firing,

[O2] of 27–35% is required with 30% often cited as the air-equivalent [O2].

Tests at pilot scale tests tend to confirm most of the findings from smaller-scale experi-

mentation. Liu et al. [2005] found that in similar [O2] at 20 kW firing oxyfuel combustion

tended to produce lower combustion temperatures, resulting in lower burnout of the coal.

However, replacing the secondary air stream with [O2] of 30% created similar combus-

tion temperature profiles to air firing and operating the entire unit at 30% O2 in CO2

increased the gas temperatures along the furnace. Under staged and unstaged oxygen-

enriched oxyfuel conditions, the combustion efficiency was found to increase compared

to the air-firing case. Andersson [2005] similarly observed temperature reductions when

firing coal at 21% O2 at 100 kW scale; however, increasing [O2] to 27% in CO2 tended

to result in similar gas temperatures to air-firing. Although temperatures were close to

those experienced during air firing, the radiative flux was measured to be greater in the

oxyfuel environment in the 100 kW tests. Tan et al. [2006] observed that temperatures
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at 35% [O2] were greater than air firing and resulted in greater heat transfer fluxes along

the length of the furnace when oxyfiring at 0.3 MW.

2.7.2 NOx emissions from oxyfuel combustion

The majority of experiments at a representative scale tend to show that NOx emissions

decrease in oxyfuel atmospheres compared to air-firing [Davidson and Santos, 2010,

Fujimori and Yamada, 2013, Scheffknecht et al., 2011, Toftegaard et al., 2010, Wall et al.,

2009]. For example, Liu et al. [2005] found reductions of 20% in unstaged conditions

and reductions below those achieved in air-firing under staging (as low as 7.5% of fuel-N

converted to NOx) in their experiments at 20 kW with fuel-N content of 1.62%. Andersson

[2005] also found reductions at 20 kW scale which where slightly more favourable than

air-firing under staged and unstaged conditions. Under unstaged conditions tests with two

coals showed emissions fell from 375–250 and 382 to 322 mg MJ−1 in a 27% [O2] oxyfuel

atmosphere. When staging was employed emissions under oxyfuel conditions were con-

sistently lower than the air fired case finding a minimum at 71 mg MJ−1 for λ = 0.75 and

a 3 s residence time in the reducing zone when firing a South African bituminous coal. Tan

et al. [2006] fired a bituminous, a sub-bituminous and a lignite coal using a 0.3 MW fa-

cility. The first coal showed slightly higher NO emissions under oxyfuel conditions though

this was explained by not optimising the burner to operate in low-NOx mode under oxy-

fuel conditions ([O2] = 35%, RR = 45%). For the second coal, although [NO] increased

for oxyfuel conditions ([O2] 35% RR = 37–38%) this was negated by the reduced flue gas

volume in oxyfuel firing. When firing the third coal the burner was optimised for low-NOx

firing in oxyfuel operation which effected a 74% reduction in NO emissions on a mass/

energy basis. This final finding agreed with Liu et al. [2005] that current low-NOx tech-

nologies are expected to be applicable to oxyfuel firing and that recirculation of flue gas

also provides significant reductions in NO emissions [Fujimori and Yamada, 2013].

Although experimentally reductions are observed, the complex interplay of NOx formation

detailed in Section 2.3.1 predicates reasoning for such reductions is still the subject of

debate. Sarofim [2007] noted that the reduction is essentially due to either a reduction

in the conversion of fuel-N to NOx or due to increased destruction of NOx formed. An

analysis of mechanisms reducing NOx emissions was reviewed by Normann et al. [2009].

Davidson and Santos [2010] combine this review with the work Mackrory and colleagues
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Table 2.11: Suggested reasons for reductions in NOx emissions during oxyfuel combustion
[Davidson and Santos, 2010, Mackrory and Tree, 2009, Normann et al., 2009]

Mechanism Method of reduction

N2 reduction prevents thermal- and prompt-NO formation

increased [O2] more attached flame

increased [NO] limits conversion of fuel-N to NO

flue gas recycle reduction of recycled NOx to N2 in the fuel-rich flame zone

temperature changes
high temperature and low [N2] could promote reverse thermal

(Zeldovich) mechanism

increased residence times in
fuel-rich regions

greater opportunity for NO to be reduced to N2

significantly lower [NOx] in
oxyfuel combustion

reduces propensity to form NO

increased volatile yields
increased ability to reduce NO from volatiles & reduced NO formation

from char

reburning increased soot, CO and char may provide mechanism for NO reduction

gasification reactions increased importance of gasification reactions

undertook in proposing their oxyfuel NOx model (given in [Mackrory and Tree, 2009])

and highlight ten possibilities for the reductions in NOx emissions in oxyfuel combustion.

A brief outline of the mechanisms presented is given in Table 2.11.

2.7.3 SOx emissions from oxyfuel combustion

Oxyfuel combustion appears to have little effect on the formation of SO2 when compared

to air-firing in once-through systems but SO2 emissions have been observed to reduce

when FGR is employed. Both Liu et al. [2005] and Andersson [2005] report negligible

changes to SO2 emissions in once-through 20 kW systems. Tan et al. [2006] reports that

the effect of recycling the flue gas without SO2 removal and the reduced flue gas volume

in oxyfuel combustion causes an increase in flue gas [SO2] but that actual emissions were

slightly lower than air-firing with more sulphur captured by ash and deposits upon furnace

and heat transfer surfaces. In the results presented in the review paper by Scheffknecht

et al. [2011] significant reductions of SO2 emissions of up to a third compared to firing

in air are noted. Toftegaard et al. [2010] and Fujimori and Yamada [2013] summarise

that increased conversion of SO2 to SO3 is likely to occur on account of the higher [SO2]

which, along with the increased moisture content, could increase the acid dew point for

flue gases potentially creating corrosion issues should H2SO4 be formed [Wall et al., 2009].

Increased [SO2] also increases the propensity for sulphur to be taken up by ash or deposit
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particles. While SO2 emissions alone are similar or less than witnessed in air-firing, con-

cerns have been raised with respect to both SCR and SNCR applications where removal of

NO is favoured by excess of ammonia. Reactions between ammonia and SO3 are known

to create ammonium bisulphate which has a high propensity to stick to surfaces it impacts

leading to increased fouling and potential clogging of catalysts in SCR [Nordstrand et al.,

2008, Toftegaard et al., 2010]. The oxidation state of sulphur in oxyfuel systems has been

linked to an increase in emissions of other trace elements, in particular mercury [Font

et al., 2012]. Understanding of the interplay between mercury and sulphur emissions

is still developing and, since biomass fuels contain very low levels of these elements, is

considered beyond the scope of this thesis to explore this issue further.

2.7.4 Oxyfuel with biomass

Despite a large amount of work focussing on coal-fired oxyfuel and air-fired cofiring, rel-

atively little information has been published investigating biomass combustion under oxy-

fuel conditions. Indeed the review paper by Toftegaard et al. [2010] reports only three

papers on the subject [Arias et al., 2008, Borrego et al., 2009, Fryda et al., 2010]. Since

2010 increased attention for Bio-CCS at national and international level has driven more

interest in the subject. This section details an overview of relevant published work. Find-

ings of biomass oxyfuel combustion are separated into bench scale, pilot-scale and corro-

sion studies.

2.7.4.1 Bench-scale results

Borrego et al. [2009] performed fast pyrolysis at a temperature of 950 ◦C in N2 and CO2

environments in DTF experiments with two woody biomasses and rice husks. Unlike many

other works, the results show for all fuels that although the mass loss in the DTF was

greater than the volatile matter content found during proximate analysis (confirming in-

creased devolatilisation at increased temperatures) a higher weight loss was observed in

the N2 environment compared to the CO2 atmosphere.

Farrow and Snape [2010] studied the effect of pyrolysis of sawdust samples in a a TGA

device (β = 150 K min−1) with subsequent combustion of the chars formed in a 21% [O2]

environment. The work found that reducing particle size increased burnout reactivity
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but had little effect on volatile yield which was much more dependent on temperature

of devolatilisation. Increasing devolatilisation was reported to increase the amount of

nitrogen released from the char.

Arias et al. [2008] used an EFR to study ignition and burnout properties of a high volatile

bituminous coal blended with eucalyptus at 10 and 20 % BBR under air and three oxyfuel

atmospheres (21, 30, 35% [O2]). In air blending with biomass reduced ignition temperat-

ures and had a marginally beneficial effect on burnout. At the 21% O2 oxyfuel atmosphere

ignition improved slightly with BBR though was considerably slower than firing under air.

Increased [O2] increased the ignitability of the blends and ignition temperature also fell

slightly for increasing BBR in oxygen-enriched conditions. Under oxygen-enriched condi-

tions the burnout of the blends was considerably improved by blending.

Riaza et al. [2012] performed experiments using similar atmospheres and BBR to Arias

et al. [2008] with two different coals and olive waste burned in an EFR. Ignition (as

defined by when 10% of the non-water material had left the particle) was delayed in

an oxyfuel environment comparable to air, but accelerated in experiments at 30% [O2].

Increases in BBR were also found to accelerate ignition and also burnout of the fuel.

Compared to air-firing burnout was found to be reduced in 21% [O2] oxyfuel environment

but increased at 30 and 35% [O2]. Reducing the excess O2 in the EFR was found to reduce

the burnout. NO emissions were reported as falling with increasing BBR with the less

reactive coal which the authors suggest is due to the reduction of NO formed by CO and

char particles as reported by other researchers. Variation of [O2] had little effect on NO

emissions in oxyfuel conditions which were found to be lower than air-firing in all cases.

When firing with the more reactive coal, the decrease in NO emissions with increasing

BBR was not witnessed for oxyfuel conditions despite being observed for air-firing case

and both cases for the semi-anthracitic coal.

A number of similar experiments have been carried out using TGA to investigate reactiv-

ity of biomasses and their blends in oxyfuel environments. Details of these experiments

are presented in Table 2.12. In summary, work at TGA scale complements the findings

of the pyrolysis and EFR work reported above. Similar to findings for coal-firing in oxy-

fuel conditions, simply substituting N2 with CO2 as the comburent tends to reduce the

reactivity of the combustion environment while increasing [O2] to 30% seems to provide

more favourable combustion conditions than observed for air firing. Similar to findings
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for cofiring in air, biomass blending tends to improve the ignition properties of fuel mixes

and in most cases the ultimate burnout. Biomasses were found to be less responsive to

changes in combustion atmosphere than coals for most of the results reported. This may

be explained by the increased dependency of O-diffusion in char combustion which forms

a larger part of coal combustion than it does in the biomass cases.

2.7.4.2 Larger-scale results

Skeen et al. [2010] investigated NO emissions when cofiring sawdust waste and subbitu-

minous coal under air and 30% [O2] oxyfuel conditions at 30 kWth scale. In an unstaged,

non-swirling flame NO emissions were lower under oxyfuel conditions on a mass/ energy

basis (reducing from ∼90 to ∼60 ng J−1) but were not observed to reduce with increas-

ing BBR (up to 40%wt) when exit [O2] was maintained at 3%. In later modelling work,

Holtmeyer et al. [2012] suggest the coupling of the increased size of the biomass particles

with the reduction in flame length due to the increased [O2] and reduced secondary gas

flow rate caused more of the biomass particles to breakthrough the flame envelope and

devolatilise in the high temperature, high [O2] zone increasing the conversion of fuel-N

to NO as BBR increased.

Smart, Patel and Riley [2010] carried out work firing two coals with shea meal and saw-

dust at 0.5 MWth scale. Both biomasses were fired at 20%mass BBR and shea meal was

also fired with one of the coals at 40%mass BBR. The aim of the work was to investigate

the effect on burnout and radiative and convective heat transfer (RHF and CHF, respect-

ively) when varying the inlet gas composition to simulate variation in the flue gas re-

cycle rate (RR). The results observed show similar trends to those reported for coal-firing

[Smart, O’Nions and Riley, 2010] where increasing RR (and decreasing [O2]) decreases

RHF while increasing CHF. However, variations between fuels were observed with the

shea meal found to be more sensitive to RR than the saw dust. In general the addition of

biomass tended to reduce RHF compared to coal firing, particularly near the burner. The

authors suggest this is due to the increased moisture content and reduced calorific value of

the biomass volatiles compared to those from the coals, particularly for the high-moisture,

larger sawdust particles. In their conclusions the authors suggest that since the calculation

for oxygen requirement includes oxygen bound in the biomass, the coal ‘sees’ less oxygen

in the flame which may also reduce flame temperature and subsequent RHF. Working
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ranges of approximately similar heat transfer fluxes to air-firing of coal were found to be

achievable with all blends of coal and biomass with RR = 71–73%. However, the precise

RR range to achieve this varied between fuels and blends. Carbon burnout was generally

improved both by cofiring and oxyfuel conditions. The sawdust was found to be highly

reactive in all environments while the addition of shea meal had a smaller impact on

burnout with the authors suggesting this blend was more influenced by impact of cofiring

on temperature reduction, particularly in oxyfuel firing. Combustion temperatures and

exit gas species are not reported in this work.

2.7.4.3 Corrosion results

Although not a primary focus of this work, the impact of firing biomass in oxygen-enriched

and oxyfuel conditions on metal corrosion is important to the ability of the technology to

be deployed in commercial boilers. Thus, it is useful to include consideration of the little

work published in this area in this review of relevant literature.

Fryda et al. [2010] investigated ash formation when cofiring two coals with shea meal in

DTF experiments at 20%wt BBR. The results suggest the blend of fuels was more important

at determining deposition behvaiour than the combustion environment, which suggested

similar temperature profiles along the reactor and ash chemistry in a 30% [O2] in CO2

environment. The oxyfuel tests were found to increase the rate of deposition of fine,

easily dispersed dusts on the sampling collector. Blending biomass with coal tended to

reduce the deposition propensity, with reductions in deposition rates greater than would

be expected solely due to the reduced ash content of the biomass.

Syed et al. [2011] investigated the effect on corrosion of a number of steels with a variety

of coatings that may be expected to result from deposition in conventional boilers. Each

of the samples was exposed to synthetic flue gases representing air and oxyfuel cofiring of

coal and cereal co-product. In each situation the authors found that corrosion is enhanced

by firing biomass under oxyfuel conditions and for the most aggressive deposits the corro-

sion levels are greater than the industrial targets. The high levels of SO2 and HCl (6260

and 1700 ppmv, respectively) were thought to be responsible for the increased corrosion

under oxyfuel conditions. The authors note that increasing alloy contents of chromium

(Cr) and nickel (Ni) increase resistance to corrosion.
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2.8 Estimating kinetic parameters using thermogravimetry

A method of comparing fuel reactivity in different atmospheres was required in order to

qualitatively inform how different fuels may react under novel combustion environments

when fired at pilot scale. The kinetics of combustion are an important factor that govern

many aspects of the process; from the amount of heat generated for a given residence

time or distance through the furnace to the efficiency of combustion overall. One way that

kinetics can be investigated, which as the work in Tables 2.8 and 2.12 shows has often

been used for analysing fuel combustion, is through use of bench-scale experimentation

with thermogravimetric analysis (TGA).

During preliminary studies analysing TGA data it became apparent that commonly used

procedures for comparing reactivity between fuel combustion experiments were not ap-

propriate for this work. Some existing methods were found to involve a high amount of

effort (either experimentally or during analysis) which was difficult to justify given the

inherent limitations of modelling complex reaction as simple systems. Conversely, simpler

methods were found to be less robust with varying transparency of results reported and

unclear guidance of how multiple reaction systems can be analysed using methods derived

for single-reactions.

This led to the development of a methodology for reactivity analysis, which is detailed in

Chapter 4. This represents an extension of the work on TGA beyond that initially envis-

aged. Specific background material necessary for development of the method detailed in

Chapter 4 is presented here.

A brief introduction to some of the most common methods for extracting rate parameters

from TGA data is first presented drawing on several reviews and standard methods for

single reactions (or processes simplified to pseudo-single reactions) occurring in isolation.

Some widely known limitations of these methods are then presented with modifications

made by researchers to reduce their errors.

2.8.1 Obtaining relevant kinetic data

The application of data derived from bench-scale techniques by procedures that apply ho-

mogeneous, single reaction step models to groups of heterogeneous, parallel reactions has

been the subject of fierce debate in the literature [Flynn, 1997, Starink, 2003, Vyazovkin
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et al., 2011, White et al., 2011]. While the use of TGA to identify activation energies for

combustion of pure compounds is able to provide insight into combustion characterist-

ics, to claim a precise extraction of activation energies of the decompostition of complex

fuels such as coal or biomass is unhelpful. Defining an apparent activation energy is nev-

ertheless useful for initial fuel screening applications and as a method of qualitatively

explaining phenomena observed in larger scale applications. In using the apparent activa-

tion energy as a medium for comparison between fuels care should be taken to distinguish

between a chemical and apparent activation energy. White et al. [2011] suggest the chem-

ical activation energy, as derived for homogenous reactions, can either be defined as “the

energy threshold that must be overcome before molecules can get close enough to react and

form products” (as per molecular collision theory) or “as the difference between the average

energy of molecules undergoing reaction and average energy of all reactant molecules” (as

per transition state theory). Conversely, the apparent activation energy is interpreted as

“the whole complexity of processes occurring [. . . ] under the given experimental conditions”.

[White et al., 2011]

For kinetic analysis of the results of TGA an enormous number of methods have been sug-

gested to calculate the apparent activation energy and remaining members of the kinetic

triplet of the sample being tested. The wide range of options indicates a lack of an all-

encompassing solution and Flynn [1997] suggests that significant disagreement between

values calculated under different conditions and using different techniques renders com-

parison between literature values problematic. Here a non-exhaustive list of several of the

methods most commonly applied to analysing the decomposition of fuels are presented

drawn from three recent reviews of the subject [Starink, 2003, Vyazovkin et al., 2011,

White et al., 2011].

2.8.2 Single-step Arrhenius equation

Almost all models to describe the kinetics of combustion assume the isoconversional prin-

ciple and draw on the Arrhenius equation. This states that the rate constant for a reaction

(k, s−1) is a function of the pre-exponential function (A, s−1), the energy of activation

(EA, J mol−1), the universal gas constant (R, 8.314 J mol−1 K−1) and the absolute tem-

perature of the system (T , K).
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k = Ae−EA/RT (2.16)

For reactions considered in this work, the first three terms are considered to be independ-

ent of temperature over the temperature range of common combustion reactions thus the

rate constant is dependent only on the temperature. Combining this with the reaction de-

pendence on the conversion of reactant (f (α)) gives the well known reaction for change

of conversion with time ( dα/dt):

dα

dt
= kf (α) = Ae−EA/RT f (α) (2.17)

where the extent of reaction (α) is calculated by comparing the initial mass (mo), the mass

a given time (mt) and the mass at the end of the reaction (mt):

α =
m0 −mt

m0 −mf
(2.18)

Following slight rearrangement, Equation (2.17) becomes:

dα/dt

f (α)
= Ae−EA/RT (2.19)

For non-isothermal TGA experiments carried out at a constant heating rate, the rate of

temperature increase (β, K s−1) is defined as

β =
dT

dt
(2.20)

And so

dα/dT

f (α)
=
A

β
e−EA/RT (2.21)

2.8.3 Differential isoconversional approach: the Friedman method

One method, described by Friedman [1964], of solving this equation used extensively due

to its simplicity is to assume that the single-stage process is governed only by the order of
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reaction (n) as:

f(α) = (1− α)n (2.22)

So

dα/dT

(1− α)n
=
A

β
e−EA/RT (2.23)

Taking natural logarithms yields the following linear relationship.

ln

[
dα/dT

(1− α)n

]
= ln

A

β
− EA
RT

(2.24)

So plotting ln
[

dα/dT
(1−α)n

]
against 1/T should yield a straight line with gradient −EA/R and

intercept ln [A/β]. A range of sensible values for the order of reaction (n) are plotted and

a least squares regression coefficient is used to evaluate the best fit to the data.

2.8.4 Integral methods

An alternative that has been popular with many researchers is to integrate across the

generalised reaction, yielding:

g (α) =

∫ α

0

dα

f (α)
=
A

β

∫ Tα

0
e

−EA
RT dT (2.25)

If we define ζ = EA/RT then

g (α) =
AEA
βR

∫ ∞
ζα

e−ζ

ζ2
dζ =

AEA
βR

p (ζ) (2.26)

Where p (ζ) is known as the temperature integral and has no analytical solution. Various

approximations of this yield different methods of estimating the kinetic parameters using

the orders of reaction presented in Table 2.13.
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2.8.4.1 Flynn-Wall-Ozawa (FWO) method

One method of calculating the temperature interval is to use an approximation proposed

by Doyle [1962] which is applicable if 20 ≤ ζ ≤ 60:

log p (ζ) ' −2.315− 0.4567ζ (2.27)

which leads to the FWO method [Flynn and Wall, 1966, Ozawa, 1965] which has contin-

ued to be widely used and discussed in the literature, for example [Flynn, 1997, Ozawa,

1992, White et al., 2011]:

log β = log

(
A

EA
R · g (α)

)
− 2.315− 0.4567

EA
RT

(2.28)

Plotting log β against 1/T yields a point for each heating rate and the slope of the line

connecting these is is −0.4567E/R and the value of the intercept is then used to calculate

A.

2.8.4.2 Kissinger-Akahira-Sunose (KAS) method

Another approximation of the temperature interval by Doyle [1961] for 20 ≤ ζ ≤ 50

is:

log p (ζ) ' e−ζ

ζ2
(2.29)

which leads to the equally well-established KAS method [Akahira and Sunose, 1971, Kis-

singer, 1957, Starink, 2003]:

ln

(
β

T 2
m

)
= −EA

R

(
1

Tm

)
+ C2 + C3 . . . (2.30)

Where Tm is the temperature at the maximum reaction rate and a plot of points from

different heating rates of ln
(

β
T 2
m

)
against 1/Tm allows EA to be determined from the

slope of the line since the constants of integration (C2 and C3) are assumed not to depend

on β or Tm [Starink, 2003].
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2.8.4.3 Coats-Redfern (CR) method

Perhaps the most widely used procedure is the Coats-Redfern (CR) method [Coats and

Redfern, 1964, 1965] which uses a Taylor series expansion to approximate the temperat-

ure interval. The reaction is commonly assumed to be first order which yields the following

equation:

ln

(
− ln (1− α)

T 2

)
= ln

[
AR

βEA

(
1− 2RT

EA

)]
− EA
RT

(2.31)

This can be simplified since for normal values of EA (where 80 < EA < 260 kJ mol−1), as

2RT/EA � 1 to give

ln

(
− ln (1− α)

T 2

)
= ln

(
AR

βEA

)
− EA
RT

(2.32)

So, plotting ln
[
− ln (1− α) /T 2

]
against 1/T yields EA and A from data at only one tem-

perature heating rate.

2.8.4.4 Vyazovkin method

Vyazovkin and Dollimore [1996] suggest a more rigorous analysis using data from a num-

ber (q) of experiments at several (j and k) heating rates and a description of the temper-

ature interval as:

p (ζ) =

∫ Tα

0
eE/RTdT (2.33)

This function can then be approximated numerically or by use of the Senum-Yang approx-

imation [Senum and Yang, 1977]:

p (ζ) =

(
e−ζ

ζ

)(
ζ3 + 18ζ2 + 88ζ + 96

ζ4 + 20ζ3 + 120ζ2 + 240ζ + 120

)
(2.34)

The Vyazovkin procedure then iterates to minimise reduce the value of Γ (EA) which is

defined as:
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Table 2.13: Expressions for selected common reaction mechanisms in solid-state reactions
[White et al., 2011]

Reaction Order (n) f (a) = (1 − α)n g (a) =
∫ α
0
f (α)

Zero 1n α

First (1 − α) − ln (1 − α)

nth
(1 − α)n (n− 1)−1 (1 − α)(1−n)

Γ (EA) =

q∑
j

q∑
k 6=j

βkp (ζj)

βjp (ζk)
(2.35)

2.8.5 Non-isoconversional approach

A further alternative is provided by Zhang et al. [2009] who challenge the isoconver-

sional assumption. Rather than estimating a constant activation energy across the entire

reaction, this work modifies the Friedman method calculating activation energy and pre-

exponential factor as the reaction proceeds. Disregarding the isoconversional principle

and assuming a single reaction order yields the following relationship:

dα

dT
=
A (α)

β
e

−EA(α)

RT f (α) (2.36)

The values of A (α) and EA (α) are calculated using the B-spline curve fitting method and

then the equation is integrated using a fourth order Runge Kutta algorithm. The work

requires three separate sets of data at different values of β and then presents an averaged

value for A and EA.

2.8.6 Other considerations

Although the methods presented above differ in the way they estimate kinetic parameters,

several common issues deserve consideration here. The impact of the rate of temperature

increase (β), the compensation effect caused by non-unique kinetic triplets and methods

of testing how well the data represent the observed results are discussed below.
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2.8.6.1 Impact of rate of temperature increase

All of the methods above except the Friedman and Coats-Redfern procedures require re-

petition of the TGA experiments at different rates of temperature increase in order to

generate the plots required to estimate the kinetic parameters. It is therefore implicit in

their calculations that they assume the rate of temperature increase does not affect the ap-

parent activation energy. For well-mixed homogenous reactions this assumption may be

appropriate, though when considering heterogeneous reactions heat and mass transfer ef-

fects in real situations create gradients in temperature and species profiles within samples

undergoing combustion. Lu et al. [2010] showed that for biomass particles devolatilising

in an EFR the particles could not be modelled as spherical with effective diameters of

greater than 200–300 µm suggesting that species and temperature gradients within and

around the particle were non-uniform. Although TGA heating rates are generally orders of

magnitude lower than EFR, DTF and scaled combustion tests, as White et al. [2011] note:

“The dependence of biomass pyrolysis kinetics on heating rate is still unresolved with some

evidence supporting the notion that the use of different heating rates during biomass pyrolysis

has minimal impact [. . . ] and other data indicating that biomass conversion reactions are

kinetically slower at higher heating rates.”

2.8.7 The compensation effect

The compensation effect arises from estimating the values of the parameters in the kinetic

triplet from one data set which is known to produce non-unique solutions and is widely

reported in the literature [De Jong et al., 2007, Vyazovkin et al., 2011, White et al., 2011].

Particularly when attempting to minimise a function it may be that several triplets are

equally able to represent a line fitted to experimental data. Saddawi et al. [2010] note

that even when one of the parameters is fixed, as is often the case when modelling biomass

pyrolysis as a first order reaction, both high and low activation energies are reported for

similar samples. Vyazovkin et al. [2011] and White et al. [2011] both detail further

mathematical manipulations that allow approximation of unique solutions though these

involve several repetitions of experiments. Another option is to reduce the degrees of

freedom by fixing the value of one or two of the parameters within a range of known

values. For example many researchers suggest first-order reactions are appropriate for

fuel decomposition reactions while Li et al. [2008] fixed the pre-exponential function in
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their work. However, these further assumptions necessarily increase the potential for error

when predicting the values of kinetic parameters.

2.8.8 Method evaluation by reconstruction

In most examples of estimating the kinetic triplet from TGA experiments the accuracy of

the method is usually defined by the linearity of the model line created to experimental

data points. Realising that this does not necessarily evaluate how well the estimated para-

meters represent the experimental data (only the linearity of the line the model produces),

several researchers have instead used the values derived from the model to reconstruct the

decomposition data [Grønli et al., 2002, Skreiberg et al., 2011, Várhegyi et al., 2009]. The

authors then compare this reconstructed data with the experimental data and thus indic-

ate how well the estimated parameters predict the actual decomposition.

2.9 Research questions

From the review of relevant literature presented in this chapter a number of areas have

been highlighted where knowledge is lacking regarding the technological development of

combining biomass combustion with CCS, and in particular oxyfuel combustion. To date,

very little work has been published that focusses on the combustion of biomass in CCS-

relevant atmospheres at sufficient scale to usefully inform what will occur at industrial

scale. This is precisely the type of work that is necessary for the development of Bio-

CCS technology. In particular, very little work has focussed on the emissions of typical

pollutants and the impact on combustion characteristics of blending biomass with coal in

oxygen-enriched atmospheres. To explain results from such tests, it is useful to understand

how the reactivity of the fuels fired change in novel combustion atmospheres. Analysing

these changes in reactivity requires a robust method that can be rapidly applied without

expending significant resources. In light of this summary of the gaps in the relevant areas

of knowledge, the following research questions are proposed for this work:

1. Develop, test and evaluate a methodology to rapidly and robustly analyse variation

in the decomposition behaviour of biomass fuels in TGA experiments;

2. Use the above methodology to investigate the variation in reactivity and decompos-

ition behaviour of three UK-relevant energy resource biomasses in OEC and oxyfuel
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atmospheres;

3. Investigate the impact of the biomass blending ratio on pollutant emissions and

combustion characteristics for cofiring with coal in OEC conditions through cofiring

UK-relevant energy resource biomasses, including brownfield-derived biomass, at

20 kW scale;

4. Investigate the impact of oxidant staging on pollutant emissions and combustion

characteristics for cofiring with coal in OEC conditions through cofiring UK-relevant

energy resource biomasses, including brownfield-derived biomass, at 20 kW scale;

5. Investigate the impact of CO2-enrichment of the combustion atmosphere on pollut-

ant emissions and combustion characteristics for cofiring with coal in OEC condi-

tions through cofiring UK-relevant energy resource biomasses, including brownfield-

derived biomass, at 20 kW scale;

6. Investigate the impact of dedicated biomass firing in OEC and CO2-enriched com-

bustion on pollutant emissions and combustion characteristics, at 20 kW scale;
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Chapter 3

Experimental Methodology

3.1 Chapter overview

This chapter presents the experimental methodology used to generate the data presented

in Chapters 4 to 6. The first of the following sections details fuel characterisation tech-

niques that provide data which is used to inform experimental results such as proximate

analysis, ultimate analysis and particle size distribution. The method for obtaining exper-

imental data at TGA scale, the findings from which are used to help explain the results

from the 20 kW facilities, is then presented before a comprehensive account of the 20 kW

combustion facilities is provided.

3.2 Fuel characterisation

Five fuels were analysed in this work. Dr. Richard Lord supplied three biomasses grown

in the North of England as part of the BioReGen project [Pratt and Lord, 2010]: short-

rotation coppiced willow - Salix spp. - (SRC); miscanthus (MC) - Miscanthus giganteus

- and reed canary grass - Phalaris arundinacea - (RCG). RWE NPower supplied the shea

meal - Vitellaris paradoxa - (SM) which was included in the kinetics testing in order to

compare to previous work [Munir et al., 2009]. SM was not involved in the pilot scale

combustion tests which cofired the first three biomasses with Williamson coal (WC). All

of the UK-grown biomasses were harvested, dried and milled to pass through a 500 µm

seive, while the other fuels were presented as would be fired by commercial power plant

operators.
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3.2.1 Proximate analysis

Biomass proximate analysis was carried out by TGA analysis to estimate the amount of

moisture, volatile matter, fixed carbon and ash in each sample. Approximately 20 mg was

measured into a crucible of a Stanton Redcroft TGA device that was operated with a N2

atmosphere. Once air had been purged from the system each sample was heated from

ambient temperature to 388 K at a heating rate (β) of 20 K min−1. The sample was then

held at this temperature for ten minutes to ensure all moisture was removed. The sample

was then heated at a rate of 20 K min−1 to 1173 K where it was held for 20 minutes to

ensure pyrolysis was complete. Air was then introduced to the chamber and a further 20

minute period was allowed to permit full oxidation of the sample char. Examples of the

mass loss and derivative thermogram (DTG) curves for the fuels are shown in Figure 3.1.

The moisture content of the biomasses was calculated as the mass loss between the onset

of the TGA and that at a temperature of 393 K to allow for mass loss observed during any

temperature overshoot of the TGA device when approaching 388 K. Although the release

of volatiles occurred across different temperature ranges for the samples, by a temperature

of 873 K the DTG curves for each biomass sample suggested the main devolatilisation

reactions had completed and the difference between mass at this temperature and at 393 K

was taken as the mass attributed to volatile matter. The difference between the final mass

and the mass at 873 K represents the fixed carbon. The final mass is attributed to ash. The

masses were normalised to the starting mass to convert the amounts to the percentages

presented in Table 3.1. Results for the biomasses were found to agree with ranges in the

literature [Vassilev et al., 2010]. Confidence was also enhanced as results also agreed

with those obtained for smaller samples tested under a higher heating rate (∼5 mg at

40 K min−1). All coal analysis data were provided by Knight Services.

The analysis shows on an as received basis SRC and MC both display relatively high levels

of volatile matter (72.4 and 74.0%, respectively) with low amounts of ash (2.9 and 3.3%).

RCG displays an ash content almost as high as coal (8.1% compared to 9.0%) though like

SRC and MC about double the moisture content of coal (6% compared to 3%). SRC, MC

and RCG contain approximately one third of the fixed carbon content of coal. The results

of the SM analysis show it exists somewhere between the other biomasses and coal with a

lower VM, higher FC and higher ash content than most of the biomasses.

The DTG for MC and SRC are very similar showing a distinct shoulder at ∼590 K which
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Figure 3.1: Results of biomass proximate analysis showing for increasing temperature the
mass loss and its first derivative (DTG) with respect to temperature

is thought to represent the transition from hemicellulose to cellulose decomposition con-

trolling the overall decomposition. RCG shows a similar decomposition profile though

with slightly more decomposition attributed to the lower-temperature hemicullose de-

composition and less to the cellulose stage. The onset of decomposition for all three of

these biomasses is approximately 470 K with the highest rate of mass loss in the range

630–640 K. Between 670–873 K a slow, decreasing mass loss is observed for all samples.

This is thought to represent the most thermally stable lignin compounds with the mass

loss due to the more reactive lignin compounds being hidden behind the decomposition of

hemicellulose and cellulose. SM decomposition begins ∼50 K earlier and displays a differ-

ent profile to the other biomasses with less intense peaks and a wider temperature range

over which decomposition is observed. WC shows a significantly different decomposition

with a far lower amount of volatile matter being released mainly at temperatures >700 K

with the decomposition showing a less defined peak and a continued slower mass loss

until approximately 1100 K.
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Table 3.1: Combined results of fuel characterisation studies

Fuel WC SRC MC RCG SM

Proximate Analysis (%), ar:

Moisture 3.4 6.0 5.5 5.8 7.5

Volatile matter (VM) 33.9 72.4 74 68.5 53.8

Fixed carbon (FC) 53.7 18.7 17.3 17.6 31.9

Ash 9.0 2.9 3.3 8.1 6.9

Lignocellulosic Content(%), ar:

Hemicellulose N/A 11.7 22.4 27.5 10.9

Cellulose N/A 48.0 47.6 31.2 2.9

Lignin (ADL) N/A 14.0 6.0 -2.0 24.4

Lignin (Klason) N/A 27.2 23.0 20.0 41.6

Ultimate Analysis (%), ar:

C 72.0 47.7 46.4 42.2 48.6 a

H 4.5 6.0 5.8 5.4 5.9 a

N 1.7 0.4 0.3 1.4 2.9 a

S 1.9 0.0 0.0 0.0 0.2 a

Ob 10.9 43.0 44.3 42.8 37.5 a

C:H 15.9 8.0 8.0 7.8 8.3 a

C:O 6.6 1.1 1.0 1.0 1.3 a

Heating Value (MJ/kg), ar:

Experimental NCV 28.3 17.6 17.8 15.8 17.2

Theoretical NCV 28.2 17.7 16.9 15.2 18.5
a Shea meal data from Nimmo et al. [2010]; b By difference
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3.2.2 Ultimate analysis

Ultimate analysis was performed to measure the relative amounts of the main compon-

ents in each sample. For each fuel 3.25 ± 0.3 mg of sample was accurately weighed out.

Each sample was then tightly encapsulated in aluminium foil and loaded into a Thermo-

Scientific Flash 2000 CHNS Analyser. Samples were run in duplicate and if the results

did not corroborate a further analysis was run until reproducibility was achieved. Oxy-

gen was calculated by difference. The averages of reproducible results are presented in

Table 3.1.

3.2.3 Hemicellulose, cellulose and lignin content

Analysis of the lignocellulosic contents of biomass is conducted by several wet chemistry

stages, detailed concisely by Carrier et al. [2011]. The (Klason) lignin content of a sample

is that which remains insoluble in H2SO4 after two hours under concentrated conditions

and then a further four hours of boiling of the diluted solution. The amount of neutral

detergent fibre (NDF) is the organic matter not solubilised after one hour of heating un-

der reflux in a neutral detergent solution of sodium laurylsulphate in presence of a 98 ◦C

thermoresistant amylase. The acid detergent fibre (ADF) is the material not solubilised

after one hour of heating under reflex in an acid detergent solution of acetyltrimethylam-

monium bromide in 0.5M sulphuric acid. The acid detergent lignin (ADL) is the amount

of matter not solubilised after three hours of extraction with a 72%wt sulphuric acid solu-

tion and includes lignin and ash. The amount of hemicellulose, cellulose and lignin is

then calculated according to Equations (3.1) to (3.3). This analysis was carried out by Dr

Sue Lister at Aberystwyth University. The results are presented in Table 3.1. The negative

value for lignin derived using the ADL method arises as the ADL measured value is less

than the ash content of the fuel which suggests some of the ash components are solubilised

by acid solutions. While this is less apparent for the samples containing lower amounts

of ash, the relatively high ash content of the RCG (8.1%) and ability of acid solutions to

solubilise ash compounds, particularly Ca and Na, shown by Kim et al. [2003]. While the

Klason and ADL methods for measuring lignin appear similar differences of the magnitude

observed in Table 3.1 are common, as shown by Carrier et al. [2011].
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Hemicellulose = NDF− ADF (3.1)

Cellulose = ADF− ADL (3.2)

Lignin (ADL) = ADL− Ash (3.3)

(3.4)

3.2.4 Volatile species

During the data acquistion for the proximate analysis, analysis of the species evolved dur-

ing devolatilisation was conducted by passing the exhaust stream to a Fourier-Transform

Infra-red (FTIR) spectrometer as shown in Figure 3.2. The Gram-Schmidt absorbance is

shown for all fuels in Figure 3.3 while a three-dimensional plot of relative absorbance and

wavelength over time is shown for each fuel individually in Figure 3.6. Although direct

comparison between the magnitudes of these data cannot be complete due to scaling dif-

ferences attributed to variation in moisture, ash and FC content between the fuels, the

Gram-Schmidt curves in Figure 3.3 allow general trends to be extracted. Comparison with

TGA data suggests a short delay of up to two-minutes between products being released

from the surface of the sample particles and being detected by the infra-red spectrometer.

All of the biomasses show detection peaks during the holocellulose decomposition while

the coal sample exhibits two peaks much later into the experiment. The spectra taken at

the peak of the Gram-Schmidt curves for each biomass are shown in Figure 3.4.

The expected presences of a wide range of compounds produced a series of complex spec-

tra for each fuel. In attempt to deconvolute the data characteristic wavelengths for typical

pyrolysis products were analysed for each of the fuels as carried out by other researches

[Han et al., 2010, Singh et al., 2012]. The evolution of CO, CO2, methane (CH4) and

phenolic compounds over time are shown in Figure 3.5. The delay between devolatilisa-

tion from the particle and detection by the spectrometer may have allowed further decom-

position reactions to occur which may have contributed to the observation for all samples

that CO2 is the dominant pyrolysis product. This was followed by phenolic compounds

and CH4 with CO observed to be slightly less common. The results agree with those dis-

cussed in Section 3.2.1 with CO2 observed during the decomposition of hemicellulose and

cellulose. The detection of the other species occurred at similar times to the detection of
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Figure 3.2: Photograph showing TGA-FTIR experimental set up. Photograph amended
from [University of Leeds, 2013]

Figure 3.3: Gram-Schmidt evolution of materials over time during pyrolysis of fuels in
TGA device
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Figure 3.4: The absorbance spectra at the peak of the Gram-Schmidt curves during pyro-
lysis of fuels in TGA device

Figure 3.5: Comparison between fuels of detection of characteristic wavelengths for com-
mon pyrolysis products
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(a) WC

(b) SRC (c) MC

(d) RCG (e) SM

Figure 3.6: Three-dimensional plots showing the relative absorbance of different
wavenumbers over time during the pyrolysis of different fuels. Poor baseline correction
was observed for the SRC sample. However, since these results are not intended to be
quantitative, and instead only illustrate the difference in emission profile during pyrolysis,
a repeat experiment was not considered necessary
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CO2 suggesting these may also have been released from holocellulose molecules. For MC

and RCG the detection of non-CO2 species was at a maximum during the hemicellulose

decomposition stage. SRC exhibited similar intensity during both hemicellulose and cel-

lulose decompositions while SM and WC showed broader, less defined peaks in general

which may be due to decomposition of more complex molecules. From Figure 3.6 it is

also clear that the WC and SM pyrolysis products absorb far less in the 2250–1750 cm−1

range than the other biomasses. Although difficult to comprehensively identify what may

cause absorbances in this range, the increased O2 found in Section 3.2.2 could suggest the

likelihood of an increased observance of C=O bonds in the SRC, MC and RCG with alde-

hyde and ketone bonds in cyclic arrangements known to absorb at 1750 and 1775 cm−1,

respectively. Increased oxygen content within holocellulose molecules may also explain

the peaks in the range 1100–1200 cm−1 which may correspond to secondary and tertiary

alcohols formed as cellulose molecules decompose.

3.2.5 Particle size

The particle size distribution of the biomass and coal particles was analysed for the samples

used in the 20 kW combustion tests by Dr. S. S. Daood at IIT Technologies. The variation

in biomass sizes predicated that samples were analysed for particle size distribution using

both the Dry Malvern as well as MINOX air jet sieving (AJS) techniques. Dry Malvern

analysis is recommended for particles <100 µm in diameter [Daood, 2011]. Upon initial

testing it was found that the majority of the biomass particles were >125 µm in size and

thus the AJS technique using 20 mbar suction for periods of four minutes was found to

give more consistent results for the biomass samples. Dry Malvern analysis using laser

diffraction was used for the coal samples. The Rosin-Rammler distribution was calculated

according to Equation (3.5) which predicts the fraction of with a diameter greater than

diameter d (Yd) is given by the average diameter (d̄) and the spread factor (z).

Yd = e−(d/d̄)z (3.5)

The results of the analysis presented in Figure 3.7 show SRC is substantially coarser than

the other biomasses with over 50% larger than 250 µm, approximately double the corres-

ponding size for MC and RCG and about five times larger than 50% passing for WC. The
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Rosin-Rammler Factor WC SRC MC RCG

Mean diameter (d̄, µm) 60 312 142 150

Spread parameter (z) 1.00 1.80 1.72 1.51

Figure 3.7: Particle size analysis for the three biomass and one coal sample used during
20 kW pilot-scale combustion

grasses (MC and RCG) show very similar size distributions with over 90% of the particles

smaller than 250 µm. WC is the finest of the fuels with over 80% of particles smaller than

100 µm.

3.2.6 Particle morphology

A Carl Zeiss EVO MA15 scanning electron microscope (SEM) was used to investigate the

morphology of samples which were mounted on Leit carbon tabs and coated with a layer

of ≈ 10 nm of amorphous carbon to aid conductivity. In addition to carbon coating, in

order to reduce particle charging on the biomass samples the machine was operated un-

der variable pressure mode while the coal sample was analysed under standard vacuum

conditions. The images in Figure 3.8 corroborate the size distribution shown in Figure 3.7

showing that on average the coal particles are far smaller than their biomass counterparts

but also that their morphology is markedly different. The coal particles are largely equi-

dimensional particles while the biomass particles tend to include a range of particles of

various sizes and shapes with a number of large cylindrical shapes present.

3.2.7 Calorific value

A Parr Bomb Calorimeter was used to establish the net calorific value of each for the

samples. For the coal approximately 0.25 g and for the biomasses approximately 0.4 g was

accurately weighed out for each sample. The sample was then enclosed in a pressurised

98



Figure 3.8: SEM images of fuels at approximately 100x and 1000x magnification
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bomb vessel with a short length of fuse wire suspended just above the sample. The bomb

is seated in a water bath filled with 2.000 kg of deionised water. The vessel is charged

with O2 and once pressurised an electric charge is passed through the fuse wire causing

the sample to ignite and oxidise. The heat generated from combustion is transferred

through the metal casing to the water bath where the temperature increase is accurately

measured. Once the temperature has stabilised the energy released to the water (∆E)

is calculated according to the general heat transfer equation (shown in Equation (3.6)).

Samples were run in duplicate and if the results did not corroborate a further analysis was

run until reproducibility was achieved. The averages of reproducible results are presented

in Table 3.1.

∆E = mH2O · CP,H2O ·∆T (3.6)

where mH2O is the mass of water, CP,H2O the specific heat capacity of deionised water and

∆T the change in temperature measured.

3.3 Bench-scale experimentation: TGA

3.3.1 Sample preparation

In an attempt to separate experimental physical characteristics from those of a chemical

nature and to ensure homogeniety in small sample sizes it was necessary to further reduce

the size of the particles. According to Lu et al. [2010] mass transfer effects during thermal

treatment may be largely mitigated once particle size is reduced to approximately 200 µm.

To avoid the escape of volatile species and/ or waxy deposits, the biomass samples to be

investigated in TGA were milled using a SPEX 6770 Freezer Mill which uses liquid nitrogen

to ensure samples remain solid during milling [Adams et al., 2011, Jones et al., 2012].

The coal was ground by hand in a pestle and mortar. The particle sizes of all samples were

reduced until they passed through a 212 µm sieve.
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Figure 3.9: Time-temperature graph of TGA experiments

3.3.2 Experimental procedure

The experimental data was generated according to ASTM standards E1641 and E2550.

For each experiment 5± 0.5 mg of biomass sample was accurately measured into an open

alumina crucible and the sample was introduced to a Mettler-Toledo TGA/DSC1 device. In

this equipment, the thermobalance is coupled to a differential scanning calorimeter which

measures the heat flux necessary to maintain the set temperature thereby providing an

indication of the endo- or exothermicity of any occuring reactions. Once air was purged

by the test atmosphere the sample was heated to 383 K and held for 30 minutes to drive

off moisture. The sample was then heated at the test heating rate (β) to a temperature of

1023 K while the test atmosphere was pumped into the chamber at a rate of 50 ml min−1.

The sample was held at the final temperature for a further 30 min to ensure combustion

was complete. Although as White et al. [2011] note, the Coats-Redfern method only

requires a single heating rate to generate reactivity parameters, each of the TGA tests was

repeated at heating rates of 10 and 40 K min−1 to increase the robustness of the results.

The time-temperature profiles for these heating rates are shown in Figure 3.9.

The combustion of each sample was studied in four oxidising atmospheres. Dry air (21%

O2, 79 % N2) was the reference case. Similar to the work of Yuzbasi and Selçuk [2011],

the composition of the oxyfuel atmosphere was chosen to be similar to that reported in

the literature and consists of an enriched O2 level compared to air and thus was labelled
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Figure 3.10: Schematic diagram of 20kW experimental rig. Black lines represent flows
and red icons represent me asurement locations.

En-Oxy (30 % O2, 70 % CO2). In order to investigate the effect of increasing oxygen

concentration and substituting N2 for CO2 separately an oxygen-enriched air (En-Air: 30

% O2, 70 % N2) and an un-enriched oxyfuel condition (Oxy: 21 % O2, 79 % CO2) were

also included in the experimental design. Steam could not be included in the 20 kW ex-

periments which were modelled on a dry-recycled system and thus, despite the practical

likelihood of high steam concentrations for wet-recycled oxyfuel systems, it was not in-

cluded in the TGA experiments either. All gases were supplied premixed by BOC.

3.4 20 kW-scale combustion

The 20 kW combustion rig used in this study has been documented by a number of previ-

ous literature publications, for example [Daood et al., 2011, Nimmo et al., 2010]. How-

ever this work features some small changes to those presented previously and thus a full

description of the experimental set up is included below. A schematic diagram of the rig

is shown in Figure 3.10.
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Figure 3.11: Photograph of the primary and secondary ports and the arrangement of flow-
diverters to create swirl in the burner

3.4.1 Furnace

The pulverised fuel combustor used for this work is cylindrical and 3.5 m high with an

internal diameter of 200 mm and operated in a down-fired configuration. The inside wall

of the furnace is lined with 100 mm of refractory lining and the unit is capable of thermal

throughput of approximately 20 kW when firing coal. It is operated at a slight negative

pressure, with a sealing water splash tray used to prevent escape of combustion gases.

The combustor features a single burner which includes a central non-swirling primary

air port and a secondary swirling port (Figure 3.11). The furnace is divided into 9 sec-

tions. The top section is lined with cast alumina and houses the water-cooled burner and

quarl which is conical, extending from a diameter of 28 mm to 140 mm over a distance

of 265 mm. Each of the furnace sections contain several ports which may be used for

either gas injection, or gas or particle sampling (Figure 3.15). An exhaust fan induces

flow through the furnace and dilutes the combustion flue gases before they are vented to

the atmosphere.

3.4.2 Fuel supply

Pulverised fuel is conveyed pneumatically to the furnace by the primary combustion air

which collects the fuel from a vibrating plate that ensures homogeneity of the feed. The
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Table 3.2: Gradient (l), intercept (c) and linearity (r2) of calibration factors for fuel feed-
ing systems

Fuel lll ccc r2r2r2

WC 1 0.00999 -0.7655 0.9845

WC 2 0.01077 0.0445 0.9988

SRC 0.07591 -0.0615 0.9801

MC 0.08689 -0.0980 0.9939

RCG 0.15015 -0.2832 0.9889

fuel is fed to the plate by screw feeders: coal is fed by a twin-screw feeder while the

biomass is fed by a single screw feeder. The biomass feeder was custom-built for the

experimental rig. It consists of an angled lower section which forms an inverted apex.

The biomass in the hopper is continually agitated by two sets of fins attached to the screw

mechanism which prevents settling of the fuel and ensures homogeneity. The screw drives

material horizontally from the centre of the hopper to ensure a representative sample

of the fuel and to reduce bridging of the sample. For both feeders, adjustment of the

screw rotational rate is used to modify the fuel feed rate. Coal is mechanically drawn

into the feeder from a hopper above via a rotary valve while the biomass feeder requires

regular refilling by hand. To ensure fuel mass flow rates did not change throughout the

experiments fuel levels were maintained at set points. The level in the biomass feed

hopper was maintained at approximately 2 cm above the agitator fins while the coal level

was maintained through the use of a graduated dip stick. The fuel flow rates from both

feeders have been calibrated from a series of measurements. The relationship between

screw rate and flow of fuel was found to be linear for all fuels as shown by Figure 3.12.

The linear relationship shown in Table 3.2 were derived from each of these lines and

used to interpolate the screw settings necessary to achieve the correct biomass blending

ratios.

3.4.3 Gas supply

Primary air is fed from a compressor and regulated at a pressure of 1.5 bar. Similar to

the work of Smart, O’Nions and Riley [2010], due to carrying the fuel the [O2] of this

stream is never enriched, maintaining 21% by volume and abiding by Health and Safety

procedures. The secondary and tertiary gas flows can consist of mixes of air, CO2 or O2.

A fan provides the air while CO2 and O2 are delivered from bottles on site regulated to
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Figure 3.12: Calibration curves for feed rates of coal and biomasses. The equation of the
line is used to calculate screw settings during for different blending ratios for each fuel

ambient temperature and a pressure of 1 bar. Each of the gases is metered individually

before being injected to the furnace. Tertiary CO2 and O2 are mixed (if used together)

and delivered in an oxygen-rated line which can be inserted at any of the ports shown in

Figure 3.10. Tertiary air was injected to the fifth section of the combustor since this has

been found to be the optimised level to reduce NO2 emissions in previous work [Daood

et al., 2011].

Gas flows (N , L min−1) are measured by rotameters which are pre-calibrated to specific

gases (normally air) at 15 ◦C and 1 bar. Since the flowing gases are not always the same

as the calibrated measurements a correction must be applied. Equation (3.7) is the gen-

eric equation used to calculate flow rates when the temperature, pressure or flowing gas

through is different to conditions used during calibration. The temperature of the primary

flow is approximated by the ambient temperature and pressure is controlled by a regulator.

The temperature and pressure for the secondary and tertiary flows are measured upstream

of the secondary air rotameter. During operation the temperature of the secondary and

tertiary streams was typically in the region of 42–46 ◦C and the pressure ∼1.14 bar.
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N2 = N1 ×

√
ρ1P2T1

ρ2P1T2
(3.7)

where N (L min−1) represents flow rate, ρ (kg m−3) density, P (bar) the absolute pressure

and T (K) the absolute temperature of the flow.

3.4.4 Measurements

3.4.4.1 Temperatures

Three temperature measurements are made inside the furnace using ceramic-sheathed

type R thermocouples. Temperatures are also measured in the flue section and for the

water returning from the jackets using type K thermocouples. The in-furnace temperature

measurements (1–3) are made 45, 90 and 165 cm, respectively, from the burner throat as

shown in the schematic diagram in Figure 3.10. The locations of T1 and T2 are also shown

in Figure 3.15.

3.4.4.2 Gaseous emissions

Gases are sampled using a customised, water-cooled probe which extracts sample gases

from the centre of the flue. An auxiliary pump augments suction provided by the pump

attached to the NOx measurement unit and both act to draw gases through the sampling

system. Gases are drawn into the probe and then pass through two water traps (Dreschel

bottles) which remove the majority of entrained water and two glass wool filters which

trap larger particles. After this filtration the gas is introduced to a refrigeration system to

cause any remaining water vapour to condense and be retained in the cooling unit. Upon

exiting the cooling unit the gas stream is drawn through a much finer filter to remove

any remaining entrained particles. A manifold then divides the gases between the three

analyser units. Bypass flows allow a constant flow of the necessary amount of gas to be

drawn by the analysers by venting any excess. Small rotameters on these bypass lines

provide a visual check of the state of the gas analysis line - which are susceptible to block-

age by moisture and/ or particles - and a way of ensuring gas flows during calibration are

representative of those during operation.

An ABB URAS26 non-dispersive infrared (NDIR) unit simultaneously measures CO2, CO
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and SO2. An Analysis Automation Limited analyser measures NOx by chemiluminescence

while exit [O2] was established using an ABB Magnos27 thermomagnetic analyser. The

exhaust lines from the analysis equipment are collected with the bypass line and then

vented to atmosphere.

Calibration of analysers was carried out depending on the frequency of testing and how

recent the previous calibration had occurred. Pilot tests suggested that overnight analyser

drift could be considered negligible if the analysers remained switched on. Thus, a typical

week would involve testing on Thursday and Friday of the week and in this situation calib-

ration would be carried out each Thursday prior to beginning analysis with the analysers

switched on overnight. If a break of testing was expected the analysers were turned off

and would be calibrated again at the next test date.

The calibration procedure was carried out manually and only once the analysers had been

given enough time to warm up and their uncalibrated measurements stabilise (typically

3 hours after turning on). All calibration gases were introduced individually through the

sampling line after the two Dreschel bottle water traps in order to simulate the gas flow

during testing as closely as possible. Oxygen-free nitrogen was used as the zero calibra-

tion gas for all analysers. The NOx analyser requires manual calibration through turning

a calibration dial whereas the ABB analysers require a set-point to be input and then cal-

ibrate themselves at that level. Once the analysers were calibrated with the zero gas the

voltage signal sent to Labview was noted in order to perform signal calibration. For each

analyser in turn a span gas representative of testing environments was introduced through

the sampling line. The calibration of the analysers was then carried out at the span range

in the same way as for the zero gas and the span range and corresponding voltage signal

sent to Labview was recorded. Once the analyser calibrations were complete the signal

calibrations were then conducted. This involved using the measurement amounts and

corresponding voltages received by Labview to calculate the slope and intercept of the sig-

nal curve for each gas. Once each of these factors was calculated the Labview operation

was stopped and the values in Labview were updated to reflect the new data. The Lab-

view process and datalogging was then restarted with the new signal calibration factors

in place.

Three span gases were used for the calibration: a mixture of CO, CO2 and O2 in N2; a

mixture of NO and NO2 in N2; and SO2 in N2. Although interaction is expected between
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CO2 and O2 when measuring [O2] thermomagnetically, it was assumed that no interact-

ive effects occur between the separate span gas mixtures. Noting the effect on [O2] of

CO2 a correction factor for O2 measurement at elevated [CO2] was required. Rather than

recalibrating the O2 analyser every time high levels of CO2 were expected (requiring a

number of span gases to be held in stock) a correction factor was derived. For this work

3% O2 (equivalent to an oxidant excess of 16% in air) in a range of [CO2] atmospheres

was used to investigate interference on the O2 analyser. As span gas concentrations are

often used to calibrate multiple experimental rigs the relative concentrations occasion-

ally change. In light of this rather than deriving a calibration factor for a single O2-CO2

calibration gas the factors at maximum and minimum [CO2] were derived. Linear in-

terpolation could then be used to calculate the slope and intercept values for mixtures

between these extremes. Simultaneous calibrations and measurements were made using

a borrowed Servomex analyser that measures [O2] using the paramagnetic method and is

not thought to be influenced by CO2. The O2 analysers were first calibrated at 3% O2 in

N2. Once calibrated, a span gas at 3% O2 and 10% CO2 in N2 was then introduced and

the O2 measurement was recorded. This was repeated for 3% O2 with 40 and 70% CO2 in

N2. The analysers were then calibrated using 3% O2 with 70% CO2 in N2 and the [O2] at

40, 10 and 0 % CO2 was then measured. From these tests a linear relationship between

measured [O2] and [CO2] was observed as shown in Figure 3.14 where the gradient and

intercept values for the correction curves are also shown.

[CO2] lll ccc

0 0.0257 3.050

70 0.0160 1.858

Figure 3.14: Interference of CO2 on O2 measurements using ABB and Servomex analysers
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3.4.4.3 Solid emissions

Fly ash is sampled from the flue box using a customised probe and cyclone arrangement

that is connected to a vacuum pump with an intermediate water trap as shown in Fig-

ure 3.15. Measurements are taken over 15 to 20 minute periods with ash sampling over

this period yielding approximately 1 g to 2 g of sample.

Ash samples are then analysed offline to calculate the Loss on Ignition (LOI) according

to Equation (2.8). The value for LOI is then combined with the known ash content of the

fuel mix mash in order to calculate the carbon burnout of the process as follows where muc

represents the mass fraction of unburned combustibles in the ash and mtc represents the

mass fraction of total combustibles in fuel:

Noting: LOI = muc/ (muc +mash) and mtc = 1−mash

Carbon burnout = 1− muc

mtc

= 1− muc

mtc
× mash/ (muc +mash)

mash/ (muc +mash)

= 1− mash

1−mash
× LOI

1− LOI
(3.8)

Further analysis was also carried out to determine the content of selected ash samples

using Energy-Dispersive X-Ray (EDX) analysis which was coupled to the SEM equipment

and using X-Ray Fluorescence (XRF) analysis conducted at the University of Leicester.

Both EDX and XRF operate by subjecting a sample to high-energy beam that causes the

sample to absorb and then emit energy. Since each element releases energy in a charac-

teristic way, the overall energy released from the sample can be analysed to identify which

elements are present in the sample. The SEM analysis was carried out using a Oxford

Instruments AZtecEnergy EDX system which allowed elemental mapping of samples while

XRF allowed more precise quantification of the sample and was carried out analysing fu-

sion bead samples using a PANalytical Axios-Advanced XRF spectrometer at the University

of Leicester.
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Figure 3.15: Sampling systems for (a) temperature, (b) ash and (c) flue gases
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Figure 3.16: An example screenshot of Labview online data viewing showing the transition
from gas to coal during rig start up. The top graph shows the temperature readings from
thermocouples 1–3. The middle graph shows flue gas concentration in % of O2 and CO2

in %,. The bottom graph shows flue gas concentration of the lesser species NO, SO2 and
CO in ppm.

3.4.4.4 Data logging

All online measurements (temperatures and gaseous emissions) are connected to an data

monitoring and logging system (LabView) and send voltage signals that are interpreted

by a Data Acquisition (DAQ) device. A screenshot of a typical output is shown in Fig-

ure 3.16.

3.4.5 Estimating entrainment

For safe operation the furnace is operated at a slightly negative pressure. This leads to

entrained air being drawn into the furnace at various points. Previous experience with

the rig has indicated that the majority of the entrainment occurs through the primary

line though damage to seals and deformation due to temperature stresses could lead to

ingress between the separate furnace sections. In order to predict the required flow rates

and outlet concentrations it is necessary to have a good approximation of this level of

entrainment.

The first stage of the entrainment calculations is to calibrate the flue gas measurement

system and ensure that the furnace has attained steady state while running on natural

gas. Once complete the natural gas flow is set at a known value. From the combustion

spreadsheet, the air requirement to deliver an excess of 15 % is calculated and from this
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Table 3.3: Results from preliminary entrainment calculations

Stream Test 1 Test 2 Test 3

Natural Gas (L min−1) 28.7 28.7 28.7

Primary (L min−1) 15.7 105.1 15.2

Secondary (L min−1) 266.5 132.3 265.3

Total (L min−1) 282.2 237.4 280.5

the target concentrations of O2 and CO2 are predicted. Then, maintaining a nominal

primary flow (just enough to prevent backflow of natural gas) the secondary air flow is

increased until the target concentrations are met. Once this reading has stabilised and

the secondary flow rate has been noted, the second phase begins. The primary air flow

is increased to 105 L min−1; the value of this flow during testing which is assumed to

be constant to ensure pneumatic conveyancing of the fuel in all tests. The secondary

air flow is then decreased until the same target concentrations are realised. Once this

has been attained, the first stage is repeated to check for hysteresis. The entrainment is

calculated by subtracting the total known gas flow rate for the second test from the average

total known gas flow rate from the first and third tests. The results of the entrainment

calculation are presented in Table 3.3 where an entrainment of approximately 44 L min−1

is found. During testing air is also entrained with the fuel feed, varying with fuel type and

extent of blending. From comparing coal baseline data with these results it is estimated

that a further 9 L min−1 of air may enter the system in this way. Thus, an entrainment flow

of 53 L min−1 is assumed when calculating set flows for experimental design.

Experience of previous operators suggested the actual entrainment was found to vary on

the rig and so during experiments the entrainment was calculated once on each day of

testing. It was assumed that variation in entrainment was attributable only to ingress

in the primary line. Once a stable coal baseline was reached, the gas flow rate through

the secondary line was set to ∼230 L min−1. The primary flow was then adjusted to give

the correct flue gas concentrations. The deviation of the flow rate passing through the

primary rotameter during this test and the original primary flow value (105 L min−1) was

then found to be the practical entrainment. This was found to vary from 28–63 L min−1

with an average value of 42.2 L min−1. A variety of reasons including ambient temperat-

ure, humidity, fuel blend, time between tests or seal damage on the rig may have been

responsible for such variation.

113



Table 3.4: Typical combustion characteristics for baseline operation. The value presented
is the average of the baseline readings with the corresponding standard deviation

Characteristic Unit Target Value

Coal feed kg h−1 2.5 2.5

Primary air L min−1 105 110 ± 8

Entrained air L min−1 53 44 ± 11

Secondary air L min−1 230 229 ± 12

T1
◦C 1949a 1250 ± 24

T2
◦C n/a 1241 ± 13

T3
◦C n/a 1113 ± 13

O2 % 2.96 2.94 ± 0.19

CO2 % 15.82 15.63 ± 0.44

NO ppmv 2882 818 ± 75

SO2 ppmv 1549 1347 ± 50

CO ppmv 0 32 ± 13
a Adiabatic flame temperature

3.4.6 Typical day of testing

A normal day of testing begins with lighting and warming up the rig using natural gas

according the the start up procedure. Over the course of an hour the flow of natural gas

and air into the furnace is steadily increased. Typically, after 60–90 minutes firing natural

gas the temperature in the top sections of the furnace (T1 and T2) begins to approach

1000–1100 ◦C at which point coal is introduced to replace natural gas as the fuel. At least

a further hour of warming is required before baseline data is sought which also allows

the gas analysers to warm up, stabilise and be calibrated if not left on from the previous

day. A steady baseline is established for at least 10 minutes prior to any testing in order

to verify the correct operation of the rig. The baseline was unstaged coal firing in air at a

16 % excess and typical combustion characteristics for this are shown in Table 3.4. If the

day’s experiments use conditions far from the baseline - for example high levels of oxidant

enrichment which lead to far higher temperatures near the burner - a second baseline is

usually established at closer conditions and the data is compared to previously collected

results. To conserve limited biomass reserves, baselines are carried out on coal only. For

example, if a BBR of 20% RCG was to be fired in an oxygen-enriched air environment with

oxidant staging, this setting would first be investigated on coal. Then, once combustion

characteristics had stabilised, the BBR would be adjusted for the test.

Once the baseline has been established the parameters are changed to reflect the con-
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ditions of the test which are calculated from the combustion spreadsheet in advance of

testing. The predictive spreadsheet provides target flue gas concentrations and estimated

inputs needed to achieve the conditions on the rig. However, the predictive spreadsheet is

based on a series of simplifying assumptions and as a result the outputs are used only as

a guide for the experiments. During experiments the exit gas concentrations - particularly

O2 and CO2 - are used to monitor whether the correct level of combustion air is being

introduced to satisfy the testing parameters. Real-time data is displayed in the Labview

interface and steady state of measurements is established visually before sampling begins.

The Labview interface was modified to display averaged values of T1, O2 and NO for the

previous three 5-minute intervals. This allowed a quick check that steady state had been

attained which can be difficult to observe from a continuous graph. Both the gas and ash

sampling lines are purged prior to taking measurements. Typically measurements last for

20–30 minutes and conditions and points of interest are noted in the comments box in the

Labview Interface which also appear on the output spreadsheet. Changes to conditions

during sampling are largely avoided though it is occasionally necessary to make minor

corrections during testing. If changes result in substantial deviations in the results the

test is abandoned and restarted once steady state has again been attained. Following a

successful test, the conditions are changed to another set of parameters and steady state is

again sought. The sampling lines are again purged prior to the commencement of the next

test. A successful day of testing may yield 4–6 sets of results which then require further

processing.

After the final test of the day a closing baseline is established to check whether any un-

derlying changes have occurred during the day’s testing. Following this the fuel supply

is shut off and the air flow through the furnace is increased in order to promote faster

cooling of the rig. The gas sampling lines and analysers are purged with compressed air

to remove debris and condensed water that may have accumulated through the day. Once

temperatures in the flue box have fallen below 110 ◦C, the rig is considered safe to leave

to cool down unattended as detailed in the shut down procedure.

3.4.7 Biomass blending ratio (BBR)

For consistency, the experimental design aims to maintain the thermal rating of the fur-

nace at the level seen during the coal baseline (19.7 kW). So, for given blending ratios
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Table 3.5: Mass fraction for each biomass at three BBR settings and the thermal input
achievable at 100% BBR with the feeder running at full capacity

Setting SRC MC RCG

BBR = 8%ththth

Biomass mass fraction (%) 12.3 12.2 13.5

Biomass mass flow (kg h−1) 0.322 0.318 0.359

Total fuel flow (kg h−1) 2.622 2.618 2.659

BBR = 15%ththth

Biomass mass fraction (%) 22.1 21.9 24.0

Biomass mass flow (kg h−1) 0.604 0.597 0.673

Total fuel flow (kg h−1) 2.729 2.722 2.798

BBR = 20%ththth

Biomass mass fraction (%) 28.7 28.5 31.0

Biomass mass flow (kg h−1) 0.805 0.796 0.897

Total fuel flow (kg h−1) 2.805 2.796 2.897

BBR = 100%ththth

Biomass mass flow (kg h−1) 3.500 3.981 4.485

Biomass screw setting Max 46.9 31.8

Thermal rating (kW) 17.1 19.7 19.7

the amount of coal required decreases with increasing biomass usage. A spreadsheet uses

the linear fit shown in Figure 3.12 and the NCV values shown in Table 3.1 to calculate the

screw setting to deliver the correct mass flow of coal and biomass feeders for a given blend-

ing ratio. BBR of 8, 15 and 20% on a thermal basis were investigated in this work. Tests at

100% biomass were also investigated though for the only biomass with sufficient reserves

to fire at 100% (SRC) the biomass feeder was unable to maintain the thermal input of the

coal. The mass fraction for each biomass for each BBR is shown in Table 3.5 where the

thermal input for 100% BBR at full biomass feeder screw rate is also shown.

3.4.8 Calculating gas flows

Gas flows for each experiment are calculated by a series of steps using a predictive spread-

sheet. The process can be understood as follows. The BBR and mass flow rate from the

previous section are taken as the starting point to ensure that each experiment maintains

a constant thermal input of 19.7 kW. Then the composition by mass of the fuel blend

is calculated using the ultimate analysis results in Table 3.1 and the fuel input is then
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converted to a molar basis. Using the following equations it is then possible to calculate

the total amount of oxygen required for stoichiometric combustion where all reactions are

assumed to proceed to completion and are limited by the non-oxygen species.

C + 2O→ CO2 (3.9)

2H + O→ H2O (3.10)

N + O→ NO (3.11)

S + 2O→ SO2 (3.12)

The theoretical molar oxygen requirement (
∑
nO,t) is then given by the composition of

C,H,N,S and O in the fuel.

∑
nO,t = 2nC,f +

1

2
nH,f + nN,f + 2nS,f − nO,f (3.13)

The practical total amount of oxygen delivered as O2 (nO2,T ) is then calculated from the

theoretical oxygen requirement according to the excess oxidant to be supplied (XS, 16%

in this study) according to the following relationship:

nO2,T =

∑
nO,t

2
× (1 +XS) (3.14)

3.4.9 Oxidant staging

Increasing levels of oxidant staging are achieved by reducing the amount of oxygen de-

livered by the secondary stream while increasing the amount delivered by the tertiary

(over-fired) stream. A mass balance indicated that the mass of oxygen diverted through

the tertiary line was a function of the total required oxygen (nO2,T ), the burner stoi-

chiometric ratio (BSR) and the level of excess oxidant (XS). The first term is found from

Equation (3.14) while BSR and XS are set by the experimental schedule. In order to

calculate the amount of oxygen delivered by the tertiary flow (nO2,3) a mass balance of
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the oxygen species entering the furnace is first completed:

nO2,T = nO2,e + nO2,1 + nO2,2 + nO2,3

∴ nO2,3 = nO2,T − (nO2,e + nO2,1 + nO2,2) = N3 · xO2,3 (3.15)

where the subscript e denotes the entrained flow and N represents the total volumetric

flow for a stream.

BSR is defined as ratio of the amount of oxygen entering the burner (the sum of oxy-

gen delivered by the entrained, primary and secondary flows) to the amount which is

stoichiometrically required for combustion:

BSR =
nO2,e + nO2,1 + nO2,2

nO2,T/1 +XS

∴ nO2,e + nO2,1 + nO2,2 =
nO2,T ·BSR

1 +XS
(3.16)

So substituting Equation (3.16) into Equation (3.15) yields:

nO2,3 = nO2,T −
nO2,T ·BSR

1 +XS

nO2,3 = nO2,T

(
1− BSR

1 +XS

)
(3.17)

For given values for XS and BSR, nO2,3 can then be calculated which permits calculation

of all of the other streams for unenriched combustion since xO2 is 21% for all streams. The

table in Table 3.6 may then be completed using:

nO2,2 = nO2,T − nO2,e − nO2,1 − nO2,3 (3.18)

N3 = nO2,3/xO2,3 (3.19)

N2 = nO2,2/xO2,2 (3.20)

The actual inlet compositions are then calculated depending on whether N2 or CO2 is the

dilution gas in the secondary and tertiary air streams.

3.4.10 Oxidant enrichment

The primary and entrainment feeds are considered to be a fixed flow of air (21% O2)

while both the flowrate and composition of the secondary and tertiary flows can be varied
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Table 3.6: Demonstration of procedure to calculate inlet gas flows

Stream Stream total flow (N) Stream O2 flow (nO2) Steam O2 concentration (xO2)

Unit L min−1 @ STP L min−1 @ STP %

Entrainment Ne = 53 nO2,e = 11.13 xO2,e = 0.21

Primary N1 = 105 nO2,1 = 22.05 xO2,1 = 0.21

Secondary N2 nO2,2 xO2,2

Tertiary N3 nO2,3 xO2,3

Total NT = mO2,T/xO2,T nO2,T xO2,T

as any mixture of O2, CO2 or air. Oxygen-enriched combustion was defined as referring

to the total oxygen concentration entering the combustor and similar to much work in

the literature was set at a value of 30%. Since the primary and entrained streams can-

not be enriched, calculating flow rates for combustion with oxygen enriched streams re-

quires an extra assumption to be made regarding how to enrich the secondary and tertiary

streams. Initially an equal split of enrichment between the streams was considered so that

xO2,2 = xO2,3. However, the minimum measurable flow through the secondary rotameter

is ∼25 L min−1. Preliminary calculations suggested that for deep-staged oxygen-enriched

cofiring (where according to the calculations more oxygen was ‘available’ from the bio-

mass) the required air flow would be below this limit. Thus, the decision was taken to

ensure the tertiary stream was enriched to a greater degree than the secondary stream

thereby ensuring the flow of air was measurable on the rotameter. Rather than changing

both the value of both xO2,2 and xO2,3 for every calculation a value of xO2,3 = 45% was

set as constant as this always ensured the secondary flow was less enriched than the ter-

tiary. Through setting the value of xO2,3 the remaining unknowns in Table 3.6 can then be

calculated as detailed in the previous section.

3.4.11 Prediction of outlet gas concentrations

Once the fuel and gas flows into the furnace are known the spreadsheet performs a simple

mass balance across the furnace and from this produces a prediction of the outlet gas

concentrations according to the reactions in Equations (3.9) to (3.12). The outlet gas

concentrations are given on a volume basis and represent the relative molar concentrations

of the gases. Both wet and dry targets are calculated. The concentrations of O2 and CO2

are the most important target concentrations and during experiments input parameters
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are varied in order to approximate these as closely as possible. Targets for the baseline

settings are shown alongside the averages of the results in Table 3.4.

3.4.12 Processing of results

Online data for each experimental run underwent a series of stages to ensure the data

presented in the following section is representative of the experiments and comparable

using a common framework.

3.4.12.1 Ensuring representative data

Once data had been collected and separated into individual tests it was visually and statist-

ically inspected to assess whether the reported average well-represented the experimental

period. Simultaneous plots of all online data allowed definition of steady state periods

and also the identification of any significant deviations from the average values. If such

deviations were found, a search of the comments log was then conducted to attempt to

understand why the deviation may have occurred, for example if a fuel feeder cut out or

a sample line became blocked and was purged with compressed air to clear the blockage.

Periods of unsteady state (typically at the beginning of experimental runs) or explainable

deviations were then removed from the data noting any adjustments in the comments

section. The stability of the data was then assessed on the basis of the standard deviation

values. Compared with the baseline of unstaged coal combustion in air, biomass cofiring,

oxygen enrichment or oxidant staging typically increased the variability within an experi-

ment and thus accepting or rejecting data was based on judgement from experience rather

than a rigid acceptance value. Typically, during experiments standard deviations for tem-

peratures were found to vary by no more than 10 K, for measurements of O2 and CO2 by

no more than 0.3% and for measurements of SO2 and NO by no more than 30 ppm though

in occasional circumstances more variable data was permitted though in these cases the

variability was typically less than 5% of the averaged reported value.

3.4.12.2 Ensuring fair comparisons

In order to discuss results fairly it was necessary to compare data using a standard frame-

work. This was considered in two ways. First, variations in results due to the experimental

120



design were accounted for and then variation of external factors between experiments is

addressed.

3.4.12.3 Controlling for variation due to experimental design

Gaseous emissions are measured as volume fraction of the bulk exhaust gas. Thus, changes

to this volume would affect the apparent emissions reported for NO and SO2. For air-firing

this dilution effect is normally negated by reporting an emissions value corrected to 6%

[O2] in the flue gas using Equation (3.21) which uses NO as an example.

In this work the flue gas volume may also be reduced due to both the amount of biomass

being blended (due to its contributing a higher oxygen content to the fuel blend) and due

to oxygen enrichment of the combustion atmosphere. To correct for this the measurement

is multiplied by the ratio of the delivered gas volume for that experiment (Nexp) to that

delivered during air firing (Nair). Presenting results on a volume basis was preferred

here due to current reporting practices and legislation and for easier comparison with the

published literature. However, as oxygen-enriched combustion and oxyfuel combustion

develop it is suggested that mass of emissions per unit of energy generated would be a

better metric to account for the reduced flue gas volumes and increased concentrations

due to flue gas recycling.

NO6%O2 in air = NOO2,measured ×
21− 6

21− O2,measured
×
Nexp

Nair
(3.21)

3.4.12.4 Controlling for variation due to external factors

As will be shown in the following section, variation also exists between experiments due

to changes in ambient conditions, such as air temperature, density and humidity, and ex-

perimental conditions such as air entrainment. In order to quantify the effects of changes

to the combustion system it is useful to compare experimental results with baseline values.

However, variation in the baseline values may serve to convolute this data if all data were

to be compared to a single baseline value. Instead, as well as reporting actual values, to

take account of external variability between experimental days, results in the following

section are also normalised to the baseline values for that day of testing. For gaseous

emissions this also has the effect of reducing the error associated with the measurement
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as noted in Section 3.4.13.2.

3.4.13 Baseline characterisation

Establishing a baseline (control) set of of results is essential for evaluating the effects

variation in experimental parameters brings. As part of each day’s experimental schedule

an opening set of baseline data was recorded and for most testing days a closing baseline

was also conducted to ensure there had been no significant changes to the combustion set

up throughout the day’s testing. Although mitigating measures are taken where possible,

unlike small-scale experiments pilot-scale testing involves accounting for many parameters

that are outside of the control of the experimenter. For this reason, a small amount of

variation in baseline data was to be expected since the experiments detailed in this work

spanned a period of nearly two years. It would be unpractical to continually retest and

recalibrate all of the measurement equipment so several assumptions, detailed below, were

made regarding accuracy and consistency.

3.4.13.1 Assumptions

i) Having calibrated the coal feeder as described in Section 3.4.2, at a given feeder screw

setting the feed rate of coal is constant so long as the coal level in lower hopper is

maintained at a consistent level as monitored by a marked dip-stick.

ii) The majority of entrained air enters through the the primary port and any entrained

air that leaks in elsewhere does so at a constant rate. Thus, since the primary flow

is constant throughout the testing procedure, the amount of entrained air may vary

between days of experiments but during a single day it is assumed to be constant.

For every day of testing the actual entrainment is calculated using the procedure in

Section 3.4.5.

iii) The compressor and humidifier together provide a primary air stream of constant tem-

perature and humidity thus the inputs for the predictive calculations in Sections 3.4.8,

3.4.9 and 3.4.11 are not varied between experiments.

In light of the assumptions a coal input of 2.5 kg h−1 (equating to 19.7 kW net thermal

basis) was established as the only fixed input for the furnace. Variation of the primary and

secondary gas flows were then carried out in order to result in a flue gas [O2] ' 3.0% and
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[CO2] ' 15.8% on a dry basis as designated as the baseline in Table 3.4. These critical

parameters were set to ensure consistent thermal input and operation of the furnace at

≈ 16 % excess air when the temperatures reported by thermocouples T1, T2 and T3 had

stabilised.

3.4.13.2 Errors and variation in results

As noted in the previous section, variation in measurements can be viewed in two ways:

variation during measurement of each experimental baseline and variation between the

averaged baselines for different testing days. Errors may also affect the reporting of res-

ults. Tables 3.7 and 3.8 show the results of attempting to identify and quantify the errors

due to observation and accuracy of measurement equipment along with a comparison of

this to the magnitude of typical baseline values. Comparing this data with the variability

ranges for the baseline in Table 3.4 suggests that measurement errors are substantially

smaller than variation between experiments due to external factors though similar to vari-

ability within experiments. This is illustrated for the furnace temperatures in Figure 3.17

where the grey shaded area shows the variation in the data between tests alongside vari-

ability during tests.

The total error (Errtot) in a given value (X) is calculated from the individual errors ac-

cording to Equations (3.22) and (3.23) based on the general formula for error propaga-

tion. The errors identified in Table 3.7 are used with these equations to calculate the errors

in raw data presented in Table 3.8. For emissions of NO and SO2 corrected to 6% [O2] the

error was calculated as ± 7.4%. For gaseous emission results that are normalised in or-

der to reduce variability, the error associated with the calibration gas is negated since the

same error is present in the measurement and the daily baseline and that the error mani-

fests as a proportional shift in the calibration curve in the measurement device. Thus, for

results normalised to the daily baseline, only the two errors arising from accuracy of the

measurement device to measure the concentration is included which results in an error

calculated as ± 1.4%.

For additional errors that are independent of other measurements:

Errtot =
√
Err2

1 + Err2
2 + Err2

3 + . . . (3.22)
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Table 3.7: Sources of measurement error [ABB, 2009, Omega, 2013, Signal, 2010]

Measurement Source of Error Error Percentage of Baseline Value

Rotameters
Float movement and
measurement by eye

1 minor graduation ≤ 5% measured value

Thermocouples
Measurement

accuracy
0.25% R-type, 0.75 % K-type

Analyser calibration
gases

Rate accuracy
(certified)

≤ 5% full scale

NO, SO2, CO & CO2
Measurement

accuracy
≤ 1% calibration span

O2
Measurement

accuracy
≤ 2% calibration span

Coal Feed Rate Feeder variations ≤ 5% measurement

Biomass Feed Rate Feeder variations ≤ 10% measurement for very low BBR, typically ≤ 5%

Balance (for LOI and
burnout calculations)

Balance accuracy ±0.000 05 g 0.26%

For multiplication and division of errors (as used in normalising against other values):

Errtot = X ×

√(
Err1

X1

2)
+

(
Err2

X2

2)
+

(
Err3

X3

2)
+ . . . (3.23)

As noted in Section 3.4.12.4, it is useful to compare experimental data to the coal baseline

data though it is useful to appreciate the variability in the baseline data. In the results

in this chapter where data is presented in its raw form the following conventions are

used:

• a grey band illustrates the variability in the baseline data

• points on a graph represent the arithmetic mean for a given experimental result,

averaged over the data collection period

• error bars attached to points represent calculated error where the error depends on

the measurement value

• in some cases where the error is independent of the measured value or where the

change in error is negligible across the measured values a maximum error is included

on the graph which aids in clarity of presentation.
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Table 3.8: Comparison of estimated errors, variation during experiments and variation
between experiments for baseline conditions for raw experimental data

Measurement Baseline Value
Maximum

Estimated Error
Variation during

experiment

Variation
between

experiments

Gas flow 380 L min−1 19 L min−1 N/A 11 L min−1a

T1 1250 ◦C 2.5 ◦C 5.2 ◦C 24.0 ◦C

T2 1241 ◦C 2.5 ◦C 2.5 ◦C 12.8 ◦C

T3 1113 ◦C 2.8 ◦C 2.8 ◦C 12.9 ◦C

O2 2.94 % 0.16 % 0.18 % 0.19 %

CO2 15.63 % 0.82 % 0.20 % 0.44 %

SO2 1119 ppmvb 83 ppmvb 17 ppmvb 42 ppmvb

NO 679 ppmvb 50 ppmvb 18 ppmvb 61 ppmvb

CO 32 ppmvb 2.4 ppmvb 4 ppmvb 13 ppmvb

Burnout 99.51% 0.001% NA 0.10%
aEntrainment; bat 6% O2

Figure 3.17: Axial furnace temperature profile for coal (WC) baseline at 20kW Unstaged,
Un-Enriched Conditions. The crosses show data points, the grey light gray section shows
standard deviation of the averaged baseline values (the black line), the darker gray shad-
ing represents the error associated with standard thermocouples at that temperature
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Figure 3.18: SEM images of ash collected from baseline experiments at 500x and 2500x
magnification

3.4.13.3 Ash analysis

As well as analysing the ash using loss on ignition calculations to calculate the carbon

burnout, selected ash samples were also further analysed according to the procedures de-

tailed in Section 3.4.4.3. Ash morphology was analysed using SEM imaging. These images

were coupled with EDX analysis to create elemental maps of samples and some selected

samples underwent XRF analysis in order to quantify the oxide content of the ash samples.

These quantifications are then used to calculated the fouling propensity of the ashes using

the equations for Alkali Index and Base-to-Acid ratio given in Sections 2.3.3.1 and 2.3.3.2.

SEM images of typical baseline ash is presented in Figure 3.18 while Figure 3.19 shows

EDX elemental mapping for the sample. The XRF analysis of baseline is presented with

results for other ashes in Figure 6.12.

The SEM images shown in Figure 3.18 illustrate that the coal ash particles tend to form

a mixture of sizes of spherical particles with many of the smaller particles aggregating

together or on the surface of larger particles. The lower magnification image suggest

that as well as ash particles the sample contains several non-spherical particles which are

thought to be either dust fragments present in the air during sampling or particles of

refractory lining that have become detached during firing as occasionally larger particles

of this type were also identified in the ash sample.

The EDX element maps of the ash samples presented in Figure 3.19 illustrate that particles

exhibiting different morphologies also may contain different elements. The vast majority

of the sample consists of oxides with aluminum and silicon being the most common ele-

ments. Potassium and titanium are also widely distributed, though appear less intensely

than Si and Al with the Ti signal less intense than that for K. Some of the particles also ap-
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pear to contain relatively high concentrations of iron, calcium and sulphur with the latter

two being found together suggesting capture of S by Ca.

3.4.14 Summary

This chapter has provided the necessary detail for experimental techniques, fuel charac-

terisation and baseline data in order to analyse and discuss the experimental results in the

following chapters.
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Figure 3.19: EDX mapping of elements present in ash collected from baseline experiments
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Chapter 4

Development of a TGA Reactivity

Assessment Methodology

4.1 Chapter overview

The work in this chapter was borne out of a need to rapidly and economically assess the

probable effects on reactivity of combusting a variety of fuels in a variety of atmospheres

in order to help explain the results presented in Chapter 6. The research matrix for this

series included four biomasses and one coal burning in four different combustion atmo-

spheres at two different heating rates, thus an expensive set of characterisations was not

feasible. Instead a robust method was needed to estimate with relative confidence the

effect of altering the reaction atmosphere on the decomposition of each of these fuels.

Analysis of published literature suggested the use of the Coats-Redfern technique would

be best able to provide reactivity data using a minimal number of heating rates. How-

ever, available methods and published literature contained little detail on application of

the Coats-Redfern method to parallel reactions which has resulted in a range of ‘kinetic

data’ reported for similar samples. In investigating the method and answering the first

research question in Section 2.9, this chapter highlights that for graphical methods, such

as those proposed by Coats and Redfern, a temperature range which the linear fit is made

across is essential in providing robustness of the data. A simple method of overcoming

the compensation effect is presented before it is demonstrated that while the square of

the Pearson product moment correlation coefficient (r2) is necessary for the data fitting

section, to provide an overview of the whole reaction it is equally useful to provide the
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correlation between collected data and that reconstructed from predicted reactivity para-

meters.

In this work, the initial case examines the effect of smoothing and how subjective curve

fitting can affect the estimated parameters. The work is then extended to include a decom-

position consisting of two independent parallel reactions with minor overlap and finally a

decomposition that includes three reactions with substantial overlap. Finally, having es-

tablished the method is able to estimate the kinetic parameters for the idealised data, the

procedures are applied to experimental results from biomass decomposition tests, com-

paring the reactivity of short rotation coppiced willow (SRC) and shea meal (SM) in two

oxidising atmospheres. The results indicate that as long as pseudo-reactions within the de-

composition data can be identified, the method is able to extract the reactivity parameters

for the decompositions with high confidence.

4.2 Research need

Although originally, and often still, used to characterise single reactions, at some point

the method of estimating kinetic parameters from TGA was applied to fuels, despite fuels

exhibiting more complex behaviour. Much reported research claims to estimate with a

relatively high degree of accuracy, kinetic rates of decomposition for complex fuels de-

composing due to a range of parallel and series reactions. There are several reasons why

the technique continues to be popular, notable among them being that few other options

exist for characterisation; that despite limited scientific precedent, the characterisation

appears to be applicable to some degree; and equally a lack of guidance in the academic

literature to extend guidelines for simple extraction of TGA-derived data for single reac-

tions to more complex decompositions comprised of parallel reactions. In addition, despite

the availability of clear methods for, and the limitations of, extracting rate constants from

TGA data, non-adherence is common in the research community. It is unfortunate that

many examples exist in which ‘kinetic rates’ are extracted from TGA data which cannot

claim to model precisely the reactions they are attempting to characterise perhaps explain-

ing: “the rampant inconsistencies in published biomass kinetic data” [White et al., 2011]. It

is believed researchers working with complex reactions (such as pyrolysis or combustion

of multi-component fuels) will continue to use TGA data since it offers rapid, indicative

results rendering it particularly useful for comparative studies. Thus, a formalisation of
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the procedure which is difficult to find in the literature is reported herein. The availab-

ility of several comprehensive works which detail the procedure for individual reactions

[ASTM, 2007, Vyazovkin et al., 2011, White et al., 2011] and recent work by Moukhina

[2012] identifying mechanisms for decompositions due to series and parallel reactions is

acknowledged. In this work, the methods explained and collected therein have been ex-

tended to demonstrate applicability to parallel reactions in the decomposition of complex

fuels.

Isoconversional methods such as the Kissinger-Akira-Sunose [Akahira and Sunose, 1971,

Kissinger, 1957] and Flynn-Wall-Ozawa [Flynn and Wall, 1966, Ozawa, 1965] methods

may provide more accurate rate parameter estimates but at the cost of at least three

temperature ramp rates [Starink, 2003, White et al., 2011]. Equally, the development

of distributed activation energy models (DAEM) and extensive curve-fitting techniques

have been employed elsewhere in an attempt to further increase the accuracy of predict-

ing pyrolysis and oxidative reactions of fuels with varying degrees of success [Hillier et al.,

2010, Saloojee, 2011, Shen et al., 2011, Várhegyi et al., 2009, Varhegyi et al., 2012, Zhang

et al., 2009]. In short, it is acknowledged that a considerable amount of work exists that

aims to extract rate parameters for reactivity analysis from TGA data. However, while

other methods are reported to display marginal increases in accuracy, this is invariably

at the cost of at least three heating rates or the application of relatively complex solver

techniques. Dissimilar to work which can actively employ the TGA results in modelling

studies, it is noted that while rate data extracted from TGA experiments show correlation

with larger scale combustion [Davini et al., 1996], the orders of magnitude difference in

heating rate predicate that any extrapolations can only be qualitative [Gil et al., 2012c].

Furthermore, it is widely accepted that the ‘rate’ data extracted from TGA devices is de-

pendent on the experiment and so it is felt that TGA results should realistically only be

used for comparison within the confines of an experiment and not compared with external

data as to extrapolate further would be beyond the limitations of the procedure. Thus, for

comparative work between experiments with various fuels and atmospheres emphasis is

placed on rapid, indicative techniques which are more likely to be useful to industry and

screening of fuels by assessing trends rather than providing data which may be precise

by not strictly relevant to actual combustion. Since the use of TGA-derived data in ac-

curately predicting full-scale combustion is qualitative in nature, it is felt methods which

involve substantial extra effort (either by repeated experiments or through complex curve
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fitting) are difficult to justify. In summary, this chapter does not intend to duplicate avail-

able literature which details the potential for pitfalls during TGA studies. Instead, it aims

to provide a method which can sit within the guidance provided by standards, which is

powerful, rapid, traceable and therefore useful. It is also noted that for a non-specialist

TGA literature can be misleading and contradictory and so this work attempts to provide

a method for which those who adopt it clearly understand the inherent limitations.

Providing estimates for rate data using only a minimal number of heating rates restricted

the choice of method for analysing reactivity to either the Coats-Redfern or the Friedman

methods. In their work comparing several methods of estimating kinetic variables from

TGA data Pérez-Maqueda et al. [2005] concluded that integral methods are preferred

over those of a derivative nature due to avoiding noise produced in derivative versions.

In addition, the Coats-Redfern analysis was observed to display the smallest error across

experimental ranges and is thus chosen as the basis for developing a procedure here.

Rather than a completely new method, the following work details a rigorous procedure

for applying the Coats-Redfern technique to parallel reactions. The procedure also in-

cludes robust reporting of an increased amount of experimental data used for comparis-

ons between experiments. At present, data reporting is often lacking in literature where

in some cases it has become common practice to omit reporting of the pre-exponential

constant in the Arrhenius equation. Moreover, even where reported, this important para-

meter is rarely used in discussions regarding comparisons of reactivity which are normally

reduced solely to the activation energy. This approach could prove erroneous as compens-

ation effects between the kinetic triplet derived from a single experimental set up may not

yield a unique solution for any of the individual parameters [White et al., 2011]. Simil-

arly, although the standard methods detail the application of graphical methods to single

reactions, how such methods are applied and reported in the literature is less clear. The

following method creates a robust procedure to identify and distinguish between parallel

reactions which is fully traceable with the above increase in reported data.

4.3 Method Development

Idealised and experimental data are used to develop and test the method which is the

focus of this chapter. Experimental data was generated according to methods detailed in
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Chapter 3. Idealised data involves artificial construction of mass and DTG curves from

known kinetic parameters, which allows the accuracy of the method to be tested. Having

introduced the method of generating idealised data, the outputs of which are then used in

the majority of this chapter, the process of identification of reaction zones is then included.

The effects of curve fitting, data smoothing and overlapping data are all discussed in the

following sections.

4.3.1 Experimental data

Experimental data for this work was generated according to the procedure detailed in

Section 3.3.2. Results from experimental work using two biomass samples - short rota-

tion coppiced willow (SRC) and shea meal (SM) - decomposing in two combustion atmo-

spheres - air (21% [O2] in N2) and oxygen-enriched air (30% [O2] in N2) - were used

to test the model during development. Experiments of each combination of sample and

combustion environment was conducted at heating rates (β) of 10 and 40 K min−1.

4.3.2 Idealised data

Throughout this section recommendations are made regarding how TGA data should be

treated. Similar to the work of Hillier et al. [2010], as a basis for these recommendations

an idealised set of TGA results has been created that aims to test the method and illustrate

the potential problems and errors associated with data processing. For simplicity, the

initial case assumes a single, irreversible, first order reaction described by the Arrhenius

relationship that consumes all of the solid reactant. This concept is then extended to

include two and then three non-competitive parallel reactions in the decomposition with a

differing extent of overlap between reactions. A heating rate (β) of 1 K s−1 is assumed and

mass remaining at each time-step (Mi) is calculated according to the following equations.

Each pre-exponential activity coefficient and activation energy is considered to remain

constant across the relatively narrow temperature range of each reaction. The parameters

used in the idealised reactions are presented in Table 4.1.
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4.3.3 Arrhenius model

The general Arrhenius equation (shown previously in Equation (2.16)) is shown for indi-

vidual components in Equation (4.1). Equation (4.2) demonstrates how during decom-

position the remaining reactant mass (Mi) is calculated at each time-step for the idealised

and reconstructed datasets. The model assumes a solid fuel of total mass M decomposes

according to a number (θ) of independent, non-competitive, first-order reactions on con-

stituent reactants (ma). The reaction rate constant (ka) and according decomposition of

each reactant is calculated according the temperature (T ) at each time-step (i) and the

results are summed to give the overall mass at that time-step (Mi). The calculated values

are then substituted into the next time-step’s calculation to calculate the progress of the

reaction with increasing temperature.

ka,i = Aae
−EA,a
RTi (4.1)

Mi =
a=θ∑
a=1

[ma,i−1 − ka,ima,i−1] (4.2)

where

• k is the rate constant

• a denotes the reaction number k and m are related to

• i is the time-step

Table 4.1: Rate parameters for generating idealised TGA data

Reaction (a) mimimi EA,iEA,iEA,i (kJ mol−1) ln(AiAiAi)

1 Reaction Decomposition

1 1.00 100 15.2

2 Reaction Decomposition

1 0.25 100 15.2

2 0.75 120 13.8

3 Reaction Decomposition

1 0.10 135 23.9

2 0.15 190 32.0

3 0.75 110 13.0
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• A is the pre-exponential constant

• EA is the activation energy

• R is the universal gas constant

• T is the absolute temperature

• θ is the number of reactions occurring in the decomposition (1 - 3 in the following

examples)

• ma is the mass of reactant decomposing in reaction a, the sum of which (M) is the

total mass decomposing.

4.3.4 Identifying reactions and leading edges

One of the biggest problems with using the Coats-Redfern technique to analyse TGA data

from fuel decompositions is that single reactions often cannot be isolated from the overall

decomposition. Indeed from the derivative thermogram (DTG) graphs presented through-

out this work it can be seen that the rising edge of the tail of initial reactions often overlap

with the falling leg of the onset of a subsequent reaction. Thus, it is necessary to invest-

igate how well the kinetic parameters may be estimated using only a small part of the

data.

In this work identifying reactions is completed by adopting the following method where

it is assumed that all decompositions comprise of non-competitive, first-order reactions

obeying Arrhenius laws. The following procedure is demonstrated with the 3-reaction

decomposition illustrated in Figure 4.1.

Starting from the top left of the DTG graph the horizontal line (L1) is drawn at the tangent

to the zero line. The tangent to the leading edge of the first reaction (L2) is then drawn

and extended to ensure it will cross L1 and L3. The start of the first reaction is defined

as the point where the bisecting line through the intersection of L1 and L2 meets the DTG

curve (A). The leading edge of reaction 1 (B-C) is the section of the tangent L2 that is in

contact with the DTG. Since the first and second reaction in this case overlap significantly,

a shoulder is formed in the DTG curve. Here, a line of best fit is drawn to the shoulder

zone (L3) which is extended to ensure it intersects L2 and will intersect L4. The tangent

to the leading edge for the second reaction (L4) is then drawn and extended to ensure
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Figure 4.1: An example of the graphical procedure for identifying reactions from DTG
data using idealised three-reaction decomposition as an example

it intersects L3. The crossover point between reactions 1 and 2 (D) is determined as the

midpoint of the line between where L3 intersects L2 and L4. The leading edge of reaction

2 (E-F) is the section of the tangent L4 that is in contact with the DTG. To determine

the crossover between reactions 2 and 3 the tangents to the trailing edge of reaction

2 (L5) and the leading edge of reaction 3 (L6) are drawn and extended to ensure they

intersect. The crossover between reactions 2 and 3 is defined as the point where the

bisecting line through the intersection of L5 and L6 meets the DTG curve (G). The leading

edge of reaction 3 (H-I) is the section of the tangent L6 that is in contact with the DTG. To

determine the end of reaction 3 the tangents to the trailing edge of reaction 3 (L7) and the

final zero line (L8) are drawn and extended to ensure they intersect. The end of reaction 3

is defined as the point where the bisecting line through the intersection of L7 and L8 meets

the DTG curve (J).

4.3.5 Assigning reactions compositional mass

When reconstructing decompositions comprising parallel reactions, as will be performed

later, it is necessary to estimate the fraction of the total mass consumed by each reaction.
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If experiments are conducted under different heating rates the temperature ranges which

the reactions occur across may change. However, at the heating rates which can be studied

in TGA devices and within the tolerance of experimental errors, the mass loss due to each

reaction should be similar at different heating rates for most cases of interest. Thus, as

well as providing data for reconstruction, this additional procedure builds confidence that

data is being compared between experiments fairly. The mass attributed to each reaction

is derived from the change in mass within temperature ranges of the reactions calculated

in the previous section.

4.3.6 Applying the Coats-Redfern procedure

For each reaction the Coats-Redfern procedure is then applied as detailed in Section 2.8.4.3.

Assuming all reactions follow first-order kinetics this involves calculating the extent of re-

action (α = m0 −mi/m0 −mf) and then plotting ln
(
− ln (1− α) /T 2

)
against 1/T . The the

slope of the line is then −EA/R and the intercept equal to ln (AR/βEA).

4.3.7 Method evaluation by reconstruction

In the literature the robustness and accuracy of the Coats-Redfern method at predicting

kinetic parameters is often described by linearity of the Coats-Redfern plot or a section

of it. In order to test the accuracy of the technique presented here it is more useful to

reconstruct the entire mass and DTG curves (since these are the focus of the method).

To do this, the estimated values for activation energy, pre-exponential constant and mass

fraction for each reaction within a decomposition are substituted into Equations (4.1)

and (4.2) to generate mass and DTG curves which can be directly compared to the ori-

ginal data, a process similar to work in biomass pyrolysis [Grønli et al., 2002, Skreiberg

et al., 2011, Várhegyi et al., 2009]. Although useful for the researcher, it would be im-

practical to provide a graph of every plot in a publication, so the square of the Pearson

product moment correlation coefficient (r2) between the initial and the reconstructed data

for the mass loss and DTG profiles is instead calculated. This procedure protects against

false-confidence in the data which could occur if the Coats-Redfern plot, or a section of it,

was highly linear but not necessarily appropriate for the reaction. Also, if sufficient data

is provided (temperature range, mass loss, activation energy, pre-exponential constant

and order of reaction for each reaction) the mass and DTG profiles may be reconstructed
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using Equations (4.1) and (4.2) to a degree of accuracy provided by the correlation coeffi-

cient. This is not possible with the majority of data available in the literature which either

provides an overall activation energy encompassing several decomposition reactions or,

alternatively, individual reactivity parameters without the constituent masses consumed

by each reaction within the decomposition. It is believed the approach in this work is

considerably different to much combustion literature which only reports the linear fit to

the Coats-Redfern plot.

It is important to note that the comparison of the data should only be carried out in the

region of the reaction and the original data should be normalised to this range since the

method focusses on each reaction separately. Any temperature range included where no

reaction is occurring will artificially boost the value of r2. Equally, if other reactions are

occurring outside of the studied reaction zone, such as the continued mass loss seen in

biomass ashes, this will not have a detrimental effect on the coefficient.

4.3.8 Overcoming the compensation effect

The existence of the compensation effect, as detailed in Section 2.8.7, suggests that the

output of this model should be only compared qualitatively with TGA data already in the

literature since when using a graphical technique to estimate a function, especially when

a degree of freedom such as the order of reaction being modelled is fixed, a numerical

output of the model cannot be viewed singularly. In short, although widely practised,

it is judged that comparison of activation energies alone is insufficient to describe relat-

ive reactivities and can even be misleading. For example, a more reactive decomposition

may be represented by a higher activation energy than a less reactive decomposition so

long as the pre-exponential constant is sufficiently higher than that of the less reactive

case. Since in this method the order of reaction is fixed to unity, the model output only

requires evaluation of two terms. This allows reactivity comparisons to be simply com-

pleted by normalising the reactivity to a reference case value for activation energy (EA,0)

and pre-exponential function (A0). Once the reference case is established, the following

simple equation can be used to discern the reactivity of a fuel relative to the reference case

(Si).

Si = 1−
EA,i/EA,0

lnAi/lnA0

(4.3)
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where if

• Si < 0 then the reaction is less reactive than the reference case

• Si = 0 then the reaction and the reference case are equally reactive

• Si > 0 then the reaction is more reactive than the reference case

To provide a basis for comparison for the trends presented by any variation found in Si,

the temperature at which maximum rate of reaction (Tmax,i) for each reaction was also

calcuated. This was then normalised to the reference case (Tmax,0) to indicate a change in

reactivity as δTmax = (Tmax,0 − Tmax,i) /Tmax,0.

4.3.9 Model limitations

While the assumptions made in the above method are often valid for the oxidative and

pyrolysis decomposition of some complex fuels, the limitations of the method stated

should also be noted. As presented above the method cannot reliably evaluate reactiv-

ity for reactions that are not first-order or those reactions which are competitive, series or

in any way interactive in nature.

4.4 Method testing

4.4.1 Effect of fitting range (one-reaction decomposition)

Simulated plots of the mass and DTG shown in Figure 4.2 generated by substituting the

data in Table 4.1 into Equations (4.1) and (4.2) for a decomposition comprising a single

reaction were analysed according to the procedure. The Coats-Redfern plot for this ex-

ample is shown in Figure 4.3. In order to investigate the usefulness of fitting data to

the leading edge of the reaction, the figure also shows the fitting ranges that are used to

produce the parameter estimates displayed in Figure 4.4. Here, although the α value is

calculated for the entire reaction, the range of data the Coats-Redfern line is fitted to is

varied as the lines of best fit are fitted to all the data, the central 90, 80 and 60 % of

the data and the leading edge respectively. From this it can be concluded that the ‘tail’

of the Coats-Redfern plot created at the start of reaction (which appears at the right in

Figure 4.3 as the plot is against 1/T ) has the largest effect on the slope of the line and
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therefore most distorts the parameter predictions arising from it. It is also clear that the es-

timated parameters are dependent on the amount of data fitted to. For example, reducing

the fitting range from all of the data to 60 % reduces the values of activation energy pre-

dicted by approximately 10 % and reduces the value of logarithm of the pre-exponential

constant from 19.7 to 16.7. The parameters estimated are then used to reconstruct the

mass and DTG curves, the correlation between these curves and the original is presented

as the unsmoothed data series in Figure 4.6. In this instance, due to the compensation

effect detailed in Section 2.8.7, the Coats-Redfern method tends to overestimate both the

activation energy and the pre-exponential factor emphasising the need for caution when

comparing with reactivity data obtained by other methods. However, it can be confidently

stated that relative to fitting to the entire dataset, a single-reaction decomposition may

be well-estimated by simply fitting the Coats-Redfern line to the reaction’s leading edge

temperature interval.

4.4.2 Effect of smoothing (one-reaction decomposition)

During TGA, variability present in the results due to experimental variations and feedback

loops that control the TGA device manifest as noise in the data. Despite being regularly

employed, the amount to which data is smoothed to reduce this variability is rarely re-

ported and is not mentioned in standard methods for extracting kinetics from TGA data.

To analyse the effect of smoothing on the estimation of rate parameters a 10% random

error as shown in Equation (4.4) is applied. Prior to undergoing the Coats-Redfern tech-

nique, various levels of smoothing are employed using a moving point average (Equa-

tion (4.5)).

Mi =

a=θ∑
a=1

[ma,i−1 − (0.9 + 0.2× Z) ka,ima,i−1] (4.4)

where Z is a random number between 0 and 1 and the average mass M̄t is given by

M̄t =

∑t+τ
i=t−τ Mi

2τ + 1
(4.5)

The idealised data with random noise along with an either-side smooth of 10, 20, and 50

points (τ) (respectively corresponding to 10%, 19% and 46% of the data for this reaction

at this heating rate) are shown in Figure 4.5. Following the same data-fitting procedure
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Figure 4.2: Idealised mass and DTG data for 1-, 2- and 3-reaction decompositions
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Figure 4.3: Coats-Redfern plot for dataset fitted to various proportions of the data

Figure 4.4: Effect of fitting width on Coats-Redfern parameter estimation
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Figure 4.5: Effect of smoothing on mass and DTG data

employed without smoothing allowed parameter estimation and subsequent reconstruc-

tion of the mass and DTG curves. Comparing these reconstructed curves with the original

data produced the results shown in Figure 4.6 where it is apparent that an increased de-

gree of smoothing of the mass reading can have a substantial effect on not only the DTG

profile but also the parameters that are predicted. Although focusing on the leading edge

appears to lessen the impact of smoothing, it is suggested here that a small amount of

smoothing may be employed to graphically identify reaction zones more easily, but that

any smoothing causes the Coats-Redfern method’s accuracy to diminish and as such if

used should be reported with the data and should be kept to a minimum function of the

dataset or, if possible, avoided completely.

4.4.3 Two-reaction decomposition with slight overlap

Having established that fitting the Coats-Redfern method only to the leading edge is able

to estimate the rate parameters for one-reaction decomposition, it is now useful to sim-

ulate overlapping reactions as is the case in most fuel TGA data. This was completed by

considering mass loss due to two non-competitive, parallel reactions that overlap slightly

as presented by the data in Table 4.1 and shown in Figure 4.2.

Separating the decomposition into two reactions and then following the same procedure as
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Figure 4.6: Variation in correlation between original data and that reconstructed by para-
meter estimation depending on level of smoothing performed prior to undergoing the
Coats-Redfern procedure

for the single-reaction decomposition for each of the reactions, the estimates of parameters

shown in Table 4.2 were derived where trends similar to those seen for the single-reaction

decomposition were found. These figures indicate that modelling the leading edge using

the Coats-Redfern technique is able to provide a relatively good approximation of the re-

activity even when individual reactions cannot be fully resolved using graphical methods.

In fact, in this case, the overlap acts to reduce the overestimation of parameters by the

Coats-Redfern method compared to the single-reaction predictions. Using the results from

the estimation procedure for the leading edge, the mass loss and DTG for the sample were

reconstructed and compared with the original data displaying good agreement with r2

values of 0.9990 and 0.9842 for correlation between the original and model-derived mass

and DTG curves respectively. Figure 4.7 shows the reconstruction of the mass and DTG

curves for estimates derived from fitting to the full range of data and just to the leading

edge. Data fitted to the leading edge better captures the decomposition profile shown in

the DTG which is reflected in the higher r2 value.
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Table 4.2: Estimated rate parameters for 2-reaction decomposition for varying widths of
fit to the Coats-Redfern plot

Full 90% 80% 60% Leading Edge Model

Reaction 1: (545 K to 704 K), Leading Edge (590 K to 630 K)

EA,i (kJ mol−1) 119.0 111.8 107.0 104.2 108.3 100

ln(Ai) 18.60 17.20 16.28 15.78 16.64 15.20

CR Fit, r2 0.9584 0.9842 0.9933 0.9978 0.9996 n/a

Reaction 2: (704 K to 903 K), Leading Edge (746 K to 793 K)

EA,i (kJ mol−1) 152.9 142.9 136.7 132.0 143.8 120

ln(Ai) 18.68 17.17 16.24 15.53 17.46 13.81

CR Fit, r2 0.9607 0.9881 0.9956 0.9988 0.9989 n/a

Correlation between original and reconstructed data:

Mass, r2 0.9970 0.9980 0.9985 0.9989 0.9990 n/a

DTG, r2 0.9629 0.9745 0.9807 0.9855 0.9842 n/a

Figure 4.7: Mass and DTG curves for 2-reaction decomposition comparing original values
with estimates based on full-range (FR) CR fit and fitting only to the leading edge (LE)
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4.4.4 Three-reaction decomposition with overlap

Further extending the previous work, a scenario that involves two initial reactions with

considerable overlap followed by a third reaction set mostly apart from the first two was

simulated using the values in Table 4.1 which created the mass loss and DTG curves shown

in Figure 4.2.

In this scenario, the three reactions were identified and following the same procedure as

detailed previously the results shown in Table 4.3 were generated again displaying a sim-

ilar trend to the single-reaction decomposition results (Figure 4.4). The plot in Figure 4.8

was generated for the values estimated from the leading edge temperature range. Sim-

ilarly to the previous section, Figure 4.8 shows the reconstruction of the mass and DTG

curves for estimates derived from fitting to the full range of data and just to the leading

edge. The significant overlap between reactions in this example convolutes the data and

reduces the ability of the method to accurately estimate single rate parameters. Data fit-

ted to the leading edge again better captures the decomposition profile shown in the DTG

which is reflected in the higher r2 values of 0.9992 and 0.9597 for mass and DTG for

the leading edge compared to 0.9984 and 0.9379 for full-range fitting. However, in this

scenario Table 4.3 shows that fitting to 80% and 60% of the data derives estimates that

perform slightly better than those generated from the leading edge. Despite the minor

improvements from fitting to 60 or 80% of the data, the rigorous method for defining the

fitting range detailed in Section 4.3.4 and the relative accuracy of the parameters derived

permit the conclusion that fitting to the leading edge is shown to be a robust method

for estimating reactivity parameters from TGA data containing overlapping, parallel reac-

tions.
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Table 4.3: Estimated rate parameters for 3-reaction decomposition for varying widths of
fit to the Coats-Redfern plot

Full 90% 80% 60% Leading Edge Model

Reaction 1: (537 K to 617 K), Leading Edge (570 K to 595 K)

EA,i (kJ mol−1) 192.0 182.5 169.5 161.5 154.0 135

ln(Ai) 35.89 33.89 31.16 29.47 27.89 23.94

CR Fit, r2 0.9628 0.9814 0.9948 0.9985 0.9999 n/a

Reaction 2: (617 K to 688 K), Leading Edge (635 K to 650 K)

EA,i (kJ mol−1) 217.2 204.7 191.0 185.3 199.9 190

ln(Ai) 36.75 34.42 31.88 30.83 33.65 32

CR Fit, r2 0.9486 0.9762 0.9930 0.9978 0.9995 n/a

Reaction 3: (688 K to 873 K), Leading Edge (720 K to 760 K)

EA,i (kJ mol−1) 146.5 136.6 129.5 124.5 147.6 110

ln(Ai) 18.58 17.03 15.92 15.16 19.05 13

CR Fit, r2 0.9529 0.9838 0.9941 0.9982 0.9977 n/a

Correlation between original and reconstructed data:

Mass, r2 0.9984 0.9990 0.9994 0.9995 0.9992 n/a

DTG, r2 0.9379 0.9555 0.9682 0.9754 0.9597 n/a

Figure 4.8: Mass and DTG curves for 3-reaction decomposition comparing original values
with estimates based on full-range (FR) CR fit and fitting only to the leading edge (LE)
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4.4.5 Testing the model with real data

From the collected data, the mass and its first derivative with respect to temperature

were plotted in order to identify the reaction zones, leading edges and mass fraction per

reaction which are presented in Table 4.4. Using this data, the Coats-Redfern procedure

as detailed above was then applied for three identified reactions. An example plot for

each of the three reactions along with the fitting range for the leading edge are shown

in Figure 4.9 for SRC decomposing in air at a heating rate of 10 K min−1. Estimates for

activation energies and the pre-exponential factors are presented in Table 4.4 for each

reaction of the four decompositions studied. These parameters and the mass attributed

to each reaction were then substituted into Equations (4.1) and (4.2) to reconstruct the

mass and DTG profiles that are shown in Figure 4.10 for SRC and in Figure 4.11 for SM

decomposing at 10 K min−1 in air in both cases. The reconstructed SRC data was generally

found to correlate well with the experimental data across the reaction temperature range

with r2 typically greater than 0.997 and 0.842 for the mass and DTG curves respectively.

However, the inability to identify distinct reaction zones for the SM sample rendered the

model less able to predict this decomposition with r2 values greater than 0.976 for the

mass curve and in the region of 0.55 for the DTG curve. The relative reactivity (Si) was

then calculated using the air case at each heating rate as the reference case. The results

shown in Figure 4.12 also include the normalised difference between the temperature at

which maximum rate was found for each sample and the air case (δTmax). Comparing

these two sets of results with the actual DTG profiles (Figures 4.13 and 4.14) it can be

concluded that although the SM is relatively poorly characterised by the kinetic parameters

(illustrated by the poor reconstruction correlation), the change in reactivity assessed by

the procedure correlates well with changes in DTG. However, for the variation in the

value of δTmax on unsmoothed data this is not the case as measurement noise can cause

the maximum rate loss to be artificially predicted due to an outlier. Slight smoothing of

the DTG data removes the outlier but has been shown also to affect the estimation of rate

parameters. In this case, if smoothing is not employed it appears the model output (Si)

is a better indication of change in reactivity than δTmax. However, if δTmax is found from

slightly smoothed data the changes in this value and Si correlate well as the effect of noise

on δTmax is avoided. Moreover, although comparison of the rate parameters with external

data would be questionable, comparison with trends in reactivity assessed by Si is possible

even with decompositions that comprise overlapping reactions. For the SRC sample the
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Figure 4.9: Coats-Redfern plots for SRC reacting in air at 10 K min−1

trends for both Si and unsmoothed δTmax correlate well.

4.4.6 Comparison of results with published literature

As the r2 values suggest, the actual parameters generated by the Coats-Redfern technique

may not necessarily well-reflect changes in reactivity when compared separately and may

not well reflect the decomposition they are modelling when considered individually. For

this reason it is felt only the trends found in reactivity and not the actual parameter values

should be compared with wider literature.

The findings for both biomasses broadly indicate an overall increase in reactivity with an

increase in oxygen concentration which is in agreement with published literature [Yuz-

basi and Selçuk, 2011]. This is even the case for reactions where the activation energy

increases, emphasising the need for comparison of activation energy and pre-exponential

values together. Figure 4.12 also shows that relatively small differences in reactivity are

seen for the first two (devolatilisation) reactions, which may even be considered negli-

gible, while the reactivity during the final char oxidation reaction substantially benefits

from the increase in oxygen concentration.
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Figure 4.10: Comparison of experimentally derived and modelled mass and DTG data
against temperature for SRC decomposing in air

Figure 4.11: Comparison of experimentally derived and modelled mass and DTG data
against temperature for SM decomposing in air
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Figure 4.12: Reactivity (Si) and change in maximum rate temperature (δTmax) of SRC
and SM decomposing in oxygen-enriched air relative to air averaged between 10 and
40 K min−1 heating rates

Figure 4.13: DTG against temperature for SRC decomposing in Air and oxygen-enriched
air (En-Air) at 10 and 40 K min−1
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Figure 4.14: DTG against temperature for SM decomposing in Air and oxygen-enriched
air (En-Air) at 10 and 40 K min−1

4.5 Summary

The simple, rapid Coats-Redfern procedure which is widely used by academe and industry

has been formalised and further developed. This method’s ability to estimate rate para-

meters for overlapping, multi-reaction decompositions has been demonstrated by testing

it on a variety of idealised decompositions where greater rigour in evaluating predictions

against real data, and greater reporting of results than currently practiced is employed.

The method was extensively tested using a theoretical idealised dataset to understand the

effects of data treatment - such as data smoothing, the temperature range for the fit of the

Coats-Redfern plot and a technique to overcome the compensation effect - and identifica-

tion of reactions on the reactivity of the mixture of fuel and combustion atmosphere. The

ability of the method to estimate reactivity parameters was judged based on the correla-

tion between the original data and data recreated by substituting the predicted parameters

in a multicomponent Arrhenius decomposition. The results suggested that data smoothing

reduces the ability of the method to estimate reactivity parameters. Testing with mildly-

overlapping parallel reactions illustrated that a fit of the Coats-Redfern plot to the leading

edge of the reaction on the DTG plot was able to accurately predict the reactivity paramet-

ers of the total decomposition. The method’s ability to identify changes in reactivity for

real samples was demonstrated by comparing the decomposition of two biomass samples
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in two combustion atmospheres. The model was found to characterise the decomposi-

tion of SRC well, while an inability to distinguish separate reactions in more complex SM

rendered the method less able to characterise its decomposition. Nevertheless, changes in

reactivity of the samples between the two combustion atmospheres were identified where

the char reaction in particular was found to be more reactive in a combustion atmosphere

with a higher oxygen concentration. More detailed analysis of the effects of O2-enrichment

on biomass combustion is one of the focuses of the following chapter.
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Chapter 5

Bench-Scale Results and Discussion

5.1 Chapter overview

Reactivities of four biomass samples and one coal sample under thermal treatment were

investigated in four combustion atmospheres by subjecting the samples to non-isothermal

thermogravimetric analysis (TGA) under two heating rates. The combustion atmospheres

were chosen to reflect carbon capture and storage applications and include oxygen-enriched

air and oxyfuel combustion systems in order to inform the results generated from the

20 kW experiments in Chapter 6 and answer the second research question in Section 2.9.

The standard Coats-Redfern method was applied to results from the coal samples along-

side the extension of the standard Coats-Redfern method detailed in Chapter 4 which was

applied to analyse changes in reactivity of the reaction stages involved in the decomposi-

tion of each of the biomasses. Although some variation was observed between the results,

the overall trends suggest increasing oxygen concentration increases combustion react-

ivity and that in temperature-controlled TGA instruments substituting N2 for CO2 as the

comburent has a modest benefit on combustion reactivity during oxygen enriched condi-

tions. A typical oxyfuel combustion environment was found to be more reactive than an

air equivalent for all fuels studied.

5.2 Experimental procedure

The decomposition of four biomass samples and one coal in four different combustion

atmospheres were analysed using non-isothermal thermogravimetry (TGA) at two heat-
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ing rates (10 and 40 K min−1). Characteristics of Williamson coal (WC), short-rotation

coppiced willow (SRC), miscanthus (MC), reed canary grass (RCG) and shea meal (SM)

are detailed in Section 3.2. The combustion atmospheres studied include air - 21% O2 in

N2- (Air), oxygen-enriched air - 30% O2 in N2 - (En-Air), unenriched oxyfuel - 21% O2 in

CO2 - (Oxy) and oxygen-enriched oxyfuel - 30% O2 in CO2 - (En-Oxy). Without the abil-

ity to include steam in the 20 kW experiments, which the results in this chapter are used

to inform, it was decided to conduct these tests also without steam, representing a dry-

recycle process. Experimental results presented in this chapter were produced according

to the methodology detailed in Section 3.3.2 where each of the samples was introduced to

Mettler-Toledo TGA/DSC1 equipment producing TGA and heat flux data. While not used

in analysing reactivity, the latter data was used alongside the TGA data to highlight the

various reaction stages that occur during combustion.

5.3 Results and discussion

The coal and four biomass resources were processed in the TGA instrument for the four

combustion atmospheres at two heating rates. The changes in mass and DTG with tem-

perature for each of these experiments are shown in Figures 5.1 to 5.5 for each of the

fuels. Similarity between experimental conditions and repetition of experiments at differ-

ent heating rates suggested that should anomalous or erroneous data be found it would

be easily highlighted.
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Figure 5.1: Change in mass and DTG with increasing temperature for WC decomposing in
a range of atmospheres at heating rates of 10 and 40 K min−1

Figure 5.2: Change in mass and DTG with increasing temperature for SRC decomposing
in a range of atmospheres at heating rates of 10 and 40 K min−1
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Figure 5.3: Change in mass and DTG with increasing temperature for MC decomposing in
a range of atmospheres at heating rates of 10 and 40 K min−1

Figure 5.4: Change in mass and DTG with increasing temperature for RCG decomposing
in a range of atmospheres at heating rates of 10 and 40 K min−1
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Figure 5.5: Change in mass and DTG with increasing temperature for SM decomposing in
a range of atmospheres at heating rates of 10 and 40 K min−1
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5.3.1 Identifying reactions from DTG curves

Although in reality fuels decompose due to large number of reactions, each of which may

compete and interfere with one another, for modelling purposes it is commonly assumed

to be necessary to aggregate reactions occurring at similar temperatures into a smaller

number of pseudo-reactions that occur independently. From the DTG profiles and DSC

data the biomass samples were observed to decompose due to 3 pseudo-reactions while

the WC decomposition was identified as having two pseudo-stages that exhibit consid-

erably overlap in the DTG profile. An example of using the DSC data to corroborate

reactions identified from the DTG data is shown in Figure 5.6 for RCG decomposing in

air at a heating rate of 10 K min−1. The DTG curve at the the transition between the first

two pseudo-stages (located at approximately 560 K to 580 K) corresponds with the overall

reaction changing from endothermic to exothermic which can be interpreted as suggest-

ing parallel non-competing reactions are occurring; one endothermic and one exothermic.

At temperatures below 560 K the endothermic reaction dominates the total mass loss. As

the temperature increases the reactant concentration for the endothermic reaction is con-

sumed and this begins to limit the total mass loss occurring. However, rather than the rate

of mass loss decreasing, the exothermic reaction begins to take control of the mass loss

and for a period the decline in the endothermic reaction rate is matched by the increase in

rate of the exothermic reaction rate which results in the relatively unchanged overall rate

of mass loss observed across the shoulder. As the exothermic reaction continues to accel-

erate with increasing temperature a peak rate of reaction is reached at 605 K after which

this reaction rate declines and at 635 K the final pseudo-stage takes over. The final reac-

tion is less sharply defined than the first two and as the reactant for this final pseudo-stage

is increasing depleted the reaction rate falls until eventually this reaction is completed at

approximately 770 K. The peak rate as measured by the DSC data occurs approximately

10 K later than in the DTG suggesting either one or both of a time lag between mass loss

and combustion of volatile products and a potential delay in the feedback response of the

TGA instrument.

It was initially planned to carry out the same procedure for identifying reactions in the WC

samples as was the case for the biomass, which resulted in two reactions with substantial

overlap being identified. However, initial testing of the method developed in Chapter 4

suggested this was not the most robust way to model WC decompositions. Analysis of how
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Figure 5.6: Results showing effect of increasing temperature on mass loss, DTG and DSC
profiles for RCG decomposing in air at 10 K min−1 with identified decomposition pseudo-
stages overlaid

well variations of the Coats-Redfern technique model WC decomposition were therefore

carried out. First, the method as applied to the biomasses was performed. Here, the ex-

tent of reaction for the overall decomposition (α) was divided between the two identified

reactions and kinetic parameters determined from the leading edge (LE) fit to each of

these curves. Since the two individual pseudo-reactions cannot be resolved due to signi-

ficant overlap it was also decided to fit to the leading edge ranges using a single extent

of reaction. Finally, a fit was made to the full range of the single reaction as is commonly

practiced in the literature. These approaches are shown graphically in Figure 5.7 using

the decomposition of WC in air at β = 10 K min−1 as an example. The analysis was con-

ducted separately for the two heating rates and the reconstructed mass and DTG curves

are shown in Figures 5.8 and 5.9 for β = 10 and 40 K min−1, respectively. How well the

different reconstructed profiles match the experimental profile is given by the r2 values in

Table 5.1.

Figures 5.8 and 5.9 and Table 5.1 show that for WC, where it is not possible to resolve the

two pseudo-reactions, modelling the decomposition with a single extent of reaction results

in the best approximation of the experimental data. However, for the slower heating rate

a full fit of the Coats-Redfern data was found to better approximate the data while for
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Figure 5.7: Variation on the fitting range for the Coats-Redfern method for WC decompos-
ing in air at 10 K min−1

the faster heating rate modelling using one extent of reaction with two fitting ranges was

observed to best capture the decomposition profile. Since both techniques appear equally

useful, the coal samples will be modelled using both of these techniques for the work in

this chapter.

Table 5.1: Results of various techniques of applying the Coats-Redfern method to WC
decomposing in air

Extent of reaction Number of Reactions Fitting Range Mass r2r2r2 DTG r2r2r2

10 K min−1

Split α 2 leading edge 0.9946 0.8389

Full range α 2 leading edge 0.9985 0.9475

Full range α 1 full fit 0.9988 0.9867

40 K min−1

Split α 2 leading edge 0.9730 0.5321

Full range α 2 leading edge 0.9994 0.9648

Full range α 1 full fit 0.9953 0.9182
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Figure 5.8: Experimental and reconstructed data for the effect of increasing temperature
on mass and DTG for WC decomposing in air at 10 K min−1

Figure 5.9: Experimental and reconstructed data for the effect of increasing temperature
on mass and DTG for WC decomposing in air at 40 K min−1
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5.3.2 Baseline decompositions in air

The decomposition of each sample in air was designated as the baseline value for each

heating rate both for qualitative comparison between DTG profiles and evaluation of

change in reactivity (Si). An overview of the baseline profiles of the energy crops, SM

and WC is presented below.

5.3.2.1 Energy crops (SRC, RCG and MC)

The three energy crops - SRC, RCG and MC - display similar decomposition DTG profiles

and temperature ranges for the three reactions. Considered alongside the similarities in

proximate and ultimate analyses (Table 3.1), this may indicate the substructures of each

of these samples may also be comparable. In air these decompositions can be broadly

described by the onset of an initial endothermic reaction at approximately 490 K for β =

10 K min−1 and ≈ 515 K for β = 40 K min−1. Comparison of the temperature range of this

reaction with literature suggests this reaction may be due to the release of volatiles during

the breakdown of hemicellulose materials [Borrego et al., 2009, Di Blasi, 2008, Yang et al.,

2007]. The decline of this initial reaction then overlaps slightly with an increase of the rate

of an exothermic reaction forming a shoulder in the DTG curve in the region of 575 when

heated at 10 K min−1 and 595 K at 40 K min−1. Comparison with literature Di Blasi [2008],

Yang et al. [2007] suggests this may be due to the oxidation of volatiles released due to

the decomposition of cellulose materials. At temperatures of approximately 650 and 675 K

the final reaction - which is also exothermic - is found to take control of the decomposition

continuing until ≈ 765 and 820 K for 10 and 40 K min−1, respectively. Reactions in this

temperature range are often attributed to the oxidation of char and from comparison with

the proximate analysis also some of the more stable lignin-derived volatlile components

[Di Blasi, 2008]. The fastest mass loss for each of the energy crops occurs during the

second pseudo-reaction in all oxidising atmospheres at temperatures ranging from 590 K

to 610 K and 615 K to 640 K for β = 10 and 40 K min−1, respectively.

5.3.2.2 Shea meal (SM)

Dissimilar to the grasses and willow, SM tends to begin devolatilisation at a lower temper-

ature (approximately 35 K and 50 K) than the other biomasses and the transition between

164



the endothermic and exothermic devolatilisation stages also occurs at significantly lower

temperature (535 K for β = 10 K min−1 and 555 K for β = 40 K min−1). Yuzbasi and Selçuk

[2011] suggest a lower temperature devolatilisation may be due to weaker macromolecu-

lar bonds which may also be relevant here.

The overall DTG profile for the decomposition of SM has less defined reaction peaks and,

particularly in the temperature interval of 650 K to 750 K, a complex series of reactions

that convolute the DTG seem to be occurring. If it is assumed that the complex decom-

position for SM can be represented by 3 pseudo-reactions, this has the effect of increasing

the temperature range of the second and third reactions in SM’s decomposition caus-

ing the reactions identified for the decomposition of SM to span the widest temperature

range.

The SM DTG profile shows far more gradual changes in rate of mass loss than the energy

crops and as a result the peak reaction rate is lower than the other samples with a mass

loss sustained across a wider temperature range. Indeed, when SM was heated at the

slower heating rate the peak reaction rate is found for the char oxidation stage rather

than the volatile combustion reaction which displays the fastest mass loss in the other

samples. This may be explained as the SM displays a higher char:volatiles ratio than the

grasses and willow and a significantly higher ration of lignin to holocellulose.

5.3.3 Reaction temperature ranges

Figure 5.10 illustrates the variation due to heating rate and combustion atmosphere on

the temperature ranges of each of the reactions. The temperatures quoted in the following

discussion relate to the identified temperature ranges found by following the procedure

and not directly to changes observed on the DTG.

5.3.3.1 Effect of heating rate

For the vast majority of samples reactions were retarded and elongated when the heating

rate (β) was increased from 10 to 40 K min−1. For the energy crops the averaged temper-

atures for the start of reaction one increased from 495 K to 512 K and the temperature at

which crossover between the first two reactions occurred increased from 572 K to 591 K

when the heating rate was increased. The span of temperatures for the final, char oxida-
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Figure 5.10: Variation in identified temperature reaction zones for each of the coal
and biomass samples decomposing in different combustion atmospheres under 10 and
40 K min−1
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tion reaction increased from an average of 649 K to 765 K for β = 10 K min−1 to 676 K to

818 K when β = 40 K min−1. The larger fixed carbon content of SM and WC caused the

final reaction in their decompositions to be extended further than for the energy crops (by

∼50 and ∼100 K, respectively). Elongating the reaction over a wider temperature range

suggests the reaction may not be kinetically controlled by the bulk system temperature and

instead dependent on other experimental factors, as further discussed in Section 5.3.4.1.

It is however interesting as this shift occurred despite reducing the particle size and the

small mass of sample used. Without further study it is unclear whether the reason for the

retardation and elongation of the decomposition profiles is due to mass and heat transfer

diffusion in the particle or whether a disparity exists between the particle temperature and

that recorded by the TGA thermocouple. However, since the TGA instrument used is very

modern it is suggested the former is more likely. A possible recommendation for further

work could be to determine a limit for the heating rate (β) at which the decomposition

profile begins to change (thereby indicating where mass and temperature diffusion rate

begins to control as opposed to kinetics). However, this would likely be different for every

fuel sample and dependent on fuel proximate properties as well as particle size.

5.3.3.2 Effect of reaction atmosphere

Figure 5.10 suggests that changes to the combustion atmosphere have a negligible ef-

fect on the endothermic devolatilisation of the biomass samples (R1). However, in atmo-

spheres with an enriched level of oxygen reactions two and three tended to span a reduced,

narrower temperature range for a given heating rate than their unenriched counterparts

suggesting increased [O2] allows both more intense combustion of volatiles and oxidation

of chars. This is in broad agreement with the literature - see the work of Gil et al. [2012c]

for example - though whether the volatile combustion or char oxidation is more affected

was observed to vary between experiments. This does however suggest that in these ex-

periments the rate of delivery of oxygen to the particle surface affects the rate of release

of the volatile components as well as affecting char oxidation.

Substituting the bulk gas of N2 with CO2 seems to have a complex but considerably smal-

ler effect on the temperature range across which the reactions occur than increasing [O2].

The temperature range for the RCG reactions appears to show almost no effect of changing

from N2-based to CO2-based atmospheres while the SM results suggest a slight elongation
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of the reaction temperature range in CO2-based environments. In unenriched conditions

substituting N2 with CO2 either had no effect or elongated slightly the total temperat-

ure range for the biomass samples, similar to that found by Gil et al. [2012c] and Liu

[2009]. However, in WC combustion and biomass combuston in enriched atmospheres no

clear trends can be extracted from the results perhaps suggesting that despite following

the procedure detailed in Section 4.3.4, uncertainty in identification of reactions reduces

the accuracy of this technique to robustly investigate subtle differences, requiring instead

further analysis of the data, such as that detailed in the following section.

5.3.4 Relative reactivity (Si)

The activation energy (EA) and pre-exponential factor (A) for each of the reactions in

each decomposition and how well the estimated parameters characterise the total de-

composition (r2) were calculated according to the procedure in Chapter 4. These results

are tabulated in Table 5.2. However, noting the compensation effect discussed in Sec-

tion 2.8.7, it is felt undesirable to discuss the changes in kinetic parameters separately

and instead this work will only discuss the changes in total reactivity (Si) which incorpor-

ates both EA and A. For the following results, each of the total decompositions of fuels

are divided into several individual pseudo-reactions and their reactivity compared to that

of a baseline value. On the graphs a positive value for Si indicates greater reactivity than

the baseline.

It has already been remarked that little similar work exists in the literature and compar-

isons with that which does is somewhat problematic. For example the work of Gil et al.

[2012c] compares characteristic temperatures between air and oxyfuel only but does not

estimate reactivity parameters, the work of Liu [2009] compares air and oxyfuel combus-

tion of coal chars by estimating the activation energy of the char reaction using multiple

heating rates but only at at 10 % [O2], and while the work of Yuzbasi and Selçuk [2011]

evaluates biomasses decomposing in the same atmospheres as presented here the work did

not estimate reactivity parameters from the TGA analysis. Nevertheless, where possible

literature comparable with the findings are discussed below.
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Table 5.2: Results for fuel decompositions in various combustion atmospheres

Identifier Rxn # Temperature Range (K) Mass CR Fit EA ln A Reconstruct (r2)

(Atmosphere_β) (θ) Reaction Leading Edge Fraction r2 kJ mol−1 Mass DTG

WC

Air_10 1 592–896 Full range 1.00 0.9463 100.10 9.35 0.9988 0.9867

Air_10 1 592–896 602–708 0.17 0.9539 119.87 13.45 0.9985 0.9475

2 592–896 730–792 0.83 0.9984 84.65 6.69

Air_40 1 618–1020 Full range 1.00 0.9489 84.1 6.66 0.9953 0.9182

Air_40 1 618–1020 638–736 0.11 0.9760 112.3 12.14 0.9994 0.9648

2 618–1020 758-832 0.89 1.0000 67.04 4.04

En-Air_10 1 588–868 Full range 1.00 0.9446 103.09 10.17 0.9988 0.9808

En-Air_10 1 588–868 590–700 0.17 0.9044 138.92 17.34 0.9954 0.8754

2 588–868 720–780 0.83 0.9973 88.29 7.56

En-Air_40 1 620–976 Full range 1.00 0.9559 90.39 8.04 0.9974 0.9561

En-Air_40 1 620–976 640–734 0.15 0.9762 109.52 11.86 0.9995 0.97145

2 620–976 770–820 0.85 0.9998 73.84 5.41

En-Oxy_10 1 590–868 Full range 1.00 0.9598 99.53 9.63 0.9990 0.9765

En-Oxy_10 1 590–868 614–700 0.18 0.9827 99.04 9.85 0.9991 0.9569

2 590–868 720–784 0.82 0.9971 88.82 7.69

En-Oxy_40 1 608–974 Full range 1.00 0.9452 92.56 8.39 0.9961 0.9166

En-Oxy_40 1 608–974 626–718 0.10 0.9744 123.56 14.53 0.9994 0.9554

2 608–974 736–828 0.90 0.9999 71.73 5.08

Oxy_10 1 594–888 Full range 1.00 0.9402 103.08 9.87 0.9986 0.9849

Oxy_10 1 594–888 598–700 0.15 0.9128 146.20 18.43 0.9961 0.8898

2 594–888 720–792 0.85 0.9981 84.62 6.71

Oxy_40 1 618–1022 Full range 1.00 0.9454 82.83 6.43 0.9946 0.9080

Oxy_40 1 618–1022 634–728 0.08 0.9746 118.48 13.30 0.9994 0.9643

2 618–1022 728–840 0.92 0.9997 67.42 4.10

SRC

Air_10 1 488-572 524-554 0.24 0.9992 114.74 19.85

2 572-662 594-606 0.51 0.9994 188.25 32.48 0.9978 0.8194

3 662-759 716-732 0.24 0.9944 173.66 23.82

Air_40 1 510-594 546-576 0.23 0.9993 118.67 21.12

2 594-688 615-632 0.50 0.9998 175.10 29.74 0.9984 0.8698

3 687-808 755-774 0.27 0.9967 143.75 18.68

En-Air_10 1 496-570 530-552 0.24 0.9996 124.76 22.16

2 570-660 592-604 0.52 0.9992 196.67 34.39 0.9971 0.8055

3 660-750 714-724 0.24 0.9959 196.92 28.07

En-Air_40 1 514-594 548-576 0.24 0.9995 122.23 21.87

2 594-690 614-628 0.50 0.9999 177.50 30.26 0.9978 0.8515

3 689-794 746-766 0.26 0.9937 162.03 21.92

En-Oxy_10 1 494-574 524-552 0.27 0.9997 115.12 19.85

2 574-658 594-606 0.49 0.9998 230.74 41.36 0.9961 0.8221

3 658-754 720-740 0.24 0.9945 229.00 33.60

En-Oxy_40 1 513-590 551-576 0.23 0.9988 131.46 24.01

2 590-678 612-620 0.51 0.9999 194.40 33.95 0.9981 0.8410

3 678-788 726-748 0.27 0.9955 154.14 20.96

Oxy_10 1 494-572 526-556 0.24 0.9995 120.90 21.24

2 572-654 594-604 0.49 0.9995 193.74 33.67 0.9985 0.8293

3 654-750 716-738 0.27 0.9877 164.79 22.35

Oxy_40 1 516-595 551-572 0.24 0.9998 123.18 22.04

2 595-684 615-628 0.48 0.9999 183.28 31.38 0.9911 0.8920

3 683-814 755-778 0.28 0.9978 130.15 16.38
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Table 5.2: Results for fuel decompositions in various combustion atmospheres (cont.)

Identifier Rxn # Temperature Range (K) Mass CR Fit EA ln A Reconstruct (r2)

(Atmosphere_β) (θ) Reaction Leading Edge Fraction r2 kJ mol−1 Mass DTG

RCG

Air_10 1 494-570 520-556 0.28 0.9999 132.09 23.82

2 570-640 590-606 0.45 1.0000 171.61 29.43 0.9990 0.9360

3 640-768 672-710 0.27 0.9999 109.80 13.06

Air_40 1 510-594 538-576 0.30 0.9999 132.12 24.07

2 594-666 607-626 0.41 0.9981 190.60 33.17 0.9989 0.9641

3 666-826 700-754 0.29 0.9995 97.55 11.24

En-Air_10 1 492-570 524-556 0.29 0.9997 129.82 23.32

2 570-636 586-598 0.44 0.9997 188.19 32.99 0.9989 0.9370

3 636-762 670-710 0.28 0.9997 108.88 13.05

En-Air_40 1 514-590 539-574 0.28 0.9999 139.59 25.80

2 590-664 606-620 0.44 0.9991 184.95 32.26 0.9989 0.9509

3 664-806 703-742 0.28 0.9999 108.70 13.42

En-Oxy_10 1 494-570 524-554 0.29 0.9998 128.84 23.11

2 570-636 586-598 0.44 0.9997 190.39 33.46 0.9988 0.9335

3 636-760 668-712 0.27 0.9996 109.16 13.14

En-Oxy_40 1 512-590 539-576 0.29 0.9998 140.93 26.11

2 590-664 606-618 0.43 0.9995 197.71 34.87 0.9986 0.9402

3 664-800 700-740 0.28 0.9999 111.94 14.02

Oxy_10 1 494-568 526-554 0.26 0.9998 133.48 24.23

2 568-640 588-600 0.46 1.0000 166.23 28.39 0.9990 0.9280

3 640-768 678-716 0.28 0.9997 108.21 12.78

Oxy_40 1 509-590 539-570 0.28 0.9998 134.61 24.74

2 590-664 605-620 0.43 0.9993 186.94 32.67 0.9989 0.9571

3 664-824 700-746 0.29 0.9996 101.22 11.97

MC

Air_10 1 500-578 528-562 0.31 0.9999 136.16 24.31

2 578-648 596-608 0.44 0.9999 216.26 38.25 0.9988 0.9482

3 648-772 700-738 0.25 0.9953 121.07 14.72

Air_40 1 520-600 554-587 0.30 0.9997 140.52 25.47

2 600-674 614-630 0.44 0.9989 199.77 34.69 0.9988 0.9691

3 673-820 730-772 0.26 0.9986 104.61 12.18

En-Air_10 1 498-578 526-568 0.30 0.9997 123.43 21.61

2 578-640 592-606 0.43 0.9999 228.21 40.80 0.9992 0.9408

3 640-766 672-728 0.27 0.9986 116.52 14.19

En-Air_40 1 524-600 560-588 0.31 0.9996 148.68 27.21

2 600-672 612-626 0.44 0.9983 230.95 40.96 0.9984 0.9636

3 672-788 724-760 0.25 0.9973 122.32 15.48

En-Oxy_10 1 502-572 530-560 0.28 0.9997 141.72 25.80

2 572-644 590-604 0.46 0.9998 210.10 37.37 0.9985 0.9223

3 644-758 688-728 0.26 0.9970 120.77 14.87

En-Oxy_40 1 519-600 552-584 0.31 0.9998 140.28 25.40

2 600-674 612-624 0.43 0.9982 236.86 42.15 0.9982 0.9562

3 674-800 729-754 0.26 0.9978 133.41 17.35

Oxy_10 1 500-574 528-560 0.28 0.9999 138.09 24.90

2 574-646 592-604 0.46 0.9999 194.64 33.98 0.9990 0.9307

3 646-776 692-738 0.27 0.9964 113.70 13.39

Oxy_40 1 525-602 552-578 0.31 0.9998 145.30 26.43

2 602-676 618-628 0.42 0.9995 215.78 37.77 0.9981 0.9593

3 676-825 730-770 0.27 0.9991 100.20 11.33
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Table 5.2: Results for fuel decompositions in various combustion atmospheres (cont.)

Identifier Rxn # Temperature Range (K) Mass CR Fit EA ln A Reconstruct (r2)

(Atmosphere_β) (θ) Reaction Leading Edge Fraction r2 kJ mol−1 Mass DTG

SM

Air_10 1 455-534 494-524 0.12 0.9975 100.31 18.38

2 534-686 548-578 0.55 0.9911 116.18 18.25 0.9766 0.4936

3 686-784 738-752 0.33 0.9914 208.79 28.47

Air_40 1 461-554 504-540 0.14 0.9989 98.63 18.51

2 554-698 569-596 0.43 0.9932 119.43 19.56 0.9874 0.5912

3 698-868 760-788 0.44 0.9984 97.52 10.18

En-Air_10 1 445-532 504-518 0.12 0.9985 101.76 18.85

2 532-685 548-578 0.57 0.9936 111.44 17.25 0.9797 0.5298

3 685-776 734-748 0.31 0.9925 218.14 30.31

En-Air_40 1 460-554 500-540 0.14 0.9989 96.22 17.95

2 553-708 570-596 0.47 0.9936 117.95 19.19 0.9839 0.5829

3 708-842 757-776 0.39 0.9988 138.10 16.90

En-Oxy_10 1 472-536 494-518 0.13 0.9998 112.45 21.17

2 536-684 550-572 0.57 0.9935 131.65 21.67 0.9708 0.5002

3 684-808 742-756 0.30 0.9938 152.17 18.86

En-Oxy_40 1 460-554 498-540 0.14 0.9990 97.98 18.34

2 554-694 569-594 0.44 0.9936 130.38 21.97 0.9872 0.6559

3 693-858 748-768 0.42 0.9941 110.97 12.64

Oxy_10 1 454-538 486-524 0.14 0.9993 91.60 16.15

2 538-688 548-570 0.53 0.9881 147.06 24.97 0.9677 0.5134

3 688-826 750-766 0.33 0.9956 139.24 16.45

Oxy_40 1 460-556 502-540 0.14 0.9990 95.52 17.72

2 556-704 572-594 0.44 0.9941 125.92 20.86 0.9854 0.5861

3 703-890 767-792 0.42 0.9988 94.31 9.52

5.3.4.1 Effect of heating rate

One assumption regularly employed during the extraction of kinetic parameters from non-

isothermal TGA work is that the parameters are independent of the experimental heating

rate so long as the magnitude of variation is small. To investigate this a comparison

between the results at different heating rates is presented in Figure 5.11 where β =

10 K min−1 is used as the reference case for the higher heating rate. This figure shows

that the reactivities predicted for the grasses - RCG and MC - at the higher heating rate

are typically within 5 % of those estimated at the lower heating rate. However, the results

for WC and SM suggest in all cases the final reaction peak is substantially less reactive at

the higher heating rate. Taking all the results together this supports the claim by White

et al. [2011] that no consensus has emerged whether increases in heating rate reduces

the kinetic rate of reactions. However, in almost all cases it is the char combustion stage

that is observed to be less reactive at the higher heating rate with the reduction in react-
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ivity appearing correlated to the fixed carbon content of the fuels (WC shows the largest

reductions and the grasses show the least). It could therefore be argued that the devolat-

ilisation reactions are less affected by heating rate suggesting that temperature profiles at

these heating rates are relatively uniform. However, the reduction in apparent reactivity

of the char oxidation stage suggests that another factor is rate limiting as the temperature

ramp rate is increased. It is suggested that the rate of oxygen diffusion to the char sur-

face limits the reaction since increasing [O2] appears to reduce the reduction in apparent

reactivity for the samples with higher fixed carbon contents (WC and SM).

Noting that this work is considered as an indicator to help explain phenomena observed

in Chapter 6 it is considered beyond the scope of this work to investigate the effect of

heating rate on reactivity parameters or the methods of estimating them in further detail

as performed by Hayhurst [2013] among others, since such work requires extensive effort,

requiring both a number of experiments and complex computer solvers, which in this work

are not justified as detailed in Section 4.2. Instead the following discussion focusses on

the trend changes due to changing combustion atmospheres which have been shown to be

robust in Chapter 4. Rather than increasing the uncertainty by averaging the results for

Si the relative reactivities are calculated and presented for each heating rate individually

in Figures 5.12a and 5.12b and the results are discussed by fuel before more general

conclusions are drawn.

5.3.4.2 Williamson coal (WC)

The WC samples results for both methods suggest the reactivity changes at both heating

rates display good agreement. When kinetic parameters were extracted from modelling

the full range of the CR data apparent reactivity was observed to increase with oxygen-

enriched atmospheres. This increase was observed to be greater at the higher heating rate

supporting the suggestion in Section 5.3.4.1 that oxygen-diffusion may have a larger rate-

limiting impact at higher heating rates and that increasing the bulk concentration of O2

increases its rate of delivery to the char surface. The results from the modelling approach

that fits the data according to two reaction leading edge broadly agrees with the results

for a single reaction fit. When dividing the decomposition into two pseudo-stages the first

reaction is only responsible for ∼ 10% of the total mass and so behaviour of the second

reaction is considered more important in terms of the overall reactivity. Increasing [O2]
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Figure 5.11: Si comparison between estimated reactivity of sample results from β =
40 K min−1 compared to 10 K min−1 for Williamson coal (WC), willow (SRC), miscanthus
(MC), reed canary grass (RCG) and shea meal (SM) decomposing in different oxidative
atmospheres
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(a) β = 10 K min−1 (b) β = 40 K min−1

Figure 5.12: Changes in reactivity and temperature of maximum rate for Williamson coal
(WC), short-rotation coppiced (SRC) willow, miscanthus (MC) reed canary grass (RCG)
and shea meal (SM) decomposing in different combustion atmospheres at heating rates
(β) of 10 and 40 K min−1
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has a significant positive benefit on apparent reactivity while no clear trend is observed

when substituting N2 for CO2 as the comburent, as is similar to work reported elsewhere

[Gil et al., 2012a, Irfan et al., 2012, Liu, 2009].

5.3.4.3 Short-rotation coppiced willow (SRC)

The SRC samples are observed to broadly behave in a similar fashion under both heating

rates. In atmospheres with enriched [O2] the final char reaction was observed to be more

reactive than the corresponding unenriched scenarios. In the oxyfuel (CO2-based) atmo-

spheres enriching [O2] also caused an increase in the reactivity of the second reaction

though this was less readily observed in N2-based environments. No trend can be determ-

ined concerning how reactivity changes for the first reaction depending on the combustion

environment though most changes observed are small corroborating the findings shown

in Figure 5.10. At the slower heating rate for unenriched atmospheres replacing N2 with

CO2 tended to have a small effect on each of the reactivities while at the faster heating

rate a substantial reduction in reactivity of the char oxidation was witnessed perhaps sug-

gesting slower diffusion of O2 in CO2 is to some extent limiting the reaction. However,

that this reduction was not seen at higher [O2] where small increases in Si were observed

may suggest the enrichment of O2 sufficiently counters the reduction in its mobility. The

second reaction stage is responsible for ∼ 50% of the total mass loss and in all atmo-

spheres this was observed to be more reactive than combustion in air. Substitution of N2

for CO2 tended to have a small increasing effect on Si for this reaction in all conditions

tested.

5.3.4.4 Miscanthus (MC)

At the slower heating rate increasing [O2] was observed to slightly increase the reactivities

of reactions 2 and 3. However, at 40 K min−1 these oxidative reactions greatly benefitted

from the increased oxygen concentration. The second reaction was again the most import-

ant in terms of total mass representing approximately 45% of the total mass loss during

the decomposition. In O2-enriched conditions the apparent reactivity for this reaction in-

creased. Particularly under faster heating rates, the reactivity of the final pseudo-reaction

was also increased with increasing [O2]. In the char oxidation stage substituting N2 for

CO2 reduced reactivity in unenriched conditions but slightly increased the value of Si
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when [O2] was enriched.

5.3.4.5 Reed canary grass (RCG)

RCG shows the same trend as above in the second reaction, which is responsible for a

similar amount of the total mass loss, with the value of Si increasing in O2-enriched con-

ditions at lower heating rates and in the char oxidation stage at the higher heating rate.

Comparison with the DTGs suggest the reason for this shift in increased Si from R2 to R3

may be due to changes in the way the DTG is analysed rather than changes in Si between

the reactions. At low heating rates substituting N2 for CO2 was observed to have a re-

latively minor effect on the reactivities; however, at 40 K min−1 reactions 2 and 3 were

observed to increase in reactivity when switching to an oxyfuel environment of compar-

able [O2].

5.3.4.6 Shea meal (SM)

The relatively poor correlation between the reconstructed mass and DTG curves for the

SM samples indicate the method can less robustly analyse the changes in relative reactivity

for this sample and emphasise the need for care when attempting to interpret the results.

Comparing Si with the DTGs in Figure 5.5 it can be observed that when increasing the

oxygen concentration compared to the unenriched state the reactivity of the final reaction

increases while the same reaction was reduced when the atmosphere was changed to be

CO2-based.

5.3.5 Overall results

Although the results for the different fuels show some variation, some overall conclusions

may be drawn. The energy crops behaved in a similar fashion while changes to the react-

ivity of SM and WC were unique to those fuels. Overall, Si, reaction temperature ranges

and DTG results show that enriching the concentration of oxygen in the combustion at-

mosphere is the most important factor affecting reactivity and increases the reactivity of

combustion occurring during either one or both of reactions 2 or 3. This is in agreement

with the findings of Liu [2009], though with only two oxygen concentrations here it is not

possible to predict dependence of the reaction on the concentration as is carried out in
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that work as to do so would require a large number of repeated experiments which cannot

be justified here where the focus is to provide supporting evidence to analyse the results

in Chapter 6. The impact on reactivity was found to be greater at the higher heating rate

where it is suggested [O2] has a stronger rate-limiting effect due to the diffusion of O2 to

the char surface required for char oxidation.

Similar to the findings in the literature, no clear trends were observed when substituting

N2 with CO2 which appeared to be dependent on the experimental set up. At a heating

rate of 10 K min−1 in unenriched conditions replacing air with a CO2-based atmosphere

tends to reduce the reactivity relative to air of the final char-oxidation reaction. How-

ever, this trend was not observed for all fuels at the fastest heating rate. Conversely, in

O2-enriched conditions the oxyfuel environment appeared to be marginally more reactive

than that with N2as the base gas. This result is unlikely to be observed in practical combus-

tion because the operation of the TGA instrument involves ensuring a given temperature

within the combustion chamber. Therefore, as noted by Liu [2009], unlike in a furnace

where the higher heat capacity of CO2 would reduce gas and particle temperatures (hence

depressing apparent reactivity), the temperature depression is not witnessed in the TGA

instrument thus this depression of reactivity is not seen. As for the slight increase in re-

activity, although the CO2-gasification reaction does not significantly affect decomposition

until 1073 K this could also contribute a small amount to an increased reactivity or the

increased heat capacity of CO2 could lead to marginally higher particle temperatures as

more energy is contained in the system at any given temperature.

Comparing a typical oxyfuel combustion atmosphere (30 % O2 in CO2) with combustion

in air finds that the former is more reactive during both the combustion of volatiles and

char oxidation stages during TGA. However, the extent to which this phenomenon exists at

large-scale combustion with much more rapid heating rates is unclear. One the one hand

the increased heat capacity of CO2 is likely to reduce the gas and particle temperatures

compared to a N2-based environment. However, in practice, oxyfuel combustion will likely

be carried out in oxygen-enriched conditions that elevate the furnace temperatures by

reducing the thermal diluent and intensifying the combustion process promoting higher

reaction rates.
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5.4 Conclusions

Four biomass samples and one coal decomposing in air, oxygen-enriched air and oxyfuel

atmospheres were analysed by TGA at two heating rates. An extended Coats-Redfern

method was applied to assess changes in reactivity due to the different combustion con-

ditions in order to answer the second research question in Section 2.9. Relative reactivity

was observed to change due to heating rate suggesting the apparent reactivity of the char

oxidation stage was lower at higher heating rates while the devolatilisation reactions were

less affected. However, in general it can be concluded that increasing [O2] increased com-

bustion reactivity. This was particularly the case at the higher heating rate where it is

suggested [O2] contributes more to limiting the overall rate of reaction. A lesser effect

was observed when substituting N2 for CO2 as the comburent though in unenriched con-

ditions this tended to reduce char oxidation reactivity while in oxygen-enriched conditions

the same substitution marginally increased reactivity. A typical oxyfuel environment was

found to have increased combustion reactivity compared to combustion in air in an extern-

ally heated TGA atmosphere. The work in the next chapter investigates whether similar

behaviour occurs during combustion of these fuels in a 20 kW furnace.
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Chapter 6

20 kW-scale Furnace Results and

Discussion

6.1 Chapter overview

This chapter presents the results of the testing on the 20 kW furnace which is the focal

point of this part of the thesis. In order to answer research questions 3–6 detailed in

Section 2.9 the results are divided into four separate experiments for which a descrip-

tion of the results is presented individually before the results are discussed together for

that experiment. During all of the experiments, the effects on combustion conditions and

gaseous and solid emissions are investigated. The first experiment investigates the effects

of increasing the biomass blending ratio (BBR) of three biomasses during unstaged com-

bustion in air and oxygen-enriched air. The second experiment investigates the effect of

cofiring three different biomasses at 15% (on a thermal basis) with various levels of ox-

idant staging in air and oxygen-enriched air. The third experiment investigates unstaged

combustion of the three biomasses where the secondary air stream is replaced with one of

two synthetic oxyfuel mixtures. The fourth section of the results investigate dedicated bio-

mass firing under air and partial-oxyfuel conditions. Results in each section are compared

to existing literature that was presented in Chapter 2 and discussed individually using the

fuel characterisation results (Chapter 3) and findings from the TGA analysis (Chapter 5).

Finally, conclusions drawn from each of the discussions of the experimental results are

presented.
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6.2 Impact of variation of biomass blending ratio (BBR) on combustion

in air and oxygen-enriched air

6.2.1 Experimental design

In order to answer research question 3 in Section 2.9, the amount of biomass blended with

coal was studied in combustion experiments with 0, 8, 15 and 20% on a thermal basis for

each of the three biomass samples. The tests were conducted in air and oxygen-enriched

air (30% [O2]). For each of these tests the furnace was operated in an unstaged fashion

with oxidant delivered by the primary and secondary lines. In the following figures, BBR

Error represents the combined experimental error associated with the two fuel feeders,

calculated as described in Section 3.4.13.2.

6.2.2 Combustion characteristics

Figure 6.1 shows how the combustion temperatures in the furnace varied with increasing

biomass blending in both air and oxygen-enriched air combustion atmospheres. In gen-

eral, increasing BBR in air-firing tends to slightly reduce temperatures close to the burner

(T1), but by the time the combustion mixture has travelled further along the furnace (T2

and T3) small increases in temperature were observed in a very similar fashion to that

reported by Spliethoff and Hein [1998]. Under oxygen enrichment combustion temperat-

ures were observed to increase significantly for coal firing and combustion with RCG and

MC and low BBR of SRC. Near the burner, the combustion temperature appeared sensitive

to increasing BBR of SRC under oxygen-enriched conditions reducing by ∼125 ◦C when

BBR increased from 8% to 20%. However, at other measurement locations with SRC, and

with both other fuels at all measuring locations, increasing BBR had relatively little impact

on temperature though small increases were generally observed for increasing BBR with

RCG and MC. In general, oxygen-enriched combustion resulted in increasing temperatures

by ∼125 ◦C, ∼100 ◦C and ∼75 ◦C at T1, T2, and T3, respectively.

Figure 6.2 illustrates the variation in carbon burnout and CO emissions with increasing

biomass blending in both air and oxygen-enriched air combustion atmospheres. For all fuel

mixtures combustion in oxygen-enriched conditions resulted in a higher carbon burnout,

as reported elsewhere [Nimmo et al., 2010, Smart and Riley, 2012], while for all ex-
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Figure 6.1: Variation in temperatures at various distances along the furnace with increas-
ing biomass blending ratio (BBR)

periments CO remained largely unchanged. Although little change was observed during

combustion in oxygen-enriched when BBR was increased, blending of biomass in air was

also observed to increase burnout for all fuels. The increase in burnout found in this work

is similar to the findings of Munir et al. [2011] when using similar equipment who found

a general increase in burnout with increasing BBR up to a maximum of 15% for cofir-

ing most biomasses. In the present work the change in burnout in air firing was slightly

dependent on the biomass being blended with SRC the most beneficial to burnout, fol-

lowed by RCG and then MC. At the lowest BBR level of 8% the increase in carbon burnout

barely exceeded the range observed for the baseline values. However, when BBR was in-

creased to 15% burnout increased from 99.5% for coal-firing to an average of 99.7% for

the cofired mixtures. As BBR was increased to 20% carbon burnout values were reduced

slightly compared to the 15% BBR though were still greater than for coal-firing and 8%

BBR. The reduction between 15 and 20% BBR was most apparent for SRC cofiring.
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Figure 6.2: Variation in carbon burnout and CO emissions with increasing biomass blend-
ing ratio (BBR)
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6.2.3 Gaseous emissions

The effect on NOx emissions due to increasing BBR in air and oxygen-enriched air condi-

tions is presented in Figure 6.3. Although emissions measurements corrected to 6% [O2]

in the flue gas of an air-fired case are presented for completeness, on account of the vari-

ability detailed in Section 3.4.13.2 this work will discuss the results compared to the daily

baseline.

In air, for both RCG and MC increasing BBR tended to slightly reduce NOx emissions

though by less than 10% which is approximately the limit of variation observed between

experiments and similar to results found with fuels with similar fuel-N content [Munir

et al., 2010, 2011]. Conversely, when cofiring with SRC at 8 and 15% emissions of NOx

tended to increase compared to their daily baseline and reduced to approximately the

same amount as coal-firing for BBR of 20%. oxygen-enriched combustion increased NOx

emissions in all experiments compared to their air-fired counterparts except for high BBR

of SRC where levels were similar. The largest increase of approximately 30% compared to

the daily baseline was observed for 8 and 15% BBR of MC.

Variation in SO2 emissions due to increasing BBR in air and oxygen-enriched air conditions

are shown in Figure 6.4. Here, increasing BBR overwhelmingly led to a reduction in

emissions of SO2 for all biomasses in both combustion conditions. At BBR of 8 and 15%,

combustion in air was observed to generally reduce SO2 emissions more than in oxygen-

enriched air, though a reversal of this trend was found for BBR of 20%. During air firing

the reduction in emissions of SO2 was almost linear with increasing BBR similar to that

reported elsewhere [Bartolomé and Gil, 2013]. For oxygen-enriched conditions a precise

trend is more difficult to identify though reductions in SO2 of approximately 10% and

20% were observed with BBR of 15% and 20%, respectively.
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(a)

(b)

Figure 6.3: Variation in emissions of NO with increasing biomass blending ratio (BBR) in
(a) absolute terms and (b) compared to the daily baseline value
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(a)

(b)

Figure 6.4: Variation in emissions of SO2 with increasing biomass blending ratio (BBR) in
(a) absolute terms and (b) compared to the daily baseline value
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6.2.4 Ash analysis

Figures 6.6 and 6.7 show SEM images for the ashes collected in air and oxygen-enriched

air combustion for coal firing and cofiring with SRC, RCG and MC at 15% BBR. Elemental

maps generated by EDX analysis are shown for coal and 15% BBR in air and oxygen-

enriched air combustion in Figures 6.8 to 6.11. Figure 6.12 presents the results of XRF

analysis and the alkali index and base-to-acid ratio fouling indicators calculated for each

of the ashes.

Comparison between the SEM images for air and oxygen-enriched air suggests combustion

in increased [O2] tends to result in higher number of spherical particles observed. In air-

fired ashes, although the majority of particles observed are spherical, a broader mixture

of particle shapes and sizes are observed than in oxygen-enriched firing ashes. Although

some larger spherical particles are observed in the coal ashes, the number of these appears

to increase during biomass firing alongside a larger number of smaller spherical particles.

In air the ashes of RCG and MC appear similar to the coal ash while the SRC cofired ash

displays larger, more aggregated, non-spherical particles than the other ashes. In oxygen-

enriched combustion all of the ashes contain fewer non-spherical particles and RCG and

SRC ashes tend to exhibit a greater degree of attachment of small particles to each other as

well as adhering to larger particles than observed in the coal ash. The ash for MC cofired

in oxygen-enriched conditions appears very similar to the coal.

As with the WC baseline ash sample (Figure 3.19), Si, Al and K dominate the element maps

with Fe, S and Ca also observed but less ubiquitously. However, the XRF results suggest

that in terms of composition the oxides of Si, Al and Fe dominate with Ca, K, S, Mg and Ti

also representing>1% of the total mass. This discrepancy is explained by the fact that EDX

estimates composition based on a molar basis while the XRF results are presented as mass

fractions. For all fuel mixtures when oxygen-enriched air was used to fire the samples the

relative amount of Fe in the ash typically increased slightly while the relative amounts of

Si and Al reduced. For coal, the oxides of Si, Al and Fe constituted approximately 89% of

the ash content which reduced to approximately 85%, 87% and 84% when cofiring with

SRC, MC and RCG, respectively. This reduction in the major compounds was compensated

by an increase in the amount of K, Ca and Mg from approximately 7.5% of the coal as

to 9.8%, 8.5% and 11.0% for SRC, MC and RCG cofiring reflecting similar results with

cereal co-product [Hussain et al., 2013]. For coal, firing in oxygen-enriched conditions
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increased the amount of sulphur in the ash while when cofiring biomasses the amount of

SO3 detected in ash reduced in oxygen-enriched combustion. Cofiring of SRC and RCG

significantly increased the amount of Ca and S compared to coal firing in air though the

reduction when cofiring in oxygen-enriched conditions discussed above caused the relative

amount of S in ash to fall to equal or below that observed for the coal firing. The level of

potassium observed increased when cofiring with all of the biomasses compared to coal

firing from 2% to 3–4%. The increase in the level of alkali and alkaline earth metals is

one of the reasons for the increase in the Alkali Index and Base-to-Acid ratio observed

when cofiring SRC and RCG in particular. Figure 6.5 shows a sulphur balance across the

furnace for the range of experiments where the concentration of SO3 measured in the fly

ash is assumed to be representative of the sulphur content in all ash species. The results

suggest during coal-firing approximately 10% of the sulphur present in the fuel cannot be

accounted for and is therefore assumed to have been deposited on the furnace walls or,

in much lesser amounts, emitted as gaseous SO3. During cofiring of SRC and RCG the

amount of sulphur accounted for approaches (and even appears to exceed) the amount

entering in the fuel. This is driven by an increase in the sulphur content of the sampled

ash and the reduced amount of sulphur entering in the cofired mixtures. Cofiring with

MC, which has a very low ash content, produces similar results to coal-firing. Particularly

in equipment operating with recycled flue gas, the ratio of SO2 and SO3 is important due

to the potential effects on the acid dew point. Although SO3 could not be measured in

the current set up and no flue gas was recycled, it would be interesting in future work to

investigate the impact of cofiring on the production of SO3 in such situations.
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Figure 6.5: Sulphur balance across the furnace comparing sulphur emitted as gaseous
SO2 and as SO3 in the fly ash. The error bars represent the error associated with the SO2

measurement presented in previous figures.
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Figure 6.6: SEM images of the ash residue from combustion in oxygen-enriched conditions
for WC and 15% BBR of SRC, RCG and MC at approximately 500x and 2500x magnifica-
tion
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Figure 6.7: SEM images of the ash residue from combustion in oxygen-enriched conditions
for WC and 15% BBR of SRC, RCG and MC at approximately 500x and 2500x magnifica-
tion
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Figure 6.8: Elemental mapping of elements present in ash collected from experiments
firing WC in unstaged, oxygen-enriched air experiments
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(a) Air

(b) Oxygen-Enriched Air

Figure 6.9: Elemental mapping of elements present in ash collected from experiments
cofiring WC and 15% SRC in unstaged air and oxygen-enriched air experiments
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(a) Air

(b) Oxygen-Enriched Air

Figure 6.10: Elemental mapping of elements present in ash collected from experiments
cofiring WC and 15% MC in unstaged air and oxygen-enriched air experiments
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(a) Air

(b) Oxygen-Enriched Air

Figure 6.11: Elemental mapping of elements present in ash collected from experiments
cofiring WC and 15% RCG in unstaged air and oxygen-enriched air experiments
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Mass fraction of oxide (%)

Oxide WC Air
WC

En-Air
SRC Air

SRC
En-Air

MC Air
MC

En-Air
RCG Air

RCG
En-Air

SiO2 52.71 51.92 50.69 50.52 53.93 53.52 53.70 53.91

TiO2 1.16 1.09 1.13 1.12 1.09 1.06 1.04 1.01

Al2O3 21.22 21.10 20.92 20.71 20.16 19.87 18.52 17.84

Fe2O3 14.60 14.94 13.26 14.10 12.80 13.93 11.80 12.29

Mn3O4 0.08 0.07 0.08 0.07 0.07 0.07 0.10 0.10

MgO 1.03 0.97 1.20 1.18 1.21 1.19 1.37 1.39

CaO 4.19 4.01 4.98 5.14 4.11 4.10 5.49 5.69

Na2O 0.71 0.75 0.76 0.76 0.74 0.75 0.73 0.71

K2O 2.20 2.65 3.69 3.45 3.14 3.23 4.05 4.03

P2O5 0.13 0.12 0.44 0.52 0.40 0.32 0.77 0.81

SO3 1.39 2.04 2.44 2.05 1.98 1.63 2.03 1.83

V2O5 0.05 0.04 0.05 0.05 0.05 0.04 0.05 0.04

Cr2O3 0.08 0.03 0.02 0.02 0.03 0.03 0.02 0.03

SrO 0.04 0.04 0.04 0.04 0.04 0.03 0.04 0.04

ZrO2 0.07 0.06 0.07 0.07 0.06 0.06 0.06 0.06

BaO 0.05 0.04 0.05 0.05 0.05 0.04 0.05 0.06

NiO 0.05 0.02 0.02 0.02 0.02 0.02 0.02 0.02

CuO 0.09 0.03 0.03 0.02 0.03 0.02 0.02 0.02

ZnO 0.11 0.05 0.08 0.07 0.06 0.05 0.08 0.07

PbO 0.03 0.03 0.03 0.03 0.03 0.03 0.03 0.03

HfO2 0.01 0.01 0.01 0.00 0.00 0.01 0.01 0.01

Figure 6.12: Results of XRF analysis presenting relative composition and calculated fouling
indicators for coal and cofired ashes fired in air and oxygen-enriched atmospheres
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6.2.5 Discussion of impact of BBR

The results in the previous subsections confirm that the substitution of coal with biomass

has consequences during combustion, affecting combustion temperatures, carbon burnout

and solid and gaseous emissions from the process. This subsection answers research ques-

tion 3 in Section 2.9 by discussing and concluding from the results presented in this sec-

tion using the combustion theory presented in Chapter 2, the fuel characterisation data

presented in Section 3.2 and the findings of the bench-scale experiments presented in

Chapter 5.

During combustion in air, increasing the amount of biomass tended to reduce the tem-

perature observed nearest the burner (T1 = 45 cm from burner throat) though as the

combustion mixture travelled further along the furnace the temperatures in the cofired

mixture tended to increase compared to the coal baseline. Together these temperatures

suggest substituting coal with biomass delayed the combustion process and pushed it fur-

ther along the furnace as is consistent with the literature reported in Section 2.5 [Splieth-

off and Hein, 1998, Williams et al., 2012]. There are several reasons that may contribute

to the observation of this effect.

First, the increased moisture content of all of the biomass resources compared to the coal

would increase the amount of heat required to dry each fuel particle and heat it and the

surrounding gases. The increase in moisture is multiplied as the lower CV of the biomass

requires a larger mass of biomass fuel to be delivered to compensate for the amount of

coal it is replacing.

Second, the significantly larger, less spherical particle sizes of the biomasses, as shown in

Figures 3.7 and 3.8, are likely to extend particle heating times. This potentially delays

the release of volatiles and reduces the rate of char burnout as oxygen from the bulk

atmosphere must diffuse further into the particle to react with the fixed carbon (assum-

ing the large particles do not explode when heated). Although the proximate analysis in

Section 3.2.1 and the TGA experiments in Chapter 5 indicate that biomass samples devo-

latilise at lower temperatures than coal particles, the particle sizes of the fuel samples in

the TGA experiments were reduced and they were heated at a much slower heating rate

negating the thermal and species gradients that may have occurred during firing at 20 kW

scale.
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Third, although the biomass fuels display a higher volatile matter content than coal, the

FTIR analysis in Section 3.2.4 and the significantly lower oxygen content of the coal sug-

gest that the coal volatiles may contain a greater calorific value than those of the biomass,

which were more likely to consist of simpler molecules with a greater degree of carbon

oxidation. Thus, the combustion of these molecules may lead to a reduction in the in-

crease in temperature compared to the temperature increase from combustion of coal-

derived volatiles reducing the temperature nearest the burner. The considerably larger

SRC sample displays considerably different behaviour to the other biomass samples which

is mainly attributed to the difference the distribution in size and shape of its particles.

However, due to the many possible reasons for accelerating or delaying combustion, it is

difficult to compare between the MC and RCG biomass samples. For example, while the

temperature profiles in air show that the temperature at T2 for MC blends was slightly

lower than for RCG blends, ascribing the particular reason for this includes complex and

opposed reasoning. Combustion at T2 may be higher with RCG as it is likely that on ac-

count of having a lower NCV than MC more fuel particles are added to the burner for every

kW of energy which would act to increase the overall surface area for reaction. However,

counter to this is the fact that RCG displays a slightly larger particle size than MC which

would act to reduce the active surface area. Similarly, although MC particles comprise of

more hemicellulose and cellulose than RCG particles, the high ash content in RCG may

offer catalytic properties to the combustion reactions.

Despite the reduction in temperature near the burner, the increase in overall carbon

burnout observed when cofiring suggests that the slight increase of temperatures fur-

ther downstream in the furnace permit a greater proportion of combustion than in the

coal-firing case. This could be due to an increased proportion of combustion occurring as

volatile combustion (albeit delayed compared compared to coal) or due to the increased

reactivity of biomass chars due to their catalytic content and intrinsic oxygen content as

suggested by Williams et al. [2012]. The results in Figure 6.2 show that while up to 15%

BBR increased the burnout of the blend, increasing BBR from 15 to 20% begins to reduce

the burnout. It is suggested that the maximum burnout values at 15% BBR reflect an op-

timum trade off between increased reactivity of the biomass chars when heated mainly by

the combustion of the coal particles and the decreasing temperature of combustion due to

the increased biomass content, which contains higher moisture in larger particles which

delay combustion. That this reduction is most acutely observed when firing the largest bio-
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mass particles (SRC), which also show the largest reduction in combustion temperatures

at T1 with increasing BBR is thought to support this.

When firing with oxygen-enriched air, the trend observed for air firing is exaggerated for

the SRC but the reduction in temperature observed at T1 is no longer apparent for the

other biomasses which, along with coal, combust at a substantially higher temperature.

In the case of oxygen-enrichment it is suggested that the delay in combustion caused by

the increased moisture and particle size of the biomasses is sufficiently countered by the

higher temperature of the combustion system. This increased temperature provides a

more intense combustion reaction as the volume of the combustion gases, and therefore

the impact of thermal and chemical dilution, is reduced which leads to higher particle

temperatures and devolatilisation rates as reported [Khatami et al., 2012, Murphy and

Shaddix, 2006]. Since burnout values are already higher in oxygen-enriched conditions

(typically ∼99.8%), there is less scope for improvement by blending biomass. However,

a similar trend to that described for air firing is observed, though the effect on carbon

burnout with varying BBR is of a considerably smaller magnitude.

Both cofiring and oxygen-enriched combustion appear to impact the ash produced from

the furnace with the increased burnout in both situations leading to an increased number

of smaller, spherical ash particles than observed for the baseline. Direct comparisions

between the ashes are complicated by the variation in ash content and particle size of

each fuel mix. For example, although the burnout calculation normalises for differing ash

content of the fuels, the low ash content of SRC and MC means despite contributing ∼

22% of the mass to the fuel mix they contribute only ∼ 9% to the ash mass while RCG

contributes approximately 22%. Conversely, other things being equal, the larger particles

of SRC compared to the other biomasses are more likely to be carried through the furnace

uncombusted. In light of this, it is unsurprising that the ashes for cofiring with MC are very

similar to the coal firing and that the ashes from the RCG blend show the largest changes

in the XRF results. Similarly, when comparing the sizes of some of the SRC particles

shown in Figure 3.8 it is not surprising that some of the particles in the air-fired SRC ashes

appear larger and less spherical than those observed in the baseline. In oxygen-enriched

conditions, the disappearance of these irregular particles suggest, in agreement with the

increased burnout values, that the large SRC char particles are more fully oxidised by

exposure to the increased temperatures and local [O2].
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Increasing BBR for RCG and MC tended to slightly reduce NOx emissions but by a lower

amount than comparison with the ultimate analysis in Table 3.1 might suggest (WC N-

content is 1.7%, RCG is 1.4% and MC is 0.3%) though MC did consistently reduce NOx

emissions slightly more than RCG. Similarly, the increase in NOx emissions that occurred

when cofiring SRC indicates that the ultimate content of the fuel is not the most import-

ant factor in understanding NOx emissions, as suggested by Kazagic and Smajevic [2009].

Indeed, that the emissions are significantly lower than predicted if all of the fuel-bound

nitrogen was converted to NOx (as detailed in Table 3.4) suggests that chemical pathways

during combustion are more important than fuel inputs in determining NOx emissions.

Since no oxidant staging or other NOx-reducing strategies are employed until the follow-

ing set of experiments it is perhaps unsurprising that within the range of variability little

differences are observed in NOx emissions when BBR is increased.

Combustion in oxygen-enriched conditions was observed to increase NOx emissions most

probably because of the increased local concentration of O2 available to fuel-N volatiles

when they are released from the particles. The increased [O2] increases the likelihood that

volatile N-containing intermediate compounds will be oxidised to NO rather than reduced

to N2 and agrees with published data for unstaged flames [Daood et al., 2011, Thompson

et al., 2004]. It is also possible that the reduction in thermal diluent may elevate tem-

peratures in the burner sufficiently to promote thermal-NO formation though without

temperature measurements closer to the burner this cannot be verified. Although redu-

cing the amount of N2 entering the furnace may also be expected to reduce the amount

of prompt-NO formation the large excess of N2 still likely to be available indicates any

change would be negligible. In addition, were a reduction to occur, this is likely to occur

alongside and be dominated by the other NO-formation mechanisms, particularly the in-

creased fuel-N pathway, which are likely responsible for the higher observed NO emissions

in oxygen-enriched conditions owing to the typical proportions of NO formation discussed

in Section 2.3.1.

That emissions of NOx are generally higher than those for coal when cofiring with SRC up

to 20%, despite the lower fuel-N content (0.4%), may be explained by considering again

the large particle size of the SRC fuel (Figure 3.7). In this situation, devolatilisation of

the SRC sample would be delayed due to a delay in particle heating and an increased

amount of moisture compared to coal-firing. Together these factors would reduce the

competition for O2 when the coal particles are devolatilising effectively increasing the
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local [O2] which would lead to an increase in coal-derived N-intermediates being oxidised

to NO rather than reduced to N2. This effect is not observed for the other biomasses which

have mean particle diameters approximately half the size of the SRC sample and therefore

are able to devolatilise more rapidly and compete with the coal volatiles for O2. Increasing

BBR past 15% tends to reduce temperatures near the burner which would act to reduce

thermal-NO formation and the rate of devolatilisation somewhat negating the phenomena

described above. At higher BBR it is suggested the impacts of temperature reduction begin

to dominate and ultimately reduce NO emissions compared to lower levels of BBR.

Unlike the relationship between BBR and NOx emissions, emissions of SO2 are directly

related to the ultimate composition of the fuel mix entering the furnace and reduce with

increasing BBR due to two factors. First, the reduction in fuel-S reduces the amount of

S available to be oxidised to SO2. In unstaged air-firing, unlike NOx emissions, which

in practice were found to be far less than predicted had all of the fuel-N been oxidised,

practical emissions of SO2 were observed to reflect >85% conversion of fuel-S to SO2.

This higher conversion indicates that a reduction in fuel-S is more likely to reduce the

amount of sulphur than can be oxidised and emitted as SO2. Second, the increasing

amount of alkaline earth metals in the biomass samples, in particular Ca as identified

in the EDX element mapping and XRF analysis in Figure 6.12, increased the amount of

sulphur retained in the ash. In fact, despite reductions in the amount of sulphur entering

the system, in all air-firing situations the ash-S content for cofired tests observed in XRF

testing was greater than when firing coal alone, as shown in Figures 6.5 and 6.12.

It is difficult to draw specific trends from oxygen-enriched conditions that suggest changes

from air-fired cases suggesting, unlike NOx emission formation, combustion chemistry is

less important than the amount of sulphur entering the furnace in affecting SO2 emissions

in the flue gas.

The base-to-acid ratios presented in Figure 6.12 were observed to change little from that

observed during coal-firing. However, as Salour et al. [1993] note, the addition of bio-

mass may reduce the base-to-acid ratio that least desirable ash behaviour is observed at

and so it is not clear from these results alone whether ash deformation is significantly

more likely when cofiring.The results of the alkali index calculations also shown in Fig-

ure 6.12 suggest that when cofiring the biomasses at 15% in air and En-Air the MC and

SRC ensure ashes that are unlikely to form sticky deposits. The alkali index value of 0.17
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for 15% RCG is on the lower threshold for the possibility of fouling for both combustion

environment suggesting further testing in this area may be required to fully identify ash

behaviour.

6.3 Impact of oxidant-staging while cofiring in air and oxygen-enriched

air

6.3.1 Experimental design

This section is designed to answer research question 4 in Section 2.9. Here, the amount

of oxidant-staging in combustion experiments was investigated at a burner stoichiomet-

ric ratio (BSR) of 1.16. 1.0, 0.9 and 0.8 with coal alone and cofired with each of the

three biomass samples at 15% BBR. The tests were conducted in air and oxygen-enriched

air (30% [O2]). Since the oxygen in the primary line could not be enriched, enrichment

was carried out in the secondary and over-fired air (OFA) lines only, as detailed in Sec-

tion 3.4.9. In the following figures, BSR Error represents the combined experimental error

associated with the rotameters used to control the gas flows and that associated with the

fuel feeders, calculated as described in Section 3.4.13.2.

6.3.2 Combustion characteristics

Figure 6.14 shows the temperature profiles recorded in the furnace for combustion of coal

and coal-biomass blends (15% BBR) at various levels of oxidant staging, which is meas-

ured as decreasing burner stoichiometric ratio (BSR). When firing coal in air, increasing

the amount of oxidant staging (reducing BSR) tends to increase the temperature nearest

the burner (T1) and reduce temperatures towards the end of the furnace (T3) while tem-

peratures midway along the furnace (T2) tended to remain relatively constant or reduce

slightly as BSR reduced.

Under oxygen-enriched conditions temperatures were substantially higher for all cases

studied. At T1 reducing BSR from 1.16 tended to very slightly increase temperature until

BSR = 0.9, when further staging tended to slightly reduce observed temperatures. At

T2, a similar trend was observed though temperatures began decreasing at staging levels
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beyond BSR = 1.0. Conversely to findings in air-firing, at T3 the temperature increased

by approximately 40 ◦C in a linear fashion when BSR reduced from 1.16 to 0.8.

The temperature trends for each biomass blend were similar to those observed for coal-

firing though trends were observed to shift slightly differently for each biomass.

Similar to the findings for unstaged combustion, cofiring with SRC tended to reduce the

combustion temperatures at T1 particularly at unstaged and deep-staged oxygen-enriched

combustion conditions, have little change at T2 and slightly increase temperatures at T3

compared to coal firing for most levels of oxidant-staging. However, during deep-staging

(BSR = 0.8) of SRC in En-Air the temperature was significantly reduced throughout the

furnace compared to coal-firing.

Cofiring of MC similarly reduced temperatures in air firing at T1 and slightly reduced

temperature at T2 and T3 compared to coal-firing. In oxygen-enriched conditions the

temperatures at T1 and T2 were very similar to those observed during coal firing while

temperatures at T3 were found to be slightly elevated for all levels of staging.

Unlike the other biomasses, cofiring with RCG in air increased temperatures in the early

stages of combustion but, similar to MC, did effect a reduction in temperature at T2 com-

pared to coal firing along with a slight elevation of temperature at T3 when staging was

employed. In oxygen-enriched conditions temperatures were generally slightly greater

than those for coal-firing at T1, similar to coal-firing at T2 and slightly greater again at

T3.

The effect on carbon burnout and CO emissions due to variation in oxidant staging for the

coal and coal-biomass blends in air and oxygen-enriched air is shown in Figure 6.13. CO

emissions showed a slight increase with extensive staging though emissions were generally

less than 50ppm. However, during oxidant staging the burnout of all cofired mixtures was

found to reduce compared to unstaged conditions with SRC and MC most sensitive to re-

ducing BSR with burnout falling by as much as 0.5% for MC cofired at BSR = 0.85 which

represented an increase in LOI from 3.5% for unstaged conditions to 7.6% for BSR =

0.85. Although the burnout levels under oxygen-enriched combustion were also observed

to decrease with increasing oxidant staging, the reduction compared to the baseline con-

ditions was generally smaller than in air-firing and even under deep staging (BSR = 0.8)

the burnout for all fuel mixtures was at least as good as the unstaged, air-fired baseline

conditions.
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Figure 6.13: Variation in carbon burnout and CO emissions with increasing oxidant sta-
ging (reducing BSR)
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Figure 6.14: Variation in combustion temperatures at T1, T2, and T3 with increasing oxid-
ant staging (reducing BSR)

204



6.3.3 Gaseous emissions

Figure 6.15 shows the effect of oxidant staging on emissions of NO for firing coal and

coal-biomass blends (at 15% BBR) in air and oxygen-enriched air. For coal-firing in air

reducing BSR reduces NO emissions by approximately 60–70% in a linear fashion when

BSR is reduced from 1.16 to∼0.8. As reported in the previous section, in oxygen-enriched,

unstaged conditions NO emissions are as much as 30% greater than observed for air firing

of coal. However, as BSR is reduced NO emissions reduce more rapidly under oxygen-

enriched conditions and at BSR = 1.0 NO emissions from oxygen-enriched combustion

are similar to those for air firing. During oxygen-enriched combustion increasing staging

past BSR = 0.9 cases the emissions of NO begin to level out as BSR is further decreased.

In air firing emissions continued to decrease across this range resulting in similar NO

emissions, which are about 70% lower than the daily baseline values, for coal in air and

oxygen-enriched air when staging at BSR = 0.8.

During combustion in air, cofiring biomasses under oxidant-staged conditions appears to

have little effect on NO emissions compared to coal-firing. However, in oxygen-enriched

conditions when BSR <1.0 cofiring tended to slightly reduce emissions compared to coal-

firing with NO emissions reduced by 80% compared to the daily baseline for cofired mix-

tures with BSR = 0.9–0.8.

Figure 6.16 shows the effect of oxidant staging on emissions of SO2 for firing coal and coal-

biomass blends (at 15%) in air and oxygen-enriched air. When firing coal in air reducing

BSR tends to have little effect on SO2 emission with only a slight increase observed as BSR

decreases. In oxygen-enriched conditions a similar trend is observed but shifted slightly

higher so that emissions in oxygen-enriched conditions are typically ∼10% greater than

the daily baseline value at higher levels of oxidant staging. As noted in Section 6.2.3, in

unstaged conditions biomass blending tends to reduce SO2 emissions by approximately

5–15% in both air and oxygen-enriched air firing. However, as the level of oxidant staging

is increased in both of these combustion atmospheres SO2 emissions increasingly tend

towards the results observed for coal firing. In air-firing emissions from coal and coal-

biomass blends converged under deep staging at close to the value for the daily baseline.

However, in oxygen-enriched combustion emissions from cofired fuel mixtures remain

∼5% lower than those from coal-firing under deep staging conditions.
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(a)

(b)

Figure 6.15: Variation in emissions of NO with variation in oxidant staging - measured
as burner stoichiometic ratio (BSR) - in (a) absolute terms and (b) compared to the daily
baseline value
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(a)

(b)

Figure 6.16: Variation in emissions of SO2 with variation in oxidant staging - measured
as burner stoichiometic ratio (BSR) - in (a) absolute terms and (b) compared to the daily
baseline value
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6.3.4 Discussion of impact of oxidant-staging

The results shown in the previous subsections illustrate that the practice of oxidant staging

of coal and coal-biomass blends in air and oxygen-enriched air affects many aspects of the

combustion process, including combustion temperatures, burnout and gaseous emissions

from the process. Similar to the format of the previous experiment, this section will now

attempt to explain the results using the combustion theory, fuel characterisation data and

TGA experiments presented in Chapters 2, 3 and 5 to answer research question 4 in Sec-

tion 3.4.9.

The process of oxidant staging essentially divides the furnace into a fuel-rich, zone with a

sub-stoichiometric amount of oxygen and an oxidant-rich zone with a super-stoichiometric

amount of oxygen present to ensure complete combustion. This has several implications

for the combustion of fuels and as such affects the combustion characteristics and emis-

sions from the furnace. In this work the injection of over-fired air (OFA) occurs in between

thermocouples T2 and T3.

During air firing, as the extent of oxidant staging was increased, the temperatures at

T1 were also observed to increase. Such an increase in temperature during combustion

could be due to two main factors: an increase in the amount of heat released from the

combustion reactions or a decrease in the heat capacity of the flowing fluid. As the amount

of staging increases, the mass flow of the fluid in the fuel-rich section of the furnace is

reduced compared to that in unstaged combustion which, if the amount of heat released

by combustion was constant, would lead to an increase in fluid temperatures if no other

reactions are assumed to occur. This is thought to mainly explain the increase in the

temperature observed at T1. However, since temperatures at T2 are similar to unstaged

combustion despite the lower mass flow rate (and lower flowing heat capacity of the

fluid) suggests the extent of combustion at this point is less than observed in unstaged

combustion. Since the amount of fuel in the fuel-rich section is unchanged it is suggested

this delay in combustion is due to the reduction in oxidant in this section of the furnace.

At T3 the mass flow in staged and unstaged combustion is the same so here the reduction

in temperature with increasing staging is also thought to be due to a reduction in the heat

released by combustion. This is supported by the reduced combustion burnout values

observed for deep-staged air-fired fuel mixtures compared to their unstaged counterparts

which echoes most results in the wider literature [Lin et al., 2009, Munir et al., 2011,
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Ribeirete and Costa, 2009].

The reduction in oxidant available during the early stages of the reaction is also respons-

ible for the reduction in emissions of NO observed as detailed in Section 2.4.1.4. Oxidant

staging operates by reducing NO production from all three NO-formation mechanisms.

Most importantly, as the fuels devolatilise releasing volatile-N compounds they are less

likely to come into contact with oxygen and therefore more likely to follow the reductive

pathway to form N2. In addition, any volatile-N that is oxidised to NO is more likely to

be reduced to N2 due to the overall reducing nature of the atmosphere and the increased

residence time any created NO spends in this environment as noted in Section 2.4.1.4

and the literature [EC, 2006, UNECE, 2012]. The reduction of local [O2] also creates less

opportunity for any prompt-NO formation and by limiting combustion and reducing the

local temperature reduces the likelihood of O2 dissociation leading to thermal-NO produc-

tion. The fact that, similar to the findings of Ribeirete and Costa [2009], emissions of NO

appear to plateau at approximately 20% of the baseline value once BSR is reduced below

0.8 may be due to the fact that NO is also likely to be formed when the OFA is injected and

any char-N is exposed to an oxygen-rich atmosphere that promotes conversion to NO. In

addition, the reduction in temperature observed with increasing staging may act to reduce

the amount of N released with the volatiles, instead retaining it in the char as suggested

by Glarborg [2003]. Any gains made in reduction of emissions of NO formed from volatile

compounds are therefore offset by the increase in NO formed from the char.

In oxygen-enriched combustion, although the total amount of oxidant is reduced, the local

[O2] may actually increase due to the removal of the N2 diluent. Therefore, in situations

where nitrogen volatiles continue to have access to relatively high levels of O2 and are not

subject to long residence times in this environment it is understandable that the NO emis-

sions may be higher than those in air firing, as is observed for unstaged and slightly-staged

combustion in these results and in the wider literature [Daood et al., 2011, Nimmo et al.,

2010, Thompson et al., 2004]. Moreover, the increased temperature in oxygen-enriched

conditions promotes thermal-NO production. However, as oxidant staging increases com-

petition for O2 between the elements in the fuel mixture increases and the effective local

[O2] reduces, especially since an increasing proportion of oxidant supplied to the fuel-rich

zone is supplied by the unenriched primary stream which therefore increases the relat-

ive amount of thermal diluent present in this section of the furnace. As oxidant staging

increases, combustion proceeds less rapidly, the combustion atmosphere tends further to-
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wards a reducing nature and residence times in this zone increase which all reduce the

propensity for NO formation and increase the likelihood of any NO formed to be recycled

and reduced to N2. This causes NO emissions to fall more sharply than in air with in-

creasing staging, analogous to that presented by Thompson et al. [2004]. As in air-firing,

emissions appear to plateau at approximately 20% of the daily baseline value and thus may

support the hypothesis above that any further reduction in NO formation from the volatile

section is offset by an increase in NO formed from char-bound N. The levels of oxidant

staging employed by Thompson et al. [2004] are not available from their data though it

is thought that the minimum in NO emissions occurs in range λ = 0.9–0.7 which corres-

ponds to the plateau in the current work. The continually high levels of carbon burnout

and increasing temperature at T3 as staging is increased suggest that despite having only a

relatively short residence time in the super-stoichiometric environment the char particles

combust very rapidly due to higher particle temperatures as suggested in bench-scale ex-

periments by Murphy and Shaddix [2006] and observed for oxygen-enriched combustion

in TGA devices in Chapter 5. Since this behaviour was not observed in air-firing it is

suggested that enriching [O2] to 30% is sufficient to compensate for and overcome the re-

duction in residence time for combustion in the super-stoichiometric section of the furnace

which was responsible for reducing burnout values in air-firing.

The fact that in air the temperatures observed for the MC and RCG blends were generally

similar or greater than coal-firing at T1, lower than coal-firing at T2 and similar at T3

suggest that these fuel mixtures were able to mitigate some of the delay in combustion that

occurred during coal-firing in air. In oxygen-enriched air the differences in temperature

before OFA were injected were less readily observed suggesting, as noted above, that

the increase in [O2] was sufficient to overcome the reduction in combustion due to the

reduced amount of oxidant available. At T3 the RCG and MC blends tended to show

higher temperatures suggesting that combustion intensity was greater during the period

between OFA injection and the thermocouple than in coal-firing, which was supported

by the increased carbon burnout of the blends. Cofiring SRC generally showed a similar

trend to the other blends except at the deep-staging conditions where it appears in air and

oxygen-enriched air that combustion was delayed compared to the coal-firing case. As

discussed in the previous section this is perhaps due to the large particle size of the SRC

sample. This would delay combustion and increasingly constrict the rate of combustion

as the extent of staging increased as particle heating, devolatilisation and char-oxidation
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times would all increase as is suggested by the results in air firing reported by Spliethoff

and Hein [1998]. Comparing the results of MC with RCG shows that although the fuel-N

content is considered to be less important than the combustion chemistry in predicting NO

emissions, the lower fuel-N of the biomasses was observed to slightly reduce NO emissions

under staged conditions though by an order of magnitude less (if at all) than the process

of oxidant staging.

Emissions of SO2 tended to slightly increase with increased oxidant staging for all fuel

mixtures in both combustion environments though the magnitude of change was far lower

than the decrease observed in NO emissions compared to the unstaged conditions. The

increase was particularly apparent for the cofired mixtures. As reported in the previous

section, the reduction in SO2 emissions due to increased biomass blending were almost

linear for unstaged conditions and was attributed to the reduced S content of the bio-

mass and the increased ability of the alkali and alkaline earth metals in the biomass ash

to capture sulphur. One reason for the increasing emissions of S as SO2 may be due to

a decrease in the amount of sulphur captured in the ash as SO3. This could be brought

about by the increased competition for O2 during the fuel-rich section of the furnace and,

in oxygen-enriched conditions particularly, the increased temperatures may cause an in-

crease number of the alkali metals to volatilise and be released from the ash particles

themselves. These possibilities could lead to a reduced ability for the ash to retain sulphur

negating the reduction observed compared to the baseline values when biomass blends

were fired in an unstaged manner.

6.4 Cofiring in air, oxygen-enriched air and partial oxyfuel environments

6.4.1 Experimental design

Research question 5 is addressed in this section where the impact of enrichment of the

combustion atmosphere with O2 and CO2 is investigated while cofiring the three bio-

masses in unstaged conditions. Table 6.1 shows the predicted compositions for the feed

and exhaust streams for the furnace when operated under air (Air), oxygen-enriched air

(En-Air), partial oxyfuel (Oxy) and oxygen-enriched partial oxyfuel (En-Oxy) combustion

atmospheres. Since the primary and entrained streams were restricted to be air, a mixture

of N2 and CO2 was used as the comburent in the two oxyfuel cases. On account of this,
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counter-intuitively, in the oxyfuel cases the concentration of CO2 in the oxygen-enriched

environment is lower than in the unenriched environment.

6.4.2 Combustion characteristics

Figure 6.17 shows the variation of the temperature recorded at several furnace locations

for unstaged combustion of coal and coal-biomass blends (15% BBR) in the four combus-

tion environments detailed in Table 6.1. The results for air and oxygen-enriched air firing

are the same as those presented and discussed in Section 6.2, which can be summarised in

two points. First, oxygen-enrichment of air was observed to substantially increase temper-

atures throughout the furnace. Second, biomass blending tended to reduce temperatures

near the burner and increase them further along the furnace in air firing, while in oxygen-

enriched air temperatures were elevated throughout the furnace during cofiring compared

to firing coal.

In the oxyfuel environments temperatures were observed to be lower than those recorded

during their air-fired counterparts. During the unenriched oxyfuel environment (inlet [O2]

= 21%) the temperature profile through the reactor was observed to change. In all other

experiments temperatures generally were observed such that T1 ≥ T2 > T3. However,

in the Oxy environment the temperature observed at T1 was approximately 150 ◦C lower

than that observed during air firing and 50 ◦C lower than that observed at T2 in the Oxy

case, which was itself approximately 100 ◦C lower than the air case. Temperatures at

T3 were only slightly lower than both those observed during air firing of coal and also

those observed at T1 when firing in the Oxy environment so the Oxy temperature profile is

better described as T2 > T1 ≥ T3. Cofired blends tended to slightly increase temperatures

Table 6.1: Typical feed and exhaust compositions for Air, En-Air, Oxy and En-Oxy combus-
tion atmospheres

Gas
Air -
Feed

Air -
Flue

En-Air -
Feed

En-Air -
Flue

Oxy -
Feed

Oxy -
Flue

En-Oxy -
Feed

En-Oxy -
Flue

O2 (%) 21.0 3.0 30.2 4.3 21.0 3.0 30.2 4.3

N2 (%) 79.0 80.7 69.8 72.1 32.1 32.8 46.1 47.6

CO2 (%) 0.0 15.8 0.0 22.9 46.9 63.7 23.7 47.4

NO
(ppm)

0 2882 0 4179 0 2882 0 4179

SO2

(ppm)
0 1549 0 2246 0 1549 0 2246
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at T1, reduce them at T2 and have a mixed effect at T3. In oxygen-enriched oxyfuel

conditions the temperature profile through the furnace was more similar to the air-based

environments. Temperatures were greater than those for air firing though lower than those

recorded for oxygen-enriched air firing. At T1 the increase in temperature compared to

air firing was 50–100 ◦C (200–250 ◦C greater than unenriched oxyfuel conditions) though

these temperature differences were then reduced to ∼ 50 ◦C and ∼ 25 ◦C at T2 and T3,

respectively.

The carbon burnout for the unstaged combustion of coal and biomass-coal blends (at 15%

BBR) in the four combustion atmospheres experiments are displayed in Figure 6.18. It is

unfortunate that for these experiments it was only possible to collect a smaller amount of

ash for each experiment1. In light of this, the usual requirement for at least 1 g of sample

was relaxed to >0.25 g for these experiments. Despite the belief that the results represent

a good sample, on account of this reduced mass, these results should be interpreted only

indicatively.

As discussed in previous sections of this chapter, cofiring of biomass and oxygen enrich-

ment both act to increase the carbon burnout of fuel mixtures fired under unstaged con-

ditions. Firing in unenriched oxyfuel conditions was observed to decrease the burnout of

both coal and a blend of coal and RCG compared to their respective burnout values under

air firing. However, in the Oxy conditions, cofiring was again observed to increase carbon

burnout compared to firing coal alone. When firing in an oxygen-enriched oxyfuel atmo-

sphere the carbon burnout for coal and biomass blends was also observed to fall compared

to oxygen-enriched air case though the reduction was less than that observed between the

unenriched conditions. Despite the reduction compared to oxygen-enriched air, carbon

burnout for the En-Oxy atmosphere was observed to be greater than that for air-firing.

Cofiring of SRC was observed to increase carbon burnout under an En-Oxy atmosphere

while for the blends of coal with RCG and MC no change was detected compared to the

coal firing tests.

1The reduced sample mass collected was due to a reduction in suction power from the vacuum pump
attached the ash collection pot as well as dwindling biomass resources ensuring that experimental runs could
not be extended
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Figure 6.17: Variation in temperatures at various distances along the furnace between air
and partial-oxyfuel fired unstaged systems for at 21 and 30% [O2]

Figure 6.18: Variation in carbon burnout between the air and oxyfuel fired unstaged sys-
tems for at 21 and 30% [O2]. Unlike previous experiments, CO emissions for this ex-
periment are not presented on account of unreliable analyser performance during these
tests.
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6.4.3 Gaseous emissions

Figure 6.19 presents the emissions of NO from firing coal and biomass blends in the four

combustion atmospheres. As observed in Section 6.2, cofiring of RCG and MC in air ten-

ded to slightly reduce NO emissions while SRC tended to increase NO emissions under un-

staged conditions. Firing the fuels in oxygen-enriched air tended to increase NO emissions

by up to 25% compared to the daily baseline values. When firing in the oxyfuel conditions,

emissions of NO were observed to reduce compared to those recorded for their air-based

equivalents. In unenriched conditions emissions from coal firing were approximately 30%

lower than the baseline value while for the biomass blends this reduction was increased to

40–45%. Under oxygen-enriched oxyfuel conditions emissions of NO were broadly similar

to those observed for coal-firing in air and lower than those observed for combustion in

oxygen-enriched air.

Figure 6.20 presents the emissions of SO2 from firing coal and biomass blends in the four

combustion atmospheres. As observed in Section 6.2, biomass cofiring tended to reduce

SO2 emissions in both air and oxygen-enriched conditions while emissions for coal fired in

both environments were observed to be very similar. In unenriched oxyfuel environments

little change was observed compared to air firing while in oxygen-enriched oxyfuel envir-

onments a significant reduction in SO2 emissions was observed for coal and cofired fuel

mixes.
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(a)

(b)

Figure 6.19: Variation in emissions of NO between nitrogen- and CO2-based (oxyfuel)
combustion atmospheres - in (a) absolute terms and (b) compared to the daily baseline
value (b)
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(a)

(b)

Figure 6.20: Variation in emissions of SO2 between nitrogen- and CO2-based (oxyfuel)
combustion atmospheres - in (a) absolute terms and (b) compared to the daily baseline
value

217



6.4.4 Ash analysis

As noted previously ash collection during these experiments was less effective than in

previous cases resulting in lower quantities of ash available for analysis. An example of

ashes collected for SRC cofired in Oxy and En-Oxy environments are shown in Figure 6.21

while the EDX maps for these samples are shown in Figure 6.22. The SEM images for the

ash fired in Oxy conditions contains a large number of aggregated, non-spherical particles

while the En-Oxy image suggests a larger number of smaller, more spherical particles.

Aside from a greater intensity observed in the Oxy environment, no significant differences

can be drawn between the Oxy and En-Oxy cases.

Figure 6.21: SEM images of ash residue from combustion in Oxy and En-Oxy conditions
for WC and 15% BBR of SRC at 500x and 2500x magnification
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(a) Oxy

(b) Oxygen-Enriched Oxy

Figure 6.22: Elemental mapping of elements present in ash collected from experiments
cofiring WC and 15% SRC in unstaged Oxy and oxygen-enriched Oxy experiments
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6.4.5 Discussion of impact on combustion of O2 and CO2 enrichment

The previous subsections have presented results that suggest combustion of coal and coal-

biomass blends in various O2 and CO2-enriched atmospheres alter many of the combustion

characteristics and emissions. Where possible, the following subsection aims to provide

reasoning for these changes by incorporating the literature, fuel characteristics and bench-

scale results presented in earlier chapters to answer the penultimate research question (5)

in Section 3.4.9.

In the unenriched Oxy environment combustion was considerably delayed in the furnace,

changing the shape of the temperature profile as well as significantly reducing temper-

atures throughout the furnace. The delay in combustion appeared to reduce the carbon

burnout of the combustion process resulting in higher amounts of combustible material

remaining in the ash. Although the results in Chapter 5 suggest only a small reduction

in ignition in TGA environments (where temperature reduction is largely negated), the

furnace results agree with the many presented in the literature for coal-firing where the

delayed temperature response is attributed to delayed fuel ignition on account of the

higher heat capacity of CO2 and decreased particle temperatures as volatiles evolved com-

bust further from the particle due to the reduced mobility of O2 in this atmosphere [Dav-

idson and Santos, 2010, Kiga et al., 1997, Liu et al., 2005, Shaddix and Molina, 2009].

The reduction in temperatures is also likely to have reduced the rate and ultimate level of

devolatilisation of the fuel particles as described by Farrow and Snape [2010]. Reducing

devolatilisation therefore increases the need for oxygen to diffuse to the char surface to

react with char-bound elements and since O2 diffusivity is reduced in CO2 compared to N2

it is unsurprising that the carbon burnout in Oxy environments was lower than that in air.

This reduction is smaller than others reported in the literature though this is perhaps due

to the fact this work does not represent a total oxyfuel system and continues to contain a

large amount of N2 as the comburent.

In this thesis, blending of biomass with coal was generally observed to increase the ignit-

ability of the coal samples similar to that reported by both Arias et al. [2008] and Riaza

et al. [2012] during TGA experiments and agrees with the findings in Chapter 5 which

suggest that coal is more sensitive to changes in combustion atmosphere than the bio-

mass samples. Smart, Patel and Riley [2010] found near-burner temperatures tended to

decrease when cofiring reasoning increased moisture, a reduction in heat given out from
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combustion of the biomass volatiles and a decreasing amount of available O2 for the coal

volatiles to react with as more is intrinsically held in the biomass. However, this work

generally used lower BBR (15%thermal compared to 20 and 40%mass) with far more react-

ive biomass samples (as shown in the DTG curves in Chapter 5 for example) and was not

fired using wet recycled flue gas.

Emissions of NO were substantially lower in the Oxy environment compared to air-firing

as reported by Liu et al. [2005]. Of the nine reasons listed in Table 2.11, it is suggested

that the reduced temperature and increased likelihood of NO destruction were most re-

sponsible for reducing the ultimate emissions of NO during firing in the Oxy environment.

As with all previous tests, cofiring of SRC, MC and RCG derived a modest further reduction

in NO emissions.

In oxygen-enriched oxyfuel (En-Oxy) systems the delay in combustion observed in Oxy

environments was no longer apparent and temperatures for the reduced gas volume were

higher than for air though less than those observed for En-Air with the higher heat capa-

city of the En-Oxy environment mitigating the effect of reduced gas volume compared to

En-Air temperatures. As a result of these increased temperatures, due to the many reasons

discussed in the previous subsections, carbon burnout in En-Oxy was slightly greater than

for air-firing though less than that in En-Air combustion. The increased temperature in

En-Oxy compared to Oxy increased NO emissions, though the reduced mobility of O2 and

increased propensity to destroy NO in the CO2-enriched environments caused NO emis-

sions to be lower than those in En-Air and similar to those in Air. Although several authors

have reported reductions in NO emissions in oxygen-enriched oxyfuel atmospheres, direct

comparisons to the present work are complicated by the range of combustion conditions

employed. For example, although Liu et al. [2005] and Andersson [2005] both reported a

reduction of 10–20% in unstaged conditions, the first atmosphere consisted of 30% O2 in

CO2 and the second was only enriched to 27% O2. Thus, unstaged combustion in a higher

[O2] than the work by Andersson [2005] with a lower [CO2] than the experiments by Liu

et al. [2005] could be argued to not effect such large reductions in NO as those two ex-

periments. It should also be noted that Tan et al. [2006] reported increased emissions in

oxygen-enriched oxyfuel atmospheres before the burner in use was optimised to low-NOx

operation. Since it was not possible to alter the burner in the current work it may be that

compared to the other works it is less-well optimised for low-NOx firing in oxyfuel sys-

tems. Biomass blending in En-Oxy conditions tended to have a relatively modest impact
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on NO emissions with reductions of the order of <10% observed for most cases.

Similar to the findings of Liu et al. [2005], little change was observed in SO2 emissions

when switching from the Air to Oxy environments. However, in oxygen-enriched oxyfuel

conditions significant reductions in SO2 emissions were observed with biomass blending

effecting even larger emissions reductions. Although some published literature suggests

slight reductions in SO2 emissions during oxygen-enriched oxyfuel firing the magnitude

of the reduction in this work appears considerably larger. Tan et al. [2006] notes in-

creased concentrations of SO2 will likely lead to increased deposits of S in the ash and

slag and since the results in Section 6.2 show an increased tendency for the biomass ash

compounds to capture S it may be that this mechanism is accelerated in oxygen-enriched

oxyfuel atmospheres. Unfortunately insufficient ash collection and a lack of instrument-

ation to measure other sulphur species predicates that it is not possible to analyse the

other emissions more fully to understand whether reductions in observed SO2 emissions

are offset by increases in other emission pathways.

6.5 Unstaged biomass combustion in O2 and CO2-enriched atmospheres

Once the main experimental programme detailed in the previous sections was complete

a small surplus of SRC was available for firing in a short, dedicated biomass combus-

tion testing regime. On account of the high propensity of SRC to slag compared to WC

these tests were necessarily conducted last. As mentioned in Table 3.5, the biomass feeder

was only able to provide enough SRC to provide 17.1 kW input. In light of this it is dif-

ficult to compare directly between the results for dedicated biomass and the coal and

coal-biomass blends which were fired at 19.7 kW. However, results for dedicated biomass

firing in air, and En-Oxy environments are presented in Table 6.2. During experiments

it was noticed that increasing the BBR tended to affect the stability of results during ex-

perimental runs. Figures 6.23 and 6.24 show raw experimental results for dedicated SRC

firing alongside other levels of BBR and the combustion atmosphere for temperatures and

flue gases, respectively, which allows the drawing of answers to the final research question

in Section 3.4.9.
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6.5.1 Combustion measurements

The combustion of the lower thermal input of SRC generates a lower temperature pro-

file throughout the furnace with temperatures ∼150, ∼120 and ∼75 ◦C lower than the

coal baseline at T1, T2 and T3, respectively. In the En-Oxy atmosphere the temperatures

increase compared to air-firing of SRC but remain ∼80, ∼75 and ∼70 ◦C lower than the

coal baseline value. NO emissions reduced considerably and were observed at ∼40 and

∼25% of the coal baseline value for air and En-Oxy firing of SRC. SO2 emissions were

found to be less than 5% of the baseline value in both cases. Unfortunately CO measure-

ments are not reported due to unreliable analyser performance during these tests.

6.5.2 Combustion stability

From the results presented in Table 6.2 and Figures 6.23 and 6.24, it appears that in air-

firing the temperature at T1 and T3 is relatively stable during 100% SRC firing but that

temperatures at T2 are considerably more variable than when firing coal. In the En-Oxy at-

mosphere increased variability is observed at T1 and less so at T2 for the dedicated biomass

firing. Measurements of the flue gas suggested that the variability increases with higher

SRC blending ratios, with O2 and CO2 in particular exhibiting a higher variability within

experiments compared to the measured value in both air and En-Oxy environments.

Table 6.2: Experimental results for dedicated biomass combustion experiments

Measurement
Baseline Range

(variation during
experiment)

Maximum
Estimated Error @

Baseline

SRC Air (variation
during experiment)

SRC En-Oxy
(variation during

experiment)

T1 ◦C 1226–1274 (± 5.2) 2.5 1100 (± 3) 1168 (± 4)

T2 ◦C 1228–1253 (± 2.5) 2.5 1123 (± 5) 1164 (± 7)

T3 ◦C 1100–1126 (± 2.8) 2.8 1037 (± 2) 1042 (± 2)

O2 % 2.75–3.13 (± 0.18) 0.16 4.15 (± 0.61) 5.19 (± 0.92)α

CO2 % 15.19–16.07 (±
0.20) 0.82 16.44 (± 0.79) 47.4 β (n/a)

NO ppmv @6% O2

in air 619–740 (± 18) 32 259 (± 18) 180 (± 16)

SO2 ppmv @6% O2

in air 1077–1160 (± 3) 33 43 (± 0) 27 (± 1)

α CO2 corrected; β predicted
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Figure 6.23: Experimental data showing stability of measurement of combustion tem-
peratures at T1, T2, and T3 with various blending ratios of SRC in various combustion
atmospheres
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Figure 6.24: Experimental data showing stability of measurement of flue gas concentra-
tions with various blending ratios of biomass in various combustion atmospheres
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6.5.3 Discussion

Although the thermal input to the furnace is slightly lower in the results presented here,

significant variation in combustion measurements and combustion stability have been ob-

served under dedicated firing of SRC. Although the lower thermal input will likely some-

what reduce the furnace temperatures, the significant reduction observed at T1 and T2

especially indicate that combustion is delayed during SRC firing. This is particularly the

case in air as the temperature profile through the furnace changes showing higher temper-

atures at T2 than T1 suggesting that the combustion process is being forced further along

the furnace than in coal-firing in agreement with the results presented in Section 6.2 where

the increased particle size, reduced calorific value and increased moisture content were

suggests as reasons for delay in combustion. As well as being supported by the change in

temperature profile, this theory is also supported by the change in variability of temperat-

ures measured at T1 and T2 as an increased level of variability implies the thermocouple

is closer to the flame. As noted above, delayed combustion would cause the flame to

elongate and potentially shift further downstream. If more combustion is occurring near

T2 than T1 then it would be expected that a reduction in volatility at T1 is balanced by an

increase in measurement volatility at T2 as is observed for the case of firing 100% SRC in

air. In the En-Oxy atmosphere the reduced gas volume and greater [O2] accelerates com-

bustion relative to air-firing and promotes combustion closer to the burner as is supported

by an increase in measurement volatility at T1, reduction in measurement volatility at T2

and the fact that T1 > T2. However, the difference between the temperature measured

at the first two thermocouples is less than that observed when firing coal or coal-biomass

blends in oxygen-enriched atmospheres suggesting combustion is occurring less intensely

before T1 in the dedicated biomass-firing cases. In addition, the volatility of measured O2

and CO2 suggests the combustion process is unstable as it is for dedicated SRC firing in

air. Considered together, it may be the case that the large particle size of the SRC - which

delays ignition of the fuel - and the use of a burner designed for coal-firing combine to

delay combustion to such an extent that the flame becomes detached resulting in highly

variable combustion which is difficult to control. The length of the flame and its degree

of attachment cannot be investigated with the experimental facilities used in the current

work.

Unfortunately the limited supply of SRC, coupled with its low ash content and a fault that
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caused reduced suction for the ash collection vacuum pump, meant that it was not pos-

sible to collect sufficient ash samples to be able to analyse the carbon burnout. However,

it is suggested that the lower temperatures and very delayed mixing of fuel-N with oxid-

ant resulting from the slow devolatilisation process together contribute to the significant

reduction in NO emissions observed. The reduction in SO2 is due to the very low sulphur

content of the SRC.

6.6 Conclusions

A large number of experiments using a 20 kW facility have investigated a range of impacts

on combustion when using coal and three biomass fuels - short-rotation coppiced willow

(SRC), reed canary grass (RCG) and miscanthus (MC) - in a variety of air, oxygen-enriched

air and CO2-enriched combustion atmospheres to answer research questions 3–6 presen-

ted in Section 3.4.9. The following conclusions can be drawn from the results presented

in this chapter:

• Increasing the biomass blending ratio (BBR) during unstaged combustion in air

tends to delay and elongate combustion relative to the coal-fired baseline. This

is due to the increased moisture content of the biomass, the slower devolatilisation

of the larger biomass particles and the lower calorific value of the biomass volatiles.

• Increasing BBR increases the carbon burnout of the fuel mixture in the furnace up

to a maximum of 15%. This is thought to be due to the higher reactivity of the

biomass char and the larger proportion of combustion occurring in the gas phase.

Increasing BBR above 15% appears to reduce burnout as the increased moisture

content begins to reduce flame temperatures, reducing devolatilisation rates and

delaying and extending the combustion process.

• Increasing BBR of MC and RCG reduces NO emissions relative to the coal baseline

at unstaged firing in air, while blending of SRC initially increases NO emissions but

as BBR increases NO emissions reduce to similar levels to the coal-fired baseline.

The difference in behaviour is attributed to the substantially larger particle size of

the SRC fuel which is unable to devolatilise rapidly enough to compete with coal-

volatiles near the flame essentially increasing the local [O2] available for NO pro-

duction from the coal volatiles. As noted above, at higher BBR the higher moisture
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content of the biomass reduces flame temperatures therefore reducing NO forma-

tion.

• Increasing BBR reduces SO2 emissions for all unstaged combustion conditions due

to the significantly lower sulphur content of the biomass fuels compared to the coal.

In addition, gaseous emissions of SO2 were also reduced due the increased content

of alkali and alkaline earth metals in the biomass ashes which appear react with and

retain an increased amount of sulphur in the ash compared to coal-fired ashes.

• In oxygen-enriched atmospheres (En-Air: 30% [O2], 70% [N2]) combustion temper-

atures throughout the furnace are increased due to the reduced heat capacity of the

reduced gas flow and the intensified combustion caused by the increased [O2].

• Carbon burnout values in En-Air atmospheres are higher than those in unenriched

conditions due to the increased devolatilisation rates driven by higher temperatures

and the higher [O2] facilitating increased diffusion of O2 to react with combustible

elements at the char surface. The increased [O2] also acts to increase the char

particle temperature as gas-phase combustion occurs closer to the char particle. SEM

images of the ashes suggest a greater breakdown and increase in homogeniety of ash

particles than in air-firing.

• Biomass blending in En-Air increased combustion temperatures compared to coal-

firing for MC and RCG which were able to devolatilise and combust more rapidly

due to the elevated temperatures and [O2]. The large particle size of SRC again

delayed combustion compared to the other fuels and increasing BBR of SRC reduced

temperatures near the burner. However, temperatures quickly recovered and the

burnout values for all biomasses were at least as high as those seen for coal-firing in

En-Air and greater than air-firing of all fuel mixtures.

• The increased temperatures and associated devolatilisation rate of the fuel mixtures

in En-Air increased emissions of NO compared to the baseline of coal-firing in air.

• Conventional ash slagging and fouling indicators suggest that cofiring the biomasses

studied would result in manageable ashes with BBR up to 15% for MC and SRC

while at this BBR RCG cofired ashes are located on the threshold of probable fouling

and therefore require further analysis to be certain of behaviour.

• In air-firing employing the practice of oxidant-staging - reducing burner stoichiomet-
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ric ratio (BSR) - tended to delay combustion, reduce combustion temperatures and

reduce the overall carbon burnout of all fuel mixtures.

• Oxidant staging in air-firing was highly effective at reducing NO emissions with deep

staging achieving reductions of up to 70% compared to the coal baseline with the

reduction attributed mainly to a lack of O2 available for volatile-N compounds to

react with in the fuel-rich zone.

• In En-Air oxidant staging had a similar effect on combustion temperatures and car-

bon burnout to unstaged conditions with the increased combustion temperatures

and [O2] maintaining high burnout values despite increasing oxidant staging.

• Oxidant staging in En-Air situations was able to reduce NO emissions more rapidly

than in air-firing and was able to achieve emissions reductions of up to 80% com-

pared to the air-fired, coal baseline.

• Increasing oxidant staging tends to reduce the ability of biomass fuels to reduce SO2

emissions compared to coal-firing in both air and En-Air conditions which may be

due to a reduction in the ability of the ash compounds to capture gaseous sulphur

compounds due to the reduced [O2] in the fuel-rich section.

• Firing of all fuels in an unenriched oxyfuel environment (Oxy: 21% [O2], 47%

[CO2], 32% [N2]) significantly delayed combustion, reduced temperatures and ten-

ded to reduce carbon burnout compared to air-firing under unstaged conditions.

• Blending of biomass at 15% in the Oxy environment tended to accelerate the com-

bustion process compared to coal-firing resulting in higher combustion temperatures

near the burner but reduced temperatures further along the furnace. Blending of

RCG marginally improved the carbon burnout compared to firing coal alone.

• Emissions of NO from combustion in the Oxy environment were considerably lower

than air-firing due to the reduced temperatures, reduced amount of N2 available

for thermal-NO formation and increased likelihood of any NO formed to be reduced

to N2. Biomass blending was observed to effect slight further reductions in NO

emissions.

• Firing of all fuels in an unstaged, oxygen-enriched oxyfuel environment (En-Oxy:

30% [O2], 24% [CO2], 46% [N2]) accelerated combustion, increased combustion

temperatures and improved carbon burnout compared to air-firing but by less than
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achieved in the En-Air environment due to the increased heat capacity of CO2 and

reduced diffusivity of O2 in En-Oxy compared to En-Air.

• NO emissions from combustion in En-Oxy environments were generally lower than

those observed for En-Air and similar to those for air-firing. In general, blending

of biomass had little effect or slightly reduced NO emissions compared to En-Oxy

coal-firing.

• Emissions of SO2 were similar to air-firing in the Oxy environment but significantly

reduced in the En-Oxy environment. It was not possible to be certain as to why

this reduction in SO2 emissions in En-Oxy may have occurred though an increase in

emissions as SO3 and an increased amount of sulphur captured in ash and deposited

on the furnace walls may be responsible though these factors were not measured.

• SEM images of ash samples suggest incomplete combustion in Oxy environments

may have led to larger, non-spherical ash particles while results for En-Oxy suggested

a more uniform particle shape that was similar to firing in En-Air.

• Firing 100% SRC in air was observed to significantly delay combustion and reduce

furnace temperatures due to the high moisture content and large particle size of the

fuel. The lower temperatures were mainly responsible for reducing NO emissions to

approximately 40% of the coal-fired baseline.

• In En-Oxy conditions the combustion temperatures for 100% SRC firing were greater

than air-firing of SRC but still lower than those observed during air-firing of coal. A

combination of reduced propensity for NO formation through the thermal-NO route

and increased likelihood of NO reduction to N2 resulted in NO emissions approxim-

ately 25% of those observed for coal-firing in air.

• SO2 emissions from 100% SRC firing in both combustion atmospheres were less than

5% of those observed during air-firing of coal due to the significantly lower content

of sulphur in the fuel.

• Significantly increasing BBR without making burner modifications resulted in in-

creased variability in combustion measurements due to unstable combustion that

was difficult to control. Although not possible to verify with the experimental set

up, it is suggested that under high BBR the flame may become detached resulting in

the instability observed in temperature and flue gas measurements.
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Part II

Analysis of the UK CCS Industry
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Chapter 7

Innovation and Development of a UK CCS

Industry

7.1 Introduction and background

7.1.1 Chapter overview

As well as marked shifts in individual, corporate and national behaviour, novel imple-

mentation of traditional and innovative technologies are key to the development of a

global low-carbon economy as the title the Climate Change Committee’s report: “Building

a low-carbon economy – the UK’s innovation challenge” suggests [CCC, 2010]. Similar to

strategies published elsewhere, the report makes clear that the UK should “develop and

deploy” CCS in order to meet the climate change goals. However, the route CCS devel-

opment takes from an industry which doesn’t currently exist to being widely deployed at

a meaningful scale is far from certain. It is useful to understand how such development

may be supported or hindered by analysing historical and current innovation in the UK

CCS industry.

In order to explain how the analysis that follows fits with the wider scope of the industry

this section of the thesis is structured to provide a narrative of the development of CCS in

the UK. The UK CCS industry has changed considerably in the last decade or so and partic-

ularly over the period during which this work was carried out (2010–2013). To document

these changes, a concise background of the industry’s development from a policy view is

provided up until mid-2011 when an expert-survey was performed. This survey provides
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a snapshot of the industry at that time and is compared to similar work carried out previ-

ously in other nations using the same methodology. As a part of this survey, experts were

asked to articulate recommendations for the removal of blocking mechanisms present in

highlighted areas of the industry. An analysis of CCS in the UK from the time of the survey

until mid-2013 is then used to evaluate whether the development of the industry since has

moved to counter these blocking mechanisms.

While the focus of this thesis combines biomass firing with CCS, the following chapter aims

to gauge the development of the UK CCS industry as a whole. This is because, although

often cited as necessary for meeting low carbon energy targets, Bio-CCS is rarely separated

from CCS in general in the UK. Thus, although likely to encounter some unique challenges,

it is assumed that the development of Bio-CCS in the UK will follow the development of

a more general UK CCS industry. To provide an insight on the potential for development

of a Bio-CCS industry, a separate discussion on the potential of UK Bio-CCS concludes this

part of the thesis.

7.1.2 A brief history of CCS in the UK

Although no full-chain projects yet exist, a UK CCS industry has been expanding steadily

since the early 2000s with growing support from from politicians and technology de-

velopers. The following chronology details the development of UK CCS drawing heavily

on the work of Watson et al. [2012] and technological advances that are mainly informed

by presentations and reports of annual meetings of the Advanced Power Generation Tech-

nology Forum (APGTF). In policy terms, one of the earliest mentions of CCS appeared in

relation to the UK commitment to working with Canada on a carbon sequestration project

targeting coal bed methane extraction [DTI, 1999]. With no revenue stream apparent

in the UK, a lack of domestic interest was perhaps the reason that early meetings of the

APGTF did not mention CCS as a future technology, instead listing fuel cells and gasi-

fication as more likely issues to be taken through to commercialisation [APGTF, 2000].

However, support for the technology grew through the 2000s, both in policy and techno-

logy circles. By 2002 CCS (still monikered carbon sequestration) was beginning to gain

traction with original equipment manufacturers (OEMs) and utility industry circles with

mention of storage in the North Sea mooted in a presentation by King [2002] that ref-

erenced ongoing studies and suggested the following routes to technology development:
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“R&D to improve capture efficiency and economics, costed design studies on capture and se-

questration [and] demonstration of capture and sequestration from a coal-fired power plant”.

King [2002] also recognises “Research and development alone [is] not sufficient” and that

demonstration and deployment programmes which involved industry and academia were

needed. At the same meeting, McMullan [2002] stressed the need for a: “commitment

to long term strategic R,D&D, which should set out a strategy for a minimum of 10 years.”.

Government interest in CCS began to show when it was noted that CCS would be key to

many coal power stations continuing to operate from 2020 onwards by the 2003 White

Paper [DTI, 2003] and reiterated in the Carbon Abatement Plan [DTI, 2005]. Responsible

for ‘keeping the lights on’ as cheaply as possible, government interest in CCS was mainly

economic noting that results from energy system modelling showed: “Higher costs [of

emissions reductions] were indicated if [...] carbon capture and storage [was] completely

excluded in the longer term” while also recognising that: “CCS is currently constrained by a

number of significant legal and technical issues.” [DTI, 2003]

The UK CCS industry developed rapidly from 2005 onwards. Publication of IPCC Spe-

cial Report on CCS and the establishment of the European Technology Platform for Zero

Emission Fossil Fuel Power Plants (ZEP) began to create regional and international mo-

mentum for the development of CCS. In addition, the UK research councils (RCUK) began

to rapidly increase funding for CCS projects as Figure 7.1 illustrates. Analysis of the data

shows initially a small number of projects of relatively minor value were conducted in

the period 2000 - 2003. However, from 2004 to 2010 the number of projects active in a

given year increased from 4 to 86 at a fairly consistent rate of approximately 15 projects

per year. Up until 2008, the majority of these projects were relatively small, valued un-

der £250k, but from 2008 to 2013, the annual funding budget for CCS had grown from

£2million to £20million with the number of projects valued <£250k remaining roughly

constant despite substantial growth in larger projects. The lag between the number of

projects and investment can be characterised as the initially small, typically individual,

studies were steadily been replaced by work which had a larger brief, was more in depth

and was typically conducted by a combination of researchers working in collaboration.

As well as a growing focus in academic circles, building on the suggestions from early

APGTF meetings, CCS received wider attention in government and following mentions

by MPs a parliamentary note was even published [POST, 2005]. As well as domestic de-

velopment, a number of international CCS demonstration programmes and technology
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roadmaps spurred UK CCS on leading to the formation of the Office of Carbon Captures

and Storage (OCCS) in the Department of Energy and Climate Change (DECC) and the

lauch of the CCS Demonstration Competition (Demo1) in 2007. The competition was de-

signed to provide £1bn in funding to the first operating post-combustion capture system

on a coal-fired power plant with the provision of a CCS-Levy on electricity bills to support

the development of several more demonstration projects. Even though the criteria was re-

latively narrow, nine applications were received and through two rounds of selection these

were reduced to two finalists: E.ON’s project at Kingsnorth and Scottish Power’s project

at Longannet. Despite the newly-elected coalition government’s continued commitment

guaranteeing £1bn in funding for the first project in the 2010 Comprehensive Spending

Review, on the same day it was published E.ON pulled out of the competition. Following

stakeholder engagement and recommendations from the Committee on Climate Change

(CCC), DECC decided to broaden the competition for the remaining projects to include

gas-fired plant and alternative methods of CO2 capture while also changing the funding

structure by removing the CCS levy and instead including CCS in the wider-focussed elec-

tricity market reform (EMR) [CCC, 2010, Watson et al., 2012].
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Figure 7.1: Research grants from RCUK between 2000 - 2013 which includes some CCS
activity. Shaded areas show the number of projects financed in that year for five ranges of
grant amounts. The solid line shows the total yearly spend with costs annualised for each
project across their duration. Data from [UKERC, 2013]

Diversifying the technology options that qualified for funding put the UK more in line with
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Europe where two other large-scale funding mechanisms that could apply to a range of

CCS projects were in place. The European Energy Programme for Recovery (EEPR) was

launched in 2009 with the intention of providing 4bn Euros for projects that were “de-

signed to make energy supplies more reliable and help reduce greenhouse emissions, while sim-

ultaneously boosting Europe’s economic recovery.”[EC, 2013] A proposed IGCC pre-combustion

project at Hatfield won 180 million Euros of funding in 2009 and aimed to be operation

by 2016/2017, even without initially entering the UK Demonstration Programme as it was

based on pre-combustion capture technology. In late 2010, the European Union also an-

nounced the diversion of revenues from the sale of 300 million CO2 allowances from the

EU Emissions Trading Scheme (ETS) in order to fund the New Entrant Reserve (NER300)

funding mechanism which aimed to support 8 CCS projects in the first round of funding

[EC, 2010a]. By the end of 2010, technology-specific coalitions and several nations had

publicly articulated their vision for the growth of CCS, both in terms of required levels of

deployment [ACCAT, 2009, CSLF, 2010, IEA, 2009, ZEP, 2010] and in terms of knowledge

gaps that needed to be filled in order for commercialisation to occur [APGTF, 2009, DOE-

NETL, 2010]. In order to update the 2009 work by the Advisory Committee on Carbon

Abatement Technologies (ACCAT) and further develop a national strategy DECC-OCCS

also began work on the UK CCS Roadmap which was initially planned for publication in

the Spring of 2011.

7.1.3 Involvement with the UK CCS Roadmap

During a presentation by Matthew Billson, head of technology development at OCCS, that

outlined the plan for the R&D chapter it was apparent I could make a contribution to that

section of the roadmap and benefit from experience working in a government department.

I approached Matthew at the meeting and, with the support of my supervisors, during the

period from November 2010 to March 2011 I worked with DECC-OCCS on developing the

research and development (R&D) chapter of the UK CCS Roadmap.

Throughout the placement several meetings with an expert steering group were held with

the goal of developing a view of the state of technological development and where R&D

should be targeted across the entire CCS technology chain. I was responsible for creating

the first draft of this matrix and completed this through an extensive literature search par-

ticularly focussing on the technology roadmaps mentioned above. After several iterations
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with input from the expert steering group the research matrix was completed and, due to

delay in publication of the UK CCS Roadmap, was published in a slightly modified form by

the APGTF [2011]. The overview of future CCS research needs was subsequently included

in the UK CCS Roadmap and is presented in Table 7.1. The meetings with the expert sur-

vey group and working alongside OCCS personnel strengthened the belief that although

technical barriers to CCS development existed, a wide range of other factors were also

important to the development of a UK CCS industry. The work that follows aims to fulfil

the interdisciplinary aspect of my PhD and investigate the development of these factors

and the UK CCS industry as a whole.

237



Table 7.1: Overview of future CCS research needs [DECC, 2012a]

R&D Theme Short-term R&D needs (5–10
years)

Medium-term R&D needs
(7–15 years)

Long-term R&D needs
(10–20+ years)

Whole systems

• Investigate system
operability and power
plant interaction
between CO2 grid

• Test flexibility to cope
with change in demand

• Develop CO2 account-
ing

• Further investigation
of complex interaction
of CO2 from multiple
sources (capture tech-
nologies, industrial
sources)

Capture

• Learn from demonstra-
tion projects

• Develop understanding
of environmental im-
pact

• Identify requirements
for retrofitting

• Adapt technology for
range of fuel types

• Specify CO2 standards
• Establish common

measures and monitor-
ing

• Provide validation of
demonstration capture
technologies

• Develop and demon-
strate second genera-
tion capture agents and
processes

• Develop commercially
available systems with
>85% capture rate for
all fuel types

• Develop capture sys-
tems with efficiency at
least 45 percent includ-
ing CO2 capture

Industrial CCS

• Investigate extent to
which CCS technolo-
gies could apply to in-
dustrial applications

• Identify sources with
sufficient operational
lifetime remaining
to make retrofitting
feasible

Transport

• Understand potential
hazards and risks to
inform decisions on
pipeline routes onshore

• Develop techniques for
leak mitigation and re-
mediation

• Develop ship-based
transport

• Gather best practice
data

• Identify novel pipeline
materials and sealing
and joining technolo-
gies

• Develop technologies
to reduce power and
cost of compression

• Develop performance
database for CO2 trans-
port networks to enable
grid optimisation

Storage

• Improve understanding
of geological seal in-
tegrity and subsurface
CO2 behaviour/ flow

• Estimate UK CO2 stor-
age capacity

• Develop and demon-
strate low-cost and
sensitive CO2 monitor-
ing technologies

• Test injection at signi-
ficant scale at multiple
sites

• Investigate water pro-
duction

• Develop techniques
for rapid, detailed
appraisal of formation
capacity

• Improve monitoring
technologies

• Develop techniques for
high efficiency use of
formation capacity
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7.1.4 Framing the research

Publications in the literature suggested the UK CCS industry could be analysed by consid-

ering it as a technical innovation system (TIS). Starting without a background in innova-

tion studies predicated that for this research to be conducted in a successful manner, an

accessible, proven technique of assessment needed to be found. While the initial literature

search suggested investigation of industries based around technological innovation could

be completed in a wide variety of ways depending on the discipline and focus of the ana-

lysis, modelling UK CCS as a TIS was quickly chosen as the most useful route of analysis

for several reasons. Most notable among them were that a growing body of work focussing

on using innovation systems to analyse the development of energy technologies was avail-

able in the literature (for example [Bergek et al., 2008, Foxon et al., 2005, Jacobsson and

Bergek, 2011]) and the procedure had been used to analyse the industry in other nations

developing CCS [van Alphen et al., 2009, 2010] and globally [Vergragt et al., 2011]. This

meant that a peer-reviewed method of analysis was available and that any results from an

analysis of the UK CCS industry could be compared to findings in other nations.

While the work of Vergragt et al. [2011] applies the TIS framework to CCS and Bio-CCS,

the focus of that work was to compare the two technologies and to investigate the potential

for fossil-fuel lock-in on a global scale. As a result of this, the application of TIS theory

in the work of Vergragt et al. - while based on the same approach as van Alphen and

colleagues - is only carried out by reviewing relevant published literature. Similarly, since

the discussion of each of the system functions in that work relates to the global TIS it is

very broad and difficult to highlight areas for recommendations (one of the key aspects

of the functions of innovation approach). In this thesis it was thus decided to perform a

similar expert survey to that reported by van Alphen et al. [2010] and complement this

with an analysis of the wider aspects of the CCS industry. The following section presents

background literature necessary to understand the development of the analysis method

used during the expert survey and in the wider analysis.

7.2 Literature background

This is a targeted literature survey which is focussed on providing the background for

analysing UK CCS as a TIS. A brief overview of innovation studies and the development
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in this area includes examples of analysis of innovations by modelling them as TISs. This

is then followed by selected complementary methods of analysis which are useful for the

wider analysis of the UK CCS industry.

7.2.1 Innovation

Innovation is more than just technology development. In some cases it is useful to think

of technical innovations in terms of their technology readiness levels (TRL), a concept de-

veloped by NASA in the 1970s and presented relative to developments in CCS in Table 7.2.

However, the TRL method is somewhat linear in approach and does not capture many of

the feedbacks present in the development of technology required for an in-depth analysis.

Figure 7.2 shows a modification of the widely used innovation funnel to reflect the devel-

opment stages of energy technologies that also can be considered to apply to CCS. Here

it becomes clear that when talking about the development of innovation, feedbacks from

different levels of the technology chain help to shape innovation at each stage of develop-

ment. However, this too only addresses the ability of technology to fulfil a given criteria

(in the case of CCS to significantly reduce the emissions to atmosphere of CO2). To realise

how innovation applies in actual markets a wider view of the process is necessary.

Table 7.2: Application of NASA technology readiness levels (TRLs) for CCS [GCCSi, 2011,
Mankins, 1995]

TRL Description

1 Basic principles observed

2 Application formulated

3 Analytical, ‘proof of concept’

4 Laboratory component testing

5 Component validation in relevant environment

6 Process development unit (0.1-5 per cent of full-scale)

7 Pilot plant (>5 per cent commercial-scale)

8 Sub-scale commercial demonstration plant (>25 per cent commercial-scale)

9 Full-scale commercial development

In this work, the broad definition of innovation of “covering the production, diffusion and

use of new and economically useful knowledge” described by Foxon et al. [2008] is used.

This new knowledge of innovation can be discovered in a number of ways, and Lundvall

[2010] “insist upon the fact that not all important inputs to the process of innovation eman-

ate from science and R & D efforts.” Indeed as Lundvall then goes on to say “learning by
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Figure 7.2: Innovation funnel adapted to UK energy technologies [ERP, 2006]

doing, increasing the efficiency of production operations [Arrow, 1962], learning-by-using,

increasing the efficiency of the use of complex systems [Rosenberg, 1982], and learning-by-

interacting, involving users and producers in an interaction resulting in product innovations

[Lundvall, 1988]” all contribute to the development of new innovations. Innovation in

these senses tends to build on the existing knowledge and therefore the addition to the

knowledge pool is normally incremental where products are improved little-by-little over

time through continued testing and development. Innovation may also occur in a radical

fashion which may cause an innovation to occupy a niche that was previously unartic-

ulated though this is intrinsically difficult to predict or analyse due to its unpredictable

nature. Since innovation leads to quality improvements or cost reduction it is unsurpris-

ing that a large body of research focussing on how best to analyse (and promote it) exists

in the literature.

While the development of innovations has historically been studied from distinct disciplin-

ary viewpoints, more recently a collaborative atmosphere has developed allowing a better

appreciation of the nature of innovations and their development in real world applications

has become increasingly better understood. For example, it is now known that the devel-

opment of a technological innovation is rarely the factor that is able to dictate the extent

of market deployment of that technology. In fact the degree to which an innovation is able

to penetrate a market is dependent on many factors which lie outside of the influence of
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the technological developer. Rather than consideration of an innovation’s development

as a linear progression of discrete stages involving only technology-push and market-pull,

more recent innovation thinking posits that an innovation exists within a system that

is highly non-linear relying on feedbacks including R&D, market creation and learning-

by-doing which all contribute to the state of development [Smits, 2002]. Moreover, as

Hekkert et al. [2007] note “the rate and direction of technological change is not so much de-

termined by the simple competition between different technologies, but predominantly by the

competition between various existing innovation systems, both fully developed and emerging

ones.”

7.2.1.1 Systems of innovation

Once it was recognised that innovations are part of a wider structure it becomes apparent

that to understand the development of an innovation requires the system itself to be ana-

lysed. Innovation systems (IS) have been analysed in some form or another since at least

the mid 1980s, and likely before that though not explicitly labelled as IS. For example, ac-

cording to Johnson [2001], analysing large technological innovation systems was carried

out by Hughes [1983] and analysis of innovation systems at a national level was reported

by several others [Edquist and Johnson, 1997, Lundvall, 1992, Nelson, 1992]. However,

Hekkert et al. [2007] point out that IS which are this broad include such a range of actors

and institutions that their interactions are normally far too complex to analyse. Thus, it is

argued that restricting the focus to a specific technology can greatly simplify the analysis.

In formalising such a structure, Carlsson and Stankiewicz [1991] defined a Technical In-

novation System (TIS) as “a network of agents interacting in a specific economic/ industrial

area under a particular institutional infrastructure or set of infrastructures and involved in

the generation, diffusion, and utilization of technology”. Hekkert et al. [2007] argue that

the complexity of large systems renders analysis must be static in nature and focus on

past events which leads to criticism that they do not necessarily reflect what is actually

happening in the innovation system and that through this they offer little guidance for

policy. In their work Hekkert et al. [2007] instead suggest the “activities that contribute to

the goal of innovation systems (both positive and negative)” should be analysed with such

activities being named as “functions of innovation systems” by Johnson [2001].

System functions which aptly describe IS have been defined following several iterations of
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analysis of empirical analyses. Having first defined system functions, Johnson [2001] goes

on to describe two direct and eight indirect supporting functions of IS informed through

assessing the methods used in relevant analyses in the literature. The work of Hekkert

et al. [2007] updates this list, including work on national systems of innovations (NSIs)

as well as TISs. Table 7.3 presents an overview of the functions from which Hekkert et al.

[2007] conclude the seven system functions that best describe IS are (F1) entrepreneurial

activity, (F2) knowledge creation, (F3) knowledge diffusion, (F4) guidance of the search,

(F5) market creation, (F6) mobilisation of resources and (F7) creation of legitimacy. These

system functions are adopted by van Alphen et al. [2010] in their work on CCS systems in

which they provide an abridged description of each of these functions which is shown in

Table 7.4

Although defining the system functions is important, it is only one stage of the process of

analysing the TIS that Bergek et al. [2008] formalised, which is shown schematically in

Figure 7.3. In their work, the authors suggest the TIS must first be identified along with

the actors, institutions and networks existing within it. The system functions are then used

to analyse the performance of the IS and the results of this interpreted to highlight factors

which accelerate or block innovation and the development of the system. Highlighting

strengths and weaknesses in the IS in this way provides a basis for policy recommenda-

tions.

Figure 7.3: Scheme of analysis proposed by Bergek et al. [2008] for performing systems
analysis of TIS
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Table 7.3: A summary of the functions of innovation systems used by Hekkert et al. [2007]
to formalise those shown in Table 7.4

Reference Functions

McKelvey
[1997]

• retention and transmission of information

• generation of novelty leading to diversity

• selection among alternatives

Galli and
Teubal
[1997]

Hard functions

• R&D activities (public)

• the supply of scientific and technical services to third parties

Soft functions

• diffusion of information, knowledge, and technology;

• policy making;

• design and implementation of institutions concerning patents, laws, standards, etc.;

• diffusion of scientific culture, and

• professional coordination.

Liu and
White
[2001]

• Research (basic, development, engineering)

• Implementation (manufacturing)

• End-use (customers of the product or process output)

• Linkage (bringing together complementary knowledge)

• Education

Johnson
[2001]

Direct

• Identification of the problem

• creation of new knowledge

Indirect

• Supply incentives for companies to engage in innovative work

• Supply resources (capital and competence)

• Guide the direction of search (influence the direction in which actors deploy resources)

• Recognize the potential for growth (identifying technological possibilities & economic
viability)

• Facilitate the exchange of information and knowledge

• Stimulate/create markets

• Reduce social uncertainty (i.e., uncertainty about how others will act and react)

• Counteract the resistance to change that may arise in society when an innovation is
introduced (provide legitimacy for the innovation)

Johnson
and Jac-
obsson
[2002]

• Create new knowledge

• Guide the direction of search processes

• Supply resources

• Facilitate the creation of positive external economies (exchange of information, know-
ledge, and visions)

• Facilitate the formation of markets

Smits
and

Kuhl-
mann

[2004]

• Manage interfaces.

• Build and organize (innovation) systems

• Provide a platform for learning and experimenting

• Provide an infrastructure for strategic intelligence

• Stimulate demand articulation, strategy, and vision development

• Stimulate and facilitate the search for possible applications
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Table 7.4: Functions of the CCS innovation system presented by van Alphen et al. [2010]
who abridged the work of Hekkert et al. [2007]

System Function Description

Entrepreneurial activity
At the core of any innovation system are the entrepreneurs. These risk takers
perform the innovative (pre-)commercial experiments, seeing and exploiting

business opportunities

Knowledge development Technology R&D are prerequisites for innovations, creating variety in
technological options and breakthrough technologies

Knowledge diffusion This is important in a strict R&D setting, but especially in a heterogeneous
context where R&D meets government and market

Guidance of the search
This function represents the selection process that is necessary to facilitate a

convergence in technology development, involving policy targets and
expectations about technological options

Market creation
This function comprehends formation of new (niche) market by creating

temporary competitive advantage through favourable tax regimes,
consumption quotas, or other public policy activities

Resource mobilisation
Financial and human resources are necessary inputs for all innovative

activities, and can be enacted through, e.g. investments by venture capitalists
or through governmental support

Creation of legitimacy
The introduction of new technologies often leads to resistance from

established actors, or society. Advocacy coalitions can counteract this inertia
and lobby for compliance with legislation or institutions

7.2.2 Modelling CCS as a technical innovation system (TIS)

As noted in Section 7.1.4, a precedent exists for modelling national CCS industries as a

TIS. In their work, van Alphen and his colleagues used the framework of analysis set our by

Bergek et al. [2008] in combination with the functions defined by Hekkert et al. [2007]

to analyse the CCS industries in a number of leading CCS nations in 2007/2008 [van

Alphen et al., 2009, 2010]. These system functions were analysed by a series of semi-

structured interviews with a variety of CCS experts, including academics, industrialists,

policy makers and research funders. During the interviews, respondents were asked to

rate their satisfaction with the fulfilment of each of the system functions on a 5-point

Likert scale (where 1 = Very weak, 2 = Weak, 3 = Sufficient, 4 = Good and 5 = Very

good). On the scale, a score of 3 rates a system function as sufficient with anything scoring

below 3 being identified as potential blocking mechanism to the development of the IS.

The work compares each of the system functions separately and also averages all scores

to present a map of the aggregated innovation systems. Results from the work in other

nations are discussed in detail alongside the results for the UK in section Section 7.3.2.

The summary findings of van Alphen et al. [2010] are displayed in Table 7.5 where it

is shown that some systems functions are better fulfilled than others. In Figure 7.12 the

variation in the shape of the TIS in each nation in the [van Alphen et al., 2010] study is
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Table 7.5: Results from an expert questionnaire on CCS in various countries [van Alphen
et al., 2010]

Function Netherlands Norway US Canada Australia Average

Entrepreneurial Activities 2.5 2.7 3.2 3.1 3.3 2.9

Knowledge Development 3.7 3.8 3.9 3.9 3.7 3.8

Knowledge Diffusion 3.7 4 4 3.2 3.5 3.7

Guidance 3.3 3 3.2 2.6 3 3.0

Market Creation 2 2.9 2.2 2 2.1 2.2

Mobilization of Resources 2.5 2.7 3.0 3.1 2.9 2.8

Creation of Legitimacy 3 4 2.9 2.9 2.8 3.1

compared to that of the UK while variation between the views of expert groups in the UK

is shown in Figure 7.13.

As noted in Section 7.1.4, Vergragt et al. [2011] also analysed CCS and Bio-CCS industries

using the functions of innovation approach described by Bergek et al. [2008] and Hekkert

et al. [2007]. However, unlike van Alphen and his colleagues who mainly focussed on

semi-structured interviews, Vergragt et al. [2011] considered the TIS to function on a

global scale and used a range of published literature to analyse how well each system

function was performing. The focus of that work was more to provide a basis for arguing

the possibility of technological lock-in to fossil fuels and lock out of Bio-CCS and as a res-

ult each of the system functions is only addressed in a cursory way in comparison to the

analysis carried out in the work of van Alphen et al. [2010]. By focussing on the techno-

logies at a global scale the work fails to capture many of the nuances that are highlighted

between nations shown in Table 7.5. Similarly, the conclusions that all of the system func-

tions can be rated as ‘Strong’ is markedly different to the expert views expressed in the

questionnaires reported for individual nations where of the seven functions only know-

ledge development and diffusion are rated as significantly better than sufficient.

Although only making small references to the potential for Bio-CCS to develop on the back

of a wider CCS industry - mainly focussing on the development of a dedicated biomass

industry with CCS - the work also highlighted that many actors involved in CCS had

little awareness of Bio-CCS and concluded that the TIS was currently very weak. This

supports the decision of this work to analyse the wider CCS industry in the UK rather than

specifically focus on Bio-CCS in the UK.
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7.3 Expert survey

7.3.1 Methodology

According to the framework presented in Figure 7.3, the TIS in focus is defined as the CCS

Industry in the UK. While it is recognised that actors, networks and influence from outside

of the UK boundaries have potential to affect CCS in the UK, a number of circumstances

mean the UK is relatively unique in the development of a domestic CCS industry. As noted

by LCICG [2012]: “There is no full-scale demonstration of a CCS technology chain directly

replicable in the UK (Norway and North America have commercial scale CCS, but with major

dissimilarities to CCS technology chains expected in the UK)”. This also means there is no

perfect analogue to compare the state of development in the UK with which therefore

introduces a degree of uncertainty which is noted.

The second stage of the framework suggested by Bergek et al. [2008] is to identify the

actors, networks and institutions involved in the industry. In order for survey to well-

represent the industry it was essential a range of actors involved in UK CCS were involved.

Experts were identified as members of two groups: members of the steering group of the

Research and Development chapter of the UK CCS Roadmap and speakers at UK CCS

Community (UKCCSC) events. These groupings were chosen in an attempt to reduce

bias since anyone in these groups had been identified as an expert by their peers in the

organising committees (DECC-OCCS and the UKCCSC board respectively). At the time of

the survey a total of 88 experts were identified as potential participants for the survey.

Of this group contact was made by email with the 75 experts for whom addresses were

known to the researcher or were publicly available.

On account of the research involving human participants it was necessary to ensure the

research conformed with the University ethics policy. An application was submitted to the

MaPS and Engineering joint Faculty Research Ethics Committee (MEEC FREC) under ref-

erence 10-024 and following the submission of further material and reasoning, clearance

was granted for the project on 2 June, 2011.

In order to provide a basis for comparison with the expert findings for other nations sur-

veyed by van Alphen et al. [2009] experts in the UK CCS Industry were asked to answer

the same questions as those posed in the previous study. Through this decision, the third

stage of the framework suggested by Bergek et al. [2008] - identification of development
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of each of the system functions - was also performed. The questionnaire asked experts to

rate on a 5-point Likert scale their level of satisfaction with the UK CCS industry in rela-

tion to questions covering the seven system functions shown in Table 7.4. In addition to

numerically grading each of the aspects of the functions, participants were also given the

opportunity to comment on the system functions and provide recommendations for im-

provement which may increase their level of satisfaction with that aspect of each system

function. Although experts were drawn from a variety of backgrounds they were asked

to answer the questions considering the entire CCS industry and not just their area of

expertise. These questions, covering the seven system functions, were translated to create

an online questionnaire using the Bristol Online Surveys, of which the University of Leeds

is a paid subscriber.

7.3.2 Results and discussion

Of the 75 experts contacted, 34 completed the survey between July and September 2011

providing a snapshot of the industry at this time. Figure 7.4 shows the experts were drawn

from all parts of the TIS and included representatives from academia (A), industry (I) and

publicly-funded organizations (P).

Unspecified
Other

Whole Systems

Regulation

Environment
Policy

Storage

Transport

Capture

Area of Expertise

Public

Industry

Academia

Background

Figure 7.4: Background of the participants involved in the expert survey

In order to co-ordinate reminder emails, during the survey’s operation it was useful to
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maintain a register of experts who had completed the survey. However, once the survey

period concluded the results were anonymised. For the numerical data generated by the

Likert scale simple averages of values submitted for each question and for each system

function were calculated. In this section, the results for each of the system functions are

discussed separately with qualitative results used to add depth to the findings for each of

the system functions. The results for each function are then aggregated for the UK with

the functional pattern being mapped for each of the participant sectors in Figure 7.13

and compared to the patterns in other nations in Figure 7.12. An aggregated summary of

qualitative responses is presented in Table 7.6.

7.3.2.1 Entrepreneurial activity

F1: Entrepreneurial activity A I P Average

a The number and the degree of variety in entrepreneurial
experiments?

2.31 2.50 2.13 2.31

b The number of different types of applications? 2.47 3.00 2.38 2.58

c The breadth of technologies used and the character of the
complementary technologies employed?

2.50 2.75 2.63 2.59

d The number of new entrants and diversifying established firms? 2.75 2.88 2.25 2.66

Average: 2.51 2.78 2.34 2.54
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Figure 7.5: Questions and results of the expert survey - entrepreneurial activity

Figure 7.5 shows entrepreneurial activity in the UK is graded on average with a value of

2.54 indicating the average expert view is that more needs to be done to boost this system

function. This value is equal to the Netherlands and lower than that reported for any of

the other nations in the previous work which could suggest the UK is behind in this area.
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However, more detailed analysis of the data suggests there is a marked split in the views

of different sectors of experts.

In every question in this section, experts from industry scored their satisfaction the highest

of all of the sectors. Publicly-funded experts rated their satisfaction the lowest in three of

the questions (a, b and d) while experts from academic backgrounds viewed question c

with the least satisfaction.

The number and degree of variety in entrepreneurial experiments was seen as least sat-

isfactory aspect of this system function and was one of the lowest scoring results of the

whole survey with an average value of 2.31, the lowest score for each sector within this

system function. Over 70% of the experts were not satisfied with this aspect of CCS in the

UK. The averaged scores for the other questions were all in the range 2.58–2.66 suggesting

these areas may also require attention but with at least half of the respondents satisfied

with these sub areas of entrepreneurial activity.

From the possible methods of strengthening this system function it appears that the main

reason the experts felt entrepreneurial activity was lacking was due to commercial viab-

ility, with one expert noting “there is no clear business model that is particularly appealing

to entrepreneurs”. Strong scores for knowledge creation in the following section suggests

that early-stage R&D is sufficient but it appears few companies, either SMEs or diversify-

ing large companies, are willing to invest in capital-intensive projects that bridge the gap

between laboratory or pilot-scale and full-scale demonstration. Many experts suggested an

accessible national test centre that was available to industry could significantly strengthen

this system function.

Although often described as being particularly cautious, the relative strength of the indus-

trial view in this system function may represent the sentiment explained by van Alphen

et al. [2009] of “it is time to really start learning by doing, rather than ‘learning by plan-

ning’ ” while academics and policy makers may be keen to continue testing at small-scale

to ensure picking the right technology option.

7.3.2.2 Knowledge creation

Knowledge creation was the second strongest function for CCS in the UK with an average

score of 3.02. Within the sectors the average ranged from 2.88 for Industry to 3.19 for
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F2: Knowledge creation A I P Average

a The number and degree of variety in RD&D projects? 2.94 3.25 3.50 3.15

b The type of knowledge (scientific, applied, patents) that is created
and by whom?

3.06 3.00 3.38 3.12

c The competitive edge of the knowledge base? 3.33 2.75 2.88 3.09

d The (mis)match between the supply of technical knowledge by
universities and demand by industry?

2.72 2.50 3.00 2.74

Average: 3.01 2.88 3.19 3.02
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Figure 7.6: Questions and results of the expert survey - knowledge creation

publicly-funded experts and with academia scoring 3.01. In other nations this system

function was on average the strongest with scores ranging from 3.5 for the Netherlands to

3.9 for the USA and Canada.

For all of the questions in this section, over half of the experts were at least satisfied with

each subsection of the system function and approximately a third of experts awarded a

‘Good’ level of satisfaction for questions a,b and c.

Publicly-funded experts rated this system function the highest of the sectors in three of the

questions (a, b and d) while industrial experts rated rated it lower than the other sectors

in three of the questions (b, c, and d).

From the comments received, the experts appear to have slightly mixed views in terms of

what is required to further develop this system function. In general, it appears to be felt

that there is good research being conducted and good support from funding sources (par-

ticularly research councils and DECC). However, poor communication between industry

and universities appears to hindering this system function with one industrial expert sug-

gesting “Universities may need more focus” while an academic expert viewed it that “there is
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still a lack of demand [for research] by industry”. Contrastingly, other experts felt that the

UK research portfolio may be too narrow and that a broader range of early-stage research

should be carried out.

In response to whether the UK was at the leading edge of CCS research many respondents

from all sectors noted that although “Competition within the academic community is very

high” the “UK is poor at commercialising” new technology and that “UK demonstration

projects [...are needed...] to establish a UK lead in the technology.”

7.3.2.3 Knowledge diffusion

F3: Knowledge diffusion A I P Average

a The amount and type of (inter) national collaborating between
actors in the innovation system?

3.50 3.13 3.25 3.35

b The kind of knowledge that is shared within these existing
partnerships?

3.28 2.75 3.25 3.15

c The amount, type and ‘weight’ of official gatherings (e.g.
conferences, platforms) organised?

3.83 3.00 3.50 3.56

d Configuration of actor-networks (homo, or heterogeneous set of
actors)?

3.33 3.00 3.25 3.23

Average: 3.49 2.97 3.31 3.33
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Figure 7.7: Questions and results of the expert survey - knowledge diffusion

Knowledge diffusion was seen as the strongest system function in the UK TIS scoring an

average of 3.33. This was particularly strong in the academic community where experts

scores were consistently the highest and averaged 3.49. Publicly-funded and industrial

experts also rated this system function highly relative to the others. However, the diffusion

of knowledge was consistently rated lower by industrial experts than those in publicly-
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funded or academic roles.

High levels of satisfaction with this system function in the UK reflect similar findings

for other nations where it was also found to be one of the strongest functions. The UK

scored lower than the Netherlands, Norway and USA but this system function was seen as

stronger than in Canada (3.2) and Australia (3.1).

For all questions in this function a sufficient level of satisfaction was the highest scoring

response and over 70% rated each question as sufficient or better. Scores were particu-

larly high for questions a and c with almost half of the experts suggesting the amount of

collaborations and official gatherings were ‘Good’ or ‘Very good’. In fact, when invited to

comment several experts from a range of sectors suggested there were too many events

and meetings and that these were often “too diffuse” indicating “a need for more targeted

interactions” in the future. Interactions with European partners were seen to be strong and

several references to benefits from European-funded projects were made though little col-

laboration outside of Europe was evident. Several industrial experts also drew attention

to the commercial nature of knowledge noting “confidentiality of commercially sensitive

data may be an issue” and one made the point that although knowledge sharing within

collaborative groups may be effective that “EU projects need to report more fully” in order

to share that knowledge with the wider community.

7.3.2.4 Guidance of the search

Guidance of the search was seen as performing relatively well for the UK scoring an av-

erage of 2.86. However, the variation between sectors was considerable. The view of

publicly-funded experts was considerably more positive than the other sectors for three

of the questions (a,b and d). Academic experts were most concerned about the amount

and type of of expectations about the technology and the belief in its growth potential

averaging 0.6-0.7 less than the score for the publicly-funded experts. Industrial experts

believed the specific targets set by industry and government were of particular concern

rating this factor at 1.75 - the lowest score for any sector to any question. Conversely,

publicly-funded experts were on average satisfied with this sub-function illustrating signi-

ficant variation between the groups of actors.

In comparison to other nations the UK scored was rated as slightly weaker than the aver-

age (3.0) but stronger than Canada (2.6). This may be explained by the postponement and
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F4: Guidance of the search A I P Average

a Amount and type of visions and expectations about the
technology?

2.71 2.88 3.25 2.88

b Belief in growth potential? 2.94 3.00 3.63 3.12

c Clarity about the demands of leading users? 3.06 2.75 3.00 2.97

d Specific targets or regulations set by the government or industry? 2.56 1.75 3.00 2.47

Average: 2.82 2.59 3.22 2.86
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Figure 7.8: Questions and results of the expert survey - guidance of the search

cancellation of a large number of CCS projects around the world which could have caused

UK respondents to be less inclined to trust the rhetoric of some governments. Indeed,

one industrial expert noted: “Vision is OK, but no government commitment”. However, this

sharply contrasts with a public-funded expert’s response of “too much hyperbole from in-

dustry - expectations need to be realistic”. One expert summarised the feeling noting:“There

is a bit of a disconnect between aspiration and what is actually achievable and affordable in

the real world.” Many respondents suggested commitment to CCS in government policy

was necessary to boost the belief in growth potential with the point made that there is

“no commitment beyond demonstration” projects. In terms of clarity about the demands of

leading users, many respondents pointed to the risks associated with the storage aspects

of the CCS chain and that more information sharing was needed in this area. That the

final question drew such a wide range of responses (with almost 20% rating this function

as ‘very poor’ and also 20% rating it as ‘good’) suggests a complex set of issues here which

is exemplified by the range of answers to suggested improvements. Some experts inter-

preted the question to mean targets for deployment of CCS at scale and either mentioned

government policy was urgently needed to strengthen this or suggested industry needed
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to catch up. Other respondents tended to focus on the regulation aspect and concluded

more work was needed in this area in order actually get projects going noting “pipeline and

transport regulations could be improved” and “environmental regulations need specifying”.

One respondent concluded with a mixed response noting: “some targets are technically

unrealistic...but others are technically achievable but politically big stretches”.

7.3.2.5 Market creation

F5: Market creation A I P Average

a What phase is the market in and what is its (domestic & export)
potential?

2.47 1.88 2.63 2.36

b Who are the users of the technology how is their demand
articulated?

2.80 3.00 2.71 2.83

c Institutional stimuli for market formation? 2.38 2.38 2.75 2.48

d Uncertainties faced by potential project developers? 1.88 1.88 2.25 1.97

Average: 2.38 2.28 2.58 2.40
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Figure 7.9: Questions and results of the expert survey - market creation

Market creation was viewed as the weakest of the system functions, scoring an average

of 2.40. With the exception of industrial experts response to how well they believe they

are articulating their demand, every sector averaged a score below 3 for each question. In

all questions industry and publicly-funded experts are at the opposite ends of the range

with publicly-funded experts being most satisfied on average with questions a, c and d

and the least satisfied for question b. Industrial experts were particularly concerned with

the phase that the market is in and the need for help to overcome uncertainties that

developing new technologies presents. This worry regarding uncertainties is shared by
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the other sectors too and with an average score of 1.97 this is the lowest scoring response

to any question.

When compared to the results for other nations (average 2.2), the UK scores better than all

except Norway (2.9) in this system function which may initially suggest, despite still being

insufficient, the UK is performing relatively well in this area. However, the two-year time

difference between the surveys is likely to be a contributing factor to this disparity and had

experts in the UK been questioned two years previously it is believed they would have been

less satisfied with the development of this system function. The low level of satisfaction

notwithstanding, it is worth crediting the advances that have been made in recent years

in moving towards creating a market that CCS can operate within while bearing in mind

this still represents an area with much room for improvement.

Many experts from all three sectors tend to note that the market for the UK domestically

and abroad could offer “good potential for export” but that at the moment because “the

market is in early stage of development” more needs to be done to foster the growth of CCS

in power generation and in capturing emissions of CO2 from industrial sources. Potential

users of CCS are seen to be reticent to commit to the market and knowledge sharing and

instead tend “to be developing ‘in house’ with little input from academics”. Institutional stim-

uli are widely seen to be needed in the form of price signals, specifically through Electricity

Market Reform (EMR) for the power generation sector. Indeed it is noted that “government

will make the market” and that “DECC needs to maintain momentum” in order to help the

market mature. Uncertainty is the most common feature of comments from experts who

identify a multitude of areas in which uncertainty must be addressed including funding,

post-demonstration projects, long-term carbon pricing, storage liabilities and government

intentions.

7.3.2.6 Resource mobilisation

The mobilisation of resources was viewed as one of the weaker system functions with an

average score of 2.54. Again differences between the sectors were clear with publicly-

funded experts more satisfied with this function than the other sectors for every question

recording an average of 2.9. With the exception of the availability of human capital, in-

dustrial experts expressed the least satisfaction with all of the questions averaging a score

of 2.34. Both academic and industrial experts were least satisfied with the availability of
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F6: Resource mobilisation A I P Average

a Availability of human capital (through education, entrepreneurship
or management)?

2.67 3.13 3.25 2.91

b Availability of financial capital (seed and venture capital,
government funds for RD&D)?

2.17 1.88 3.00 2.29

c Availability of complementary assets (complementary products,
services, network infrastructure)?

2.59 2.25 2.71 2.53

d Level of satisfaction with the amount of resources? 2.47 2.13 2.63 2.42

Average: 2.47 2.34 2.90 2.54
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Figure 7.10: Questions and results of the expert survey - resource mobilisation

financial capital available to CCS projects while publicly-funded experts were most con-

cerned with the amount of resources available to CCS more generally.

In comparison to other nations, which averaged a score of 2.8, satisfaction in the UK was,

with the Netherlands (2.5), the joint worst amongst the nations. Experts from Norway

(2.7) and Australia (2.9) were also dissatisfied with the development in this area while

the USA and Canada were deemed to be making good progress scoring 3.0 and 3.1 re-

spectively.

Although insufficient on average, the modal choice for experts for questions a, c and d

was that they believed the development was sufficient. Most experts note that although

human capital is currently sufficient because “there are so few projects that this isn’t yet a

problem”, should the industry grow it is likely there will be a shortfall in capacity in when

growth occurs and thus there is a need for “capacity building”. Although some experts feel

the government funding for research is sufficient, it appears there is “little evidence that

private sector will commit funding” because “technology is seen as unproven” which as one

expert commented it may be because “the availability of capital for CCS implementation
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beyond 2020 is doubtful.” Complementary assets to CCS are also thought to be being

hampered by a lack of demonstration projects which could mean “engineering skills and

assets may be atrophying”.

7.3.2.7 Legitimisation

F7: Legitimisation A I P Average

a Public opinion towards the technology and how is the technology
depicted in the media?

2.24 2.63 2.75 2.45

b How well articulated are the main arguments of actors pro or
against the deployment of the technology?

2.83 2.88 3.00 2.88

c Legitimacy to make investments in the technology? 2.65 2.43 3.14 2.71

d Activity of lobby groups active in the innovation system (size and
strength)?

3.06 2.88 3.00 3.00

Average: 2.69 2.70 2.97 2.77
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Figure 7.11: Questions and results of the expert survey - legitimisation

Legitimisation of the development of a UK CCS industry was rated on average to be insuf-

ficient with an average score of 2.77. Unlike other functions, there appeared to be relative

agreement between the sectors. The publicly-funded researchers were generally more sat-

isfied with this area scoring the highest in questions a, b and c. Academic experts were

least satisfied with the general articulation of the need for CCS while industrial experts

were least satisfied with legitimacy in order to make technological decisions and also at

the activity of lobby groups.

The average score for the UK was similar to that reported for the lowest scoring of any of

the other nations which averaged a satisfaction rating of 3.1 with scores ranging from 2.8

(Australia) to 4 (Norway).
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Public opinion was clearly a worry for some experts with over 20% indicating they were

very dissatisfied with public opinion to CCS and its depiction in the media. Some experts

called for “public education” while others note that public opinion is relatively unknown

since “public interest is low”. This also led to some experts suggesting it may be better to

“ensure communications are well targeted” and “question exactly which publics actually need

to be actively aware/ engaged with CCS”. Successful communication of risk to the public

appears to be one area more energy is required with experts suggesting the research needs

to mature before having more public conversations, while others suggest a lack of scientific

understanding may be one reason those “against [CCS] are very strong but pro [CCS] are

very weak in getting the message across”’. One expert suggested that the Climate Change

Bill was “a good start” in creating legitimacy to make investments in the technology but

another expert notes that “long term investment needs” are currently not met indicating

more legitimacy is required before businesses can invest in long-term CCS assets.

7.3.2.8 Summary

 UK

Figure 7.12: Quantitative results from the expert survey carried out in Autumn 2011
compared to other nations reported by van Alphen et al. [2010]

In the TISs of all of the nations analysed there is room for improvement if a CCS industry

is to develop. The functional patterns of the TIS for the UK and the nations reported in van
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Alphen et al. [2010] are shown in Figure 7.12 where it becomes clear that the innovation

systems display somewhat different patterns for each of the nations. For example the

functional pattern of Norway is distinctly different to the others presented where the tax

on emissions of CO2 initiated in 1991 has both had the effect of creating legitimacy for

the development of CCS and also created a market for it to exist within. However, like the

other nations analysed, the UK is weak in these two areas.

Although the UK TIS presents a considerably smaller footprint than the other nations, it

appears to be the one developing in the most concomitant fashion. Although consider-

ing this analysis was conducted approximately two years after that for the other nations

this suggests the UK is significantly behind in developing CCS as has been highlighted

consistently throughout this section. The patterns for the Netherlands, USA, Canada and

Australia clearly identify market creation as a potential blocking mechanism while in Nor-

way entrepreneurial activity appears to be the most likely cause of delayed development

as other functions are deemed as being fulfilled to at least a satisfactory level. As with

many of the nations leading CCS development, the creation and diffusion of knowledge

and the guidance of the search are relatively strong functions for the UK.

7.3.2.9 Variation in opinion between experts in the UK

A comparison of the averages from the different groups of respondents is presented in

Figure 7.13 and highlights some striking disparities between sectors of the TIS. Experts

from publicly-funded bodies are the most optimistic of the three expert groups scoring

their level of satisfaction with fulfilment of system functions highest in five of the seven

functions. Conversely, industry recorded the lowest level of satisfaction in all of the system

functions except entrepreneurial activity which they viewed as the best fulfilled out of the

three groups. Academics were generally less satisfied with how well system functions were

being fulfilled than publicly-funded experts and marginally more optimistic than industry,

except when asked about knowledge diffusion which they rated as by far the most well

fulfilled function.

In analysing how the different sectors view the development of the industry, such variation

in results between sectors across different functions indicates a significantly different view

of the state of development of the UK CCS industry. On one hand the results suggest that

each group of experts seems to have a higher opinion of their own role being satisfied
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Figure 7.13: Quantitative results from the expert survey carried out in Autumn 2011
separated by the sector the respondents were drawn from

in the development of a UK CCS industry. For example, publicly-funded experts - includ-

ing policy-makers and regulators - believe guidance of the search, resource mobilisation

and the creation of legitimacy are considerably better fulfilled than their academic and

industrial colleagues. When considering this it is useful to bear in mind two things. First,

that at the time of the survey it is government policy (through the Climate Change Act

and subsequent decarbonisation programmes) that mainly provides legitimacy for the de-

velopment of CCS in the UK. Second at the time of the survey it was the Demonstration

Programme that was most engaged with mobilising resources (including £1bn of Gov-

ernment funding) and, through its relatively strict criteria, guiding the search for future

development. As well as having a higher opinion of their own role in UK CCS devel-

opment, each of the three groups were generally less positive about the roles which are

led by other sectors. For example, on average publicly-funded experts take the view that

most needs to be done in entrepreneurial activity (which is largely the responsibility of

industry who score it highly) while industry and academia think much is lacking in the

three functions listed above that publicly-funded experts are most positive about.

When discussed in terms of self-reflection, it may not be so surprising that different groups

believe that their own contribution to the development of the CCS industry is adequate
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and that it is others who are responsible for its delayed development. However, such

variation may in itself indicate that the TIS is not functioning effectively since it may create

a complacency with groups of actors and fracture the need to develop with the other actor

groups. Indeed, since all of these sectors need to act together and focus resources on areas

that are currently preventing the UK moving forward, an inability to decide which areas

are most pressing could in itself slow development of the industry.

7.3.2.10 Synthesis of qualitative results

Within each of the previous sections, a selection of the comments made were included to

help explain some of the strengths and weaknesses reported in the scores given by the

experts. A concise version of these comments and recommendations to strengthen system

functions is presented in Table 7.6. In summary, research and the generation of new ideas

is generally seen as performing well though how well the research generated aligns with

industrial needs was questioned with shared facilities to bridge the gap between the labor-

atory and real-world suggested to foster more entrepreneurs and to connect the different

groups responsible for developing CCS technology. While forecasts for the development of

CCS in the UK were largely viewed favourably, a lack of detail on both the specifics of how

the industry might operate and wider energy policy were seen as blocking the develop-

ment of the market by restricting the mobilisation of resources and perhaps diminishing

the legitimacy of the technology. Targeted campaigns to engender public support were

highlighted on several occasions in attempt to overcome the potential blocking of projects

due to poor awareness and opposed public sentiment.

7.3.2.11 Limitations of the results

Although the results and analysis provided in this section are believed to provide a robust

snapshot of the state of development shaped by the view of some of the leading experts

in the CCS field there are some limitations to how far the findings from the work can be

extended. Indeed although the results in Figure 7.12 are useful, as noted by Bergek et al.

[2008]: “the functional pattern does not in itself tell us whether the TIS is well functioning

or not; that a particular function is weak does not always constitute a problem, nor is a

strong function always an important asset.” Through extending the survey and incorpor-

ating the qualitative sections to augment and explain the scores provided by the experts
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Table 7.6: Synthesis of the comments and recommendations for improvement from the
expert survey

System Function Synthesis of Issues and Recommendations

Entrepreneurial activity

• Lacking at-scale testing facilities for entrepreneurs and researchers

• National test centre with accessible rates to all suggested

• Government incentives to bring SMEs and diversifying incumbents
into developing CCS technology

Knowledge development

• General satisfaction with research being completed and support
provided

• Breakdown of communication about research between industry and
academia could stall development due to mis-matching ideas

• Mixed view on whether UK research portfolio was optimal

Knowledge diffusion

• Generally felt that within UK and EU collaborations are strong

• Knowledge transfer in academia more developed than in industry due
to commercial sensitivity

• Need for more focused meetings to continue to drive technology for-
ward

Guidance of the search

• Long-term targets, guidance and policy are lacking

• Visions and expectations for CCS satisfactory, but

• Detailed demands of users and regulators need specifying

Market creation

• CCS has potential for UK domestically and as an exportable commod-
ity

• Protectionism and uncertainty is preventing market growth

• Government needs to create long-term certainty for market and liab-
ilities

Resource mobilisation

• Current human capital is sufficient

• Investment in training needed now to ensure sufficient human capital
for industry growth

• Securing financing, particularly post-demonstration, widely seen as
problem for developers

Creation of legitimacy

• Lack of public support is seen as a potential blocking mechanism

• Targeted public awareness, education and media exposure of CCS all
cited as necessary

• Climate and energy policy helpful but need to go further. More lobby-
ing suggested
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helps provide a richer account of how the experts surveyed view the state of development.

However, if the results were to be considered to give a complete picture of the state of

development of CCS in the UK they would have to satisfy the following criteria:

• the questions would need to be accurate predictors of each of the system functions

• the system functions would have to cover all dimensions of development of the

industry

• the input would need to be sought of all actors capable or engaged in affecting the

development of the UK CCS industry.

Through adopting the system functions established by Hekkert et al. [2007] this work

assumes the wider development landscape is well-represented by those system functions

and that the questions posed by van Alphen et al. [2010] that are also employed here are

good indicators of how each of those system functions relates to the UK CCS industry. It

is beyond the scope of this thesis to analyse in detail how well the questions and system

functions address the overall concept of development of CCS in the UK. However, the

derivation of these system functions from a wide range of empirical studies (as noted in

Table 7.3) and that the majority of comments received from experts aligned with one or

several of the system functions suggested that as a framework this was a robust way of

encompassing most of the facets of a developing CCS industry. Despite this, some notable

areas are excluded from the system functions used in this work perhaps because to include

them would require expanding the survey to include non-experts and people currently not

engaged with the development of CCS. As the work of Poortinga et al. [2013] notes, the

development of large infrastructure and energy projects may be completely derailed by

relatively small pockets of local opposition. In this way, the system functions do not go far

enough in including the public view into the discussion. Although creation of legitimacy

broadly covers this, the pressing need for outreach, both as education and lobbying, for

the CCS industry is strikingly clear in the comments received from the experts. To gauge

how well the expert view on public support is reflective of the actual public view is difficult

though the importance of calibrating this cannot be understated.
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7.4 Developments in UK CCS

This section analyses how the CCS innovation system has changed since the survey was

completed as, although the expert survey provided a snapshot of the industry during the

period July–September 2011, the industry has since been in a fairly dynamic state. This is

completed by conducting a review of relevant literature since published which is set along-

side developments and setbacks to the industry. During the period of this research several

useful documents have been published. Analysis of these documents strengthen the find-

ings from the expert survey and being drawn from a variety of expert sectors continue to

highlight differences in perspective between the various sectors of actors operating in the

UK CCS Industry. The following list of reports is not exhaustive; the fact that there is such

considerable interest in CCS indicates a large number of academic papers, government

documents and other relevant literature has been published. However, in this analysis the

focus is on the following publications which are judged to be particularly significant to

the development of a UK CCS Industry. The analysis follows a chronological pattern based

upon the publication of these reports and the announcements of milestones in CCS’s devel-

opment. The section concludes with a discussion of the findings and effects of the various

publications on innovation in the UK CCS industry.

7.4.1 Cancellation of the CCS demonstration programme (Demo1)

Soon after the expert survey concluded in October 2011, the Demo1 was cancelled as

DECC and the project partners failed to agree terms and costs for the Longannet plant. A

subsequent report by the National Audit Office (NAO) found a number of areas in which

the Government had failed to deliver best practice. In particular, a lack of flexibility in the

original project specification and a failure to engage early enough with industrial stake-

holders were highlighted as giving rise to the project’s ultimate failure with the report

noting: “The Department engaged with the project costs but not the commercial costs until a

later stage in negotiations with the final bidder. For its new programme, the Department needs

to understand fully its commercial proposition to industry, fully investigate the costs and the

technical, price and regulatory risks in individual projects and compare their value”[NAO,

2012]. Since the project was a first-of-a-kind for the department it may be hoped that

the failings in the first project will be learned from in the future. However, perhaps more

worrying for the TIS in general was the “Lack of clarity over government finance for the
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project” and, in particular, the “evolving background of economic, policy and regulatory un-

certainty” [NAO, 2012]. That NAO note that the Government “wanted industry to take up

a commercial contract, for a large and potentially costly developmental project, with consid-

erable uncertainty over its design and costs” perhaps helps to illustrate the lack of guidance

referred to by the industrial sector in the expert survey, a feature which was recognised by

Scotland’s First Minister Alex Salmond MSP who was quoted as saying the the cancellation

was “deeply disappointing and attacking the Government’s lack of “courage and the vision

to make the investment happen” [BBC, 2011]. In an attempt to show continued support

for CCS despite the cancellation of the demonstration project, the government announced

that the £1bn in capital funding for CCS demonstration would continue to be available

and a new competition would be launched for more projects.

7.4.2 Public and industrial support for CCS: late 2011–early 2012

The cancellation of the Longannet project in October 2011 further delayed the publication

of DECC’s CCS Roadmap though other Government and industrial reports aimed to but-

tress support in UK CCS. Although reasons for the postponement (to allow for the roadmap

to include details of the second DECC-funded CCS support package) were broadly under-

stood, this and the cancellation of the Longannet project were widely seen as a setback

to UK CCS. Soon after the collapse of Demo1 the publication of the industrial-led CCSa

strategy for UK CCS and DECC’s Carbon plan in late 2011 were both designed to bolster

support for CCS and underscored the need for rapid deployment over the coming dec-

ades [CCSa, 2011, HMG, 2011]. The CCSa report was published too soon to be able to

include the cancellation of the Demonstration project and assumed the Longannet project

was going ahead. This may explain why the projections for the industry’s growth were

considerably different to DECC’s with the CCSa recommending 20 to 30 GW installed by

2030 and the Carbon Plan suggesting “CCS contributed as much as 10 GW by 2030 in the

scenarios modelled”. The CCSa report does not make recommendations for deployment

past 2030. However, the Carbon Plan includes four modelling scenarios (one based on

MARKAL modelling and the other three based on the DECC 2050 calculator), the cheapest

of which include nearly 40 GW installed capacity by 2050 implying a tripling of the 2011–

2030 CCS average build rate between 2030–2050 [HMG, 2011].

In early 2012 momentum for CCS development was dealt a further blow with the pub-
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lication of more detail on Electricity Market Reform (EMR) and the Emissions Perform-

ance Standard (EPS). The DECC [2011] White Paper had previously set the standard at

450 gCO2/kWh; essentially outlawing the building of any future coal-fired power plants

that are not equipped with some degree of CCS though permitting the construction of

unabated gas-fired plant operating below this threshold. Considered alone, EPS may be

seen as creating legitimacy for CCS technology (a feature that was deemed lacking in the

expert survey). However, the announcement of the decision to grandfather new gas-fired

plant built under the EPS until 2045 [Davey, 2012] erodes confidence in investing in low-

carbon technologies is required yet and questions whether gas-CCS would be necessary at

all given the relatively low price of carbon in the EU-ETS and Carbon Floor Price1.

7.4.3 UK CCS Roadmap

The delayed CCS Roadmap was published in April 2012 at the same time as the UK CCS

Commercialisation Competition was launched [DECC, 2012a]. The second CCS competi-

tion took note of the findings of the NAO report and extended the options for funding to

a wider range of CCS applications making the application process considerably more flex-

ible. The criteria for projects included requiring offshore storage and power plant capture

at a meaningful scale, being operational by 2016–2020 and may even include part-chain

projects so long as they demonstrate ability to become full-chain at a later date. Outside

of these specifications a range of fuels, technologies and storage sites were encouraged in

the call demonstrating the government believes it is still too soon to pick winning techno-

logies.

Alongside the relaunched Competition, the Roadmap sets out the Government’s position

for developing CCS and aims “to enable industry to take investment decisions to build CCS

equipped fossil fuel power stations in the early 2020s” [DECC, 2012a]. The Roadmap takes

the view that although technologically feasible, CCS will not proceed in the UK unless the

costs of deploying it are reduced. This correlates with the outcome of the first Demonstra-

tion Programme and the findings of the expert survey that there are no insurmountable

technological boundaries for initial deployment of CCS but it is largely a lack of a market
1For example consider the carbon floor price in 2030 is £70 per tonne of CO2 and that CCGT emit

380 gCO2 /kWh. The carbon tax on CCGT in 2030 would be £26.60 per MWh. Thus, so long as the lev-
elised cost of generation from unabated gas is less than about £70 per MWh unabated gas would be cheaper
and a less risky investment option than CCS and other low-carbon options which are targeting costs of £100
per MWh. CCGT projects beginning in 2012 are found to have LCOE of £61 per MWh without accounting for
carbon costs [DECC, 2012b]
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for CCS to operate in which is delaying deployment. In light of this, the main focus of

the Roadmap and Competition is to reduce the costs of CCS to a point where the techno-

logy may compete with other low-carbon options. In acknowledging the NAO report the

Roadmap lays what Watson et al. [2012] later call “an adequate policy framework”.

The Roadmap states that the Government believes there are three key challenges that

must be tackled in order to develop CCS: reducing the costs and risks associated with

CCS; putting in place market frameworks; and removing key barriers to CCS. The report

then lists five approaches the Government is taking to overcome these challenges as: the

commercialisation competition; a £125m four-year coordinated research, development

and innovation programme; electricity market reform; government interventions targeting

specific barriers to CCS deployment; and international engagement.

Within the Roadmap specific reference is made to developing technological innovation by

investing £125m in research. In March 2013 DECC published analysis of how this R&D

funding had been allocated, of which £40m was for supporting fundamental research and

increased understanding, £30m supporting component development and innovation and

£55m supporting pilot-scale testing and projects [DECC, 2013a]. Analysis of this data

produced the graph in Figure 7.14. This figure shows considerable government spend-

ing focussed on two areas of the technology development chain; a large number of early

level research projects (TRL 2) and a large government spend on relatively few larger pro-

jects (TRL 5-6). Although it may appear Figure 7.14 illustrates a relative lack of funding

made available by government for TRLs 3-4, it is perhaps better to view this figure as tar-

geted funding at two stages of technological development. In their policy briefing paper,

McGlashan et al. [2012] specifically highlight the need for government intervention in “a

very early stage of technology development and [...] when technologies are mature, but would

be deployed as the first of a kind or demonstration projects” to avoid two ‘valleys of death’

and to avoid obstructing the development process. The funding allocation also suggests

approximately £50m of funding is being provided by industry over the same period.

The Roadmap also indicates the Government recognise that reducing the cost of CCS is

only one aspect of driving it’s deployment. In addition, the Roadmap notes efforts must

be made to specify a regulatory framework and storage strategy, address potential skills

shortages and develop large infrastructure networks. A lack of, or poor, public engage-

ment was highlighted as a potential blocking mechanism during the expert survey and
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Figure 7.14: Analysis of DECC’s £125m innovation spending project by TRL. Data from
[DECC, 2013a]

in the Roadmap the Government appear to agree noting: "experience to date [..] suggests

that community engagement begins early and goes beyond the requirements under the regu-

latory regime". There is also an underlying theme of attempting to distribute knowledge,

skills and best-practice across the TIS. As well as formal dissemination of research being

a pillar of the Commercialisation Programme, the Roadmap highlights the usefulness of

sharing knowledge such as, for example, the SCCS published Regulatory Test Toolkit for

developing projects. In terms of reducing the uncertainty levels across the CCS chain,

long-term storage liabilities remain a problematic issue. With respect to this: “The Govern-

ment believes that more evidence is needed to help develop a more realistic estimate of these

risks. We have therefore commissioned work to help develop a common understanding on the

extent of these risks, we hope this will help to develop a consensus about the scale and most

effective approach to managing these risks. We believe that such evidence will also be useful

in helping the financial services sector develop third party risk mitigation products (such as

insurance).”

Perhaps recognising the variation in opinion between the different expert groups noted in

the expert survey, more of the development of the CCS industry is hoped to be steered by a

diverse group of actors from sectors across the TIS. The Roadmap details the formation of

two what Bergek et al. [2008] label ‘technology specific coalitions’: the industry-led CCS
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Cost Reduction Task Force (CCSCRTF) and the academia-led UK CCS Research Centre

(UKCCSRC). Government is also “consulting industry in advance of the European Commis-

sion’s review of the CCS Directive in 2015 to ensure that UK experience is shared across the

EU.”

With regards to market creation, the Roadmap displays the Government’s desire to support

UK CCS in the near-term with subsidies through its innovation and R&D funding and the

CCS commercialisation competition. In the longer term, reform of the electricity market

is the driving force to providing an environment for CCS to develop within. No new

information regarding EMR was published in this report.

7.4.4 UKERC Report

Published soon after the DECC’s Roadmap, the UKERC report built on several academic

publications ([Markusson et al., 2011, 2012, Russell et al., 2012] among others) that fo-

cussed on trying to analyse the state of the UK CCS system and provide insight as to how it

could most effectively develop. Rather than mapping system functions to highlight block-

ing mechanisms, Watson et al. [2012] target uncertainties in the system as the reason for

a lack of development of CCS in the UK. A suite of analyses are carried out comparing CCS

in the UK to case studies of previous industrial developments in order to ascertain whether

lessons from the past could be applied to these uncertainties. Drawing on these past exper-

iences, four potential CCS deployment scenarios are then mapped with branching points

along the way being described by reactions to specific uncertainties. The conclusions of

the work argue two main points: that interactions between uncertainties are important,

and that in order to develop not all of these uncertainties must be completely removed but

that care is needed so that a critical mass of uncertainties is not created which could de-

rail the entire system. The work highlights four uncertainties to be addressed and suggests

routes for policy to allow UK CCS to develop. The report suggests:

• Variety in the technology developed for CCS should be preserved by Government for

a period to allow more information before technology winners are chosen.

• Public financing is required for CCS demonstrations because the technology is not

yet advanced enough for a regulatory approach to be successful in developing the

industry.
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• The costs of CCS will likely rise before economies of scale and technology learnings

are realised, which should lead costs to eventually fall. Suitable incentives packages

for developers to account for this should be provided to ensure technology develop-

ment can occur.

• A clear balance on storage liabilities between attracting industry and not over-

burdening the taxpayer is yet to be established but must be put in place. The most

likely route to achieve this may involve an independently managed fund for storage

liabilities.

That technology choice is recognised as uncertain correlates with the relatively poor score

for the guidance of the search and entrepreneurial activity system functions in the expert

survey. The fact that the other three uncertainties highlighted by Watson et al. [2012]

all relate to barriers to developing a commercial CCS industry strengthen the view of the

expert survey that market creation is a poorly performing system function.

Although not highlighted directly as one of the key uncertainties, the potential for a poorly

executed public awareness is mentioned as potential danger to the development of the UK

CCS industry and the topic is presented with a case study in the report. The findings from

the case study suggest successfully managing the public attitude to CCS is a complex topic

citing the work of Reiner et al. [2011], which found in some cases more CCS-knowledge

increased resistance to CCS, and noting that for poorly managed projects: “delays, costs

increases and even cancellations are all possible”[Watson et al., 2012]. In short, the report

concludes in terms of public acceptance: “a wide range of local, national and international

factors will shape public reactions – so each site needs to be considered on a case by case

basis.”

The underlying theme of the report is perhaps best summarised by the following quote:

“The key omission at present, then, is perhaps not so much an adequate policy

framework, especially now that the CCS roadmap has finally been published.

It is rather the confidence that this framework will be implemented with mech-

anisms that recognise the unique characteristics of CCS and within the times-

cales required . . . It remains to be seen whether the measures within the CCS

roadmap, and the generous package of financial support that is now available,

will be sufficient to significantly boost the confidence of investors.”
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7.4.5 TINA analysis

The Technology Innovation Needs Assessment (TINA) for CCS found that investments in

technological research could lead to significant cost reductions in CCS. In order to assess

where best to focus low-carbon innovation funding the Government formed the Low Car-

bon Innovation Co-ordination Group (LCICG) to carry out TINAs for a range of develop-

ing low-carbon technologies in 2010–2011. The summary report for the CCS TINA views

innovation in a purely technical nature and was published in August 2012 finding “Innov-

ation across the CCS technology chain could reduce UK energy system costs by £10–45bn to

2050, and innovation to ensure the security of long-run CO2 storage remains particularly

critical to CCS viability.”[LCICG, 2012] As well as identifying a number of areas in the

CCS technology chain where investment in technology development would generate the

best return on investment for the government, the report highlighted several barriers to

further deployment of CCS. The report finds that demonstration of CCS at full-scale is

critical to the development of the industry and as an enabler of the benefits brought about

by technological innovations. LCICG report that:

“Innovation has the potential to drive down the costs (ignoring fuel) of con-

version with capture by 15% by 2025 and 40% by 2050. Innovation can fur-

ther reduce the long-run costs of transport by ∼50% and of storage by >50%.

Innovation in measuring, monitoring & verification (MMV) and mitigation &

remediation (M&R) can ensure the security of sequestered CO2, reducing the

financing costs of CCS, as well as enabling its overall availability as an abate-

ment option...

“...Innovation areas with the biggest benefit to the UK are (i) deep sea storage,

MMV and M&R; and (ii) advanced capture development (especially gas and

biomass) and demonstration of integrated conversion-capture. In both, the UK

should look to lead or join multi-national partnerships...

“...Supporting all of the UK’s priority innovation areas would require hundreds

of millions of GBP over the next 5-10 years (leveraging 2-3 times that in private

sector funding). The UK is addressing some of these innovation areas, but

there remains considerable scope to expand this activity...”
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However, the report also highlights uncertainties which could hinder or derail CCS de-

ployment. As well as capacity to increase funding for innovation, uncertainties regarding

long-term storage of CO2 are still prevalent which “constitutes a significant risk to the viab-

ility of CCS and its rapid roll-out in the near to mid term.” The report also highlights that

CCS exists within a much larger low-carbon system and that “While innovation will play an

important role in ensuring CCS is deployed cost effectively and in a timely manner, the overall

capacity installed depends even more significantly on key ‘exogenous’ factors, especially the

degree of public acceptability of onshore wind and nuclear, the availability of biomass for

energy use, the overall energy/electricity demand, and the relative success of energy efficiency

and demand reduction measures.” This is in clear agreement with the findings of Hekkert

et al. [2007] who state that :“the rate and direction of technological change is not so much

determined by the simple competition between different technologies, but predominantly by

the competition between various existing innovation systems, both fully developed and emer-

ging ones.” Within UK CCS, LCICG highlight 5 market failures which are impeding the

development of innovations in the UK CCS industry:

• policy dependent demand and uncertain support levels;

• barriers to developing novel or innovative concepts;

• key infrastructure dependency on uncertain public investment;

• long-term, global liabilities which are difficult to insure against; and

• uncertain environmental impacts and regulatory regime.

7.4.6 Cost Reduction Task Force (CRTF) report

The CRTF launched in the CCS Roadmap published an interim report in November 2012

on options for reducing CCS costs in order that CCS may compete with other low-carbon

power generation technologies as the electricity moves towards decarbonisation. The key

conclusion from the report was that “UK gas and coal power stations equipped with carbon

capture, transport and storage have clear potential to be cost competitive with other forms of

low-carbon power generation, delivering electricity at a levelised cost approaching £100/MWh

by the early 2020s, and at a cost significantly below £100/MWh soon thereafter.” [UKCC-

SCRTF, 2012]. Figure 7.15 presents how the CRTF suggest these cost reductions may

be made, emphasising improved economies of scale (both large projects and networks),
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Figure 7.15: Projected cost reductions in CCS in the UK for final investment decisions
(FID) in 2013, 2020 and 2028 [UKCCSCRTF, 2012]

de-risking capital expenditure (making borrowing cheaper) and combining early CCS pro-

jects with enhanced oil recovery (EOR) to offset the cost of storage with a revenue from

oil production. The CRTF are optimistic about reducing costs as deployment occurs sug-

gesting: “The cost reductions available in the early 2020s will be based on technologies that

are already widely used at large scale, and that can be invested in with confidence and man-

ageable risk. Further benefits from ‘learning curve’ effects, technology innovation, improved

construction techniques, supply chain competition and the like will reduce costs further in the

later 2020s.” Furthermore, “The Task Force is reassured in this conclusion by similarities

across capture technologies and the commercial development of analogous technologies such

as Flue Gas Desulphurisation and Combined Cycle Gas Power Plant.” However, unlike the

UKERC report the Task Force do not comment on the fact that costs of technologies are

likely to rise before they fall as highlighted by growth in FGD technologies.

Uncertainty is highlighted as a critical factor to be addressed if CCS is to deploy without

further delays. In summarising how best to develop a UK CCS industry the Task Force

recommend twelve actions. Four of these actions cover “Multiple operating full-chain CCS

projects” and “continued engagement with the financial sector” with a further eight separ-

ate actions under the heading “Credible long-term UK government policy commitment to

CCS”.
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7.4.7 Developments in the wider low-carbon sector

As noted previously, the development of CCS in the UK is highly dependent on events

unfolding in the wider low-carbon environment. It is beyond the remit of this thesis to

comment and analyse the breadth of factors affecting low-carbon technologies, yet some

developments in the wider energy environment cannot be overlooked.

7.4.7.1 Unabated gas firing

The development of generating electricity from unabated gas plant strongly impacts upon

UK CCS development. Unlike CCS this is an extremely mature technology option which is

the current choice for developing new, large-scale, flexible power plant. This is because it

is cheaper and quicker to build than a coal-fired power plant, provides considerably larger

capacity than renewables of the same spatial footprint, and has very rapid response times

to allow demand matching which is especially valuable in balancing variable electricity

demand and supply on the grid. Despite domestic gas prices increasingly substantially

over the last decade, the recent political interest in UK shale gas has also leant weight to

the argument for developing more gas-fired power plant.

Although gas-fired plants produce about half of the emissions emissions per unit of elec-

tricity delivered than coal-fired plants (typically 380 gCO2 /kWh) achieving the 80% re-

duction in 2050 requires almost no emissions at all from electricity generation. In fact,

the CCC recommend that the average emissions from electricity generation should be

around 50 gCO2 /kWh by 2030, with early decarbonisation of the electricity sector allow-

ing decarbonisation to proceed in other areas. The government publication of the Gas

Generation Strategy in December 2012 [DECC, 2012d] which reinforced the central pro-

jection of 100 gCO2 /kWh by 2030 as established by the Energy Bill [DECC, 2012c] was

seen as weakening the legitimacy of low-carbon technologies in general. Moreover, the

Government’s refusal to commit to setting a target for carbon-intensity in 2030 increased

uncertainty in the energy market for all low-carbon technologies. Despite wide criticism

from experts [CCC, 2012] and an amendment being tabled by the Climate Change Select

Committee the Energy Bill was passed without a 2030 decarbonisation target.
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7.4.7.2 Gas-CCS

Both globally and domestically the capture of CO2 has recently seen a shift towards cap-

ture from gas-fired power plant and away from solid-fuel combustion as illustrated for

the UK by the recent UKCCSRC standalone Gas-CCS meeting. This change has largely

been driven by the reduction in gas prices in the USA due to shale gas production, which

may also contribute to future UK gas markets over the coming decades. However, the UK

Commercialisation Competition is currently continuing to fund desk-studies to both the

gas-fired Peterhead project and the coal and co-fired White Rose Project. Similarly, gov-

ernment funding for the UK Pilot-Scale Advanced Capture Technology (PACT) facilities

includes a range of technology options firing coal, gas and biomass fuels.

7.4.7.3 Energy storage, demand management and interconnection

The legitimacy for CCS as a technology option is that it permits the continued use of fossil-

fuelled power stations which are currently the only technology option available to provide

sufficient flexibility of supply to accommodate changes in demand and variability of re-

newable energy sources. Although a small amount of energy storage is already present

in the UK, the current technology option is in the form of pumped storage requiring two

large storage reservoirs at significantly different heights. On account of these require-

ments, the capacity for extra pumped storage is widely considered to be small, though

emerging technology options include energy storage as ‘liquid air’ which is compressed

using excess energy and then expanded through a turbine to generate electricity when

needed. Increasing interconnectivity with other electricity networks also allows variability

in supply to be dampened, while in the decades to come developing technologies could

offer a complementary service by reducing demand at times of low supply. Although

undeveloped in the current UK energy system, these three technology options offer the

potential to destroy some the legitimacy of fossil fuel plants (and therefore CCS too) by

providing a degree of flexibility to the electricity grid and permitting a greater penetration

of renewable technologies (particularly offshore wind).
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7.4.8 UK Bio-CCS

As noted in Section 1.11, biomass-fired CCS plants are forecast to play a considerable

part in the future of UK energy generation. Although Vergragt et al. [2011] found little

evidence of a TIS prior to 2011 outside of academics, as well as gaining traction in Gov-

ernment and regional longer-term forecasts [DECC, 2010, POST, 2012, ZEP, 2012], some

activity in Bio-CCS is beginning to appear in wider academic and industrial circles with

the establishment of the EU Bio-CCS Joint Task Force the most prominent technology-

specific coalition in the TIS. In late 2011 the Second International Workshop on Biomass

and Carbon Capture and Storage was held in Cardiff which attracted both academics and

industrialists as did a similar meeting of the Combustion Institute in May 2013. With input

from industry and academia the Energy Technologies Institute ran a project in 2011–2012

focusing on a high-level engineering study of design of biomass-fuelled CCS plant and

academic studies continue to provide legitimacy for Bio-CCS on account of its ability to

actively reduce atmospheric CO2 levels [Azar et al., 2013]. However, despite this relative

growth in Bio-CCS, outside of early-research circles and long-range forecasting work the

focus for CCS at the present time remains largely on abating the emissions from fossil fuel

combustion.

As well as the technical and logistical challenges substituting biomass for fossil fuels

brings, whcih are detailed in earlier chapters of this thesis, the regulatory and political

landscape for the development of Bio-CCS is relatively sparse compared to CCS. Although

the IPCC [2006] guidelines for reporting GHG emissions can include negative emissions,

currently there is no financial incentive for companies to engage in Bio-CCS as no trad-

ing system which recognises the benefits of negative emissions process exists. Gough and

Upham [2010] noted that “significant incentives will be necessary to establish BECCS or

CCS” but the problem of accounting for negative emissions in Bio-CCS appears less well

developed. As McGlashan et al. [2012] describe:

“the development of similar mechanisms [to existing carbon trading systems] for

negative emissions technologies are still in their infancy. Considering that negat-

ive emissions technologies are relatively new concepts for policy makers, research-

ers and investors this is hardly surprising, as credible mechanisms to support de-

velopment and deployment have not had the opportunity to emerge, but given the

role negative emissions technologies can play in mitigating climate change, this
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state of affairs needs to change quickly albeit without impacting the investments

in other low carbon technologies.”

Recent academic work further advocates the need for a financial incentive to drive devel-

opment of Bio-CCS [Ricci, 2012]. This is echoed by a recent policy briefing by the Insti-

tute of Mechanical Engineers which also suggests it is Government’s role is to “Support UK

research, development and demonstration of CCS technology for use with biomass-based elec-

tricity generation while simultaneously pursuing the future inclusion of ‘negative emissions’

credits in international climate change mitigation agreements” [IMechE, 2013]. Recently the

awarding of funding to carry out the Front-End Engineering and Design (FEED) study to

the White Rose Project could prove strategically important for Bio-CCS. The potential be-

nefit is derived since as well as having the potential to cofire biomass, the project includes

Drax which is also “currently transforming the business into a predominantly biomass-fuelled

generator” [DECC, 2013c, Drax Group Plc, 2013]. The combination of developing CCS and

significantly shifting the business to being fuelled by biomass represents a serious invest-

ment in building up expertise in the two components of Bio-CCS.

7.4.8.1 Biomass sustainability

Recent academic work [van Vuuren et al., 2013] and the most recent Emissions Gap report

[UNEP, 2013] further highlights the need for more surety related to Bio-CCS, suggesting

the assumption of the technology’s ability to provide substantial emissions reductions is

dependent on both: “the technical and social feasibility of large-scale carbon capture and

storage [. . . ] and the technical and social feasibility of large-scale bio-energy production”.

An additional concern for Bio-CCS is the sustainability and transparency of the production

of biomass. A full analysis of the sustainability and life-cycle emissions of biomass used

in power generation varies considerably between fuels and thus is beyond the scope of

this thesis. In summary, if biomass is produced within an Annex-1 country (as denoted by

the Kyoto Protocol) it is assumed that the direct emissions due to biomass processing and

indirect emissions due to land use, land use change and forestry (LULUCF) are reported

as part of the nation’s reporting and strict sustainability criteria must be met. However,

reporting in non-Annex 1 countries (which also includes the USA and Canada) is cur-

rently less demanding and thus indirect emissions may go unreported. Updates to the

EU biomass sustainability strategy aim to avoid such a situation from being created by
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requiring end-users to be able to demonstrate the carbon savings [IEA, 2011]. However,

a recent report by the EU Joint Research Centre suggests that, particularly for energy de-

rived from stem-cut forestry wood, the full life-cycle emissions of the process cannot be

accurately measured without taking into account carbon pools, changes in land use and

the time required for the emissions reduction to reach parity with a re-establishment of

carbon stocks [Agostini et al., 2013]. As well as wider sustainability criteria - including,

for example, ecosystem loss - most of the criticism of this type of biomass use relates to the

long growth periods of the trees. This issue is largely negated when using fast-growing

or short-rotation crops as tested in the experimental chapters of this thesis, though the

change in land use in order to grow the plants in the first place remains important (for

example if established forest is cleared to provide space for energy crop plantations). The

Biomass Policies Project [2013] was set up to inform EU policy and aims to continue to

address these criteria over the next three years.

7.5 Conclusions

This chapter has presented an analysis of the wider factors affecting the growth of Bio-

CCS and CCS in the UK than just the level of technological development, which is the

focus of Part 1 of this thesis. The findings of the analysis, which had previously not been

investigated for the UK, suggest that the UK CCS TIS is developing but crucial areas of the

system should be addressed quickly if the industry is to develop at a pace quick enough to

help the UK reduce its GHG emissions in line with its emissions reduction commitments.

As concluded in Section 7.3.2.8, the expert survey highlighted that in late 2011 the UK

CCS TIS was viewed on average by experts as not satisfactorily fulfilling the system func-

tions required for a UK CCS industry to develop. In particular, a lack of market creation,

entrepreneurial activity and resource mobilisation were highlighted as potential blocking

mechanisms for the development of the industry. In addition, a lack of public acceptance

and uncertainties over long-term storage liabilities were highlighted as potential phenom-

ena which could abort the development of the industry. Significant differences of opinion

between expert groups were also observed during analysis of the results of the expert

questionnaire with experts tending to perceive system functions they were engaged with

were performing better than those that others were responsible for.

Analysis of relevant published literature suggested that the collapse of the first demon-
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stration project in late 2011 further eroded stakeholder confidence in UK CCS despite

the government reaffirming commitment both in redeploying the Commercialisation Pro-

gramme and in projecting substantial CCS capacity in the coming decades. However, in

the two years that have passed since the survey, considerable effort has been expended in

attempt to further develop a UK CCS industry.

In the CCS Roadmap the Government recognise that in order to create a market CCS

can operate in (as is one of the foci of EMR) the costs of deploying CCS must be able to

compete with other technologies in the electricity market. The TINA analysis and Cost

Reduction Task Force both highlight areas of the CCS technology chain which may offer

substantial cost reductions which should help to make CCS cost-competitive with other

low-carbon options. The decision to invite applications from a wide range of technologies

to the Commercialisation Competition was welcomed by the UKERC report and represents

clearer guidance to industry and academics as to which technologies should be employed.

However, every document analysed in this section that was not authored by the Gov-

ernment insists that uncertainties created by the Government remain one of the largest

mechanisms that is preventing the industry developing further.

At the storage side of the technology chain long-term storage liabilities are still considered

to carry high levels of uncertainty which have impeded the ability of developers to de-

velop strategies to deal with the regulations surrounding this. At the capture end CCS is

dominated by capture from power plant and the development of CCS within the sphere

of EMR has created an incredibly complex set of uncertainties where the development of

CCS in the UK is ever less dependent on the CCS industry and ever more dependent on

the wider electricity market.

Government’s continuing refusal to commit to electricity decarbonisation targets that

would provide industry the surety to invest in CCS and other low-carbon technologies

has further delayed CCS development. This may in turn lock the UK into unabated fossil

fuel use in the long term in order to maintain security of supply in the short-to-medium

term. While uncertainty regarding EMR pervades, measures to bolster the development

of the incumbent natural gas industry such as grandfathering of, and public commitments

to, developing unconventional gas suggest CCS as once envisaged may find it particularly

difficult to compete once the Commercialisation Competition concludes. Similarly, the

emergence of other technology options able to contribute to a flexible electricity grid (such
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as energy storage, interconnection and demand management) all present the possibility

of eroding the legitimacy of fossil-fuels and therefore CCS. Although such an eventuality

would be detrimental to CCS projects, it is essential to realise that CCS can only be con-

ceived as a transitional technology that acts as a buffer in the move from fossil-based to

renewable energy systems and that the development of a UK FF-CCS industry can only be

conceived within this transition window.

Through offering the possibility of negative emissions, Bio-CCS potentially could be af-

forded a longer operating window in the transition to renewable energy systems than

FF-CCS. However, although technological hurdles remain and are being tackled, the de-

velopment of a Bio-CCS industry is almost entirely dependent on the wider development

of the FF-CCS industry. As the previous section notes, uncertainties of FF-CCS are mainly

dependent on exogenous factors and the impact of these factors is multiplied for Bio-CCS

which must also contend with biomass sustainability issues and no current financial in-

centive mechanism for net negative emission processes.
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Part III

Conclusions and Further Work
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Chapter 8

Conclusions and Further Work

The focus of this thesis has been to investigate the technical feasibility of firing biomass

in CCS applications and then to step back from these technical studies in attempt to un-

derstand the wider opportunities for, and barriers to, the development of this promising

technology in the fight against climate change. With full conclusions for each of the re-

search areas included at the end of the relevant chapters, this chapter aims to summarise

the findings and draw together the research, providing a set of more generalised conclu-

sions and to offer insight into potential areas of future work required to develop a Bio-CCS

industry in the UK.

In the technically-focussed sections of the thesis, Part 1, the main goal of the research

was to investigate the effects of burning types of biomass in CCS-relevant combustion

atmospheres at a scale relevant to industrial practices, as was carried out in Chapter 6

according to research questions 3–6 detailed in Section 2.9. To explain the results found in

Chapter 6 it was useful to study the decomposition of the fuels used at 20 kW scale using

TGA, answering research question 2 in Section 2.9 in Chapter 5. However, providing

useful comparisons between these TGA datasets required the development of a robust

and accurate method of evaluating reactivity. This work was completed in Chapter 4 in

response to the first research question. In Part II, the development of a CCS industry in the

UK was analysed as a technical innovation system to understand how the wider system

surrounding technological development could affect its ultimate level of deployment. This

was carried out by enriching the results of an expert survey with an in-depth analysis of

subsequently published relevant literature.

283



8.1 Summary of findings

8.1.1 Research Question 1: Develop, test and evaluate a methodology to rapidly and

robustly analyse variation in the decomposition behaviour of biomass fuels in

TGA experiments

To better understand and compare biomass decompositions, a novel and robust form of

the Coats-Redfern procedure was developed in Chapter 4. The method was extensively

tested using a theoretical idealised dataset to understand the effects of data treatment -

such as data smoothing, the temperature range for the fit of the Coats-Redfern plot and

a technique to overcome the compensation effect - and identification of reactions on the

reactivity of the mixture of fuel and combustion atmosphere. The ability of the method to

estimate reactivity parameters was judged based on the correlation between the original

data and data recreated by substituting the predicted parameters in a multicomponent

Arrhenius decomposition. The results suggested that data smoothing reduces the ability

of the method to estimate reactivity parameters. Testing with mildly-overlapping parallel

reactions illustrated that a fit of the Coats-Redfern plot to the leading edge of the reaction

on the DTG plot was able to accurately predict the reactivity parameters of the total de-

composition. Testing of the method with real experimental data resulted in it being shown

to be adept at identifying changes in reactivity between the biomass samples, as was the

focus of this work. However, the method was found to be less applicable to decomposi-

tions where clear distinctions of separate pseudo-reactions could not be made, as in the

case of types of biomass with high-lignin content and coals.

As well as being essential for the development of understanding in the following chapters,

this work is expected to interest researchers working with TGA experiments for fuel and

combustion atmosphere screening applications. The method described is rapid and trace-

able and, noting that the comparison of TGA data with full scale is only qualitative in

nature, does not require the extra effort that multiple heating rate methods or advanced

computer solver techniques employ in order to ascertain ostensibly more precise reactivity

parameters.
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8.1.2 Research Question 2: Use the above methodology to investigate the variation

in reactivity and decomposition behaviour of three UK-relevant energy resource

biomasses in OEC and oxyfuel atmospheres

The method developed in Chapter 4 was used to compare the reactivity of three energy

crop biomass samples - short-rotation willow coppice, miscanthus and reed canary grass

- decomposing at bench-scale in combustion atmospheres that were enriched in O2 and

CO2 in Chapter 5. Analysis of the decomposition of shea meal (a high-lignin biomass) and

Williamson coal were also performed using traditional methods. In these experiments,

enrichment of O2 in the combustion atmosphere was found to have the largest effect by

significantly increasing the reactivity of combustion, causing the decompositions to begin

at lower temperatures and complete over narrower temperature ranges. These effects

were especially noted during the breakdown of cellulosic material and during the oxida-

tion of char. At the temperatures investigated in the analysis, little difference in reactivity

was observed for atmospheres enriched in CO2 compared to those that were N2-based. A

final finding was that the relative reactivity was observed to change due to heating rate

in some cases: the apparent reactivity of the char oxidation stage was lower at higher

heating rates while the devolatilisation reactions were less affected.

The results presented in Chapter 5 are useful in understanding the changes observed in

Chapter 6 when answering research questions 3–6. It is also expected the results will be of

interest to the wider academic and industrial community where currently little data exists

for the combustion of biomass in CCS-relevant atmospheres.

8.1.3 Research Question 3: Investigate the impact of the biomass blending ratio on

pollutant emissions and combustion characteristics for cofiring with coal in OEC

conditions through cofiring UK-relevant energy resource biomasses, including

brownfield-derived biomass, at 20 kW scale

Three energy crop samples, including one brownfield-derived biomass, were fired with

coal in a 20 kW furnace as described in the experimental methodology in Chapter 3. The

first experiment for each of the biomass samples was an investigation into the effect of

increasing the biomass blending ratio (BBR, thermal basis) during combustion in air and

air enriched to 30% O2 (En-Air). In air, cofiring tended to delay combustion due to the
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changes in fuel composition and particle size compared to coal. However, although re-

ducing temperatures in the early stage of the furnace, increasing BBR up to 15% tended

to increase the carbon burnout of the fuel blends. Although further increase of BBR past

15% tended to decrease the value of carbon burnout, carbon burnout at 20% BBR re-

mained greater than that for coal-firing. Particle size was highlighted as a key difference

between the fuel samples with the average particle size of the willow sample being twice

and three times as great as the other types of biomass and coal respectively. The large

particle size was assumed to exaggerate temperature and species concentration gradients

in fuel particles leading to delayed devolatilisation and ultimate combustion of the lar-

ger fuel particles during firing in air. Increasing BBR in En-Air produced broadly similar

trends to those observed in air firing. However, combustion in En-Air increased furnace

temperatures, carbon burnout of the fuel, the concentration of CO2 in the flue gas and

emissions of NO for all fuels compared to firing in air. In En-Air, the increased concentra-

tion of O2 overcame the delay in combustion observed during cofiring in air due to higher

devolatilisation rates and a reduced amount of thermal diluent. Emissions of SO2 were

found to decrease almost linearly with increasing BBR in both air and En-Air atmospheres.

Analysis of the ash produced from the experiments suggested the higher concentration of

alkali metals and alkaline earth metals in the biomass ash were responsible for increasing

the amount of sulphur captured by ash particles but that at 15% BBR the Alkali Index of

the ashes suggested they were likely to be tolerable to plant operators. The increase in fur-

nace temperature and carbon burnout observed for oxygen-enriched combustion resulted

in a larger number of smaller, more uniformly spherical particles in the ash.

8.1.4 Research Question 4: Investigate the impact of oxidant staging on pollutant

emissions and combustion characteristics for cofiring with coal in OEC conditions

through cofiring UK-relevant energy resource biomasses, including brownfield-

derived biomass, at 20 kW scale

The second experiment at 20 kW scale investigated the effect of oxidant-staged combus-

tion on cofired fuel mixtures reacting in air and En-Air. The results showed that reducing

the burner stoichiometric ratio (BSR) of oxidant to fuel was able to effect large reduc-

tions in NO emissions. Cofiring in air while staging was able to reduce NO emissions

by up to 70% compared to unstaged coal-firing. However, this tended to result in lower
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carbon burnout values, though the reduction was slightly mitigated by cofiring of bio-

mass. Oxygen-enrichment of the combustion atmosphere was able to negate this reduc-

tion in carbon burnout which remained above 95.5% and reduce NO emissions faster

than in air-firing achieving reductions on NO emissions of up to 80% compared to coal-

firing in air. Thus, cofiring under oxidant-staged, oxygen-enriched conditions was able

to produce higher furnace temperatures and improved burnout results while effecting

significant reductions in NO emissions. Combustion in En-Air was also able to provide

a flue gas with a higher concentration of CO2, which is useful as it reduces the energy

penalty of CO2 capture. However, the ability of cofired fuel mixtures to reduce SO2 emis-

sions observed in unstaged condition was reduced by oxidant staging compared to during

unstaged-firing.

8.1.5 Research Question 5: Investigate the impact of CO2-enrichment of the combus-

tion atmosphere on pollutant emissions and combustion characteristics for cofir-

ing with coal in OEC conditions through cofiring UK-relevant energy resource

biomasses, including brownfield-derived biomass, at 20 kW scale

The third experimental regime in Chapter 6 investigated substitution of a portion of the

N2 in the combustion atmosphere with CO2, creating a partial oxyfuel combustion system

with a significantly higher concentration of CO2 in the flue gas. Results showed that this

change tended to decrease combustion temperatures, NO emissions and carbon burnout

compared to N2-based environments. With only CO2-enrichment, cofiring of biomass at

15% was found to accelerate combustion compared to firing coal alone, though furnace

temperatures were still significantly lower than when firing in air which may have been re-

sponsible for the larger ash particles collected, indicating less complete combustion. How-

ever, compared to air-firing of coal, combustion of all fuels in an environment enriched

with CO2 and O2 produced better carbon burnout results, higher furnace temperatures,

slightly reduced NO emissions and significantly lower SO2 emissions.
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8.1.6 Research Question 6: Investigate the impact of dedicated biomass firing in OEC

and CO2-enriched combustion on pollutant emissions and combustion character-

istics, at 20 kW scale

A final series of tests investigated the effects on combustion of dedicated biomass firing

in air and partial-oxyfuel atmospheres. Results firing 100% willow indicated delays to the

combustion process, which was also observed to be considerably less stable than when

firing coal or cofiring. Such results suggest it would likely be necessary to reduce the size

of the biomass particles compared to those used in the current study and that optimisa-

tion of the burner would likely be required if more stable combustion is to be achieved.

Emissions of both NO and SO2 were greatly reduced compared to coal-firing in all atmo-

spheres.

In summary, the combustion experiments showed that, although dedicated biomass firing

would likely require modifications to combustion practices, cofiring of three types of bio-

mass at up to 20% of the energy input present no significant technological hurdles when

considering biomass for CCS applications, and the combination of cofiring and oxidant-

staged, O2- and CO2-enriched combustion could provide a useful technology option for

reducing GHG emissions from power generation.

The results and discussion presented in Chapter 6 and summarised here are expected to

interest academics and industrialists working in the fields of biomass and oxyfuel combus-

tion. Even though several years has passed since this research began, very little data from

cofiring biomass in CCS-relevant atmospheres at a meaningful scale has been published.

Thus, it is hoped the work here, which represents a considerable amount of experimental

data will be of interest to experimentalists and computer modellers working in Bio-CCS

(both cofiring and dedicated biomass firing).

8.1.7 Analysing the UK CCS industry as a TIS

Noting that industrial development is dependent on a wide range of factors, of which

the level of technology readiness is only one, the work in Part II of the thesis includes

analysis of the wider environment for the development of Bio-CCS. Here, understanding

that the development of Bio-CCS is dependent on the development of a fossil-fuelled CCS

industry, the development of a UK CCS industry was investigated by modelling it as a
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technical innovation system (TIS). Evaluation of the state of development was carried

out through charting the development in relevant government, industry and academic

literature and conducting a survey of CCS experts in 2011. Comparison of these results

with data for other nations showed on most criteria that in 2011 the UK CCS industry was

less developed than in other leading CCS nations. The survey revealed differing points of

view between expert groups in the UK, with each tending to overestimate the impact of

their own role in the development of the wider CCS industry. However, from the averaged

results a lack of market creation, entrepreneurial activity and resource mobilisation were

highlighted as potential blocking mechanisms for the development of the industry. In

addition, a lack of public acceptance and uncertainties over long-term storage liabilities

were explicitly noted as potential phenomena which could abort the development of the

industry.

Following the results of the survey, a critical analysis of relevant industry, academic and

government policy documents provided a richer account of the development of the CCS

industry over the period 2011–2013. The analysis suggested that although stakeholder

confidence in UK CCS fell when the first Demonstration project was cancelled, much ef-

fort has since been expended by Government, industry and academia to develop the in-

dustry. However, despite commitments to the development of CCS, an often-changing

policy landscape has tended to erode trust in projections for CCS’s growth. Some not-

able technical uncertainties remain (not least those related to storage liabilities) but the

absence of clear policy for decarbonisation of the electricity market is the main factor

that has delayed commercial development of CCS in the UK. The recent announcement

to fund the Front-End Engineering and Design study for the White Rose and Peterhead

CCS projects is a positive step in developing the UK CCS industry. However, the increas-

ing articulation of desire for development of unconventional gas production and support

for new unabated gas-fired power plant reduce the economic viability of CCS. Alongside

this, novel technologies like energy storage and increased interconnectivity offer a cred-

ible possibility of eroding the legitimacy of a CCS industry in the UK. That the White-Rose

project includes a major biomass user and a co-firing component is a strong suggestion

that Bio-CCS could develop very quickly into a wider CCS environment. However, this

cannot occur until agreements on rewards for negative emissions and universally-agreed

sustainability criteria are implemented.
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8.2 Areas for potential further research

While this research provides an insight into some of the aspects that relate to developing

a Bio-CCS industry in the UK and globally, the current lack of published research in the

area means a large amount of work is still required to further develop this technology.

Further technical research is required to understand the myriad of technological options

for Bio-CCS. Similarly, effort is required to better understand the framework that governs

the development of a niche, emerging industry such as CCS.

On the technical side, considerably more data is required to understand the reactions of

types of biomass in the novel combustion atmospheres expected in CCS applications. Many

biomass fuels are yet to be tested in relevant combustion atmospheres and the variation

between and within biomass samples suggests a considerably larger databank should be

built up, as has occurred with fossil fuel firing in air over previous decades. Initial ana-

lysis of the devolatilisation, char oxidation and overall combustion of novel, promising

fuels should be carried out using bench-scale techniques. However, to fully understand

the technical potential for biomass and Bio-CCS to reduce GHG emissions, testing at a

meaningful scale is required. Firing at small laboratory scales (similar to the 20 kW work

presented in this thesis) highlights many issues and allows testing of traditional combus-

tion practices such as oxidant staging. However, in order to validate computer modelling

studies and even better understand the combustion of biomass fuels, larger-scale, more

highly-instrument experiments should be conducted. Measurement techniques such as

particle tracing and profiling of species and heat flux would allow characterisation of how

fuel particles actually react in the novel combustion atmospheres expected in CCS ap-

plications, while integration of combustion with the other sections of the CCS chain will

be required to demonstrate the utility of the full process. More work that investigates

the technical potential for Bio-CCS in industry could be carried out which may, in turn,

provide attractive areas for further development.

As well as extending the experimental work as detailed above, there are several areas that

have been highlighted as lacking information during the research conducted in this thesis.

These include:

• Investigate the usefulness of fitting more than three pseudo-reactions to the decom-

positions of lignin-rich biomass fuels to methods that aim to evaluate the reactivity
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of the fuel-combustion atmosphere mixture without expending unjustified effort;

• Investigate the effect of particle size and heating rate on decomposition reactivity of

biomass fuels in oxidising atmospheres;

• Measure all known sulphur species during cofiring in O2 - and CO2-enriched oxidant

staged combustion in order to complete the sulphur balance and definitively detail

the fate of sulphur species in the fuel;

• Investigate the impact of using oxygenated recycled flue gas as the primary oxidant

in furnace combustion tests on combustion characteristics and emissions of NO;

• Investigate the impact of steam at TGA and 20 kW scale in order to understand issues

related to high moisture content biomasses and wet recycling of flue gas.

In terms of understanding the wider development of the CCS and Bio-CCS industries, a

continual updating of literature, stakeholder views and the impact of lobbying and inform-

ation groups is needed in this rapidly changing environment. While this work has focussed

on analysing CCS in the UK as a TIS, there are many other methods of analysis that may

be considered which could highlight other factors affecting the industry’s development or

help to confirm the findings presented here. The potential for targeted effort and policy

at domestic and regional level should be investigated more fully to understand whether

duplication of effort in developing the industries may be avoided in the coming decades,

while an analysis of whether different viewpoints between actor groups pervade and deter

the development of a unified CCS industry also merits study.

8.3 Concluding thoughts

Bio-CCS is one of a few negative emissions processes that could effect significant emissions

reductions and help to stabilise the climate. However, set alongside the potential benefit

of Bio-CCS is the worry that negative emissions technologies continue to provide space

for unsustainable practices to occur, locking us in to fossil fuel consumption. Fossil fuels

will continue to play an important role in our energy systems but a transition to a system

where behavioural change and renewable energy technologies create a sustainable energy

system is still the final aspiration of most forecasts. Thus, in order to avoid legitimising

the continued use of fossil fuels where their implementation may delay the deployment
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of renewable energy technologies, it may be useful to recall that CCS and Bio-CCS should

only be viewed as transition technologies.

Despite this temporary nature, the sooner the development of Bio-CCS occurs, the sooner

it can reduce emissions in the short term. In light of this urgency the body of work in this

thesis offers several contributions to developing a necessary understanding of the technical

and non-technical issues relevant to the implementation of Bio-CCS in the UK. Combustion

tests at bench and laboratory scale suggest cofiring of biomass and coal in CCS-relevant

atmospheres could effectively produce energy required for power combustion with retro-

fitted equipment. However, dedicated biomass firing may require some technical modi-

fications. Analysis of the development of CCS in the UK shows that over the last decade

the industry has been hampered by a range of factors. Government has worked hard to

develop a CCS strategy and most factors have been addressed, though some important

uncertainties remain, including electricity market reform, public engagement and stor-

age liabilities. In Bio-CCS, issues of sustainability and monetisation of negative emissions

provide extra areas that require further effort, though work to address both of these issues

is ongoing.
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