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Abstract

Measurements of the flux of I, and HOI from the heterogeneous reaction of gaseous
ozone with aqueous iodide were performed by conversion to iodine oxide particles
and detection using a nano-differential mobility analyser. Fluxes were measured as a
function of [Os], [I'], salinity, temperature, and in the presence of organic species. A
linear response was observed for Os; and salinity; iodide showed some deviation at
higher concentrations. The temperature dependence of the I + O3 reaction was found
not to be significant and none of the organic species investigated had a significant
effect on the resulting I, and HOI fluxes. A kinetic model of the interfacial layer was
then employed to verify the experimental results and good agreement was found,
apart from observations at high iodide where the |, flux was over-predicted.
Parameterised expressions for the flux of I, and HOI were then produced from the

model outputs using multiple linear regression analysis.

The differential optical absorption spectroscopy (DOAS) technique was used to
measure 10 on the Galapagos Islands in the Eastern Pacific. The long path (LP) DOAS
instrument was unable to measure |0 above the detection limit (0.9 pptv) and
measurements from the multi-axis (MAX) DOAS instrument ranged from below the
detection limit to 0.9+0.2 pptv. 10, (IO + 1) was inferred from the measured O3
concentrations and correlation analyses were conducted with available ancillary
measurements (O3, wind speed, temperature) and satellite data (Chl-a, CDOM, SST,
and salinity). A significant positive correlation was observed with both SST and

salinityand this was linked to variations in sea surface I'.

The parameterised expressions for |, and HOI were then input into the 1-D chemistry-
transport model THAMO (Tropospheric HAlogen chemistry MOdel) to compare the
predicted |10 and 10, mixing ratios with measurements performed on the Cape Verde
islands in the Atlantic ocean and during the HaloCarbon Air Sea Transect-Pacific
(HaloCAST-P) cruise in the Eastern Pacific. The predicted fluxes were in agreement at
higher wind speeds, however, at lower wind speeds, |0 was over-predicted byaround a
factor of three; O3 concentrations were reduced to 2 ppb (20 times lower than

calculated) to match the observations.
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Chapter 1

Introduction to the Earth’s Atmosphere

The Earth’s atmosphere consists of a layer of gases which surround the planet
extending from the surface up to several hundred km and retained by the Earth’s
gravity. The atmosphere contains a variety of chemical species, with N, and O, being
the most abundant (at around 78 and 21 % respectively). The chemistry of the Earth’s
atmosphere is influenced by a multitude of factors and the composition evolved over
time due to inputs from the lithosphere, from the seas and oceans, extra-terrestrial
sources and the biosphere. Understanding the chemical processes in the atmosphere
requires knowledge of all of these systems and the interactions between them. The
chemistry of the atmosphere is of huge importance due to its influence on living
organisms and its ability to sustain life on Earth. Changes in the chemical composition
of the atmosphere through natural and anthropogenic forces will influence the balance
between the biological, chemical and physical processes occurring on Earth. The study
of atmospheric chemistry aims to increase our knowledge of these processes and
explain past and present changes in the atmosphere, and those that will occur in the

future of the planet.

1.1 Structure of the Earth’s Atmosphere

The structure of the atmosphere can be split into several distinct layers, deriving from

the temperature dependence in these regions with increasing altitude (Figure 1.1).

The lowermost layer of the atmosphere is the troposphere, reaching from the surface
up to around 10-15 km (the tropopause) which is characterized by a decrease in
temperature with increasing altitude and fast vertical mixing. The reason for this
decrease in temperature is that the air nearest the surface of the Earth is heated by

the infrared (IR) radiation from the surface and the heating decreases with height. The
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troposphere can be further split into the planetary boundary layer which is the lowest
1 km of the troposphere and the free troposphere from 1 km upwards. The boundary
layer is directly affected by changes at the surface of the Earth with rapid fluctuations
in temperature and moisture, leading to a turbulent atmosphere. The boundary layer
is also directly affected by exchange of gases between the oceans, terrestrial surfaces
and with the biosphere and shows rapid vertical mixing. The boundary layer shows
variation across the globe from around 200 m at the poles to around 1 km at the
equator, and also varies diurnally, increasing in height during the day due to
convective heating from the surface (Seinfeld, 2006). The marine boundary layer (MBL)
refers to the layer directly above the oceans which will be particularly influenced by
sea-air transfer of gases at the surface and changes in temperature due to variations in

ocean currents.
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Figure 1.1 The structure of the atmosphere showing the four different layers based on the variation of
temperature with altitude. Figure taken from Seinfeld and Pandis (2006).

The next layer is the stratosphere where, in contrast to the troposphere, temperature
begins to increase with height owing to the presence of O; which absorbs high energy
ultraviolet (UV) radiation from the sun. This photolyses Oz to form O, and O atoms or
excited O(*D) which is then quenched to the ground state via collisions with a bath gas
(either O, or N,). This cycle of reactions (Figure 1.2) was first proposed by Chapman in
the 1930s (Chapman, 1930) and describes well the overall structure of O3 in the
stratosphere, however, results in an over-prediction in the absolute values by a factor
of around two. Both the destruction of O3 and subsequent recombination of O, and O
are exothermic processes, releasing heat into the stratosphere. At higher altitudes O

atoms are more abundant due to more high energy UV radiation (1 < 242 nm).
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Figure 1.2 The Chapman cycle

In the upper stratosphere a steady state can be assumed to exist where the positive
temperature gradient with height leads to slow vertical mixing as a result of a lack of
convection and turbulence, however, due to the stratification, rapid horizontal mixing
occurs in the stratosphere. The stratosphere extends from the tropopause up to the
stratopause at 45-55 km. The temperature increases from around 217 K at the
tropopause to around 271 K at the stratopause, not much lower than at the Earth’s

surface (288 K) (Seinfeld, 2006).

Above this lies the mesosphere which extends to the mesopause at 80—90 km. This is
the coldest part of the atmosphere due to the decrease in temperature with height
observed in the mesosphere. This decrease in temperature is caused by decreasing
solar heating and increased cooling by CO, radiative emission. The mesosphere is
characterized by strong zonal winds, gravity and planetary waves which travel upwards
from the lower atmosphere and dissipate in the mesosphere leading to large scale
circulations. The mesosphere is also the part of the ionosphere where the D layer
occurs, extending from around 60—90 km; minor constituents such as NO or metal
atoms are ionized by H Lyman-a radiation at 121.6 nm (Wayne, 2000). It also contains
metal layers extending from and consisting of elements such as sodium, iron and
potassium, which arise from the ablation of meteoric material in the upper
atmosphere. In addition, formation of polar mesospheric clouds occurs in the

mesosphere.

The thermosphere then extends from the mesopause up to around 500 km where high

temperatures exist due to absorption by N, and O, of short wavelength radiation. At
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this altitude the atmosphere is extremely thin and collisions between atoms or
molecules become infrequent, hence inefficient equilibration of energy between
energy modes occurs, with an excess of translational energy leading to the rise in
temperature with altitude. The E and F ionospheric regions lie within the
thermosphere; the presence of ionizing solar radiation (extreme UV and X-ray) leads to
the formation of positive ions. The E region extends from around 100-150 km and the
major ions in this region are NO* and O," formed from extreme UV radiation between
80-103 nm and X-rays from 1-10 nm in wavelength. The F region begins around
150 km with the dominant ions consisting of N* and O, although at the highest
altitudes H" and He" ions begin to dominate due to gravitational separation. Above the
thermosphere lies the exosphere where gas molecules possessing sufficient energy can

escape the gravitational field of the Earth into space (Seinfeld, 2006; Wayne, 2000).

Pressure in the atmosphere also varies with height due to the effect of gravity and
there is no distinct boundary between the atmosphere and space as the mass
gradually fades outwards. The majority of the mass of the atmosphere is therefore
contained within the troposphere (around the first 10 km) accounting for around 75 %
of the total mass of the atmosphere. The pressure drops exponentially with height

according to Equation 1.1:

z

pz ZPOeHZ (11)

where p; is the pressure at a height, z, po is the pressure at the surface and H is the
scale height of the atmosphere which is defined as the height at which the pressure

drops to 1/e of that at the surface. H; can be described by Equation 1.2.

g kT (1.2)
mg

where kg is Boltzmann’s constant (1.38 x 102* J K*), T is the temperature, m is the

molecular mass and g is the acceleration due to gravity. It should be noted that the
temperature is assumed to be constant in Equation 1.1; and therefore a scale height

must be calculated at a set temperature. Using the average temperature of the



Chapter 1. Introduction to the Earth’s atmosphere 6

troposphere, 253 K, gives a scale height of 7.4 km. This means that the pressure falls by

about an order of magnitude every 16 km (Seinfeld, 2006).

Variations in pressure in the atmosphere also lead to winds which are responsible for
transport and mixing of chemical species. Wind can be thought of as the air flow
response to pressure differentials between locations on the planet and remove these
differences by transporting heat (in both latent and sensible forms). At the Earth’s
surface, winds are highly variable and turbulent, whereas higher up, away from surface
features and friction, the wind motions become much more regular. The atmospheric
general circulation describes the pattern of global winds, averaged over several days or
weeks. This can be reasonably approximated using a three cell model, where the winds
are driven by the energy imbalance caused by the larger input of solar energy at the
equator than at the poles, and also the Coriolis force which results from the rotation of

the Earth about its axis. These winds are summarised in Figure 1.3.

Descending cool, dry air
Polar Cell 7
Rising warm, moist airb

Ferrel
Cell
Descending cool, dry air, 30° N
a
Hacdluey Northeast trade wmds
=
Doldrums
Rising warm, moist air Equator
3 3 Southeast trade wmds 3 )
30 S Horse
\( ( ( ( latitudes

Westerlles

60 S
l Polar front
Polar easterlies

Figure 1.3 General circulation of the atmosphere showing the three cell model.
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At the equator, hot air rises and is forced towards the cooler poles by higher pressures
in the higher temperature regions. Each hemisphere has its own circulation cell known
as a Hadley cell and these converge near the equator at the intertropical convergence
zone (ITCZ). The transition occurs a few degrees north of the equator and this region is
characterised by very strong upward motion and heavy rainfall. This is caused by the
returning surface air becoming saturated with water as it passes over the ocean; as it
rises, the water condenses, resulting in heavy precipitation. This also releases latent
heat causing convective instability, resulting in a reduced lapse rate and increase in the

pressure differential.

At 30° latitude, the surface high pressure causes air near the ground to diverge and
forces the air from above downwards to fill in for the surface air moving away. The air
flowing northward from the equator higher up in the atmosphere is warm and moist
compared to the air nearer the poles and causes a strong temperature gradient
between the two different air masses. This is what causes the jet stream which moves
from west to east in both the Northern and Southern Hemispheres. Some of the air
that sinks at 30° latitude returns to the equator to complete the Hadley cell, producing
the northeast trade winds in the Northern Hemisphere and the southeast trade winds

in the Southern Hemisphere.

The air descending to the surface at 30° latitude that does not move southward
towards the equator, moves north and is deflected to the right by the Coriolis force.
The winds north and south of the trade wind belt tend to blow from west to east
(westerlies). Baroclinic instabilities arise in this region when the temperature gradients
and upper level winds are sufficiently large, causing the westerly flow to break into
large-scale eddies. These baroclinic instabilities are the source of the weather
experienced in the mid latitudes. At 60°, warm, moist air rises and some of this air,
when it reaches the tropopause, moves southwards towards the region of

convergence above 30°N, completing the Ferrel cell.

At the polar front (~60° latitude), the air that does not move towards the equator

instead moves towards the poles, where it converges and sinks. The sinking cold air
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then flows towards the equator at the surface and the Coriolis force drives the winds
towards the west, producing the polar easterlies above 60°. This polar cell is the

weakest of the three circulation cells (Wayne, 2000).

1.2 Chemical Composition of the Atmosphere

The main constituents of the Earth’s atmosphere remain almost constant over time
and predominantly consist of N, and O, (99 %) with small variations in trace gas
concentrations. This is true up to around 100 km, above which gravitational settling
becomes important. This allows the atmosphere to be separated into two sections, the
“homosphere” below 100 km and the “heterosphere” above. As well as N, and O,
there are a number of other inert gases which dominate the chemical composition of
the atmosphere along with a vast number of trace gases. The dominant chemical
species in the atmosphere and their percentage concentrations for a dry atmosphere

(i.e. containing no water vapour) are summarised in Table 1.1.

In addition to the chemical species in Table 1.1, water vapour (H,0) is also present in
significant quantities in the atmosphere but at variable concentrations, averaging
around 0.4 % over the whole atmosphere and around 1-4 % at the surface. Ozone (O3)
is another species which shows significant variability with height, but is of great
importance in the chemistry of the atmosphere and can range from parts per billion
(ppb) to parts per million (ppm). Os plays a vital role in protecting life on Earth by
absorbing potentially harmful UV radiation in the stratosphere. In the troposphere,
however, O3 is harmful to health, causing respiratory problems in humans and animals

and is damaging to crops (Fumagalli et al., 2001; Kampa and Castanas, 2008).
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Table 1.1 The main chemical constituents of the atmosphere and their percentage concentrations.

Data from NASA NSSDC (http://nssdc.gsfc.nasa.gov/planetary/factsheet/earthfact.html).

Chemical Species Percentage concentration / %
Nitrogen, N, 78.084

Oxygen, O, 20.946

Argon, Ar 0.934

Carbon Dioxide, CO, 0.0394

Neon, Ne 0.00182

Helium, He 0.000524

Methane, CH, 0.000179

Krypton, Kr 0.000114

Hydrogen, H, 0.000055

There are also a vast number of trace gas species which exist in ppm, ppb or ppt (parts
per trillion) concentrations that include volatile organic compounds (VOCs), nitrogen
oxides (NO and NO,), alkyl halides (e.g. CHsl, CHyl,), sulphur-containing compounds
such as dimethyl sulphide (DMS) and halogen oxides (IO, BrO).

1.3 Solar Radiation and Photochemistry in the
Troposphere

The radiation reaching the Earth’s surface from the sun is altered from the radiation
reaching the top of the atmosphere due to absorption by chemical species and
aerosols in the atmosphere and due to scattering by aerosols and clouds (Figure 1.4).
Different wavelength regions are affected depending on the molecules which absorb in
these regions. For instance, in the region below 290 nm, almost all of the radiation

from the sun has been absorbed by O, and O3 before it reaches the Earth’s surface.


http://nssdc.gsfc.nasa.gov/planetary/factsheet/earthfact.html
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However, atmospheric absorption between 300 and 800 nm is less strong leading to so
called “window regions” in the spectrum. The degree to which species absorb
electromagnetic radiation is dependent on the properties of the molecule. Molecules
such as H,O have a permanent dipole moment whereby positive charge is localised on
the H atoms whereas negative charge accumulates at the O atom. This results in strong

interactions between the electromagnetic wave and the dipole.
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Figure 1.4 Solar irradiance at the top of the atmosphere (purple line) and at the Earth's surface (red
line). The difference is due to scattering and absorption by the molecules indicated. Data from:

American Society for Testing and Materials, Terrestrial Reference Spectra for Photovoltaic Performance
Evaluation.

The Earth’s surface will emit radiation in the IR region of the spectrum, the region from
around 7-13 pum is a window region, with the majority of the radiation escaping to
space. A number of greenhouse gases absorb efficiently in this region such as N,O, Os,
CH; and chlorofluorocarbons (CFCs), and therefore small fluctuations in their
concentrations will have a significant effect on radiative forcing. However, band
saturation can occur when an increase in concentration of a greenhouse gas causes

complete absorption in a particular wavelength band, and so further increases in the
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gas will have less and less effect on climate. In the case of CO,, an increase in
concentration in the troposphere does not show a one-to-one relationship with
climate warming, as much of the radiation in the 15 um region has already been
absorbed by the CO, already present in the atmosphere. This means a doubling of CO,
from current concentrations will show around a 10-20 % increase in its warming effect

(Seinfeld and Pandis, 2006).

Due to the absorption of radiation higher in the atmosphere, the photochemistry
occurring in the troposphere will be dependent on the available wavelengths at the
surface. The solar radiation at the surface is measured in terms of actinic flux which is
defined as the amount of radiation received at some point in the atmosphere per unit
time. Photolysis involves the breaking down of molecules due to the action of photons,
and the rate of photolysis of a species depends on the actinic flux, absorption cross
section of the species and the quantum vyield from photolysis. Species with short
photolysis lifetimes will be of most importance in the troposphere (and those with
longer lifetimes such as CFCs are of greater importance in the stratosphere) and
include NO,, alkyl halides and Os. Photolysis reactions lead to the production of
reactive species and initialise many oxidation processes in the troposphere as

discussed in the next section.

1.4 Oxidation Processes in the Troposphere

The hydroxyl radical (OH) is the most important oxidising species in the troposphere
due to its high reactivity and relatively high concentration. It reacts with most trace
gases in the atmosphere in catalytic cycles, maintaining the concentration of OH at
around 1x10° molecule cm™ during daylight hours (Krol and Lelieveld, 2003; Prinn et al.,
2001). It is produced in the troposphere through the photolysis of Os. Although the
majority of the short-wavelength UV light is absorbed by Oz and O; in the stratosphere,
sufficient light at wavelengths < 319 nm reaches the troposphere to photolyse Os. This
process produces both ground state (O) and excited state (0'D) oxygen atoms (R1.1a

and R1.1b). O('D) may also be produced from photolysis of O3 at wavelengths up to
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330 nm due to dissociation of internally excited O3 and via the spin forbidden pathway

(R1.1c).
O,+hv—>0,+0 (R1.1a)
0, +hv—0,+0('D) (R1.1b)
0,+hv—0,(*T, }+o('D) (R1.1c)

The ground state O atom will react rapidly with O, to re-form O3 (R1.2) so that reaction

R1.1a followed by reaction R1.2 produces a null cycle.

0,+0+M—>0,+M (R1.2)

In the case of the excited state O('D), the spontaneous O(‘D) = O transition is
forbidden and therefore the O(lD) must react with another species which in most
instances will be either N, or O,, so that the O(*D) will be quenched to the ground state

(R1.3).

O('D)+M—>0+M (R1.3)

The resulting ground state O can then react with O, via reaction 1.2 to reproduce O3
resulting in another null cycle. However, if the excited state O('D) reacts with a water

molecule (H,0) then two OH radicals will be produced (R1.4).

O('D)+H,0 —20H (R1.4)

The highest concentrations of OH are predicted around the tropics due to the high
humidities and strong actinic fluxes leading to increased O3 photolysis and production
of OH from O('D). Higher OH levels are also expected in the Southern Hemisphere
because of the increased concentrations of CO from anthropogenic activities in the

Northern Hemisphere which will react with OH and reduce its concentration. OH will
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also react with many other atmospheric trace species including methane (CH4) which is
an important greenhouse gas and whose sources are predominantly biogenic including
emissions from wetlands, decaying organic matter and emissions from agriculture and
cattle (Jacob, 1999). These oxidation processes ultimately lead to the formation of CO,
and H,O and so provide a route for the removal of anthropogenic and biogenic
emissions from the gas phase. The oxidation of CH, will initially lead to the formation
of CO which can then be oxidised further to CO,, another key greenhouse gas (Seinfeld,

2006; Wayne, 2000). The oxidation cycle for CH, is shown below.

OH+CH, —> CH, +H,0 (R1.5)

CH, +0, +M—CH,0, +M (R1.6)
CH,0, +NO — CH,0+NO, (R1.7)
CH,0+0, -HCHO+HO, (R1.8)
HCHO+hv(A <338nm)—HCO+H (R1.9)
H+0, +M—HO, +M (R1.10
HCO+0, - CO+HO, (R1.11)

The oxidation of CO proceeds as follows:

OH+CO - H+CO, (R1.12)

H+0,+M—>HO, +M (R1.13)

The oxidation of CH; and of CO leads to the production of HO, radicals which can

reform the OH radical through reaction with NO, leading to a chain reaction.
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HO, +NO — OH+NO, (R1.14)

This self-catalytic process relies on the presence of NO; in remote locations the
concentrations of NO tend to be low (< 1 ppb) and therefore reaction R1.14 (or R1.7)
does not dominate. In this case the HO, will undergo self-reaction to form peroxides
and can then undergo photolysis to reproduce OH or may be lost from the gas phase

by heterogeneous uptake onto aerosol.

HO, +HO, (+M)—H,0, + 0, (+ M) (R1.15)
CH,0, +HO, — CH,00H+0, (R1.16)
H,0, +hv — 20H (R1.17)

NO, (NO and NQO,) is important in the troposphere as it affects the oxidising capacity
through production of Os. The sources of NO, in the atmosphere include lightning and
soil emissions as well as anthropogenic sources such as the combustion of fossil fuels.
NO, is photolysed at wavelengths < 424 nm to produce NO and O atoms. These O
atoms will then react with O, as in reaction 2 to produce Os. The O3 produced can then

react with NO to reform NO, and form a photostationary state.

NO, +hv —->NO+0O (R1.18)
0,+0+M—0, +M (R1.2)
NO+0O, -NO, +0, (R1.19)

Reaction of NO, with OH is a terminating step which produces nitric acid (HNO3) which
can be removed by dry deposition or uptake onto aerosol. This removes both HO, (OH

plus HO;) and NO, from the system.
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NO, + OH+M —HNO, +M (R1.20)

At night another nitrogen species, NO; becomes an important oxidising species in
polluted environments. It is produced through the reaction of NO, with Os. NO3 will
not play a major role in daytime oxidation processes as it is rapidly photolysed to NO,.
It may also form N,Os through reaction with NO,, which can be removed by uptake
onto aerosol and dry deposition, leading to the removal of NO, from the gas phase.

NOs may also react with NO to reform NO, (Seinfeld, 2006; Wayne et al., 1991; Wayne,

2000).
NO, +0, —NO, +0, (R1.21)
NO, +NO, +M—N,0, +M (R1.22)
NO, +NO — 2NO, (R1.23)

In addition to the above reactions there are many other species which will be broken
down in the troposphere through oxidation processes. These include oceanic
emissions such as alkyl halides and dimethyl sulphide (DMS). The chemistry of these
alkyl halides and the halogen cycles they are involved in is discussed in the next
chapter. DMS may be oxidised by OH or NOs in the troposphere to produce methane
sulfonic acid (MSA) and further to produce SO,. DMS is an important biogenic emission
which plays a role in aerosol formation in the marine boundary layer. Details of the

properties of aerosols and their formation processes are discussed in the next section.

1.5 Aerosols in the Troposphere

Aerosols can be defined as an “ensemble of solid, liquid, or mixed phase particles
suspended in air” (Jacobson, 2005), with the aerosol particle describing a singular such
particle. Aerosols in the atmosphere arise from a number of different sources including

natural sources such as windborne dust, sea spray and volcanoes and anthropogenic
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sources such as fuel combustion. The composition and size of aerosols shows large
variability from region to region as the lifetime of aerosols in the atmosphere tends to

be on the order of a few hours to a few days.

Aerosols can be formed directly from particle emission (primary) or form in the
atmosphere from gas-to-particle conversion processes (secondary). The size of
aerosols also varies depending upon their sources and formation processes and can
range from nm up to tens of um. Aerosols can be broadly divided into two classes
based on size; those with a diameter smaller than 2.5 um are termed “fine” aerosol
and those greater than 2.5 um in diameter are termed “coarse”. The sources,
formation processes, composition, optical properties and removal mechanisms of fine
and coarse aerosol all differ and therefore the distinction between the two classes is

vital when discussing the chemistry, measurement and health effects of aerosol.

The fine aerosol can be sub-divided into three further categories or modes. Those
smaller than 10 nm are nucleation mode aerosol and are formed from condensation of
vapours in combustion processes or the nucleation of atmospheric species (Figure 1.5).
Aitken mode aerosols are in the size range 10-100 nm, and aerosol in the size range
100 nm-2.5 pum are accumulation mode aerosols. The accumulation mode aerosols are
formed by coagulation of nucleation mode particles and from condensation onto
existing particles. Coarse mode aerosol are formed through mechanical processes and

predominantly arise from combustion or from natural dust emissions (Seinfeld, 2006).
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Figure 1.5 Aerosol size classifications and formation pathways. The shaded boxes indicate the various
sources and phases of particles during the formation process. Adapted from Seinfeld and Pandis (2006).

Changes in aerosol size and composition can occur through condensation and
evaporation, coagulation with other aerosol, chemical reaction and activation in
supersaturated water vapour to form cloud droplets and fog. The composition of
aerosols varies greatly throughout the atmosphere; it can include contributions from
sulphate, ammonium, nitrate, sodium, chloride, trace metals, carbonaceous materials,

crustal elements and water.

Carbonaceous material may include elemental carbon (or “black carbon”) which comes
entirely from fuel combustion and will absorb radiation to have a heating effect on the
atmosphere. Organic species can form aerosol either directly or from condensation of
atmospheric vapours. Organic aerosols have been implicated in a number of health
effects on humans and may contain species which are carcinogenic or mutagenic
(Poschl, 2005). Mineral dust also provides a source of aerosol from windborne particles,

predominantly from the deserts of North Africa, and this also provides a source of iron
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to the world’s oceans, an important driver of biological productivity (Jickells et al.,

2005).

The effects of atmospheric aerosols on climate are both direct and indirect (Figure 1.6).
They can back-scatter incoming solar radiation to give a cooling effect or, as in the case
of elemental carbon, absorb the radiation to produce a warming effect and therefore
directly influence climate. They can also influence climate indirectly through acting as
cloud condensation nuclei (CCN) and therefore affecting the formation of clouds. This
will have an effect on the way in which the clouds absorb or reflect solar radiation and
therefore impact on climate. Calculation of the direct and indirect forcing effects of
aerosol remains one of the largest uncertainties in predicting future climate change

(Forster and Ramaswamy, 2007).
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Figure 1.6 Summary of aerosol direct and indirect effects on the radiative balance (Forster and
Ramaswamy, 2007).

Aerosols can also influence tropospheric chemistry by providing sites for
heterogeneous reactions to occur, in particular, the emission of large amounts of
halogen species from heterogeneous reactions on sea-salt aerosols (discussed further

in Chapter 2).

The formation of particles through gas to particle conversion remains an area of
uncertainty, however, the dominant gaseous sources are considered to be DMS

emitted from the oceans and non-methane hydrocarbons from both natural emissions
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from vegetation and anthropogenic emissions which undergo oxidation in the
troposphere (Andreae and Crutzen, 1997). lodine oxides have also been found to be a
source of particles in the troposphere in areas with increased iodine emissions and
may lead to the formation of CCN (McFiggans et al., 2004; O'Dowd et al., 2002). The

mechanism for iodine oxide particle formation is discussed further in Chapter 2.
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Chapter 2

Halogen Chemistry in the Marine
Boundary Layer

2.1 Sources of Halogens in the Atmosphere

The primary sources of reactive halogens in the atmosphere are biogenic, with oceanic
sources dominating, including sea-salt aerosol and emissions from marine macro and

microalgae.

2.1.1 Sea-salt Aerosol

The release of halogen compounds from sea-salt aerosols represents a significant
biogenic source of reactive halogen species in the troposphere. Chloride, bromide and
iodide salts are present in sea water and are released to the atmosphere through
droplets of spray (although this is a minor source in the case of iodine) (von Glasow,
2008). The mechanism by which halogen species are released from sea-salt aerosols
involves heterogeneous reactions with nitrogen oxides, hypohalous acids (HOX, where

X=Cl, Br, 1) and strong acids (e.g. H,SO4 and HNOs3) (Saiz-Lopez and Plane, 2004a).

Uptake of HOX onto sea-salt aerosol allows conversion of halide ions (CI, Br and I)
into di-halogens (e.g. Bry, IBr, and BrCl). This process requires the presence of protons
(H") (Fickert et al., 1999) which are supplied by strong acids such as H,SO4 and HNOs,

present in the atmosphere from anthropogenic or biogenic sources.

HOX,, +Y™ +H" —XY, +H,0 (R2.1)

Extremely efficient heterogeneous halogen activation occurs in the Polar Regions
during spring, involving bromine in sea ice; the so-called “bromine explosion” (Barrie

et al., 1988; Wennberg, 1999). This occurs via reaction R2.1, where X and Y are Br, and



Chapter 2. Halogen chemistry in the marine boundary layer 21

the sea-ice is covered by brine. The Br, produced is emitted into the gas phase and is
readily photolysed to produce two Br atoms. These will then react with O3 to form two
BrO molecules, which then go on to react with HO; to form two HOBr molecules. These
can then be recycled through the brine-covered ice to form two Br, molecules,
therefore leading to an exponential growth in BrO concentration (von Glasow and

Crutzen, 2003).

Uptake of XONO, can also lead to the release of dihalogen molecules in a similar way
as for HOX. The XONO, is converted to HOX in the aqueous phase and this can then go
on to react in the same catalytic cycle as mentioned previously. This process will occur
in the presence of polluted air masses containing high levels of halogen nitrates, which
can lead to an increase in gas phase halogen species (von Glasow and Crutzen, 2003).

XONO,, +H,0 —HOX,, +HNO, (R2.2)

aq

HOX,, + Y™ +H" —> XY, +H,0 (R2.1)

The mechanism involving uptake of strong acids, such as H,SO4 and HNOs, onto aerosol
releases halogens in the form hydrogen halides (HX) (Wayne, 1995). These HX species
are highly soluble and will most likely be taken up by the sea-salt aerosol (McFiggans et
al., 2002; Vogt et al., 1999). The X ions produced can then be released back into the

gas phase as dihalogen molecules as in the previous case.

In polluted environments, the release of halogenated nitrogen oxides occurs through
reactions of NO, and N,Os with NaX in sea-salt aerosol (Behnke et al., 1991; Zetzsch
and Behnke, 1992). These halogenated nitrates will then photolyse or react further
with the sea-salt to release dihalogens. Recent work by Roberts et al. (2009) looked
into the uptake of N,Os onto chloride containing aerosols and found that CINO,
production increased with increasing aerosol chloride concentration, in agreement

with field observations.
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In addition, the uptake of halogen species onto sea-salt aerosol can lead to activation
of other halogen species within the aerosol, leading to depletion of halides (in the case

of Br and Cl) in the aerosol compared to sea water (Ayers et al., 1999).

2.1.2 Marine Algae

lodine species in the atmosphere predominantly originate from macro algae (seaweed)
and micro algae (phytoplankton), which produce organic iodine species e.g. methyl
iodide (CHal), dimethyl iodide (CH,l;) and molecular iodine (l;). They also provide a
significant source of brominated and chlorinated organic compounds such as CHBrsj,
CH3Br, CHCl3, and CH,BrCl. Of these compounds the most important for tropospheric
chemistry will be those with short lifetimes with respect to photolysis such as CH,l,,
CH,IBr and I, (with lifetimes of around 5 minutes, 1 hour and 5-10 seconds
respectively (Carpenter et al., 1999; Saiz-Lopez and Plane, 2004b)). The longer lived
halocarbons (e.g. CHsCl, CH,Cl,, CHsBr, CH,Br;) will be transported to the stratosphere
where they can influence stratospheric O3 (Saiz-Lopez and Plane, 2004b). Alternatively,
the halocarbon may live just long enough to reach the upper-troposphere lower-
stratosphere (UTLS) region where it will destroy O3, such as in the case of CHsl, which
has a lifetime of 3-5 days (Tegtmeier et al., 2013). Once in the atmosphere these
species are photolysed by sunlight to give halogen atoms which go on to react with O3

in the air, producing halogen oxides.

The release of iodocarbons, such as CHsl and CH,l,, has been found to occur during low
tide when macro algae are exposed to sunlight (Carpenter et al., 1999) and coastal
halocarbon mixing ratios are generally higher than open ocean mixing ratios (Saiz-
Lopez et al., 2011). The reason for these halocarbons being emitted is believed to be a
response to oxidative stress (Pedersen et al., 1996). The mechanism for production of
halocarbons involves either a methyl transferase enzyme (mono-halogenated organic
compounds) or a haloperoxidase enzyme (di and tri-halogenated organic compounds).
Hydrogen peroxide is released during cell metabolism and when the organism is
exposed to oxidative stress. It is a highly oxidative species and therefore its removal is

vital to protect the cell from harm. The hydrogen peroxide can oxidise halides in the
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cell, catalysed by the haloperoxidase enzyme. This produces electrophilic halogenating
species which can go on to react with organic matter within the cell via the iodoform
reaction whereby the hypohalite ion can react with a methyl ketone to form an
organohalogen compound. The resulting volatile halocarbons are then released into

the surrounding water or air (Carpenter, 2003).

o

X2

O——Q

@’

=~ CHX,

-
N ; Base R/ \O'

R=H, alkyl, aryl
X=Cl, Br, |

Figure 2.1 Haloform reaction producing volatile CHX; which can then be released to the atmosphere.

In addition to emissions from macroalgae, in the open ocean phytoplankton species
are the main emitters of halocarbon species. Several studies have found emissions of
halocarbons (including CHCIl3, CCls, CH,Br, CHBr3; and CHsl) from phytoplankton species
(e.g. Abrahamsson et al., 2004; Moore et al., 1996; Roy, 2010; Smythe-Wright et al.,
2006) which are highly variable and often show a seasonal trend, coinciding with
phytoplankton blooms. The rate of production of halocarbons is also highly species
dependent (Tokarczyk and Moore, 1994) and is also influenced by nutrient
concentration (Smythe-Wright et al., 2010). As well as the emissions from
phytoplankton, cyanobacteria have also been shown to be a significant source of

halocarbons during summer blooms in the Baltic sea (Karlsson et al., 2008).

I, has also been found to be a significant source of reactive iodine in the atmosphere
(McFiggans et al., 2004; Saiz-Lopez and Plane, 2004a), and is also emitted by certain
macroalgae. Originally, emissions were thought to be primarily from the species
Laminaria digitata (Ball et al., 2010; Kipper et al., 2008; Palmer et al., 2005), however,
recent studies have shown that additional macroalgae species (Fucus vesiculosus and
Ascophyllum nodosum) can also be major contributors (Huang et al.,, 2013). The
mechanism of its release is suggested to involve an equilibrium between HOI, I and I,

in solution:



Chapter 2. Halogen chemistry in the marine boundary layer 24

HOI+ 1" +H" —1, +H,0 (R2.3)

At low tide, the laminaria become exposed to the oxidising atmosphere, leading to the
formation of HOI and displacing the equilibrium towards molecular iodine. Molecular
iodine is relatively volatile and will therefore partition between the aqueous and
gaseous phases. For |, to be emitted into the troposphere it must volatilise to the gas
phase before it can react with dissolved organic matter in sea water, and this can only
occur at low tide (McFiggans et al., 2004). Alternatively, Kiipper et al. (2008) suggested
that under conditions of oxidative stress, I" is released in large quantities to the thallus
surface (outside the cell membrane) where it reacts with oxidants such as H,0, and O3,
leading to production of |,. Recent studies have shown that I, can also be released by
seaweed species even under low-stress conditions (Nitschke et al., 2011) and the
emissions will depend upon the degree of emersion as the tide level rises and falls

(Ashu-Ayem et al., 2012).

In addition to the emissions from macroalgae, measurements by Hill and Manley (2009)
have shown that polar marine diatom species also emit large quantities of both HOI
and HOBr, much higher than previously measured emissions of organic halogens and
could be released to the polar MBL through brine channels in the sea ice (Saiz-Lopez et

al., 2011).

2.1.3 Ozone Deposition to Seawater

Recent laboratory studies have shown that Oz deposition to the ocean surface in the
presence of dissolved organic matter could also lead to emissions of iodocarbons
(Martino et al., 2009). This process involves the reaction of dissolved organic matter
with molecular iodine, formed by the reaction of ozone with iodide at the sea surface
(Martino et al., 2009). In addition, the photolysis of CH;l, in the sea surface micro-
layer leads to the production of CH,CIl which can subsequently escape into the

atmosphere (Martino et al., 2005).
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The reaction of Oz with dissolved iodide in seawater can also lead to the release of I, to
the atmosphere (Garland and Curtis, 1981). Recent studies have found that I, and 10
are emitted from the reaction of O3 with iodide solutions (Sakamoto et al., 2009) and
that the emission of both species is affected by the presence of organic species such as
phenol (Hayase et al., 2010), and by organic surfactants such as octanol (Rouviere and
Ammann, 2010). These processes could lead to significant release of reactive iodine
species from the open ocean, and therefore have a considerable impact upon the

global ozone budget.

2.1.4 Terrestrial Sources

The presence of iodine in soil is due to input from the atmosphere and through
decomposition of plant matter containing iodine (Carpenter, 2003). The terrestrial
sources of CHsl are believed to comprise around 30 % of the total global budget and

include emissions from rice paddies, wetlands and biomass burning (Carpenter, 2003).

Alkylation of halide ions during the oxidation of organic matter has been found to
produce volatile halogenated organic compounds in the presence of an electron
acceptor (Fe"); in this case sunlight is not required (Keppler et al., 2000). The
magnitude of this source will depend on a number of factors including temperature,

moisture and soil acidity.

2.1.5 Volcanic Eruptions

Reactive halogen species (e.g. BrO and CIO) have been shown to be present as minor
constituents in the gas plumes from volcanic eruptions at a number of locations
(Bobrowski et al., 2003; Bobrowski and Platt, 2007; Bobrowski et al., 2007; Lee et al.,
2005a).

Chlorine is in general the most abundant halogen species found in volcanic gas plumes
with concentrations increasing with increasing water content and decreasing SO,
content (Aiuppa et al., 2009). Fluorine is around five times less abundant than Cl in

volcanic gas plumes and does not appear to show a correlation with water content.
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Both Cl and F are thought to be transported in gas plumes predominantly as HCl and
HF.

Measurements of BrO have been recorded at a site in Montserrat (Bobrowski et al.,
2003) and suggest that emissions of halogen species from volcanoes could have a
significant impact on both tropospheric and stratospheric chemistry. Long-path DOAS
observations of BrO at Masaya Volcano, Nicaragua (Kern et al., 2009) were consistently
below the detection limit of the instrument at night suggesting that BrO is not emitted

directly from the volcano but is the result of photochemistry within the volcanic plume.

Aiuppa et al. (2005) measured total Br and | emissions (mainly in the form of HBr and
HI) from the volcanic plume of Mount Etna and estimate the global budget of Br and |
from volcanic degassing to be 13 and 0.11 Kt yr, respectively. This suggests that
volcanoes are a significant source of reactive bromine to the atmosphere whereas they
represent only a minor contribution to the global reactive iodine budget (Aiuppa et al.,

2005).

The presence of these compounds in volcanic plumes could cause substantial ozone
depletion in the vicinity of the volcano. Reactive halogen emissions from volcanic
degassing will predominantly play a role in the chemistry of the free troposphere and
the stratosphere as the lifetime of atomic Br is sufficiently long to be transported to

these altitudes (Bobrowski et al., 2003).

2.1.6 Anthropogenic Emissions

Although biogenic emissions are the dominant source of reactive halogen species in
the troposphere, anthropogenic sources also play a part. Biomass burning and fossil
fuel combustion have been shown to be sources of Br in aerosols in polluted

environments (Keene et al., 1999).
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2.2 Impacts of Halogens in the Atmosphere

There are large numbers of different halogen containing species released into the
troposphere and these can have a significant effect on the chemistry occurring in the
lower atmosphere. A simple scheme of the chemistry involving halogen species

occurring in the troposphere is shown in Figure 2.2.
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Figure 2.2 A schematic diagram of the chemistry involving halogen species in the marine boundary layer,

dashed lines show photolysis reactions (Mahajan, 2009).

2.2.1 Ozone Depletion

The destruction of ozone in the stratosphere by halogen radicals is a well known
phenomenon; however, this process also occurs in the troposphere through reactions

involving halogen oxide radicals (McFiggans et al., 2000; Saiz-Lopez and Plane, 2004b):

X+0, —>X0+0, (R2.4)
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Y+0, > YO+O, (R2.5)

XO0+YO—>X+Y+0, (R2.6)

Net:20, — 30,

In the polar regions during springtime complete removal of ozone in the troposphere
can occur within days due to catalytic bromine cycles involving the BrO self-reaction
and the so called “bromine explosion” as mentioned previously in section 2.1.1 (von

Glasow and Crutzen, 2003).

2(Br+0, ->BrO+0,) (R2.7)
BrO+BrO—2Br+0, (R2.8)
BrO+BrO—Br, +0, (R2.9)

Br, +hv —2Br (R2.10)

Net: 20, — 30,

Studies by Read et al. (2008) showed that combined bromine and iodine cycles could
account for almost 50 % of ozone loss at the Cape Verde islands in the tropical north
Atlantic, suggested to be representative of the open ocean. This is due to the following

reaction, which increases the rate at which BrO is converted back to Br:

10+BrO—Br+0I0 (R2.11)

Reaction with HO, radicals becomes important at lower halogen oxide concentrations
and under low NO, conditions, leading to significant ozone depletion at remote marine
environments at sunrise due to the photolysis of halogen species that have built up

overnight through release from sea salt aerosol (Saiz-Lopez and Plane, 2004b).
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X+0, ->X0+0, (R2.4)
XO+HO, ->HOX+0, (R2.12)
HOX+hv —>X+OH (R2.13)

0,
OH+CO—CO, +HO, (R2.14)

Net: CO+0, —>CO, +0,

Under high NO, conditions formation of halogen nitrates occurs, leading to ozone

depletion:

XO+NO, — XONO, (R2.15)
XONO, +hv —X+NO, (R2.16)
NO, +hv —>NO+0, (R2.17)
X+0, —X0+0, (R2.4)
NO+0, —NO, +0, (R2.18)

Net:20, — 30,

The efficiency of this cycle will be reduced, however, by the photolysis of XNO3 to XO +
NO, and also the fact that the major photolysis pathway of NO3; produces NO, + O,

therefore leading to no overall ozone depletion (Saiz-Lopez and Plane, 2004b).

The self-reaction of 10 results in the formation of OIO, a starting block for particle
formation. A recent study by Gédmez Martin et al. (2009) shows that OIO photolysis
occurs in the visible region with a quantum efficiency of unity and produces | atoms;
much smaller sources of iodine precursors will therefore be required for substantial

ozone depletion. Particle production from polymerisation of OIO will be inhibited
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during the day due to its rapid photolysis, with a peak occurring at sunset when OIO

photolysis ceases.

2.2.2 Oxidation of Organic Compounds

Atomic Cl and Br can react with non-methane hydrocarbons (NMHCs) in the same
manner as OH to abstract a hydrogen atom and in some cases Cl is even more reactive

towards these compounds than OH (von Glasow and Crutzen, 2003).

Reactions of halogen atoms with HO, radicals produce hydrogen halides which are
removed from the gas phase through wet/dry deposition. HOI uptake onto halide rich

surfaces can enhance bromine release in the form of IBr (Saiz-Lopez et al., 2007b).

Halogen oxides (BrO and CIO) and atomic chlorine (Cl) can oxidise DMS in the marine
boundary layer at a rate around an order of magnitude faster than by OH in coastal
Antarctica (Saiz-Lopez et al., 2007b). The products of these reactions (dimethyl
sulfoxide, dimethyl sulfone, methyl sulfinic acid) do not produce new particles, they
can only condense onto existing particles unlike the H,SO4 and SO, produced from OH
+ DMS reaction. The differing products will affect the number and size of cloud
condensation nuclei (CCN), thereby influencing cloud formation and chemistry-climate

feedbacks (von Glasow and Crutzen, 2004).

2.2.3 Changes to the NOx and HOx Balance

During the daytime OH is the principal oxidising agent in the troposphere and it
determines the lifetime of innumerable chemical species. Reaction of OH with CO
leads to the formation of HO, and a steady state between the two species is
established. Halogens affect the [HO,]/[OH] ratio through the XO + HO, reaction. This

can be followed by photolysis or uptake of HOX onto aerosol (Bloss et al., 2005).

XO+HO, —HOX+0, (R2.12)
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HOX+hv — OH+X (R2.13)
HOX+aerosol>loss (R2.19)

HOX acts as a sink for HO, and provides a route to OH formation causing the [HO,]/[OH]
balance to decrease. Measurements at Mace Head, Ireland showed that the XO + HO,
reaction could account for 40£12 % of HO; loss and subsequent photolysis of HOX
provided up to 15 % of OH production (Bloss et al., 2005). Studies at Cape Verde also
found a significant effect on the HO, ratio when halogen chemistry was included in
model simulations, accounting for an overall 9 % increase in OH concentrations
(Whalley et al., 2010). This reaction is particularly important in the presence of iodine
as HOI photolysis is more rapid than that of HOBr (typically HOI has a lifetime against
photolysis of around 2 minutes at ground levels at noon compared to HOBr which is

typically around 1 hour) (Saiz-Lopez and Plane, 2004b).

A similar relationship exists between NO and NO, in the troposphere, controlled by the

following reactions:

NO+0, -»NO, +0, (R2.18)

NO, + hv —0O(*P)+NO (R2.20)

The presence of significant halogen concentrations shifts the [NO,]/[NO] balance

towards NO, through the following reaction (Davis et al., 1996):

XO+NO—X+NO, (R2.21)

2.2.4 Oxidation of Elemental Mercury

The lifetime of atomic mercury (Hgo) in the troposphere is around one year and it is
released into the atmosphere from a number of sources including coal combustion

cnroeder an unt e, . Atomic Br an are hi reactive towards at low
(Schroeder and Munthe, 1998). Atomic Br and Cl are highly reacti ds Hg® at |
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temperatures, and lead to conversion of Hg0 into reactive gaseous mercury (RGM) in
the form HgBr,/HgCl, (Saiz-Lopez and Plane, 2004b). This RGM can then quickly enter
the food-chain in the Arctic ecosystem. HgO depletion events correlate well with those
of O3 suggesting that they must involve similar elevated bromine levels. The proposed
oxidation pathways may involve atomic Br or BrO (Saiz-Lopez and Plane, 2004b;

Simpson et al., 2007):

Br+0, -BrO+0, (R2.7)
BrO+Hg® —HgO+Br (R2.22)
BrO+Hg® —-HgBrO (R2.23)
BrO+Hg® —HgBr+0 (R2.24)
Hg® +Br(+M) <>HgBr (R2.25)
HgBr+Br(+M) —HgBr, (R2.26)

Atomic Br is thought to be the more important oxidant in atomic mercury depletion
events (AMDEs) in the Arctic (Simpson et al., 2007), and it is believed that the reactions
of Cl, Cl; and Br; with Hg0 are too slow to compete with the atomic Br reaction during

these events (Goodsite et al., 2004).

2.2.5 New Particle Formation

The ability of iodine oxides to form new particles in the troposphere has been
extensively studied over recent years; however, the mechanism by which new particles
are formed is still poorly understood. Ultrafine particles (diameter < 100 nm) formed in
the troposphere will affect the radiative balance of the atmosphere, through their
direct scattering effects and absorption of incoming radiation and also their ability to

form cloud condensation nuclei (CCN) as mentioned in Chapter 1. This could have a
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significant impact on climate, therefore understanding formation mechanisms for

these particles will provide valuable information for climate modelling.

Studies at Mace Head, Ireland suggested a clear link between iodine/bromine oxide
species and new particle formation (O'Dowd et al.,, 2002) with levels of
10° particles cm™ observed. A strong correlation between 10 and ultra fine particles
was also observed at Roscoff in Northern France during the 2006 RHaMBLe (Reactive
Halogens in the Marine Boundary Layer) campaign, further evidence that iodine oxide

species are involved in new particle formation (Furneaux et al., 2010).

OIO is produced from the self reaction of 10 and the reaction of 10 with BrO (Cox et al.,
1999). It can then undergo further self-reactions to produce higher iodine oxides such

as |202, |203, |204 and |205.

Laboratory and modelling studies of particles generated from I, by Saunders and Plane
(2005) suggested that the main component of iodine aerosol is 1,05 (inferred from the
average O/I ratio of 2.45+0.08). The mechanism they propose for particle formation
involves a series of exothermic oxidation reactions of ozone with 1,0;, 1,03 and 1,04 to
produce |,0s. The 1,05 molecules can then form larger clusters through polymerisation

and coagulation.

Alternatively, studies by Jimenez et al. (2003) of particle formation from photolysis of
CH,l; suggested that the main component of the iodine oxide particles was 1,04, and
that production of particles was through polymerisation of iodine oxides such as OIO.
Recent laboratory studies have shown that iodine oxide particles (IOPs) can be
produced from IO in the absence of Os, suggesting IOPs form from the polymerisation
of 1,03 and 1,04, produced from the OIO self reaction or recombination of 10 and OIO
(Mahajan et al., 2010a). The mechanism of IOP formation is discussed further in

Chapter 3.

Growth of ultra-fine particles into CCN has been suggested to occur through the
condensation of iodine compounds onto ammonium-sulphate clusters (McFiggans et

al., 2004). Concentrations of ammonia and sulphuric acid in the atmosphere are
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unable to account for the observed particle growth to observable sizes, therefore it

has been postulated that iodine vapours will condense onto thermodynamically stable

NH3-H,0-H,S0, clusters. Modelling work has shown that iodine oxide particles can act

as condensation nuclei themselves with sulphuric acid condensing onto the surface of

these particles in the presence of ammonia once a threshold size of a few nm has been

reached (Mahajan, 2009). The growth of IOPs to CCN size is a highly non-linear process,

and modelling studies have shown that it is highly dependent on both 10 concentration

and background aerosol surface area (Figure 2.3).
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2.3 Previous Measurements of Halogen Species

2.3.1 Measurement Techniques

Differential Optical Absorption Spectroscopy (DOAS) has been used for a number of
years to measure halogen species in a wide variety of locations (e.g. Bobrowski et al.,
2003; Honninger et al., 2004b; Mahajan et al., 2009b; Mahajan et al., 2010a; Saiz-
Lopez et al., 2006; Saiz-Lopez et al., 2007b). The long-path DOAS technique employs
the Beer-Lambert law to determine the concentration of specific species in the
atmosphere based on its absorption cross section and light absorption in the
atmosphere. The technique is particularly useful as it allows simultaneous
measurement of more than one species in a particular wavelength region (Plane and

Saiz-Lopez, 2006). The DOAS technique is discussed in detail in Chapter 5.

In addition to the various DOAS techniques, there are a number of other techniques
which have been employed to measure halogen species in the boundary layer. For
instance, broadband cavity ring down spectrometry (BB-CRDS) (Bitter et al., 2005),
inductively coupled plasma mass spectrometry (ICP-MS) (Saiz-Lopez et al., 2006) and
molecular fluorescence (Gomez Martin et al., 2011) techniques have all been used to
successfully measure |,. Measurements of |0 have also been conducted by CRDS
(Wada et al., 2007) and laser induced fluorescence (LIF) (Whalley et al., 2007). One
advantage of the in situ measurements is the ability to measure localized emissions,
particularly in coastal locations, which can be up to an order of magnitude higher than
the DOAS measurements which are averaged over a much larger distance (Saiz-Lopez
et al.,, 2011). The majority of halocarbon measurements have been performed using

gas chromatography-mass spectrometry (GC-MS) (e.g. Jones et al., 2009).

2.3.2 Bromine Oxide - BrO

BrO has been observed in a number of different environments including over the snow
pack in the Polar regions (Saiz-Lopez et al., 2007b), over salt lakes (Stutz et al., 2002)

and in volcanic plumes (Bobrowski et al., 2003). The first measurements of BrO were
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conducted in the Arctic boundary layer by Hausmann and Platt (1994) using the DOAS
technique. This triggered further measurements in Polar regions which showed that
significant mixing ratios (up to 30 ppt) of BrO could be observed during spring time

(FrieB et al., 1999; Honninger and Platt, 2002).

In later years BrO was also observed over salt lakes such as the Dead Sea and in Salt
Lake City with mixing ratios up to 176 ppt (Honninger et al., 2004a; Matveev et al.,
2001; Stutz et al., 2002; Wagner et al., 2007).

More recently, BrO has been detected in the tropical marine boundary layer, at a site
in Cape Verde (Read et al., 2008) with an average mixing ratio of 2.5 ppt (detection
limit 0.5-1.0 pptv). BrO has also been detected in the mid-latitude marine boundary
layer at a coastal site in Brittany (Mahajan et al., 2009a) where it was observed with
mixing ratios up to 7.5 ppt and at Mace Head in Ireland where a maximum mixing ratio
of 6 ppt and a daytime average of 2.3 ppt were observed (Saiz-Lopez et al., 2006).

These measurements were all performed using the long-path DOAS technique.

BrO has also been measured in a number of volcanic plumes using either the long-path
or multi-axis DOAS techniques. Mixing ratios of ~1000 ppt have been observed (Aiuppa
et al., 2005; Bobrowski et al., 2003; Lee et al., 2005a).

In addition to the ground based measurements mentioned above, satellite
measurements have also been carried out which show elevated BrO mixing ratios of up
to 30 ppt over polar regions (Wagner and Platt, 1998; Wagner et al., 2001). Balloon-
borne measurements of BrO using solar occultation DOAS and in situ resonance
fluorescence over the tropics showed mixing ratios up to 21.5 ppt in the stratosphere
(33 km) but negligible amounts (< 1 ppt) in the lower and middle troposphere (Dorf et
al., 2008).

2.3.31odine Species - 10, OIO, Iz and I

The majority of iodine measurements have been conducted at coastal sites where

there are increased biogenic sources, however, increasingly measurements have been
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performed over the open ocean, where alternative sources of reactive iodine will
dominate. A summary of the current measurements of 10, OIO, |, and | made in a

variety of locations, both coastal and open ocean, is provided in Table 2.1.

Measurements in coastal Antarctica made by Frie et al. (2001) showed slant column
densities up to 10" molecules cm?, equivalent to around 10 pptv if confined to the
marine boundary layer (< 1300 m), with higher 10 during the summer. Later
measurements by Saiz-Lopez et al. (2007b) showed maximum mixing ratios of 10 over
20 pptv during springtime, the highest concentrations recorded anywhere at the time.
Satellite measurements have shown that the 10 over Antarctica is not just confined to
the coasts, but extends over a large area of the continent (Saiz-Lopez et al., 20073;
Schonhardt et al., 2008). This suggests that there must be significant recycling of iodine
species through the snowpack; 10 concentrations up to 50 ppbv have been measured
within the snowpack (Friel’ et al., 2010), however, these measurements remain to be

confirmed.

In contrast to the very large |10 mixing ratios observed over Antarctica, 10
measurements in the Arctic show much lower mixing ratios, and the gas phase iodine
chemistry is much more localised. Measurements from Spitsbergen of total gaseous
iodine using activated charcoal and detection of the isotope I'*® were typically 1-2
pptv with a maximum of 8 pptv during a high bromine loading event, but |0 was not
observed above the detection limit using the DOAS technique (2—4 pptv) (Martinez et
al., 1999). Mahajan et al. (2010b) measured a maximum of 3.4 pptv |0 at Hudson Bay,
Canada, which coincided with higher iodocarbon emissions from open water “polynyas”
formed in the sea ice. The sporadic nature of the IO measurements are also in contrast
to the regional scale “clouds” of BrO observed in the Arctic, due to the “bromine

explosion” described in section 2.1.3 (Saiz-Lopez, 2011).
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Table 2.1 Summary of gas phase iodine species measurements in a variety of locations across the world.
Adapted from Saiz-Lopez et al. (2011).

Species Location Mixing Ratio / pptv Reference
Max. LOD
10 Antarctica ~10 (Friep et al., 2001)
20+1 0.5 (Saiz-Lopez et al., 2007b)
12 (Saiz-Lopez et al., 2007a)
~10 (Schonhardt et al., 2008)
Arctic 0.8+0.2 0.3 (Wittrock et al., 2000)
3.4+1.2 1.3 (Mahajan et al., 2010b)
0.4+0.1 0.2 (Oetjen, 2009)
North Sea (Germany) | 2.0+0.7 0.28 (Peters et al., 2005)
1.4+0.3 0.14 (Oetjen, 2009)
Mace Head (Ireland) 6.6+0.5 0.9 (Alicke et al., 1999)
3.0+0.3 0.2 (Allan et al., 2000)
7.0+0.5 0.5 (Saiz-Lopez and Plane,
2919 14 2004a)
30+1 1.4 (Seitz et al., 2010)
(Commane et al., 2011)
Brittany 7.7+0.5 0.23 (Peters et al., 2005)
10.1+0.7 0.5 (Mahajan et al., 2009b)
54+18 12 (Wada et al., 2007)
307 1.1 (Furneaux et al., 2010)
Gulf of Maine (USA) 4.0%+0.5 (Stutz et al., 2007)
Cape Grim (Australia) | 2.2+0.3 0.2 (Allan et al., 2000)
Heraklion (Greece) 1.9 0.8 (Oetjen, 2009)
Dead Sea (Israel) 10+1 3 (zingler and Platt, 2005)
Tenerife 4.040.3 0.2 (Allan et al., 2000)
0.4+0.2 0.2 (Puentedura et al., 2012)
Cape Verde 3.1+0.4 0.4 (Read et al., 2008)
Maldives 2.8+0.7 0.9 (Oetjen, 2009)
Eastern Pacific 0.9+0.1 (Mahajan et al., 2012)
Western Pacific 2.2+0.5 (Grofmann et al., 2013)
Alcantara (Brazil) 0.8+0.3 0.3 (Butz et al., 2009)
olo Mace Head (Ireland) 3.0+0.4 0.5 (Saiz-Lopez and Plane,
9.2+1.3 3.2 2004a)
1344 4 (Peters et al., 2005)
(Bitter et al., 2005)
Brittany (France) 8.7+2.3 3 (Mahajan et al., 2009b)
Gulf of Maine (USA) 27+7 (Stutz et al., 2007)
Cape Grim (Australia) | 3.0+0.4 0.5 (Allan et al., 2001)
I, Mace Head (Ireland) 9345 3 (Saiz-Lopez and Plane,
61+12 10 2004a)
94120 20 (Peters et al., 2005)
~200 (Bitter et al., 2005)
(Bale et al., 2008)
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Mweenish Bay 115 0.2 (Saiz-Lopez et al., 2006)

(Ireland) 302+4 (Huang et al., 2010)
Brittany (France) 5214 5 (Mahajan et al., 2009b)

5010 10 (Leigh et al., 2010)
Ria de Arousa (Spain) | 300+100 30 (Mahajan et al., 2011)

California (USA) 4.0£0.6 0.1 (Finley and Saltzman, 2008)

| Mace Head (Ireland) 2215 2.5 (Bale et al., 2008)

Ria de Arousa (Spain) 1045 2 (Mahajan et al., 2011)

High concentrations of 10 were recorded by Whalley et al. (2007) in Roscoff, Brittany,
where levels reached a maximum of 27.6+2.3 pptv. The laser-induced fluorescence (LIF)
technique was employed and as such represents a point measurement. During the
same campaign LP-DOAS measurements recorded a maximum IO concentration of
10.1+0.7 pptv (Mahajan et al., 2009b). This indicates hot-spots for reactive iodine
species which may be lost when using the DOAS technique as concentrations are

averaged over a much larger distance of around 3.4 km.

OIO has been successfully observed at a number of coastal sites including Mace Head,
Ireland, Cape Grim, Australia and Roscoff, France (Allan et al., 2001; Mahajan et al.,
2009b; Saiz-Lopez and Plane, 2004a). Mixing ratios of up to 8.7 pptv have been
observed at night in the semi polluted coastal environment at Roscoff, France

(Mahajan et al., 2009b).

Butz et al. (2009) performed measurements of 10 and OIO using balloon-borne solar
occultation in the upper troposphere and lower stratosphere (UTLS). They found an
upper limit of 0.1 pptv for both species based on the detection limit of the instrument,
indicating that iodine does not have a significant ozone depleting effect at these
altitudes and at this location. However, they state iodine could be transported to the
UTLS in particulate form which could not be detected. Ground-based zenith sky
spectroscopy measurements showed up to 0.8 pptv |0 in the stratosphere at

Spitsbergen during polar spring (Wittrock et al., 2000).

The first measurements of |, were recorded using the long-path DOAS technique by
Saiz-Lopez and Plane (2004a) at Mace Head, in August 2002 with mixing ratios of up to
93 pptv. Since then |, has been observed at a coastal site in Brittany in 2003 with

mixing ratios up to 61+12 pptv. Its presence was only observed at very low tide when
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the laminaria were directly exposed to ambient air (Peters et al., 2005). I, was also
observed at Roscoff, again using the long-path DOAS technique, with mixing ratios up
to 52.3 ppt at night (Mahajan et al., 2009b). Diffusion denuder measurements of I,
taken directly above an algal bed showed concentrations varied from 110 up to 302

pptv (Huang et al., 2010).

Recently, satellite measurements of 10 have been recorded using the Scanning Imaging
Absorption Spectrometer for Atmospheric Chartography (SCIAMACHY) satellite
instrument (Schonhardt et al.,, 2008) and showed high slant columns (up to
8 x 10"* molecules cm™) along the coast of South America. To relate these
concentrations to mixing ratios in the marine boundary layer, it must first be assumed
that the 10 is confined to the lowest layer of the atmosphere. Assuming a layer of 1 km
thickness, this gives a mixing ratio for 10 of 3.2 pptv, however if the IO were confined
to an even smaller height within the marine boundary layer, around 300 m (as has
been modelled), this would give maximum IO mixing ratios of 10.7 pptv. This is much
higher than the average |10 measured at Cape Verde in the Atlantic Ocean (~1.5 pptv)
and measurements in the Eastern (maximum ~1 pptv (Mahajan et al., 2012)) and
Western Pacific Ocean (maximum 2.2 pptv (GroPmann et al., 2013)). The low
reflectivity of the ocean surface means that satellite observations have comparatively
low signal-to-noise and therefore these measurements should be treated with caution

(Saiz-Lopez et al., 2011).

2.3.4 Halocarbons

Measurements of halocarbons in the atmosphere are generally performed using GC-
MS, a technique which is able to detect a number of different halocarbon species
simultaneously. Among the halocarbons which have been measured in the atmosphere
are CH,Br,, CHBr3, CH3Br, CH,l,, CHsl, CH,ICI, CH,IBr and C,Hsl. These species have
been observed at a number of European locations (Carpenter et al., 1999; Peters et al.,

2005).
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The mixing ratios of the iodine containing halocarbons for Mace Head (Carpenter et al.,
1999) and Roscoff (Jones et al., 2009) were generally below 1 ppt, however the same
species were observed in much higher concentrations in Lilia, Brittany (Peters et al.,
2005). The extremely high levels of CHsl and CH3Br observed (up to 1830 and 875 ppt
respectively) were linked to exceptional levels of bioactivity. A comparison of
measurements from Cape Grim, Australia and Mace Head (Carpenter et al., 2003)
found mixing ratios of CHBr3;, CHBr,Cl, CH,Br,, CH3l and CH,ICI were around 25-50 %
lower at Cape Grim; the emissions at Mace Head were directly influenced by the
adjacent seaweed beds, whereas this was not the case in the cliff top location of Cape

Grim.

Concentrations of iodocarbons are generally in the order CHsl > C,Hsl = C3H7I > CH,ICI >
CH5l; > CH,IBr and as a consequence, open ocean CHsl measurements are much more
abundant than the other iodocarbons. Yokouchi et al. (2008) observed methyl iodide
at a number of locations: at high, mid and low latitudes in both hemispheres. They
found considerable median concentrations of CHsl at San Cristobal Island, in the
Galapagos of 1.05 pptv with a maximum of 2.55 pptv. CHsl has a distinct latitudinal
distribution with higher concentrations observed at low latitudes (with slightly lower
values at the equator)(Butler et al., 2007; Yokouchi et al., 2008) and also a clear
seasonality with maximum concentrations observed in summer (Archer et al., 2007;
Sive et al., 2007; Yokouchi et al., 2001). C,Hsl, CH,ICIl, CH,l, and CH,IBr followed a
similar seasonal pattern to CHsl in the shelf region of the English Channel, although

less pronounced (Archer et al., 2007).

2.3.5 lodine Speciation - 103, I and SOI

The cycling of iodine through water, snow, ice and aerosols is dependent upon the
speciation of iodine within these media. As | participates in halogen activation to yield
IX, it was originally assumed that 105" would be the only stable iodine species in aerosol
(McFiggans et al., 2000; Vogt et al., 1999). However, measurements from marine
rainwater and aerosol have shown that the 1//105™ ratio is in fact highly variable, and

the mechanisms controlling this ratio are still unclear (Saiz-Lopez, 2011).
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Several measurements have also indicated a significant fraction of soluble organic
iodine (SOI) in rainwater and aerosol; the proportion is highly variable but can often
constitute the major fraction of total iodine (Baker et al., 2000; Baker, 2005; Gilfedder
et al., 2007a, b; Gilfedder et al., 2008; Lai et al., 2008). The majority of these SOI
species have not been determined; only one species, iodoacetic acid, has been
tentatively identified (Gilfedder et al., 2007a, b; Gilfedder et al., 2008). The source of
this SOl has been proposed to be the release of iodinated organic matter from bubble
bursting at the sea surface (Seto and Duce, 1972) or from reactions of organic matter
with HOI within the aerosol. There can also be a significant insoluble iodine fraction
(Tsukada et al., 1987), which is most likely to be organic (Baker et al., 2000) or consist

of iodine species adsorbed to mineral or black carbon surfaces (Gilfedder et al., 2010).

Observations of 10 in Mace Head and Tenerife (Allan et al.,, 2000) cannot be
reproduced in models without recycling of iodine through the particulate phase
(McFiggans et al., 2000), with suggestions of a reduction of iodate occurring through
inorganic cycles (Pechtl et al., 2007). The pH dependent Dushman reaction reduces
iodate to molecular iodine through the presence of iodide under acidic conditions
(Schmitz, 1999). Recent work by Saunders et al. (2012) has shown that iodate can be
reduced to iodide by irradiation with light (A < 310 nm) in the presence of humic
material (commonly found in marine aerosol); a significant organically bound iodine

fraction was also produced.

Large variations also exist in the ratio of iodate to iodide in seawater, and the controls
on this ratio are biological, chemical and physical. lodide is generally much higher in
surface waters than in deeper waters, where iodate dominates the total iodine,
however, total iodine is often depleted at the surface, showing that iodine is being
removed from the surface waters (Elderfield and Truesdale, 1980). Elderfield and
Truesdale (1980) suggested that the interconversion of iodate and iodide in surface
waters of the Atlantic and Pacific oceans is most likely due to biological processes,
which are more active in equatorial and temperate waters than at higher latitudes.

Huang et al. (2005) also found higher iodide concentrations in warmer waters,
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presumed to be due to biological processes, and also measured a small organically

bound fraction in surface waters that was not present at depth.

Spokes and Liss (1996) suggested a photochemical mechanism mediated by organic
matter could be responsible for the reduction of iodate to iodide in seawater.
Measurements in the Sargasso sea and Bermuda (Jickells et al., 1988) showed that
iodide formation only occurred when waters had been isolated for a considerable
amount of time, and could be due to a photoreduction mechanism or bacterial activity.
lodide may also be expected to vary due to the mixing of different ocean waters, and
stratification in the water column and changes in replenishment of iodate from deeper
waters was found to be important for measurements in the Atlantic ocean (Truesdale

et al., 2000).

2.4 Project Aims

Despite the great progress achieved in understanding halogen chemistry in the MBL
over the past several decades, there remain several unanswered questions in relation
to the sources and impacts of iodine over the remote oceans. Several studies have
shown that the levels of reactive iodine (in the form of 10) measured over the open
ocean cannot be accounted for by measurements of organoiodines alone, and
alternative sources are required to match these observations. A number of
mechanisms have been proposed for the release of reactive iodine in inorganic forms

from non-biological processes as discussed previously.

The aims of this work were to try to better understand the mechanism by which iodine
could be released into the atmosphere from the open ocean through the reaction of
Os and iodide in the sea surface. In the atmosphere, this process will be affected by a
number of different physical and chemical parameters, and this work aimed to
investigate these effects with the aim of quantifying the inorganic source of iodine

from the ocean.

The experiments could then be used to produce parameterisations for the inorganic

iodine flux based on measurable parameters such as sea surface iodide concentration
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and atmospheric ozone concentration. Comparison of the predicted fluxes with field
measurements of iodine oxides taken over the remote ocean in the Galapagos Islands
provided a useful method for assessing the applicability of these expressions to the
real atmosphere. The motivation for producing these expressions is to provide a useful
tool for use in atmospheric global models, so that the impacts of iodine chemistry can

be assessed on a global scale.
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Chapter 3

Measurements of the lodine Flux from

the I + O3 Reaction

An important element of this PhD project involved laboratory experiments to
investigate the so-called “inorganic iodine flux” produced from the reaction of O;
deposited to the surface of an iodide solution. Several recent field measurements have
shown that the observed levels of gaseous 10 cannot be explained by the measured
halocarbon fluxes and that an additional inorganic iodine source is required to match
the observations (Grofmann et al., 2012; Mahajan et al., 2010a; Mahajan et al., 2012).
The reaction of gaseous O3 with I in surface seawater has been demonstrated to
produce significant amounts of |,, which may provide the explanation for the missing
source of |, in these field measurements (Garland and Curtis, 1981). The aim of these
experiments was to try to quantify the |, flux produced via this mechanism and study
the effects of a number of ocean physical variables such as temperature, salinity and

organic compounds on the resulting flux.

The method employed involved conversion of the reactive iodine from solution into
iodine oxide particles (IOPs) and subsequent detection using a nano-differential
mobility analyser. Measurements were performed using the Tapcon (EMS VIE-10)
instrument, which measures both the number and size of the iodine particles
produced. A description of the various components of the Tapcon system, the process
of IOP formation and the experimental set-up is provided in section 3.1. Section 3.2
goes on to discuss the experiments performed using iodide solutions, where the
effects of various atmospherically relevant parameters on the resulting inorganic

iodine flux are presented.
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3.1 Experimental Technique

3.1.1 The Tapcon Instrument

The Tapcon instrument is an electrical mobility spectrometer made up of a number of
different components which allow the separation of particles based upon their size.
The instrument is capable of measuring down to thousands of particles, and this
indirect method gives detection limits for 1, of 1-2 ppt, a greater sensitivity than is
currently achievable with traditional direct absorption techniques. This level of
sensitivity is necessary due to the very low fluxes of I, and HOI expected under
atmospherically relevant conditions. The main body of the instrument which provides
the separation is the differential mobility analyser (DMA) which separates the particles
based on electrical mobility. This electrical mobility determines the drift velocity of the
particle under the influence of an electric field and is dependent upon the size of the
particle. The basis of this technique is discussed in detail by Reischl (1991), and a brief
description is provided below along with a schematic diagram of the various

components of the Tapcon system (Figure 3.1).
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Figure 3.1 Tapcon instrument set-up (figure taken from Berner et al., (2006)) showing all components
including: neutraliser, differential mobility analyser, Faraday cup electrometer and EMS control system.
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For the determination of the electrical mobility distribution, the particles must first be
brought into charge equilibrium; this is achieved by flowing the aerosol through a
neutralizer. The neutralizer consists of a radioactive source (Am-241), contained within
a lead shielded stainless steel cylinder, that produces both positive and negative ions
through bipolar diffusion charging (Figure 3.2). The alpha particles emitted by the
radioactive source ionise the surrounding air molecules (N, and O,) producing N," and
0," ions (Reischl et al., 1996; Winklmayr et al., 1991). The aerosol sample is then
introduced into the chamber where it is exposed to the high ion concentration.
Diffusion charging occurs due to the random thermal motion of the ions and particles,
leading to ion-particle collisions which give rise to charged particles through ion
capture (Winklmayr et al., 1991). An equal number concentration of both positive and
negative ions are produced within the cylinder; however, an imbalance arises
downstream of the ionisation chamber due to increased wall losses of negative ions
due to their greater mobility. This leads to a greater concentration of positive to
negative ions in the connection space between the neutraliser and the DMA (Lee et al.,

2005b).
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Figure 3.2 Schematic diagram of the Am-241 ionisation source and the mechanism of ionisation
occurring downstream with a greater number of positive than negative ions produced (adapted from
Figure 10 in Lee et al. (2005b)).
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After this the particles are flowed into the DMA which is used to classify particles in
the size range 0.6-40 nm. The DMA has a cylindrical arrangement with a grounded
outer electrode and an inner electrode held at a set voltage, producing an electrical
field in the space between the two (Figure 3.3). The aerosol flow is introduced close to
the outside wall of the DMA and an additional particle-free “sheath” air flow is injected
which fills the remaining space between the electrodes. A tangential inlet into the
entrance channel gives a uniform flow along the length of the DMA and low diffusional
losses of fine particles, which is essential to achieve optimum performance of the
instrument (Flagan, 2008; Winklmayr et al., 1991). Particles flow towards the central
electrode with a velocity determined by their electrical mobility (which will be
dependent on both their size and electric charge); the smaller the particle (or higher
the electric charge), the higher its electrical mobility. The particle size distribution is
measured over a range of particle mobilities by varying the voltage on the central
electrode in discrete steps. A small slit at the far end of the electrode allows through

particles with mobilities in a narrow range (Knutson and Whitby, 1975; Reischl, 1991).
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Figure 3.3 Diagram showing the essential components of the DMA including the aerosol and sheath air
inlets, inner and outer electrodes, sample and excess air outlets and the high voltage supply (taken from
Berner et al. (2006)).

The particles then flow into the Faraday Cup electrometer (FCE) which is based on the
principles of a Faraday cage. In the FCE, the electrical charges of the particles entering
the cage are compensated by a current on the outside of the cup which is measured by
an amplifier. The current signal is then converted to a voltage signal and fed to the
Electromobility Spectrometer Process Controller (EMS EPC-10) where, after further
processing, it can be related to the number of particles entering the Faraday Cup per

unit time using the system software (Berner, 2006).
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The stability of the air flow through the instrument is paramount for optimal
functioning of the DMA. Stability is achieved through the use of a flow control unit
(FCU) which uses a recycling process for the sheath air passing through the DMA. The
FCU consists of a number of components: a coalescence filter to remove particles; a
critical orifice to determine flow rate; a vacuum pump; a dryer consisting of silica gel;
activated charcoal to eliminate hydrocarbons and reactive components from the air;
and a flow meter to check the sheath air flow rate. These components provide the
necessary gas conditioning and vacuum generation for the DMA (Berner, 2006;

Winklmayr et al., 1991).

3.1.2 Mechanism of IOP Formation

The current experimental set-up involves the production of iodine oxide particles from
the reaction of gaseous O3 with a solution containing iodide and subsequent photolysis
of the gaseous products. The reaction between Os; deposited on the surface of the
solution and I" in the interfacial layer produces iodine molecules (I;) and hypoiodous
acid (HOI) that are then released into the gas phase. These |, and HOI molecules must
then be photolysed to produce | atoms. The | atoms can then go on to react with

ozone (0O3) to produce iodine oxide particles (IOPs).

There remain a number of uncertainties regarding the exact mechanism of IOP
formation, although there has been significant progress in this area over the last few
years. Measurements by Saunders et al. (2010) showed that I0OPs were produced from
IO even in the absence of Os, which conflicted with the initially proposed mechanism
involving a series of Oz oxidation steps to produce 1,05 which then undergoes
polymerisation and coagulation (Saunders and Plane, 2005) (summarised in Figure 3.4

below).
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20 —> 10, —> O0lo+l0 —> 10,

Izos
Figure 3.4 IOP production mechanism as described in Saunders and Plane (2005).

More recent studies by Gémez Martin et al. (2013) using photo-ionisation time-of-
flight mass spectrometry (PI-TOF-MS) and complementary quantum calculations have
shown that the most likely precursor to IOP formation is in fact 1,05 formed from the
dimerisation of 1,04. The 1,04 dimer was found to be remarkably stable compared to
the other iodine oxide aggregates due to the presence of two I—0O bonds with highly
covalent character. Therefore the currently proposed mechanism proceeds via the

following steps:
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Figure 3.5 Updated IOP mechanism based on work by Gomez Martin et al. (2013) showing stable 1,04
dimer.

1,05 may then polymerise and the subsequent iodine oxide aggregates coagulate.
There is also the possibility that 1,0,, 1,05 and 1,05 may attach to the 14,0g, but direct
formation of IOPs from any of these three species is not viable, especially considering

the very slow O oxidation rates.

The results of Saunders and Plane (2005) predict that the I0Ps produced will consist
predominantly of 1,0s. This is assumed to be the case when working out the mass of
iodine contained within the particles (this procedure is described in the next section).
This likely occurs through restructuring in the solid phase and liberation of I, (Gémez

Martin et al. (2013)):

5,0, —> 41,0, +1, (R3.1)

3.1.3 Experimental Set-up

As mentioned above the current experimental set-up requires air containing IOPs to be
flowed into the DMA of the instrument through the neutraliser for the particles to be

separated and detected. The iodide solution is contained within a jacketed glass cell to
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allow control over the solution temperature and is covered with black cloth to prevent
stray light entering. A mixture of N, and 03/0, is flowed through the cell at varying
rates to produce I, molecules which are then transported to the IOP cell. At this point

additional flows of N, and O3/0, are added.

The O3 flow is produced from photolysis of O, using UV light (A = 185 nm) from a
mercury pen lamp. The total flow at the entrance to the IOP cell is kept constant at
600 sccm (standard cubic centimetres per minute). At the other end of the cell a
tungsten lamp is positioned to photolyse the I, or HOI molecules to produce | atoms.
An additional flow of N, (2500 sccm) is added at this point and the total flow is then
passed through the radioactive source and into the DMA. A flow diagram for the

experiment is given in Figure 3.6.
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Figure 3.6 Flow diagram for I'+ O; experiments. Arrows indicate the direction of air flow.

Each experimental run takes approximately three minutes and a size distribution plot
is obtained from which the total number of particles can be deduced and also the total
volumetric mass of iodine in the particles. The instrument is able to detect particles in
the range 0.6—40 nm in diameter. The volumetric mass of iodine in the particles is
calculated by assuming that the I0Ps produced have a composition 1,05 (as previously

determined by Saunders et al. (2005)), with spherical particles for diameters of
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0.6-6.6 nm and fractal particles for diameters > 6.6 nm. The density of the former is
taken as 5.0 g cm™ (p bulk = density of I,05) and for the fractal particles are assumed to
have dimensions Df = 2.5 (Saunders and Plane, 2006) and size-dependent densities
where p < p bulk and ranges from 4.95 g cm™ at a diameter of 6.7 nm down to

2.03 g cm™ for a particle diameter of 40 nm.

3.1.4 Calibration of the Tapcon Instrument

To ensure that the mass of iodine in the IOPs determined from the size distribution of
the Tapcon can be related to the amount of |, released from solution, the instrument
was calibrated using I, crystals. This allowed a measure of the amount of |, released as
vapour from the iodine crystals which ended up in the IOPs, which takes into account
the various points at which the efficiency of the detection system may not be one
hundred percent, such as the photolysis of the I, molecules and reaction with O3 to

form particles.

A cell containing a few iodine crystals was added to the experimental set-up in place of
the solution cell. N, was flowed over the cell at varying flow rates from 5 sccm to
25 sccm. The experiment was conducted at 0.4 °C to reduce the vapour pressure of |,
because at room temperature the IOPs produced were beyond the detectable range of
the Tapcon instrument (> 40 nm). The measurements show a linear trend which can be

seen in Figure 3.7 below.
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Figure 3.7 Plot of flow rate of N, through iodine containing cell and total mass of particles measured by
Tapcon showing a linear dependence.

To calculate the efficiency of the Tapcon instrument the vapour pressure of iodine
above the iodine crystals needed to be known. Values for the vapour pressure at a
range of temperatures were used (Baxter and Grose, 1915; Saiz-Lopez et al., 2004c) to
calculate the value for a temperature of 0.4 °C. Using this value the concentration of |,
in the N, flow leaving the cell could be calculated at 1 atm pressure. This flow was then
diluted further by the addition of the O3 and N, flows in the IOP generation cell,
therefore the concentration of |, in the flow entering the TAPCON instrument would
be reduced. This fraction of |, in the total flow was calculated for each different flow

rate through the iodine crystal cell.
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Table 3.1 |, concentration from vapour pressure at different flow rates of N, through the |, crystal cell.

Total Flow / | I, Flow / Fraction of [l2g ] at 0.4°C/ [l2@)] in flow /
sccm sccm I, flow molecule cm™® molecule cm™
600 5 0.01 1.11 x 10" 9.25 x 10™
600 10 0.02 1.11 x 10%° 1.85 x 10*
600 15 0.03 1.11 x 10" 2.77 x 10"
600 20 0.03 1.11 x 10%° 3.70 x 10%
600 25 0.04 1.11 x 10%° 4.62 x 10"

By comparing the amount of |, in the flow through the IOP generation cell and the
amount of I, in the IOPs measured (assuming a composition of 1,05 (Saunders and
Plane, 2005)), a percentage efficiency could be calculated for each flow rate. This is
summarised in the table below. An average efficiency was taken and this correction
was applied to all measurements that followed in calculations of the I, flux from

solution.

Table 3.2 Efficiency of IOP production calculated from IOP mass and vapour pressure of |, crystals.

Flow / sccm | Total particles | Total mass / g cm™|Mass of 1 / gcm™|  Efficiency %
5 2.49 x10° 3.57x10™" 2.71x10™" 3.48x 107
10 2.86 x 10° 9.12x10™" 6.93x107™" 4.44x 107
15 2.85x10° 1.32x10™ 1.00x 10™ 4.28x 107
20 2.86 x 10° 1.87 x 10 1.42 x10™ 4.56 x 107
25 2.82x10° 2.27x10™" 1.73x10™ 4.43x107
Average = 4.24+0.43 x 10

Additional calibrations were performed for each ozone concentration and light source
used in the following experiments, and the different correction factors applied to the
individual experiments under those conditions. The effect of relative humidity on the
efficiency of the Tapcon system was not investigated, however, this may impact on the
efficiency of particle formation, and therefore the fluxes derived, in the temperature
dependence experiments. An increase in relative humidity has been shown to

decrease particle formation in previous experiments (Saunders et al., 2010), however,
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any effect in the current experiments should be minimal due to the dilution of the air
flowing from the solution cell prior to photolysis and particle formation. This is

discussed further in section 3.3.2.

3.2 KI + O3 Experiments

A number of experiments have shown that the action of ozone on the surface of
solutions containing iodide can lead to the release of iodine molecules to the gas
phase (Garland and Curtis, 1981; Sakamoto et al., 2009). A number of measurements
of the ozone deposition rate to the sea surface have been performed at various
locations around the globe. These range from 0.01 to as high as 0.1 cm st (Gallagher et
al., 2001; Wesely and Hicks, 2000) and will influence the rate at which |, is released
from sea water. Laboratory studies have shown that the presence of iodide can cause

an increase in the uptake of ozone to the surface of the solution (Magi et al., 1997).

Modelling studies have also shown that this reaction could significantly enhance ozone
deposition (Chang et al., 2004; Oh et al., 2008); however, work by Coleman et al. (2010)
found that the reaction of ozone with iodide in sea water was not sufficient to explain
the observed deposition rates and reactions with organic species must occur to
account for the observed difference. However, the reaction of ozone with iodide at the
sea surface could provide a significant source of I, and HOI which is required to explain

observations of 10 in Cape Verde (Jones et al., 2010; Mahajan et al., 2010a).

The purpose of the experiments described below was to determine the flux of I, from
this reaction at ambient concentrations and how factors such as temperature and

salinity affect this flux.

3.2.1 Effect of Ozone Concentration

Initial runs were conducted with iodide and ozone both at higher than ambient
concentrations; typical concentrations of iodide in seawater range from 0-300 nM. A
1x 10 M solution of iodide was used and ozone was flowed over the solution at

varying flow rates. Ozone was generated by photolysis of O, at 185 nm using a mercury
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UV pen lamp at a quartz cell upstream of the solution cell. A clear particle distribution
was observed for all flow rates, with an increase in particle number and mass observed

on increasing the flow of ozone over the solution. This can be seen in Figure 3.8.

1.0 [}
L |
© 0.8 - [
-
(@]
o |
[ar]
o 0.6
A | ]
S—
w =
W
©
S 0.4 -
o
@) ]
0.2 - =
I L I ' | ’ 1 ’ I
10 20 30 40 50

Flow rate / sccm
Figure 3.8 Plot showing increase in IOP mass with increasing ozone flow over solution.
The mechanism by which |, is released from the iodide solution was described by

Sakamoto et al. (2009) and involves the formation of an 1000 intermediate at the

solution/air interface.
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To investigate the effect that ozone concentration had on the mass of IOPs produced,
the concentration of ozone was measured at different flow rates and with the mercury
pen lamp at increasing distances from the quartz cell. The mercury pen lamp distance
was increased until close to ambient levels (78 ppb) were achieved and a clear size
distribution of I0Ps was still observed (i.e. particles were being produced). The

variation of IOP mass with ozone concentration is shown in Figure 3.9.
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Figure 3.9 Plot showing increased mass of IOPs with increasing ozone concentration at constant iodide
concentration (1 x 10”7 M).

The IOP mass shows a linear dependence on the O3 concentration as can be seen in

the plot above, which is what would be expected given the mechanism of |, formation.
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O3 is only involved in the initial formation step where HOI is produced (showing a first
order dependence with respect to O3), and any increase in the Oz concentration over
the solution will result in a corresponding increase in the Oz in the interfacial layer by
virtue of the Henry’s law equilibrium (providing the timescale for reaction with iodide

is longer than for evasion from solution).

3.2.2 Effect of Iodide Concentration

The next experiments involved reducing the iodide concentration to approximate sea
water concentrations, around 100 nM, although this will vary depending on location
and factors such as temperature and biological activity (discussed later in Chapter 5).
The IOP mass fell with decreasing iodide concentration, with a linear trend when
plotted on a log scale (Figure 3.10). This suggests that, in contrast to the first-order
kinetics displayed in the O3 dependence experiments, the overall mechanism displays a

more complex I dependence.
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Figure 3.10 Plot of IOP mass vs. [I',q)] showing increasing trend.
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There is a possible deviation from linearity at the highest iodide concentrations which

could be due to a surface saturation effect.

3.2.3 Effect of Organic Species

The sea surface microlayer is known to contain a large quantity of dissolved organic
matter (DOM) which is composed of a number of different organic compounds of both
biogenic and anthropogenic origin. The microlayer has an enhanced concentration of
DOM compared to bulk seawater (around 40-80 uM (Hansell et al., 2009)), and the
composition of this DOM has been the subject of numerous studies, and contains
contributions from carbohydrates, proteins, fatty acids and organic carbon, although
much of the composition is still unknown (Hunter and Liss, 1977). There are a number
of effects that the presence of these compounds may have on the | + O3 reaction. The
presence of organic compounds is known to enhance the deposition rate of O3 to
surface seawater (Coleman, 2010; Martino et al., 2012), however, these organic
compounds may compete with |” for reaction with Os if the reactions are fast enough
(Hayase et al., 2010; von Gunten, 2003). In addition, the presence of organic films,
known to form at the surface of both seawater (Frew, 1997) and marine aerosols
(Mochida et al., 2002; Tervahattu et al., 2002), may inhibit the release of the I, and HOI
produced to the gas phase (Rouviere and Ammann, 2010). A number of studies have
found that iodine may be incorporated into organic material (Martino et al., 2009;
Reiller et al., 2006; Saunders et al., 2012), possibly through photosynthetic pathways,
which is confirmed by the presence of a large organic fraction of iodine in marine
aerosols (Baker et al., 2000; Gilfedder et al., 2008). Therefore this could inhibit its
release or mean the iodine is released in the form of iodocarbons, the majority of
which will be less reactive in the marine boundary layer than the inorganic forms. A
number of different organic compounds were considered to investigate their effect on

the I, flux on addition to the iodide solutions.

The first organic species investigated was humic acid which is not a single compound
but contains a number of different organic functional groups formed through the

degradation of organic matter. In this case the humic acid was obtained from Sigma
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Aldrich and was from a terrestrial source. A small amount was added toa 1 x 107 M KI
solution which was then stirred overnight and any remaining un-dissolved humic acid

filtered off.

Although it was difficult to know the exact amount of humic acid dissolved in the
solution, it was possible to estimate the initial dissolved organic content through
spectroscopic measurements. Specific UV absorbance (SUVA) values for humic acids
have been reported around 5 mg L'> m™ at 254 nm (Weishaar et al., 2003), and spectra
showed that the absorption due to humic acid in the solution at 254 nm was around
0.1. This gave a dissolved organic carbon concentration of ~2 mg L™ which was in good
agreement with measured values of DOM in shallow seawater (defined as the first 300
m) (Thurman, 1985). The humic material was found to have no significant effect on the
resulting |, flux compared to the pure iodide solution. This is in agreement with recent
work by Hayase et al. (2012) which showed that humic acid had little effect on the
concentration of |, produced in more concentrated iodide solutions, although fulvic
acid was found to have an effect due to more effective proton donation from the

carboxylic acid group.

Experiments performed by Hayase et al. (2010) investigated the effect that certain
organic compounds have on the iodide plus ozone reaction. They found that phenol
and other species containing the phenol functional group had a marked effect on the
iodine produced in the gas phase. Working at concentrations which were significantly
higher than ambient levels (1 mM phenol), the I, and 10 produced was around half that
of a pure Nal solution. This was attributed to the fast reaction of the phenolate ion
with O3 (1.4 x 10° M s) which competes with that of I". To determine whether a
similar decrease could be detected in the IOP system, ambient levels of phenol
(1x 10%-1x 107 M) were added to a 1 x 107 M solution of KI. This was found to have
no observable effect on the mass of I0Ps produced, therefore it was decided to
increase the concentration of phenol. Only at a concentration of 1 x 10 M phenol (the
same concentration used in the Hayase et al. (2010) experiments) was an effect
observed. The total particle mass was reduced by around half and a significant

reduction in the particle size distribution can be seen in Figure 3.11.
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Figure 3.11 Particle distribution for 1 x 10" M Kl solution with and without addition of phenol.

This concentration is orders of magnitude higher than that found in sea water,
therefore phenolic compounds were not deemed to play an important role in

regulating emission of |, from the reaction of iodide and ozone.

The final organic compound investigated was sodium dodecyl sulphate (SDS) which is a
surfactant compound commonly found in a number of detergents and present at
around 10 pg L™ in seawater (Cosovic et al., 1985). SDS was added to a 1 x 107 M KI
solution at sufficient concentration to form a monolayer at the solution surface
(6.2 x 10 M) (Hore et al., 2005). However, this amount of SDS was found to have no
significant effect on the resulting IOP mass. Studies by Rouviere and Ammann (2010)
showed that certain surfactant species could inhibit the release of I, from iodide
solution reacted with O3 by forming a barrier to |, release. Their work did suggest,
however, that chain lengths of > C15 may be necessary for a significant reduction in
the |, flux to be observed. This is most likely due to the structure of the monolayer

formed and how densely the monomers are packed.
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In addition to the organic species mentioned above, real seawater samples were also
collected to see whether the same mechanism could actually be observed in the
environment. The seawater samples were collected from the coast of Scarborough,
North Yorkshire in HCl acid-washed, 1 L, high density polyethylene (HDPE) bottles. The
samples were then taken back to the laboratory on the same day and stored in a
refrigerator at 3 °C. Before adding the seawater samples to the solution cell, the
samples were first filtered to remove the larger traces of organic or biological matter.
The same procedure that was used for the iodide solutions was employed and an O3
concentration of 222 ppb was flowed over the seawater surface. The results are shown

in Figure 3.12 below.
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Figure 3.12 IOP distribution from a real seawater sample with (red line) and without (blue line) the W
lamp turned on for photolysis of I,.

A clear distribution of particles is observed showing that this mechanism can occur in
real seawater conditions. Unfortunately, it was not possible to verify the amount of
iodide in the seawater samples, however, as the samples were obtained from a coastal

location it is likely the levels are higher than those in the open ocean.
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Also shown is an experiment performed with the tungsten lamp turned off to show
that the I0OPs observed are formed from the photolysis of |, rather than directly from
IO released from solution. Previous studies have shown that 10 is also released from
the reaction of Os; with iodide in solution as well as I, in the ratio 1:100. However, this
effect may not be observed in these experiments due to the much lower
concentrations used, the detection limit for the set-up and the fact that any IOPs
produced in the solution cell would have a longer time to grow and would therefore

likely be outside the observable range of the DMA (> 40 nm).

3.2.4 Effect of Mixing

In all other experiments the iodide solutions were unmixed, however, in real seawater
it would be expected that there will be increased mixing due to the action of wind and
waves at the sea surface. Therefore experiments were conducted using a 1 x 107 M KI
solution with a magnetic stirrer bar added to the solution cell. The solution was
alternately mixed and unmixed by turning on and off the magnetic stirrer plate and the
resulting IOP mass calculated. The results of the experiments showed that there was
around a factor of two reduction in the IOP mass when the solution was stirred
compared to the unstirred solution (IOP mass of 2.44 x 10 g cm™ compared to
4.44x 10" g cm™). This result is due to increased mixing of the |, from the surface into
the bulk solution. This leads to a decrease in the |, at the solution surface resulting in a

reduced I, flux to the gas phase.

3.2.5 Effect of Salinity

As sea water has a high salinity of around 35 psu (practical salinity units) it was
deemed necessary to investigate what effect increasing salinity would have on the
reaction of jodide with ozone. Therefore solutions of 1 x 10> M Kl containing varying
concentrations of NaCl from 0.1 to 0.5 M were made up and the IOPs produced from
reaction with ozone were measured. This showed an increasing trend with CI°

concentration as can be seen in Figure 3.13.
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Figure 3.13 Plot showing increase in IOP mass with increasing [CI']

3.2.6 Effect of Temperature

The temperature of surface sea water varies greatly over the globe and depending on
season and changes in climate. Temperatures can range from -2 °C around the poles
up to as high as 45 °C in equatorial coastal waters. The effect of temperature on the
iodide plus ozone reaction is therefore important to assess how the emission of iodine

from this process may vary in different ocean waters.

To investigate the effect of temperature on this reaction a jacketed solution cell was
used to allow the circulation of water at a controlled temperature surrounding the
solution. The temperature of the water was controlled using a NESLAB Chiller, and the
temperature of the solution inside the cell monitored using a thermocouple. The initial
measurements were taken at room temperature. The solution was then cooled in

approximately 5 °C increments and further measurements taken. A total of 10 scans (3
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minutes per scan) were taken at each temperature. The results show an exponential

decrease in particle mass as the temperature is lowered.

An Arrhenius plot of the results was produced, which showed a typical linear profile

(Figure 3.14).

-29.5

3004 =

—— Linear fit

®  |n (mass of IOPs)

-30.5 1 ‘\\\
] m ~—
-31.0 4 ~
iy
. \\\\ i
-31.5 5 ~

E ~

3201 . ‘\\\%\\%\

In (mass of IOPs)

-32.5 4

-33.0

-33.5 .

| |
0.00350 0.00355

11T (K™

T
0.00340 0.00345

Figure 3.14 Arrhenius plot of In(mass of 1) vs. 1/T for a 1x10” M Kl solution. This represents the

temperature dependence for the overall mechanism.
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The calculated activation energy of 10135 kJ mol™ is in good agreement with the

previous measurements of Magi et al. (1997) who report an activation energy of

7330 kJ mol™ for the aqueous phase I + Os reaction. However, it should be noted that

the activation energy obtained from the IOP experiments represents the overall

mechanism, rather than an elementary process as is the case in the experiments by

Magi et al. (1997). The method used in this case measured the disappearance of

gaseous O3 to an aqueous iodide solution using the droplet train technique rather than

measuring the products of reaction. However, the Arrhenius expression obtained by
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Magi et al. (1997) experiments gave an unphysical pre-exponential factor (1.44 x 10%%)

around ten orders of magnitude larger than the diffusion limit. The temperature
dependence experiments were therefore repeated using the laser set-up described
below and the results of these experiments and implications for the results obtained

above are discussed in section 3.3.

3.2.7 Measurements in Buffered Solutions

The measurements reported above were all performed using deionised water with a
measured pH of around 6. However, seawater has a pH around 8 and this decrease in

pH will affect the rate of the I + O3 reaction due to the initial reaction involving H':
O,+I"+H" > HOI+ O, (R3.9)

To investigate how changing the pH of the solution would affect the flux of I, from
solution, experiments were repeated using potassium iodide dissolved in 0.1 M sodium
phosphate buffer at pH 8 (made by mixing 0.1 M solutions of sodium phosphate
dibasic and sodium phosphate monobasic in appropriate quantities to reach the
desired pH). The pH of the solution was checked using pH indicator paper before each

experiment.

As a result of the lower emission flux of |, from solution at higher pH, the output of the
tungsten lamp was increased to 20 V (as opposed to 10 V used previously) and as a
result the efficiency of the system was improved by a factor of ten. This allowed

detection of IOPs at lower iodide and ozone concentrations.
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Figure 3.15 IOP mass at different iodide concentrations in pH 8 sodium phosphate buffered solutions.

Figure 3.15 shows the IOP mass as a function of iodide concentration in buffered
solution. As can be seen the IOP mass increases with iodide concentration with a tail

off at the higher concentrations, as observed in the un-buffered experiments.

The chloride dependence experiments were also repeated and showed a similar
increase with increasing chloride concentration, however when in buffered solution
this effect was less pronounced. The increase observed in moving from no chloride up
to 0.5 M NaCl was a factor of 2.5 compared to 5 observed in the un-buffered

experiments.
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Figure 3.16 IOP mass at different chloride concentrations in pH 8 sodium phosphate buffered solutions.

Although this may seem like a large increase, the changes in salinity observed in real
seawater are on a much smaller scale with salinity ranging from around 33 — 37 psu
which equates to a chloride concentration of around 0.51 to 0.58 M. As a result, the
effect of chloride on the emission of |, in seawater, assuming the same trend as

observed in these experiments will be around 1 % and therefore negligible.

3.2.8 Measuring the Flux of HOI

The measurement technique described so far is sensitive to detection of |, only (with
possible contributions from ICl and IBr in experiments using chloride and bromide) due
to the light source used and its output in the visible—IR region; the spectrum increases
from close to zero at 400 nm to peak at around 600-700 nm. Modelling work

performed in York (Lucy Carpenter, University of York, personal communication)
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suggested that HOI may also be released by the reaction of I' + O3 (produced in
reaction R3.9) despite its low Henry’s law constant, due to a large build up in the

interfacial layer.

To detect HOI using the current experimental set-up, a change of light source was
required with larger output in the UV due to the peaks in the absorption cross section
of HOI at around 340 and 420 nm (see Figure 3.17). For this purpose, the tungsten
lamp was exchanged for a 1000 W xenon arc lamp which has increased output in the

uv.

To allow selective photolysis of both HOI and |,, two different band-pass filters were
employed: a blue glass band-pass filter (Schott UG-1, transmittance window
270-420 nm, and >670 nm), and a vyellow glass long-pass filter (Schott GG495,
transmittance > 480 nm). The transmission spectra of these two filters are shown in
Figure 3.17 below, along with the absorption cross sections for HOI and I,. The
photolysis rates of HOIl and I, through each of the filters were determined by
convoluting the transmitted spectral intensity of the Xenon lamp (measured using a
grating spectrometer and charge coupled device (CCD) detector) with the respective

molecular absorption cross section.
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Figure 3.17 Absorption cross-sections of I, (solid black line) and HOI (solid red line) and the transmission
spectra of the xenon light through the blue (blue dashed line) and yellow (yellow dashed line) optical
filters.

As can be seen from Figure 3.17, there is still some overlap between the transmission
spectrum of the UV filter and the absorption cross section of |, at the lowest and
highest wavelengths and this needs to be taken into account when calculating the IOP
mass from each individual species. Due to the order of magnitude larger peak in the I,
absorption cross section compared to HOI this overlap could provide a significant
contribution from |, to the IOP mass in the experiments using this filter. To calculate
the relative contributions for each species to the total IOP mass, expressions were

derived for the IOP mass produced by photolysis through each filter:
M, =2J,(,)=[l, ]+ J, (Ho1 )= [HOI] (3.1)

M, =2],(,)*[,,]+ 7, (HOI )<[HOI] (3.2)
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My and M3 represent the observed IOP mass from the experiments using the yellow
and blue filters respectively. Jy(l,) and Jy(HOI) are the J values for HOI and I, calculated
by multiplying the absorption cross section of each species by the emission spectrum
of the xenon lamp through the yellow filter, and J5(l;) and Jp(HOI) represent the same

values calculated using the xenon lamp spectrum through the blue filter.

By assuming that Jy(HOI) is zero (i.e. there will be no photolysis of HOI using this filter)
and combining the two equations, an expression for the ratio of [HOI]/[l,] was

produced:

(3.3)

ol :(MB *Z]Y(Iz)J_( ZJB(Iz)j

MY ]B(HOI)

By calculating the |, emission using a measured efficiency factor, determined by
calibration as previously described, the corresponding HOI emission could also be
calculated. As a result of the overlap of the spectra in the HOI experiments and the low
IOP masses (close to the detection limit) the errors on the resulting HOI/I, ratios are

quite large.

The HOI/I, ratio as a function of iodide was measured and the results are shown in

Figure 3.18.
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Figure 3.18 HOI/l,ratio at different iodide concentrations.

3.3 Laser Experiments

Due to the unsatisfactory errors on the measurements using selective photolysis
described in section 3.2.8, a further technique was employed to try to measure the
relative contributions of HOIl and |, to the observed IOP masses. A Nd:YAG
(neodymium-doped yttrium aluminium garnet) laser was deemed ideal for selectively
photolysing each species as the second and third harmonics at 532 nm and 355 nm
coincide with peaks in the |, and HOI absorption cross-sections, respectively (see

Figure 3.17).

The set-up of the laser experiments is shown in Figure 3.19.



Chapter 3. Measurements of the iodine flux from the I + Oz reaction 75

Hg lamp

> :[ IOP Generation Cell

e
Shielding — 4"

N, + O, 532 nm
'\ /ﬁ:]_ Nd:YAG laser

Prism (remove 355 nm
for 355 nm Nd:YAG laser

H experiments)

Kl solution

Figure 3.19 Experimental setup for the laser experiments showing the two lasers used. A second laser
was used due to its higher power in the UV region for photolysis of HOI and to minimise the time for
switching between lasers.

The laser consists of a neodymium doped crystal of yttrium aluminium garnet
(Nd:Y3Als04;) with typically 1 % of the yttrium ions replaced by neodymium ions. The
laser is pumped using xenon flash lamps producing a population inversion in the
Neodymium ions. A Q switch inserted into the laser cavity requires maximum
population inversion in the neodymium ions before it opens, allowing light into the
cavity and depopulating the excited laser medium at maximum population inversion.
By increasing the Q switch delay, the laser power could be decreased, should the
observed particles extend beyond the size range observable by the nano-DMA

(0.6-40 nm).

By frequency doubling and tripling, wavelengths of 532 and 355 nm, respectively, can
be achieved. This is a non-linear process whereby photons interacting with a non-

Ill

linear material “combine” to form new photons with twice or three times the energy

of the fundamental photons at 1064 nm.
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The mass of IOPs can be said to be a product of the concentration of HOI or |, in the
gas flow, the cross section at the wavelength used, the fluence of the laser, the
number of | atoms produced from photolysis (i.e. one for HOI and two for |;), and a
factor describing the efficiency of particle formation. Assuming that the efficiency of
particle formation is the same whether HOI or |, is photolysed, this leads to an

expression for the ratio of the masses as follows:

Mlz _ [Iz] % oy, xF532

2
= X — (3.4)
M [HOI] Onor Fiss

The fluence (F) can be calculated from the laser energy, the wavelength of the laser
beam and the diameter of the laser beam at the photolysis cell. The laser power was
measured at the beginning and end of each experiment using a laser power meter
along with the diameter of the laser spot in the photolysis cell. The number of photons

(N) can then be calculated as:
N=—-— (3.5)

where E is the measured energy of the laser in J, h is Planck’s constant
(6.626 x 10*m? kg s1), cis the speed of light in nm st (2.998 x 10%) and A is the
wavelength of the laser beam in nm. The fluence (in photons/cmz) is then the number

of photons divided by the area of the laser beam (diameter = 0.125 cm).

As h, ¢ and the laser beam diameter remain the same throughout, the fluence term

can be calculated as E;;*532/E4o*355. The ratio [I;]/[HOI] is then:

] _ M, /[ o, >32E, le (3.6)
[HOI] M, Ouo; 355 Eyy .
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3.3.1 Effect of Iodide Concentration on Iz/HOI Ratio

Experiments were conducted using the laser technique described above for a range of
iodide concentrations from 1 x 10™ to 1 x 10 mol dm™ and the I,/HOI ratio calculated
for each experiment. Two lasers were set up at the two different wavelengths so that
experiments at each wavelength could be conducted sequentially with the minimum
amount of time between experiments. All solutions were made up using sodium
phosphate buffer at pH 8. As a result of the order of magnitude lower cross section for
HOI, the fact that only one | atom is produced per molecule, and the lower laser power
at 355 nm, higher O3 concentrations were used so that the signal was above the

detection limit for all iodide concentrations.
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Figure 3.20 I,/HOI ratio at different iodide concentrations using the laser technique for selective
photolysis of HOIl and I,.
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The ratio of I,/HOI increased with increasing iodide concentration, which is to be
expected given the mechanism of I, and HOI formation, i.e. higher I' concentrations

lead to more |, being produced through reaction (R3.5).

3.3.2 Temperature Dependence

The temperature dependence of the I,/HOI ratio was then studied from 276 to 298 K
and the results are shown below using the same laser technique (Figure 3.21). As can
be seen the ratio appears to increase as the temperature is decreased but then at the
lowest temperature begins to decrease again. A wide range of values was observed at
the lowest temperature, however, and this was due to the large variability in the
absolute concentrations of |, and HOI, suggesting that the measurements at low
temperatures are less reliable. The ratio would be expected to show an increase with
decreasing temperature due to the greater temperature dependence of the HOI mass
transfer compared to |, (due to a greater contribution from the temperature
dependent Henry’s law constant). This is described in greater detail in Chapter 4 when

discussing the kinetic model of the interfacial layer.
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Figure 3.21 Temperature dependence of the I,/HOI ratio measured using the laser set-up.

Experiments were then conducted on the temperature dependence of |, emission
using the laser set-up to compare with the previous experiments performed using

either the tungsten or xenon lamp to photolyse I,.

An additional effect observed with the laser temperature dependence experiments
was that of ozone. The activation energy for the emission of |, varied greatly between
experiments and the only difference between the experiments was the amount of Os.
This had to be varied due to the differing efficiencies of the various light sources to
ensure that a good signal of IOPs could be observed. The result was that at the highest
ozone concentrations, the activation energy for the I, emission became negative, and

as the ozone concentration decreases, the activation energy becomes more positive.

A summary of the activation energies obtained from all temperature dependence
experiments using the three different light sources for |, photolysis (tungsten lamp,

xenon lamp and YAG laser) are shown below. Figure 3.22 shows the activation energy
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plotted against O3 and this shows a clear decrease in the activation energy as the O;

concentration is increased.

Table 3.3 Summary of all temperature dependence experiments showing varying ozone and light
sources used and resulting activation energy.

Activation enlergy Light source | [lodide] / mol dm™ | O/ ppb

/ k) mol
-84 Tungsten 5.0x 10° 2800
-79 Tungsten 5.0x 10° 2800
40 Tungsten 5.0x 10° 900
-14 laser 5.0x 10° 900
-13 laser 5.0x 10° 900
115 Xenon 1.0x10° 222 with 0.55 M
93 Xenon 1.0x10° 222 with 0.55 M
101 Xenon 1.0x 10° 222

Unbuffered

solution

101 Tungsten 1.0x10° 222
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Figure 3.22 Activation energy vs. O; for all temperature dependence experiments using different light
sources. At higher ozone concentrations a clear decrease in the activation energy is observed.

It was not clear whether this dependence was due to some part of the I + O3
mechanism or whether it might be an experimental artefact. One possible explanation
could be that 10 is being produced in the solution cell at such high ozone
concentrations as observed by Sakamoto et al. (2009). This would give the potential for
IOP formation in the solution cell which could influence the number and size of the
IOPs observed downstream at the Tapcon. The efficiency of IOP formation is also
temperature dependent with a negative activation energy so that this process would
be more efficient at the lower temperatures which would explain the apparent

negative activation energy observed in the experiments at very high Os.

Humidity is another factor which could influence the temperature dependence
observed in these experiments. At high humidities (90 % relative humidity, RH),

Saunders et al. (2010) found that the efficiency of IOP production was reduced by
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around an order of magnitude compared with that at lower humidities (10 % RH). At
higher temperatures the humidity would increase due to the higher vapour pressure of
the solution. In the temperature experiments performed above, the humidity in the
solution cell would reduce by around 75 % when moving from 298 K down to 276 K.
However, this effect should be minimal as the air flow from the solution cell is diluted
more than ten times as it enters the photolysis cell, meaning the change in humidity
would be around 7.5 %, which would correspond to a change in IOP mass of < 10 %,

well within experimental error.

Another problem with the temperature dependence experiments is the very large
activation energy observed at low ozone concentrations (222 ppb), despite the
agreement with previous observations. Because the pre-exponential factor is around
ten orders of magnitude larger than the diffusion limit as mentioned previously, the
observed activation energy cannot be applicable to the I + O3 reaction. This suggests

that the temperature dependence in these experiments arises from some other source.

In the IOP experiments at low ozone where the temperature dependence was
measured using either the xenon (for buffered solutions) or tungsten (for non-buffered
solutions) lamps there may be an issue with I, sticking onto the walls of the solution
cell. At the colder temperatures this effect would most likely be greater with more |,
sticking to the walls of the cell. At low ozone, there will be a lower I, flux from solution
and therefore any influence of this effect would likely be exaggerated. At higher ozone
concentrations the flux of I, will be much greater and it is likely that the available sites
on the solution cell would be filled more quickly. In the low temperature experiments
this would lead to the large temperature dependence observed, with the effect being

less noticeable as the ozone concentration, and therefore |, flux, is increased.

An additional complication is the effect of pH, which will vary with temperature. At
higher temperatures the pH and therefore the hydrogen ion concentration will be
higher (although this effect should be quite small in the buffered solutions). As a result,
the hydrogen ion concentration was calculated for each temperature based on the pK,

value of the sodium phosphate buffer solution (6.82) and the observed change with
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temperature from the literature (dpK./dT = -0.0028 °C"), according to the following

equations:

dpK
K, =pK, + ZTG (T -298.15) (3.7)

pH=pK, +log(|a |/[HA]) (3.8)

where [A] and [HA] are the concentrations of the dibasic and monobasic forms of

sodium phosphate, respectively, in the buffer solution.

To try to relate all the different experiments, the data points were normalised by
dividing the observed [, flux (after applying the efficiency from calibration with each
light source) by the concentration of ozone, iodide and hydrogen ions to get a value for
the rate constant for the reaction of I + Os. The rate constants were then split into 5 °C
bins and an average and standard deviation calculated for each bin. The same process
was also applied to the HOI temperature dependence measurements. Arrhenius plots
were then created of the calculated rate constants against temperature, as shown in

Figure 3.23.
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Figure 3.23 Temperature dependence for the flux of I, and HOI after normalising for I', O; and H'. The

solid red line shows a weighted linear fit to the data and the red dashed lines show the 95 % confidence
bands.

This shows clearly the greater uncertainty in the results at low temperature compared
to those at room temperature. Also plotted are the 95 % confidence intervals for the
fit. This means that the activation energy from these experiments for I, is -7+18 kJ mol’
! and for HOI is 17+50 kJ mol™. Therefore the conclusion reached is that there is not a
large temperature effect for the |, and HOI fluxes from the I + O3 reaction. Further
discussion of the temperature dependence of this reaction is provided in the context
of the kinetic model in Chapter 4 where various sensitivity studies have been

conducted. The main conclusions of this chapter and those of Chapters 4, 5 and 6 are

provided in Chapter 7.
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Chapter 4

Modelling the I + O3 Reaction in the
Interfacial Layer

This chapter describes the kinetic model of the solution surface used to verify the
experimental results of Chapter 3. Ozone, iodide, salinity and temperature are varied
in the model and compared with the experimental results for the same parameters

and the outcomes are discussed.

4.1 The Sea-Surface Model

To simulate the observations of the experiments described in Chapter 3, a kinetic
model, developed by Prof. Lucy Carpenter, University of York, was used. The model
consists of a number of chemical reactions involving iodine species in the interfacial
layer, including iodine disproportionation, oxidation and reduction. The complete
reaction scheme is given in Table 4.1. It uses the commercial software FACSIMILE for

integrating the chemical rate equations.

The model assumes that the reaction of I’ + O3 occurs in the interfacial layer, rather
than at the surface, and is initiated by accommodation of O3z and rapid reaction with I
in the surface layer. There is strong experimental evidence that this is the case
(Garland et al., 1980; Magi et al., 1997; Rouviere et al., 2010), rather than following the
Langmuir-Hinshelwood kinetics indicative of a surface reaction which occurs in many
heterogeneous reactions of Oz with liquid phase substrates (Clifford and Donaldson,
2007). The velocity of ozone deposition in this case is governed by the aqueous phase
resistance of the surface layer, along with a smaller contribution from the aerodynamic

resistance of the layer of air above the surface.
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1
Vp =+ (4.1)

1—‘s R (4.2)

where T’y and TI's are, respectively, the air and water side resistance, H is the
dimensionless gas over liquid form of the Henry’s law constant for O3, D is its
molecular diffusivity in water and A is the integrated chemical reactivity of Os in

seawater.

The gas phase flux of O3 into the interfacial layer can be defined as:
Fo,) =Vbl0s] (4.3)
so that the change in O3 concentration in the interfacial layer is:

d[o3(int)] A
“a vl 4

where A is the surface area of solution, Vis the volume of the interfacial layer, and A/V
is equal to the inverse of the depth of the interfacial layer defined as the reacto-

diffusive length, 0.

The model assumes there is no horizontal advection but vertical mixing with the bulk
mixed layer occurs at a fixed interfacial layer turnover time. The concentration of [I'],
[H'] and [OH] are fixed for each model run and all iodine species (except |03 and HIO,,
which do not influence gaseous iodine emissions) reach steady state after a few model

seconds.

The mass fluxes of |, and HOI out of the surface layer are calculated according to the
two-resistance model for air water partitioning. In this model, the main body of the
two phases is assumed to be well mixed so that turbulent transfer occurs, and the

main resistance to transfer occurs at the gas and liquid phase interfacial layers, where
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transfer occurs through molecular processes. Using this approach, the flux of a

particular species is then given by (Liss and Slater, 1974):

F:Kt(cW - cg) (4.5)
1 1 1
=t (4.6)
K, K, HK,

where Cy and Cq are the respective gas phase and aqueous phase concentrations and
K:, Kw and K, are, respectively, the total, water-side and air-side mass transfer
coefficients. H is the dimensionless gas over liquid form of the Henry’s law constant
with a defined temperature dependence (von Glasow et al., 2002). The inverse of K

and K, are the corresponding water and air-side resistances, respectively.

For soluble molecules such as HOI the air-side resistance term will dominate so that
K: = HK, whereas in the case of |, which is only sparingly soluble, the water-side
resistance term dominates, although the air-side resistance can reduce the total mass

transfer by several percent.

To calculate the air-side mass transfer coefficient, K,, for laboratory conditions, an
empirical approach is used, based on the dimensionless Sherwood number, Sp, and

relevant for indoor or laminar flow environments (Guo and Roache, 2003).

K = (4.7)

where Dq is the diffusivity in air and L is the characteristic length calculated from the
square root of the source area (the surface area of solution in contact with the air). In
this case Kz has units of m h™. Guo and Roache (2003) found an uncertainty of up to
17 % between experimentally determined and modelled gas-phase transfer

coefficients using this approach.

The Sherwood number is a function of the temperature-dependent Schmidt number of

the relevant gas in air, Scq, and the Reynolds number, R. (Guo and Roache, 2003).
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S, =0.664Sc, /R /2 (4.8)
Sc, =p% (4.9)

Lu
r ! ﬂp ) (4.10)

where 1 is the viscosity of air (g m™ h™), pis the density of air (g m™) and u is the air

velocity (m h).

The water-side mass transfer coefficient, Ky, is again calculated using the empirical

approach of Guo and Roache (2003):

K, =2.99D, (4.11)

where Dy, is the diffusion coefficient of the gas in question in water (m?h). Here Ky, has
units of m h™. The average uncertainty on the calculated liquid-phase transfer
coefficients using this approach compared to experimental values was found to be
approximately 22 %, and the uncertainty was found to increase as the Henry’s law

constant decreased (Guo and Roache, 2003).

The standard Henry’s law constants used in the model were 3.0 M atm™ for I, and 4.5 x
10®> M atm™ for HOI, with temperature dependences as described in von Glasow et al.
(2002). Whilst the Henry’s law constant for I, has been well established to be around 3
M atm™ (estimates range from 1.1-3.3 M atm™), that for HOI is much more uncertain
with values in the range 4.5 x 10'-4.5 x 10* M atm™ (Sander, 1999). This leads to
calculated total mass transfer coefficients for HOI ranging over three orders of

magnitude, a large source of uncertainty in the model.

For simulating real seawater conditions the mass transfer coefficients for I, and HOI
were computed according to the parameterization by Johnson (2010). In this case the

air-side mass transfer coefficient is calculated as a function of wind speed u (at 10 m
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above the water surface), friction velocity, ux the Schmidt number of the gas, and the

drag coefficient, Cp:

K,=1x10"+ i

In(Sc,) (4.12)

13.35¢c,”2 +C, /2 —5+ .
K

where « is the von Karman constant (taken to be 0.4 in seawater) and u+ and Cp are
calculated according to the equations presented in Johnson (2010) for a 10 m wind

speed of 7ms™:

C, :(“*j (4.13)
u

U =u6.1x107* +6.3x105u (4.14)

To calculate the water-side transfer coefficient for real seawater conditions the

parameterization from Nightingale et al. (2000) was employed:
K, =0.222(u) +0.333u (4.15)

The total mass transfer coefficients were then calculated assuming a seawater
temperature of 15 °C, an air temperature of 20 °C and a 10 m wind speed of 7 m s Al
the above model parameters were calculated either off line or directly in the model

without being tuned to the experimental results.

The additional reactions used when describing real seawater are included at the
bottom of Table 4.1. These include the reactions of O3, I, and HOIl with DOM in the sea
surface layer and the interhalogen reactions in the presence of CI" (taken as 0.55 M)
and Br™ (8.6 x 10 M). The pseudo-first order interfacial loss rate of O3 to DOM is taken
to be 100 s, the value suggested by Ganzeveld (2009) for open ocean waters. For
l,/HOI + DOM the value estimated by Truesdale et al. (1995b) is used (5 x 10 sY). The

reaction of HOI with DOM is likely to be faster than that of |,, however, using a rate
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constant 100 times faster than that reported in the table results in only minor
reductions in the I, and HOI fluxes (0.17 and 0.16 % respectively). lodate was fixed in
the model at 2 x 107 M, although this had no impact on the resulting inorganic iodine
emissions. For each model run the concentrations of I, H" and OH™ were fixed, and all

iodine species reached steady state within a few model seconds.

The model is clearly a simplified approach which does not take into account the
potential concentration gradients occurring in the interfacial layer. There will of course
be a gradient in the O3 concentrations: the O; will be, by definition, zero at the bottom
of the reacto-diffusive layer (the length over which O3 is removed by reaction with I as
it diffuses into the bulk solution). There have also been several studies showing that |’
concentrations will be greater at the solution surface (discussed further in section
4.2.3). However, these gradients are effectively accounted for by integrating over the
reacto-diffusive length, and average I concentrations experienced by Oz diffusing over

this depth will be very close to the bulk I concentration.

The rate constants used when comparing the model output with the experimental
results have been obtained from numerous experimental and modelling studies on the
hydrolysis of molecular iodine in solution. No temperature dependence data was
available for these reactions; however, sensitivity studies (discussed in section 4.2.4)
showed that the modelled fluxes were not particularly sensitive to temperature

dependences in the component reactions.

Although there may be uncertainty over the individual rate constants, the overall
model successfully reproduces experimental results of iodine disproportionation over
a range of pHs (Carpenter et al., 2013, Supplementary Material). Further experiments
on the I + O3 reaction were performed at the University of York using an entirely
independent method for HOI and |, detection (Carpenter et al., 2013). In those
experiments the gas flow was trapped in n-hexane with subsequent
spectrophotometric detection at 522 nm for |, or in phenol red with subsequent
detection of iodophenol blue at 591 nm for HOI. The model results compared well with
the experimentally determined I, and HOI fluxes over a range of iodide concentrations,

which provides greater confidence in the proposed mechanism.
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Table 4.1 Summary of kinetic data used in the interfacial model.

Rate constant - forward

Rate constant - reverse

Reaction ) ) Reference
reaction reaction
Reactions included for iodide solutions and seawater:

R4.1 O35 = Ospintertace ) Vi,0s X (A/V) s See text

RE2 | Oyrce )+|—(+H+)_>Ho| (+0,) 20x10°M*s™ (pH 8) (Garland et al., 1980; Magi et al., 1997)

R4.3 |, (+H,0)<>L,OH™ +H* 3.2 20x10°Mm*s? (Lengyel et al., 1993)

R4.4 LOH™ —HOI+1" 1.34 x 10°s-1 40x108M*s?t (Lengyel et al., 1993)

RAS L+ <l 6.2x10° Mt s 89 x10°s? Forward: (Lengyel et al., 1993)
Reverse: (Palmer et al., 1984)

RA.6 HOI+HOI<>H™ +I" +HIQ, 25x10'M1s? 2.0x10° M2 s? Forward: (Schmitz, 2004)
Reverse: (Edblom et al., 1987)

R4.7 l, +OH <>HOI+I- 7.0x10°Mts? 2.1x10°Mts™ (Sebok-Nagy and Kortvelyesi, 2004)

R4.8 HOI<>10 +H* 1.0x10"s* 1.0x10"°Mm*s? (Wren et al., 1986)

R4.9 1.5x10' M1t Negligible (Bichsel and von Gunten, 2000)

HOI+10 «<>HIO, +I"
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Forward: (Furrow, 1987)

R4.10 HIO, +HOI<>10; +I" +2H" 2.4x10°M*st 1.2x10° M3 s™
Reverse: (Schmitz, 2000)
R4.11 H,0l" <>HOI+H" 9.0x 10%s™ 20x10°Mm*s? (Lengyel et al., 1993)
R4.12 1, (+H,0)<>H,0l" +I° 1.2x10% st 1.0x10"°%m* s (Lengyel et al., 1993)
R4.13 | HOI+20,, .  —10, +H'(+20,) 3.6x10°M*s? (Bichsel and von Gunten, 2000)
RA14 | 10 420, .. <10, +20, 1.6x10°M*s? (Bichsel and von Gunten, 2000)
R4.15 l, >bulk Kmix
R4.16 HOl—bulk Kmix
Reactions included only for seawater and chloride dependence experiments
500 s (coastal

R4.17 O3 interface )(+ DOM)—)prod ucts ( (Ganzeveld, 2009)

100 s™ (open ocean)

7.0x 102 s (coastal .
RA1S |, (+DOM) > products ( ) (Truesdale et al., 1995a; Truesdale et

5 al., 1995b)
5.0x 107 s~ (open ocean)

7.0 x 102 s (coastal)

R4.19 HOI(+DOM)—>products Assumed analogously to R4.18
5.0 x 107 s™ (open ocean)

R4.20 HOI+Br™ +H" «<>IBr{+H,0) 41x102M?2s? (Faria et al., 1993)
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R4.21 HOI+Cl™ +H" <>1Cl(+H,0) 29x10"°M?2s? (Wang et al., 1989)
R4.22 L +Br <> +IBr 4.74x10°M* st (Faria et al., 1993)
R4.23 L+ < Ld 8.33x10°M*s™? (Margerum et al., 1986)
R4.24 ICL™ <> 1+l 6.0x10°s™ (Margerum et al., 1986)
R4.25 I +ICoLal 1.1x10° M1t (Margerum et al., 1986)

The results of Sakamoto et al. (2009) show that 10 is also released as a result of the reaction of I + O3, however, due to the very small

contribution of this species to the iodine flux of around 1 % compared to |, and the lack of any kinetic data, this process was ignored in the

model. In addition, photo-oxidation of I" by oxidants such as O,, 105" and NOs™ in seawater were also not included due to their negligible rates

as reported by Truesdale (2007).
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4.2 Comparison of Kinetic Model with Experimental
Results

The kinetic model was used to verify that our experimental results make sense in
terms of the current understanding of solution phase iodine chemistry and the physical
processes governing gas-transfer in the interfacial layer. In order to do this, the
parameters which were altered in the original experiments were also varied in the

model to test the sensitivity of both the I, and HOI fluxes to each of these parameters.

4.2.1 Varying Ozone Concentration

The first parameter in the model to be tested against the experimental results was that
of ozone. As shown in Figure 4.1, increasing the ozone concentration in the gas phase
in the kinetic model leads to a linear response in the resulting I, and HOI fluxes. This is
in good agreement with the experimental results where the response was linear over a
wide range of different gaseous ozone concentrations. This response is to be expected
given the mechanism of the reaction and emission processes as the stoichiometry of
the equation is one-to-one and, due to its low Henry’s law constant, the ozone in the
interfacial layer will always be the limiting species (assuming concentrations of
1 x 107 M iodide or greater) in the I" + O5 reaction, and ozone does not participate in

any of the other solution phase reactions.
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Figure 4.1 Measured (black squares) and modelled (red dashed line) I, flux for a range of Oj
concentrations.

4.2.2 Varying lodide Concentration

The next parameter to test against experimental results was that of the iodide
concentration in solution. This was varied from 1 x 10”7 up to 1 x 10 M for both model
and experiments. The model shows a linear trend in the iodide concentration, whereas
there is a levelling out in the experimental results at the higher iodide concentrations
(Figure 4.2). This suggests that there is perhaps a surface saturation effect occurring at
high iodide concentrations in solution which is not captured by the model. The reason
for this increase in the |, and HOI fluxes with increasing iodide concentration is due to
the decreased surface resistance, meaning a greater concentration of Os; will be
present in the interfacial layer. At these iodide concentrations any Oz present in the

interfacial layer will be immediately scavenged.
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Figure 4.2 Experimental (black squares) and modelled (red dashed line) iodide dependence of the I, flux
from solution showing the deviation between the two at higher iodide concentrations.

In addition to the increase in the I, and HOI fluxes with increasing iodide
concentrations, the model also shows clearly the change in the relative contributions
of the two species to the overall flux. Figure 4.3 shows the |,/HOI ratio against iodide
concentration, along with the experimentally determined values from the laser
experiments reported in Chapter 3; a good agreement between model and experiment
is achieved (assuming a room temperature of 22 °C; see section 4.2.4 for further

discussion of the temperature dependence).
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Figure 4.3 Measured (black squares) and modelled (red dashed line) I,/HOI ratio over a range of iodide
concentrations.

4.2.3 Varying Chloride Concentration

The chloride concentration in the model was varied from 0—0.55 M and compared with
the experimental results. As expected, the |, flux increased with increasing chloride
concentration due to the influence of R4.21 and reactions R4.23-25 (Table 4.1) where
some HOI is converted to |, via ICl. As the concentration of HOI in the interfacial layer
is orders of magnitude larger than that of I, the corresponding decrease in HOI is
negligible so that the HOI flux shows no dependence on the chloride concentration

(which was also observed in the laser experiments described in Chapter 3).
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Figure 4.4 Measured (black squares) and modelled (red dashed line) I, flux for 1 x 107 M iodide with
varying chloride concentrations.

The observed increase in the |, flux from experiments is somewhat greater than the
model predicts: a 2.5 fold increase compared to 1.5 in the model results. This could
indicate an additional effect of iodide enhancement at the surface of the solution

under high chloride conditions.

In fact, there have been a number of studies which have shown that halides are
enhanced at the surface of solutions in comparison to the bulk phase. These studies
have consisted of both theoretical molecular dynamics simulations and experiments
using electron spectroscopy to detect the relevant halide ions (Caleman et al., 2011;
Ghosal et al., 2005; Gladich et al., 2011). The physical basis for this effect is due to the
relative polarisability of the anions. The larger anions I" and Br  have been found to
both show a propensity for the water-air interface of an aqueous solution, whilst CI,
although it is somewhat polarisable, preferentially remains in the bulk solution. The

polarisability of the anions increases in the order CI'<Br'<I” (3.25, 4.53, 6.90 A) and this
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is directly linked to the induced dipole of the specie in question. Molecular dynamics
simulations showed that a dipole moment at the interface will position itself so that
the positive pole points outward from the interface thereby reducing the electrical
potential energy. This reduction is proportional to the dipole moment and therefore
the polarisability so that the higher the polarisability the higher the energetic gain
from the halide ions remaining at the interface (Gladich et al., 2011). This could mean
that the less polarisable chloride ions help to increase this effect and “push” the iodide
ions out towards the surface, leading to an enhanced reaction rate at high chloride

concentrations.

A further possibility is that the observed increase could be due to contributions from
iodide impurities in the NaCl used. Quantitative mass spectrometry was employed to
analyse the magnitude of the iodide impurity in the NaCl (performed by Dr Stuart
Warriner, University of Leeds). The relative intensity of the iodide mass peak observed
in a 0.104 M NaCl solution was found to be less than a sample spiked with 9.9 x 10° M
KI, therefore, a 0.5 M NaCl solution would contain an iodide impurity of < 5 x 10 M.
This is a factor of 20 smaller than the 1 x 10® M Kl solutions employed in the salinity

dependence experiments, and therefore rules out this explanation.

4.2.4 Temperature Dependence

The kinetic model contains a number of parameters each with differing temperature
dependences which will affect the overall temperature dependence for the fluxes of
both HOI and |,. The various temperature dependent terms in the model are described

below along with the physical basis for that dependence.

The transfer coefficients for I, and HOI both show a positive temperature dependence
arising from the Henry’s law term in their calculation (Equation 4.6). As the Henry’s law
constant characterises the solubility of the species in question, in its gas-over-liquid
form it will show a positive temperature dependence, the higher the temperature the

greater the solubility.
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The diffusion coefficient and Henry’s law constant for Os; both show positive
temperature dependences which result in a negative temperature dependence for
both the surface resistance and the reacto-diffusive length. This means that at higher

temperatures less Oz will enter the interfacial layer and be available for reaction with I".

In the initial model runs when comparing with the room temperature experimental
data, the pH was assumed to be constant (at pH 8) and therefore so was the hydrogen
ion concentration. The concentration of hydrogen ions in solution will obviously affect
the rate of production of both HOI and I, through reaction 2 and the reverse of
reactions R4.3, R4.6, R4.8, R4.10 and R4.11 in Table 4.1 (as has been shown by
comparing the reduced flux from buffered solutions at pH 8 compared to un-buffered
solutions where the pH was measured as 5.8) and this concentration will change with a
change in temperature. As a result the change in the hydrogen ion concentration with
temperature was calculated as described in Chapter 3 and input as a parameter in the

kinetic model.

The only aqueous phase reaction in the model for which there was available
temperature dependence information was that of the Oz + | reaction itself from Magi
et al. (1997) and this was used in all the modelling studies when comparing the
experiments at room temperature. For all other reactions, no temperature
dependence information was available and therefore sensitivity studies were
conducted to test whether, should any of these reactions have a significant
temperature dependence, this would have a significant effect on the resulting I, and
HOI fluxes. Those reactions in Table 4.1 which had rate constants < 10° M™ s™ and
therefore most likely to be activation controlled, were tested individually. The
reactions used were the forward reactions of R4.3 and R4.6-12, and the reverse
reactions of R4.6, R4.7 and R4.10. Using the currently accepted rate constant values as
listed in Table 4.1, maximum activation energies were estimated such that the pre-
exponential factor for the reaction was not larger than the diffusion limit (~10> M s™).
The addition of these activation energies to the majority of the reactions in the
chemistry scheme showed no significant effect on the resulting HOI and |, fluxes. The
only reaction where a significant change in the overall activation energy was observed

was the forward reaction 6 where using an activation energy for the reaction of
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60 kJ mol™ resulted in an activation energy ~20 kJ mol™ smaller for the resulting I, flux

compared to when the activation energy of this reaction was set to zero.

The above mentioned model runs used the activation energy from Magi et al. (1997) of
~73 kJ mol™* which gives a rate constant at room temperature which lies within the
established range of values from previous experiments of 1-2.5 x 10° M s™ (Garland
et al., 1980; Hu et al., 1995; Liu et al., 2001; Magi et al., 1997). As discussed previously,
the published pre-exponential factor is around ten orders of magnitude larger than the
diffusion limited rate therefore this activation energy cannot be applicable to this
reaction at the rate constants observed. They also show large errors on the results at
lower temperatures, in agreement with the lack of reproducibility observed in the
experiments described in Chapter 3. Results of the fitting in Chapter 3 suggest this
reaction may have a small or negative activation energy, however, it is important to
remember that the experimental results give the temperature dependence of the |,
and HOI fluxes which are both dependent on a number of other temperature

dependent processes as mentioned in the section above.

Measurements by Hu et al. (1995) gave a rate coefficient for the I’ + O3 reaction at
277 K of 4 x 10° M s%. Given that previous measurements have established that the
rate constant at 298 K lies within the range 1-2.5 x 10° M™ s this implies that the
reaction may in fact have a slightly negative temperature dependence. It should be
noted, however, that the measurements of Hu et al. (1995) showed a very large error,
which actually encompassed the existing estimates for the room temperature rate
constant (and they do not report a room temperature measurement). Therefore the

model was run assuming zero activation energy for the O3 + I rate constant.

The iodide and ozone concentrations were then varied to examine how this rate
constant affected the temperature dependences of the I, and HOI fluxes. The
temperature dependence for |, and HOI fluxes was dependent on both the iodide and
ozone concentrations and the resulting HOI and |, flux temperature dependences are
reported in Table 4.2 for the range of ozone and iodide concentrations used in the

temperature dependence experiments.
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Table 4.2Modelled activation energies for the HOI and I, fluxes with different O; and I’ concentrations.

[I(ag)] / mol dm? [0s(4] / ppPb E, (12 flux) / kI mol™ | E, (HOI flux) / k) mol™

1x10° 222 -5.6 20.3
5x10° 900 3.4 24.8
5x10° 2800 2.0 30.3

The table shows that when increasing the Oz concentration in the model the activation
energy of both the I, and HOI fluxes increases. In contrast, increasing the iodide
concentration has the opposite effect, causing a decrease in the activation energy of

both fluxes.

The model was also run for real seawater conditions, assuming zero activation energy
for the I’ + O3 reaction, an O3z concentration of 30 ppb (representative of clean marine
air), an iodide concentration of 1 x 107 M and a wind speed of 7 m s, The activation
energies obtained for the |, and HOI fluxes were -0.2 kJ mol® and 29 kJ mol?,
respectively. Due to the very minimal apparent temperature dependence, this factor
was not considered in the next section when producing a parameterisation of the

inorganic iodine flux.

4.3 Parameterisation of the Inorganic lodine Flux

To derive algorithms describing the relative inorganic iodine fluxes a multiple linear
regression model was used. This involved investigating the relationships between each
covariate and the response variable (HOI or |,) as computed by the kinetic model for
real seawater conditions. The variables considered were Os;, |I' and wind speed,
temperature and salinity were not considered for the reasons discussed above and in
Chapter 3. The analysis was carried out as described below by Dr Julie Wilson,

University of York.
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The ozone concentration was found to have a simple multiplicative effect on both the
response variables (HOI and I, flux), i.e. increasing the ozone concentration by a factor
k would cause an increase in the HOI and I, flux by the same factor. For this reason the
models were initially developed for a constant O3 and multiplied by the appropriate
factor afterwards. The O3 and wind speed were considered separately for fixed values

of the other covariate in each case.

Both the HOI and [, fluxes were found to show a clear association with I" and wind
speed individually, however, none of these relationships were linear. Therefore, the
covariates were transformed by the appropriate function to give a linear relationship
with the response variable before fitting the linear regression model. These

transformations and corresponding correlations are summarised in Table 4.3 below.

Table 4.3 Transformations for the relevant covariates before fitting in the linear regression model.

Response, y Covariate, x Transformation, f(x)

ws I/ws

HOI

ws In(ws)

The linear regression model takes the form:

y= ,Bo +ﬂlxl +,32X2 +ﬂ3X1X2 (4.15)

where x; and xz are the transformed covariates and £ (where i = 0,..3) are the
coefficients to be determined. For both response variables the intercept was found to

be insignificant and therefore S, was not included in the fitting procedure.

For |, the coefficient of the [I']** term was not significant, however, the coefficient for

the interaction term, In(ws) x [I']l'3 and the ws coefficient were highly significant
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(p < 0.0001). The F-statistic for comparison of the two models with and without the
[I'1*? coefficient showed that the reduced model was preferable. The resulting
expression (Equation 4.16) produces a correlation of 0.9991 between calculated

(kinetic model) and predicted |, emissions.

F, = (00 Jol o] #(1.74x10° ~(6.54x10° *Inws)) (4.16)
The flux is given in nmol m™ day™ with [O3g)] in ppb, [Iag] in mol dm™ and wind speed
inms™,

For HOI the coefficients of both covariates and of the interaction term were all highly
significant. The expression produced (Equation 4.17) gives a correlation of 0.9986

between the calculated and predicted HOI emissions.

~
=

Fuor =05, ] 4.15><105*{‘/- (“"-}—(20'6]—23600* Ien]|  (4.17)
ws ws

Both these expressions were employed for use in the 1-D model THAMO to link
inorganic iodine emissions from seawater to measurements of 10 and 10, over the
oceans and results suggested that these equations may only be applicable when the

wind speeds are higher than 2 m s™. This work is described in Chapters 5 and 6.



105

Chapter 5

Iodine in the Remote Tropical MBL

As part of the PhD project, field measurements have been performed using long-path
(LP) and multi-axis (MAX) differential optical absorption spectroscopy (DOAS) on the
Galapagos Islands in the Eastern Pacific ocean as part of the Climate and HAlogen
Reactivity tropical EXperiment (CHARLEX) field campaign. The theoretical basis of the
LP-DOAS and MAX-DOAS techniques is discussed below in section 5.1, along with a
description of the instrument and the experimental set-up. The motivations for, and

results of, the CHARLEX field campaign are then discussed in section 5.2.

5.1 Experimental Techniques

5.1.1 Differential Optical Absorption Spectroscopy

Differential optical absorption spectroscopy (DOAS) has been used for many years as a
valuable technique for taking atmospheric measurements. It has many advantages for
measuring trace gases in the atmosphere, one of which being that it can retrieve
concentrations without affecting the chemical behaviour of the species being studied,
which is particularly useful when studying highly reactive species such as free radicals

(Stutz and Platt, 1997).

DOAS relies on using the narrow band absorption structure of the species being
measured, which is characteristic of an individual molecule and can therefore be used
as a fingerprint. The technique is capable of measuring multiple species with a single
instrument, valuable in field campaigns in remote locations. DOAS can also detect
unsuspected species in the atmosphere which may be revealed in the residual

structure after spectral de-convolution (Plane and Nien, 1992).
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Measurements can be performed continuously and with a high time resolution of
typically a few minutes, giving insight into the chemical interactions between species

(Plane and Nien, 1992; Stutz and Platt, 1996).

5.1.2 Physical Basis of DOAS

The basis of the DOAS technique is the Beer-Lambert law which details the exponential
relationship between the intensity of light passing through a sample and the

concentration of the absorbing species:

1,(A)=1, (ﬂ)exp[— jiai (i,P,T)cile (5.1)

0 i=1

where I is the intensity of light transmitted through the sample at wavelength A, Iy is
the intensity of the incident light, I is the path length of light, c; is the concentration of
the absorbing species i and o; is its absorption cross section at pressure P and

temperature T.

Taking the natural logarithm of Ip(1)/I+(A) then gives the optical density (OD) which is

the sum of the optical densities of the n absorbing species at the wavelengthA:

=

j:ioz),. (2)= jai(zyidl (5.2)

i=1 i=1

C = _ (5.3)

This is the average concentration of the species i over the path length I.
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However, the Beer-Lambert law is an over simplification when considering absorption
in the atmosphere. This is because in the atmosphere, light is also extinguished
through elastic scattering by air molecules and aerosols. These scattering processes
are described by the Rayleigh and Mie extinction coefficients, ez and gy, respectively.
Although they are not absorption processes, they can be treated as such in the case of
DOAS as they scatter light out of the path of the beam from the DOAS instrument
(Platt, 1994).

The Rayleigh extinction coefficient g describes the elastic scattering of light by

particles which are smaller than the wavelength of the incident light:
ex(A)=0c,1"c,, (5.4)

whereog is 4.4 x 10*®cm® nm* for air and cair is the concentration of air in molecules
cm™. It is clear from Equation 5.4 that Rayleigh scattering is strongly dependent on the
wavelength of light, so that for instance, light intensity at A = 300 nm will be reduced
by around 12 % per km of light path compared to only 1 % at 600 nm. This is one of the

reasons that make DOAS measurements in the UV region challenging in the MBL.

The Mie extinction coefficient defines the scattering of light by particles which are

larger than the wavelength of the incident light, such as aerosols:
ey(A)=g, A7 (5.5)

where n (which varies between 1 and 4) and &y depend on the chemical composition

and size distribution of aerosol.

Including these processes in Equation 5.1 and averaging over the optical path length, I,

leads to:

1)1 R - o2k 503 0) | 59
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In the atmosphere, the Beer-Lambert law cannot be applied directly as most molecular
species are present continuously and extinction by Rayleigh and Mie scattering always
occur, therefore Ip cannot be obtained free from extinction. The differential absorption
is used instead, providing the absorbing species has a highly structured absorption
spectrum within a narrow wavelength range. This structure can be used as a

fingerprint for the species, appearing in the atmospheric spectrum.

The differential absorption cross-section, o7 is defined as the difference between the
absolute cross-section, o;, and the broad trend, o, which varies slowly with

wavelength (Plane and Saiz-Lopez, 2006; Platt, 1994).
A AVARA) (5.7)

This is shown in Figure 5.1 for the case of NO,, showing the absolute cross section, the
broad trend of the spectrum and finally the differential cross-section, over a
wavelength range of 40 nm, typical of that used by DOAS instruments (Plane and Saiz-
Lopez, 2006). A 3" order polynomial is employed to describe the slowly varying
component of the absorption cross section for the case of NO,; the degree of the

polynomial used will depend on the species and wavelength region of interest.
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Figure 5.1 Absolute and differential absorption cross-sections for NO,showing the 3" order polynomial
fitted to the absorption cross section (Plane and Saiz-Lopez, 2006).

Substituting this into Equation 5.6 and taking into account instrument related
factorsFins(4), which includes the wavelength dependence of the optical transmission

within the spectrometer and the quantum efficiency of the detector, gives:

1 @)=t 0en] - S (2 | jow| - S, 5,000 500 ) 59

This equation can be considered in two parts: the first exponential factor describes the
narrow band absorption features; the second exponential factor and the instrumental
factor explain the broad band features (Plane and Saiz-Lopez, 2006; Platt, 1994). The

intensity measured in the absence of differential absorption can then be defined as:

1L (=1, >m{(zauyﬁ 59
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where the optical density is given by:

0D, (1)= ln( II;(&))J = liznlla,i (1)e, (5.10)

And finally converting to concentrations (as for Equation 5.3) yields:

C = 0 (5.11)

5.1.3 The LP-DOAS Instrument

The basic components of the long-path DOAS instrument involve a transmitter, usually
a high pressure Xe lamp, a receiver which is coupled to a spectrometer and a detector
where the dispersed spectrum is recorded. In early DOAS instruments the transmitter
and receiver were placed at opposite ends of the light path and a slotted disc scanning
device along with a photomultiplier tube was used as the detector (Platt et al., 1979).
Developments in the design of LP-DOAS instruments have involved placing the
transmitter and receiver in the same location and folding the light path using a
reflector and using photodiode array (PDA) or charge coupled devices (CCD) in place of
photomultiplier tubes. A description of a typical DOAS instrument is described below

and a schematic diagram of the setup is shown in Figure 5.2.

The long-path DOAS instrument uses a Xe Arc lamp as the light source which is
projected over the given path length through a Newtonian telescope. The advantages
of using a xenon lamp include the relatively high intensity in the UV wavelength region
(allowing measurements of species such as BrQO) and the small arc size, allowing easier
focusing onto the optic fibre (Plane and Nien, 1992). This light source is generally
positionedat the focal point of a spherical or parabolic mirror to provide a highly
collimated beam. The light is then reflected back to the telescope by a corner-cube
array of mirrors, positioned several kilometres away. The corner-cube array uses

internal reflections to reflect the light back to the spectrometer with high accuracy. In
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addition to this it has a large acceptance angle (~20°) so that it does not need to be

pointed accurately at the source (Plane and Saiz-Lopez, 2006; Platt, 1994).

A number of advantages are achieved from folding the light path and housing the
receiver and transmitter in the same location. Firstly, in the processing of the
atmospheric spectrum, a spectrum of the lamp is required which is unattenuated by
transmission through the atmosphere. This can easily be achieved if the light source
and spectrometer are housed in the same location. Secondly, folding the light path
gives double the path length and reduces complications which could arise from
inhomogeneous air masses over long distances. Thirdly, folding the light beam means
that light losses from divergence of the light beam are significantly reduced as the
reflected light converges back to the source. In addition to this, housing the
transmitter and receiver in the same location is preferable when taking measurements
in remote locations as only one power source is required (Plane and Nien, 1992; Plane

and Saiz-Lopez, 2006).

The received light is then focused onto a quartz optic fibre bundle and the light
dispersed through a 0.5 m Czerny-Turner spectrometer through a 1200 or 600 mm™
grating. This gives a resolution of 0.2—0.4 nm. An advantage in using a CCD is that CCD
chips can have high quantum efficiencies in the near-UV, extremely useful for
wavelengths < 400 nm. This is achieved through application of a suitable surface
coating (e.g. Lumogen) which improves the quantum efficiency in the region below
400 nm (without this coating the quantum efficiency falls to zero at 350 nm). The CCD
is also cooled to -70 °C using a multistage Peltier thermoelectric cooling system to

minimise the dark current within the device and improve signal to noise. The signal

from the CCD is then detected by the computer.

In addition to these components, stepper motors can be used to shutter-off light so
that scattered light spectra can be recorded and also to obtain unattenuated lamp
spectra. Filter wheels are also used with neutral density filters to attenuate the light
entering the spectrometer so that the CCD is not saturated (Plane and Saiz-Lopez,

2006).
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Figure 5.2 Schematic diagram of the LP-DOAS instrument (Plane and Saiz-Lopez, 2006).

5.1.4 Analysis of Halogen Measurements

There have been a number of field campaigns involving measurement of halogen
species using LP-DOAS, in a variety of locations, covering polar, mid-latitude and
tropical environments (e.g. Friess et al., 2011; Honninger et al., 2004b; Huang et al.,
2010; Mahajan et al., 2009b; Peters et al., 2005; Read et al., 2008; Saiz-Lopez and
Plane, 2004a; Saiz-Lopez et al., 2007b; Stutz et al.,, 2011). The halogen species that
have been successfully measured during these campaigns are I, 10, OlO, and BrO and
concentrations for all are typically several parts per trillion. These species do not all
absorb in the same spectral region and therefore simultaneous measurements are not

possible using this technique.

BrO is measured in the near-UV region of the spectrum from 324-357 nm, 10 in the
visible at 425-445 nm and |, and OIO are measured in the region 535-575 nm (Gomez
Martin et al., 2005; Mahajan, 2009; Saiz-Lopez et al., 2004c; Wilmouth et al., 1999).
The absorption cross sections of each of these species and others commonly measured

using LP-DOAS are given in Figure 5.3.
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Figure 5.3 Differential absorption cross sections for species commonly measured using LP-DOAS (Plane

and Saiz-Lopez, 2006).
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The instrument will be set up to focus on a specific region of the spectrum dependent
upon the species of interest. Spectra are recorded every 30 s, and consist of three
components: the atmospheric spectrum (A), scattered light spectrum (S) and lamp
spectrum (L) which are differentiated using three separate measurements every 10 s
(A+L+S, A+S and S). Each of these measurements is a single spectrum, which is

comprised of contributions from the individual A, L and S spectra.

For the concentrations of species to be retrieved, a spectral de-convolution procedure
must be followed. The first step involves producing processed spectra (I,r) using the
formula:

AS-S

= 5.12
P ALS - AS ( )

In this way the Xe lamp spectral features are removed from the spectrum before

analysis (Plane and Saiz-Lopez, 2006).

The spectra are then converted to optical densities using a Fourier transform and filter
procedure. A smoothed spectrum is obtained using a fast Fourier transform (FFT) and
high-pass frequency filter and a low-pass filter FFT analysis gives the overall trend of
the processed spectrum. The differential optical density is then given by the logarithm
of the broad trend spectrum divided by the smoothed spectrum (Plane and Nien,
1992). The variation of wavelength of the attenuation in intensity caused by Mie and
Rayleigh scattering is largely removed by employing this process. The optical density
spectrum is then given by the sum of the contributions from n individual absorbers at
each wavelength. To this, a first order polynomial is added, optimised during the fitting

procedure, which accounts for any residual off-sets:

oD'(1)= |n(%} = |iz;:ai Ak, +ad+p (5.13)
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Dependent upon the region of interest, there will be several species with strong
absorption features that should be considered; for the 425-445 nm range the
important species are 10, NO, and H,0. Reference differential absorption cross
sections for these species must first be converted to optical densities using the same
FFT, low and high-pass filter procedure as employed for the processed spectra. The OD’
is measured over a large number of wavelengths in a multiplexing detector leading to

1024 simultaneous equations for the i unknown concentrations C; (Plane and Nien,
1992). However, the unknowns in the equation are the n molecular concentrations C;

and the parameters « and f, and this means there are usually fewer than ten
unknowns in total. The solution to Equation 5.13 is therefore greatly over-determined.
The solution to this is to use a least squares fitting routine using singular value
decomposition (Press et al., 1986) where the reference optical density spectra are
fitted simultaneously to the processed OD’ leaving a featureless residual spectrum.
Also included in the analysis procedure is the ability to stretch or shift the reference
spectra with respect to wavelength to correct for differences in the wavelength

calibration between the DOAS spectrometer and the literature cross-sections.

The errors on the retrieved concentrations and the detection limits of the DOAS
instrument will depend on a number of factors such as the size and structure of the
differential absorption cross sections, the number of absorbers, the optical path length
and the intensity of the light signal transmitted through the atmosphere. A chi-squared
significance analysis gives a measure of the goodness of fit of the de-convolution

routine:

A

Z(OD'(&)—IZ;:@'(/I)Q +aﬂ+,8j2 (5.14)
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where m is the number of wavelength intervals between A; and A2 (i.e. the number of
elements of the detector). The smaller the XZ, the better the fit, and the less structure
in the residual spectrum (which is assumed to be random). The statistical standard
errors on the retrieved concentrations are calculated directly from the singular value
decomposition routine (Press et al., 1986) and are weighted by the 2 distribution and
the m-n degrees of freedom of the system. This 1c statistical error is normally an
underestimation of the overall error as it does not account for systematic errors such
as those in the absolute absorption cross section of the reference spectra and the

errors in the length of the optical path.

In some instances, consistent structures can be observed in successive residual spectra
and this can be for a number of reasons, including the presence of an unknown
absorbing molecular species (although this is rare) or incorrect matching of the
reference and atmospheric spectra. Another cause can be incomplete removal of lamp
spectral features due to variations in the spectral output across the Xe arc (this can
often be improved by fitting the lamp spectrum as another absorber in the fitting
routine). One way to remove consistent structures in a sequence of residual spectra is
to average them to give an “instrumental reference” spectrum which can be fitted in
the de-convolution routine along with the other molecular absorbers (Allan et al.,
2000). This will often lead to reduced errors and detection limits for trace absorbing

species without significantly affecting the retrieved concentrations.

The minimum detectable OD’ can be estimated from the root mean square of the
residual (Equation 5.15 below) and the detection limit for each individual species can

then be estimated using Equation 5.11.

op' = |-Z% (5.15)

The detection limit will depend on the conditions affecting the light transmission

through the atmosphere and scattered sunlight such as precipitation, cloud and



Chapter 5. lodine in the remote tropical MBL 117

time of day. This is because xz varies inversely with the light intensity transmitted
through the atmosphere and is proportional to the level of scattered sunlight (Plane

and Saiz-Lopez, 2006).

5.1.5 The MAX-DOAS Instrument

Multi-axis DOAS is based on the same principles as the LP-DOAS technique, however,
in this case rather than an artificial light source, scattered-sunlight is used. There are
numerous so-called “passive” DOAS techniques which use scattered sunlight, as well as
stellar and lunar light, on various different measurement platforms including ground-
based, aircraft, balloon-borne and satellite measurements (Brewer et al.,, 1973;
Burrows et al., 1995; Pfeilsticker and Platt, 1994; Pommereau and Piquard, 1994;
Roscoe et al., 1994; Solomon et al., 1987; Wagner et al., 2000). Figure 5.4 shows the
viewing geometry for both a zenith-sky instrument, used extensively for measuring O3
and NO, in the stratosphere (e.g. Roscoe et al.,, 1999), and that of a multi-axis

instrument.



Chapter 5. lodine in the remote tropical MBL 118

| high sun

low sun

sun

horizon

Figure 5.4 Diagram showing the zenith-sky and multi-axis viewing geometries (Oetjen, 2009).

This demonstrates the path of a single photon through the atmosphere whereas, in
reality, the signal recorded by the instrument is due to a large number of photons all
having taken differing paths through the atmosphere. The viewing geometry can be
described using three different angles: the solar zenith angle (SZA); the elevation angle
of the telescope relative to the horizon; and the solar azimuth angle (SAA) which is the
angle between the viewing direction of the telescope and the position of the sun when

both are projected to the plane of the surface level.

Zenith measurements can be reasonably approximated by considering single scattering
as photons are scattered only once above the instrument’s line of sight, having passed

a great distance through the stratosphere before this (Solomon et al., 1987). This
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height is dependent on the scattering probability which is proportional to the light
intensity multiplied by the density of scatterers. To a first approximation the density of
scatterers can be described by the air density which decreases exponentially with
height. Therefore light intensity decreases moving closer to the surface as it is
attenuated by scattering processes in the lower layers of the atmosphere (Solomon et

al., 1987).

This gives a most probable height for scattering which will change with SZA; as the sun
sets the light intensity at the surface decreases to an even greater extent meaning the
most probable scattering height will be shifted upwards. The light path through the
troposphere remains almost constant, independent of SZA. This means zenith
measurements have a much greater sensitivity to stratospheric absorbers (Brewer et

al., 1973).

The MAX-DOAS instrument achieves greater sensitivity to tropospheric absorbers by
positioning the telescope viewing angle closer to the horizon compared to zenith
measurements. This has allowed a large number of different tropospheric trace species
to be measured using the MAX-DOAS technique, including 10, OIO, 