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Abstract

Hand gesture 1s potentially a very natural and useful modality for human-machinc
interaction. It 1s considered to be one of the most complicated and interesting chal-
lenges in computer vision due to 1ts articulated structure and environmental variations.
Solving such challenges requires robust hand detection, feature description, and
viewpoint invariant classification.

This thesis introduces several steps to tackle these challenges and applies them 1n a
hand-gesture-based application (a game) to demonstrate the proposed approach.
Techniques on new feature description, hand gesture detection and viewpoint invariant
methods are explored and evaluated. A normal webcam i1s used 1n the research as input
device. Hands arc segmented using pre-trained skin colour models and tracked using
the CAMShift tracker. Moment invariants are used as a shape descriptor.

A new approach utilising the Zernike Velocity Moments (ZVMs, first introduced by
Shutler and Nixon [1, 2]), 1s examined on hand gestures. Results obtained using the
ZVMs as spatial-temporal descriptor are compared to an HMM with Zernike moments
(ZMs). Manually isolated hand gestures are used as input to the ZVM descriptor which
generates vectors of features that are classified using a regression classificr. The
performance of ZVM is evaluated using 1solated, user-independent and uscr-dependent
data.

[solating (segmenting) the gesture manually from a video stream for gesture recog-
nition is a research proposition only and real life scenarios require an automatic hand
gesture detection mechanism. Two methods for detecting gestures arc examinced.
Firstly, hand gesture detection i1s performed using a sliding window which segments
sequences of frames and then evaluates them against pre-tramned HMMs. Secondly, the
set of class-specific HMMSs is combined into a single HMM and the Viterbi algorithm
is then used to find the optimal sequence ot gestures.

Finally, the thesis proposes a flexible application that provides the uscr with options
to perform the gesture from different viewpoints. A usable hand gesture recognition
system should be able to cope with such viewpoint variations. To solve this problem, a
new approach is introduced which makes use of 3D models ot hand gestures (not
postures) for generating projections. A virtual arm with 3D models of real hands is
created. After that, virtual movements of the hand are simulated using animation

software and projected from different viewpoints. Using a multi-Gaussian HMM; the
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system 1s trained on the projected sequences. Each set of hand gesture projections is
marked with its specific class and used to train the single multi-class HMM with

gestures across different viewpoints.
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CHAPTER 1

INTRODUCTION

Interest in hand gesture recognition has increased 1n recent years, motivated largely by
the range of potential applications for human-machine interaction. Within the wide
range of application scenarios, hand gestures can be classified mto at least four
categories [3]: conversational gestures, controlling gestures, manipulative gestures, and
communicative gestures. Hand gestures are powertul human interface components.
However, their fluency and intuitiveness have not been exploited and utilised as
computer input. Recently, hand gesture applications have started to emerge but they are
still not robust and are unable to recognise the gestures in a convenient and easily
accessible manner by the user. Many advanced methods are still either too fragile or too
coarse grained to be of any universal use for hand gesture recognition. In particular,
methods for hand gesture interfaces must be 1mproved beyond current performance in

terms of speed and robustness to achieve the required interactivity and usability.
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Recognizing hand gestures automatically from visual input 1s a complex task. It

typically involves several stages including, signal processing, tracking, shape descrip-

tion, motion analysis, and pattern recognition.

1.1 Motivation

Hands are the most multipurpose tools to accomplish our daily tasks. They are the
driving force 1n our user control interface and interaction application. This research is
motivated largely by recent advancements in user-machine interactions. The Nintendo
Wi 2005 console [5], Microsoft surface [4] and other similar applications have
received a warm welcome from users. Computer games are already a big industry.
Having these computer games driven by physical movements 1s expected to be widely
encouraged by users.

For proper evaluation of hand gesture recognition systems, several datasets have
been collected by different research groups. In large part, the current databases [6-9],
existing for static postures or dynamic gestures, are of a limited use. Existing databases
mainly consist of single handed gestures captured with limited motion, controlled
lighting, consistent background, no body movements and/or coloured gloves to ease the
tracking and segmentation [6-10]. There are datasets [11, 12] that do contain more
expressive hand gestures relevant to a multimedia interfaces but these have not been

made publicly available.
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Figure 1-1: Wii console is used by the elderly for staying fit [13]

The emerging technologies and the limitations of existing datasets have contributed
to our thinking of how and for what purpose new datasets should be collected and how
the prototype application should be designed. Interactive user-interfaces can be used

not only in computer games but also in crisis management [14], helping people with
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disabilities (e.g sign language) [15-17], or for elderly people [18]. In this research. the
proposed prototype is developed to be in line with applications that can be used for the
clderly. Recent trends on using the Wii console to help the elderly lose weight and

remain fit partly motivate this research and its direction (see Figure 1-1).

1.2 Research focus

The primary focus of this research is to create a framework for a user-interface that
utilizes state of the art methods and can be used within a range of applications. To
1llustrate this, the developed techniques are demonstrated within a simple game. The
developed techniques were not to create new segmentation, tracking, representation, or

classification methods but rather to evaluate novel combinations of methods for a

gesture-based multimedia interface, and to explore continuous gesture detection and

viewpoint invariance.

The thesis brings together several independent techniques into one framework.

Figure 1-2 illustrates the position ot our research 1n relation to other types of study.

Studies on the use of applications -
Ontologv and social aspects -
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Figure 1-2: research focus diagram: this shows to where this research belongs in terms
of techniques and applications
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The research adopts an appearance-based approach [22-25] for processing hand
gesture with special attention to feature representation and gesture classification

methods. A hybrid approach (see Section 2.4.2.3) 1s adopted for tackling viewpoint

Invariance.

1.3 Research overview

The thesis evaluates a recent method for image feature description within a new context
and 1ntroduces a novel method for dealing with variation in viewpoint. The thesis also
presents a new discussion on hand gesture detection. To demonstrate the overall utility
of the approach, a framework of a game 1s designed as an example of possible applica-
ttons on hand gestures. The game has an entertaining chasing scenario between two
characters (Bird and Ant). The player (game user) drives and controls the Ant while the
Bird tries to touch the Ant. The 3D environment used in this game 1s simple as the
focus 1s on the control more than the setting of the game. A normal webcam is uscd as
the input device; webcams are included in most state of the art laptops and somc
computers by default which makes the game accessible and easy to use. From the
webcam video stream, human hands are segmented using pre-trained models of the skin
colour, then the hand is tracked using the CAMShift tracker [19, 20]. The foreground
blob is then represented by a descriptor.

A key requirement when selecting a method for shape description 1s to provide
sufficient discriminative information for successtul classification of hand gestures. The
use of moments for shape description was introduced by Hu [21] in 1962. Hu intro-
duced a set of six functions of standard central moments which provide a description
that is invariant to scaling, translation and rotation, and a seventh function invariant to
scaling, translation and skew. Another form of moments 1s the Zernike moments (ZMs)
where the kernel is a set of orthogonal Zemike polynomials defined over polar co-
ordinates inside a unit circle. ZMs are the projection of the image function onto thesc
orthogonal basis functions. This idea has been extended recently by Shutler and Nixon
[1] who added the displacements of the center of mass to ZMs. This incorporates the
velocity of the moving objects into a descriptor. They called this extension Zernike
Velocity Moments (ZVMs) which they explored successfully with human gait recogni-
tion [1]. A motivation for this thesis was to use the ZVM descriptor 1n hand gesture
systems and to evaluate 1ts performance. The thesis compares the performance of Z\'M

coupled with a static classifier to ZMs coupled with a bank of HMMs. The static
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classifier used 1s Classification via Regression (CvR) which was selected after explor-
ing other classifiers. The performance of several experiments i1s presented including
experiments that use 1solated hand gestures, use-dependent and user-independent data.
In real life scenanos, users do not perform a gesture alone but rather the hand ges-
ture 1s part of a continuous video stream. Therefore, gesture detection (spotting) is an
essential part of this research. Gesture detection 1n a continuous video stream refers to
finding the start and end of a gesture. Two methods based on the use of an HMM
(Hidden Markov Models) for detecting hand gestures are presented with extended
discussion and evaluation. The first method 1s a sliding window which takes a number
of frames of a gesture and evaluates them against a set of pre-trained HMM models.

The second method uses the Viterbi algorithm to find the optimal path that a certain

gesture may follow using a single HMM constructed from each of the pre-trained
HMM models.

Proposing a flexible system to use requires providing the user with options to per-

form the gesture from different viewpoints. A hand gesture recognition system should
be able to cope with such variations. To solve this problem, a multi-class classification
technique is trained using a set of animated gestures with their projections. These
animated gestures arc obtained by creating a virtual performance ot the hand using the
captured 3D models and animation software. The virtually created hand gestures are
projected from different viewpoints. Using multi-Gaussian HMMs, the system 1s
trained on the projected sequences. Each set of hand gesture projections 1s marked with

its specific class for training. Results and discussion are presented.

1.4 Thesis contributions

Original contributions produced from this work emerge from several parts:

»  Four new datasets have been designed for evaluating hand gesture recognition
in different environments. The data is collected 1n the tollowing settings: (/) a
uniform background with controlled lighting (UBL dataset); (2) hands only
visible in office environment (OEH dataset); (3) whole body visible 1n the of-
fice environment (OEW dataset); (4) virtual performance of hand gestures us-

ing 3D models. Ground truth of the data is provided using manual labelling.
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* A prototype has been implemented showing how the set of controlling ges-
tures could be used 1n practice (see Chapter 3). This prototype is a simple at-

tractive chasing game involving two characters, one of which i1s manipulated

by the user using gestures.

* An Evaluation on the newly developed datasets has been presented using a

state of the art detection and tracking method (CAMShift).

= An Evaluation of ZVM introduced by [1, 2] for human gait recognition has

been carried out for the hand gesture datasets.

= The ZVM 1s compared with a standard method used in hand gesture recogni-
tion. Until now, the ZVM descriptor has not been compared to any of the state

of the art methods on 1dentical datasets.

=  Two techniques for hand gesture detection are presented with the aim to locate
the start and the end of hand gestures automatically and to classify these

gestures. This research also explores experiments utilizing HMMs with

garbage states [26].

= Virtual hand gesture performances have been proposed for dealing with
viewpoint variation. Virtual (animated) hand gestures are generated using 3D
models and animation software. 3D models are captured trom real hands using
a laser scanner. Then a multi-class detector and classifier 1s trained and

utilized.

1.5 Thesis structure

= Chapter 2 presents related background and a literature review on hand gesture
recognition systems. It starts with defining the meaning of hand gesture and dis-
cussing existing applications, then introduces the gesture categorization criteria.
A survey on hand gesture systems is conducted in the context of multimedia.

The related topics of machine vision to hand gesture detection are also re-

viewed.
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= Chapter 3 presents the developed datasets used in this thesis. It discusses sct-

tings and the prototype application used as a demonstration of the techniques

explored.

» Chapter 4 presents segmentation, tracking and feature representation methods.
For our prototype to work, the most distinctive features of the gesture such as
hand shape, trajectory, and colour need to be extracted and represented effi-

ciently. This chapter also evaluates the use of the CAMShift tracker on the new

datasets.

= Chapter 5 presents and discusses several experiments. Firstly, hand posture
recognition; Secondly, ZVMs representation + static classifier; Finally, ZMs +

HMMs classification. A comparative study on both hand gesture experiments 1s

presented.

=  Chapter 6 presents in the first part, experiments on hand gesture detection
using HMMs trained using the pre-segmented gestures. The second part ex-
plores the use of 3D models for viewpoint invariant hand gesture recognition.
The used 3D models have been captured from real hands and then manipulated

using 3D animation software to create a viewpoint independent dataset of vir-

tual hand gestures.

= Chapter 7 presents summary and findings of this research. It also discusses the

limitation of the system design, possible improvements and future work.



CHAPTER 2

LITERATURE REVIEW

2.1 Chapter overview

This chapter presents related background and a literature review on hand gesture
recognition systems. It starts by defining the meaning of hand gestures and discusses
possible applications. Next, categories of hand gesture recognition system arc intro-
duced. These categories are divided by a system’s context and technology. The lion's
share of the chapter deals with vision-based methods and their suitability for imple-
menting user interfaces and multimedia applications, with special focus on appearance-

based methods. Several studies have been explored in the relevant sections. Finally.

results and findings are presented.
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2.2 Understanding hand gesture recognition systems

2.2.1 What are hand gestures?

Biologists broadly define the term gesture as all kinds of instances where an individual
engages 1n movements such that their communicative intent is manifested and opcnly
recognized [27]. Psycholinguists define the term gesture as the “critical link between
our conceptualizing capacities and our linguistic abilities” [28]. Gesture is one part of
the natural aspects of human communication where humans use a range of movements
from simple finger actions of pointing at objects (Deictic Gestures) to the more
articulated motions that express feelings and allow communication with others. The
communicative feature of the gesture boosts its potential role in multimedia applica-
tions [10, 28-33].

Hand gestures and speech are often associated with each other. This rclation has
attracted many researchers’ attention. McNeill states that “statures modify their
gestures to maintain synchrony with speech, and equally, that deliberate mismatch
between gesture and speech can influence a participant’s recall of a narration” [34].
Gesture and speech operate as an inseparable unit [35], retlecting difterent semiotic
aspects of the cognitive structure that underlies both of them. This has been reflected in
rescarch on the relations between gesture and speech that are studied by Turk [36] who

concluded that there is a close relation including the fact that unsmooth verbal speech

disrupts gesture.

2.2.2 Hand gesture recognition

By going through early literature of hand gesture recognition systems, a few terms uscd
within the literature as research aims can be highlighted. These terms distinguish this

29 24

type of research from other research: such as “no mouse”, “no keyboard”, “natural

29 g4

interactive input methods”, “effective sign language recognition”, “manipulation and

control gestures”, “device-less remote control”. None of these terms has departed from

the laboratory environment to touch daily life and they were mainly a proof of concept.
Computer vision and artificial intelligent challenges such as segmentation, tracking,

classification and viewpoint invariance have narrowed the use of such studies on

natural interactive systems.
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However, the success of the Nintendo Wii 2005 console [5] against the well-

established Sony PlayStation and MS Xbox, and more recently the Microsoft interac-

tive table “Microsoft surface 2007” [4] have shown the real potential of the emerging
technology. The Ninfendo Wii system has a station which captures the motion of a
handheld wireless device. The Microsoft surface does not require any handheld device
but touching its surface 1s essential for the system to work. These emerging technolo-
gies help to motivate the researchers who are working on hand gesture recognition
systems because such devices have extended the himited use of mouse and keyboard to
explore more natural ways of interaction. The previously mentioned systems are a step
closer to a flexible system which 1s proposed 1n this research.

Flexible interactive systems enable the user to interact with machines without the

need to have any physical contact with the input device just like Nintendo Wii, and not

to have any handheld or marker tools as with Microsoft Surface.

2.2.3 Hand gesture recognition systems’ categories

Several related studies have attempted to classify gestures such as [28, 37-40]. Most of
these surveys did not target a specific gesture of the body, but rather explored and
classified gestures from any part of the body whether it 1s an eye gesture [41], hand, or
head gesture [42]. Research on classitying hand gesture according to the context 1s
limited.

This section explores hand gestures and their types and applications within a multi-
media context. It aims to extend some of the related surveys such as [43]. It 1s well
understood that hand gesture is an important example of a human gesture. However,
hand gestures have a special nature due to the articulated motion and high number ot
degrees of freedom.

A hand gesture can be categorized according to its temporal information into:
» Static gestures (some researchers call these postures), and
=  Dynamic gestures

Hand gesture recognition can be divided as follows:
= The context of the gesture (sign language, control gestures)

= The technology used in gesture recognitions (non-vision, vision)

- 10 -
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Hand gesture recognition systems

Figure 2-1: Hand gesture recognition systems can be divided and classified according
to two criteria, the context of the hand gesture and the technology used for
the recognition

2.3 Hand gesture recognition by context

Hand gestures recognition systems are classified according to their context and
application into three types:

= Communicational gestures

= Manipulation gestures

= [Interactive gestures

Hand Gesture Recognition types by context

Communicational Manipulation Interactive

e.g. American sign e.g. 3D mouse e.g. Gaming

language

Figure 2-2: The main three classes of hand gestures according to their context and
application

2.3.1 Communicational hand gestures

Communicational gestures are known as sign language gestures that are considered 1n
some literature to be independent from other types of gesture. Sign language 1s
linguistic-based and requires the collective interpretation of multiple, individual hand

signs that are combined to form grammatical structures [22, 44-46]. Sign language

I




Chapter 2

Literature review

gestures are the most well-studied field in hand gesture recognition systems. Sign
language extends beyond hand movements to include mouth and arm movements.
Unfortunately, 1t 1s not a universal language and different countries have different
vocabulary; e.g. British Sign Language (BSL) and American Sign Language (ASL).
There are several research studies on forming sign language in a written wav such as

the Sign Writing system [47] which provides a special font (Sutton).

Sign language can be categorized into three types [25]:

a) Finger spelling which 1s used to spell a word by letters or numbers. It i1s usually

static postures that refer to meaning [45, 48-50].
b) Word sign, this is the most common form of sign language. A certain motion of

the hand refers to a word [17, 25, 29, 50, 51]

¢) Non-manual features which usually involve tongue, hand and/or body position
[15, 16, 39].

2.3.2 Control and manipulation hand gestures

Control and manipulation gestures are widely explored in several applications. Therc
arc creative products which aim to improve the human-computer intcraction. These
applications include car gadgets control as in Zobl ef al. [52], hand drawing as in Isard
and MacCormick [53, 54], large display map navigation control as in Carbini er al. and
Wilson [31, 55], and virtual reality control as in Weissmann [56].

Zobl et al. [52] presented a multimodal system, which consists of a gesture-
optimised user interface, a real time gesture recognition system and an adaptive help
system for gesture input that is aimed to be used in a car. This system supports eleven
dynamic hand gesture classes and four hand poses. They used an adaptive background
removal technique to segment and threshold the images. After filtering these images
with a forearm filter, Hu-moments [21] with HMM are computed. Their system was
trained and tested by using data of one person and thus is highly person dependent.

Isard and MacCormick [53, 54] presented a system which uses the condensation
algorithm [57] for tracking the fingertip to utilize a drawing application. The system
assumes a simple controlled environment and manual initial localization of the tingertip
is required. More recently, Sepehri et al. [58] presented a flexible approach for a hand

gesture drawing system which deals with gesture in 3D space using a sterco camcra to

212 -
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capturc a disparity map. They approximated the planer of the hand for both the
disparities and motion model. They have not conducted user studies to assecss the

performance and fatigue that may occur in long term use.

A large display application driven by using hand gestures is explored by Carbini et
al. [31] who also used a stereo camera as input device. A skin-colour trackcr has been
used for detecting the head and hands. They divided the space between the human bodv
and the display into zones to minimize the 3D search space of the hand gesture. They
used one hand for gesture and another for controlling the start and the end of their
application. More studies on large display control such as the use of drag and drop
objects can be found in Collomb [59], where several techniques on large display
systems ar¢ compared and discussed.

Wilson [55] presented a computer vision technique to detect when the user brings
their thumb and forefinger together (a pinch gesture) for close-range and relatively
controlled viewing circumstances. This system used a single camera fitted on the screen
against a black background (keyboard). The technique avoided complex and fragile
hand tracking algorithms by detecting the hole formed when the thumb and forcfinger
are touching cach other; this hole 1s found by simple analysis using the connccted
components analysis technique [60] of the hand segmented against the background.

Malik et al. [61] developed a vision-based hand tracking system over a constrained
tabletop surface area to perform multi-finger and whole-hand gestural interactions with
large displays from a distance. They designed a set of static and dynamic gestures as
input to their system, where both hands were used for the interaction.

Tangible interfaces and gestures are another kind of control and manipulation input.
Mazalek and Nitsche [62] built a physical object that can be manipulated to control
corresponding digital objects. The physical object drives a game through a sct of

sensors on the built object.

2.3.3 Interactive hand gestures

Hand gestures are considered to be interactive when users require changing the way
they perform the gesture according to the application’s feedback. This 1s mainly in real-
time applications. Most games that use hand gestures are considered to be interactive
ones. It is worth mentioning that interactive gestures and control gestures are similar.

The feedback in the interactive gesture distinguishes this type.

213 -
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There are several studies on this type of gestures including Wilson and Oliver [63].
They created a stereo-vision based system called “GWindow™. This system utilizes not
only hand gesture but also speech recognition for performing several basic Microsof
Window management tasks. A year later Wilson [64] presented a touch screen technol-
ogy called “TouchLight” which uses image processing techniques to combinc the
output of two video cameras placed behind a semi-transparent plane in front of the uscr.
The resulting image shows objects that are on the plane. The use of two cameras helps
to filter out unwanted objects. Only objects on the surface give the same projected
image. A microphone i1s used to detect the clicking events. A projector 1s used to
project the resulting image on the screen.

Similarly, Ahn et al.[65] presented a system for interacting with a large display
using a live video avatar of a user. The system enables the user to appcar on a screen as
a video avatar and to interact with items therein through hand gesturcs. The user can
interact with the large display remotely by walking and touching icons through his
video avatar. They developed live video composition, active infrared vision-based hand
gesture recognition, 3D human body tracking system, and incorporated a voice reco-

gnition system. Surveys on interactive gesture can be found 1n [14, 36, 39-41, 66, 67].

2.4 Hand gesture recognition by technology

Reviewing research on hand gesture recognition and general gesture recognition has led
to a categorization based on the used technology into non-vision-based methods and
vision-based methods. Non-vision-based methods use all types of sensors apart from
cameras to detect hand gestures. Examples of such sensors are “the magnetic” which 1s
for detecting the 3D location of hand gesture, “touch sensors”, “data-glove™ and so on.

Vision-based methods use cameras as the input device.

- 14 -
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(a) (b)

Figure 2-3: (a) Microsoft Surface diagram [68]. 1) Screen 2) Infrared cameras 3) CPU
4) Projector. Number of infrared cameras depends on the design and size
of the table. (b) SDT Data-glove [69] capturing device.

2.4.1 Non-vision-based hand gesture recognition

2.4.1.1 Touch technology

One of the recent products of touch technology 1s the Microsoft Surface [4] which
allowed more human computer interaction through gesture - see Figure 2-3-(a). Users
can “grab” digital information with their hands and interact with content through hand
movements, without the use of a mouse or keyboard. The touch technology used in the
Microsoft Surface is based on multi-infrared cameras. Other applications and products
utilized other touch technologies based on resistive media, ultrasonic waves, capaci-
tance, and optical imaging [70]. Touch screens were 1n use many years ago, such as the

surface notebook, mobile phones and interactive white boards [64].

2.4.1.2 Data-gloves and virtual reality

Data-gloves are physical devices attached to a computer either via wire or wireless.
They are wearable gloves usually made of a fabric, see Figure 2-3 (b). These gloves
contain several sensors placed in such a way that they can transfer fingers movements
into signals that represent the difference between various hand shapes [37, 43, 71].
Different techniques have been used to track the changes in the hand position and
orientation. These techniques depend heavily on the nature of the sensor used in the

glove. LaViola’s technical report [43] on hand gesture and posture recognition

i



Chapter 2

Literature review

described the main and common techniques used in the data-glove method. These

techniques are magnetic, acoustic, and inertial tracking. Magnetic based devices have a
transmitting device that emits a low-frequency magnetic field where the receiver
verifies 1ts position and orientation. Acoustic based devices or ultrasonic devices use
mgh-frequency sound emitted from a source component that is placed on the glove.
Microphones placed in the environment receive ultrasonic pings from the source
components to verity their location and orientation. Finally, inertial based devices use a

variety of inertial measurement sensors such as gyroscopes, servo-accelerometers.

angular velocity sensor and others.

Different data-gloves have a different number of sensors installed on the fabric. and
the most common type [40, 43] 1s the SDT Data-Glove [72] which supports up to 5
degrees of freedom (DOF) and has 16 sensors installed. The technology of the sensors

varies. Tarchanidis [73] proposed a data-glove design which captures not only the hand

movements, but also the movement force through installing a force sensor. The
accuracy of data-glove depends on the analogue-digital converter resolution (the higher
the better). Data-glove and physical drafted hand (e.g. wooden model) capturing
methods are used usually for virtual reality, military and medical applications [74-76].

Non-vision-based technology depends more on hardware-based solutions for captur-
ing gesture motion. This usually results 1n a complexity in the system. In addition,
many potential users cannot afford to buy such a technology. In contrast, rescarches
utilize more complex computational algorithms which tend to otter a simpler intcrac-
tive interface that has satisfactory acceptance from the end user.

This research aims to provide easy-to-use and atfordable (low cost) systems. There-
fore, this literature survey is directed towards the vision-based methods and applica-

tions.

2.4.2 Vision-based hand gesture recognition

Vision-based methods use the video camera as an input. This can be a single camera,
sterco or multiple cameras depending on the application and setting. Vision-bascd
methods have some advantages in comparison with non-vision-based methods. scveral
surveys [43, 75, 77] have discussed these issues in detail. The advantages of vision-
based methods are summarized as follows:

Accessibility and portability: Non-vision-based approaches require wearable devices

(such as the data-glove), or direct contact devices (such as the touch screen),

- 16 -
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whereas vision-based devices can be applied to some extent in anv condition and
anywhere. In vision-based approaches, however, the hand’s size docs not make any

difference whereas in glove-based it does. Wearing the glove for a whilc can cause

discomfort to some users.

Usability: 1t 1s widely known that systems with limited or free calibration usually ¢ain
more acceptance from the end user than others. Some non-vision-based applications

such as the data-glove require an initial calibration while vision-based syvstems

permit a much more flexible environment. The other aspect of the usability is how

the user can cope with the system.

Affordability: Vision-based approaches provide a cost cffective solution for gesture
recognition while the non-vision-based systems such as the data-glove and the

touch screen are much more expensive.

It can be concluded according to this comparison, that vision-based techniques have
the edged over non-vision-based techniques. This comes at the expensc of more
complex algorithms for handling common computer vision challenges such as lighting
changes, background instability, noise, collision, tracking, and recognition tcchniques.
There has been a huge body of work on vision-based techniques to solve these chal-
lenges.

Vision-based techniques can be divided 1nto three categories:
= Model-based
= Appearance-based
= Hybrid-based

2.4.2.1 Model-based approaches

A model-based hand gesture system generally utilizes 3D models (see Figure 2.6) of
the hand. Figure 2.4 shows the general structure of the model-based approach. The
general idea of this approach is to map the 3D models’ parameters to correspond with
an imaged hand, either for tracking proposes or for classification. Video input 1s
composed of images that contain 2D information when a single camera 1s used.
Therefore, the 3D model is projected and after that, a fiting function 1s used to
compute and minimize the error mapping between the 3D-to-2D hand projections and

the tracked hand. Model parameters are optimised using the output of thc fitting
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function and another projection is computed according to the error value. A successtul
hand fitting 1s a result of an accurate description of the tracked object and a correct
classification of its actions.

The geometric hand model 1s usually created either synthetically, as in Figure 2.5, or
can be obtained by reconstruction/scanning methods, as in Figure 2.6 which was
captured using the Polhemus laser scan system [78]. The 3D model can be represented
in various ways, for example deformable polygon meshes [79] or generalized cylinders
[80]. Generally, the projected hand parameters (out of the 3D model) are estimated
separately from the parameters of the hand in the input video stream but can be also
estimated together as in [81]. This section highlights some of the research that has

adopted a model-based approach.

RV <
3D Model

Segmentation
2D Model projection & tacking

Fitting function

Classification

Figure 2-4: Flowchart depicts the overall structure of a model-based hand recognition

system using a 3D model.

Optimization
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Figure 2-5: Two examples of manually created models (a) is a 3D model (b) is a 2D
model [82]
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Figure 2-6: 3D Hand model of real hand scanned using a Polhemus laser scanner [83]

Model-based approaches have been used for tracking [79, 84] and dealing with
viewpoint variations [85]. Using a Point Distribution Model (PDM) of the human hand.

Heap and Hogg [79, 84] constructed a 3D deformable model using a statistical analysis
of MRI images. They calculated the mean of these models for a specific hand, and then
they calculated the variation of the models using Principal Component Analysis (PCA)
(discussed further in Section 2.5.2). Using the constructed model, they tracked the hand
in the scene using the projections of the 3D model. Model location parameters are used
as an 1nitial location for the next frame and so on; each time the change in the position

and hand shape are calculated to deform the model accordingly. During the tracking, a

uniform background is used.
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Rehg and Kanade [81, 86] presented their DigitEyes framework, which utilized a 16
cylinder hand model (fingers and palm) with a total of 27 DOFs. Initial configuration
was predefined using an estimation algorithm which first predicts feature parameters
for the next frame, and afterwards the difference betwecen the measured and the
predicted states is minimized using inverse Jacobean mapping from the displacement in
feature space into the displacement in hand configuration space (angular spacc). They
proposed a tracking framework for articulated objects that uses explicit kinematic hand
models. The kinematic models provide geometric constraints on image featurcs. The
real-time tracking systems use finger tip features and are tested to predict self-
occlusion. They tried to resolve the ambiguity caused by the occlusion in [81], which
occurs when the motion is directed along the viewing axis of a single camcra during the
hand tracking or estimation.

Lien [80] extended the work of Heap [79, 84] and Rehg [81, 86] to tackle the prob-
lem of 3D model scalability. Lien’s system used a set of markers on the end of cach
finger and on the wrist. The 3D model 1s generated using articulated cylinders for the
fingers; Lien tracked the markers on the hand to configure and calibrate the 3D modcl
states. This calibration allows scaling the model using a fitting function. Licn’s scalablc
model-based hand posture analysis system addressed marker occlusion problems in the
conventional i1nverse kinematic algorithm. They estimated occluded markers by
studying the trajectory of the hand motion. These markers arc linked to the model’s
cylinders. To overcome the use of hand markers for constraining the movements of
these cylinders, Wu and Huang [87] presented a method for capturing the articulated
hand motion. The constraints of joint configurations are learned from natural hand
motions with a data-glove. Dimensionality reduction techniques are used to minimize
the 20 dimensions to a seven dimensional subspace by using PCA, which maintains
05% of the variation in their training data, similar to Heap and Hogg [79, 84]. Lien. Wu
and Regh built their model using ridged parts representing fingers and palm as in
Figure 2.5.

In a similar approach, Sudderth er al. [88] introduced probabilistic methods tor
visual tracking of a three-dimensional geometric hand model from monocular 1magc
sequences. Model components are represented by their positions and orientations. A
prior model is then defined to enforce the kinematic constraints implied by the model s

joints. Mapping is processed using a redundant representation that allows a colour and

edge-based likelihood Chamfer distance measure [89]. Given this graphical modcl ot

hand kinematics, they tracked the hand’s motion using the Non-parametric Belict
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Propagation (NBP) algorithm. A KD'-tree based method is used to improve NBP's

computational efficiency for fast Chamfer distance evaluation.

3D model projections are used in the model-based approaches to map the tracked
hand to 1ts corresponding model. This mapping requires estimating the position of the
hand 1n a frame and mapping it to the model, then updating the states. These techniques
are sometimes referred to as the ““analysis-by-synthesis approach™. which Shimada er
al. |23, 90] adopted. Their system has two stages. First/y, with a 23 DOFs 3D model.
they generated 125 possible 2D projections from 128 viewpoints and achicved a total of
16,000 frames. To simplify the search, they built a transition network between the
shape models. Secondly, 3D models candidates were projected to the image planc and
the discrepancy of the contour of projected image and input image 1s cvaluated.
Extended Kalman Filter (EKF, in a similar way to Stenger’s hand tracker [91]) 1s
utilized to find the best match for fitting the model to the image. EKF 1s a recursive
filter that estimates the state of dynamic system from noisy data. The system 1s
complicated and cannot be applied to real-time applications. A Trajectory and history-
based method was introduced by Morrison and McKenna [92]. They used skin colour

as a common visual cue, and recognition methods based on hidden Markov modcls.

moment features and normalised template matching. They proposcd skin history
images as history-based representation and reported results on a databasc of sixty
gestures.

Athitsos and Sclaroff [85] used a hierarchical retrieval system by rejccting the vast
majority of the hand shapes and then ranking the remaining candidates according to thc
order of similarity to the input using Chamfer distance [89, 93]. Four different similar-
ity measures are employed based on edge location, edge orientation, finger location and
geometric moments. Their dataset consists of 26 3D hand-shaped prototypes. They
projected each of these prototypes from 86 viewpoints. They calculated the Hu
moments of the projected images and stored these feature vectors in a database. After
that, they applied PCA on their database to find the main eigenvectors. The crcated 3D
model consists of 16 links representing the palm, and 15 segments corresponding to the
fingers’ parts; their models have 20 DOFs.

It should be mentioned that Erola’s survey [82] on pose estimation provides cx-

tended details on model fitting and initialization methods.

I KD-trees: Ix-Dimensional trees
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2.4.2.2 Appearance-based approaches

In appearance-based methods, there is no use of 3D models. These methods arc solely

based on the 2D input and analysis. Figure 2-8 depicts the overall structure of this

method. Segmentation and feature extraction play a major role in the success of the

overall system, and are also considered to be more suitable for real-time applications.

Segmentation &
tracking
Feature extraction
=
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