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SOCIOLINGUISTICS OF PHONOLOGICAL INTERFERENCE IN YORUBA - ENGLISH
SUMMARY

The research sseks to demonstrate not only that variation exlists
in L2 speech but also that such variation is explainable in terms of
describable lingquistic and nonlinguistic variables, This contradicts the
assumption, implicit in most existing contrastive analyses, that L2 speech
of speakers with the same L1 background is homogenous and monolectal. 1In
the present work, predictions of L1 interference based on a contrastive
analysis of the phonological systems of English and Yoruba were verified
from an analysis of actual English speech samples of Yoruba immigrants in
England. Using a guantitative model analysis, frequencies of occurrences
of target and nontarget language forms were then interprsted in relation
to certain linquistic and extralinguistic problems.

In the first, while the predictive-powsr rating of the contrastive
analysis (on the Transformational Generative model) was very high the
informants! L2 speech was not homogenous either at the intra- or inter-
personal levels. Three types of phonological rules were identified with
respect to rule variability. Finally, it was observed that the so called
dynamic paradigm proved, in practice, an extension of the quantitative method.

In the second, though none of the independent variables (sex, education,
phonetic training and lengih of sojourn in £ngland) reached significance in
its affects on the informants' spesech at ons percent at least one was very
close. Since the present work was limited only to the lnvestigation of
segmental phonology, it is suggested that simllar investigations of the
other linguistic levels are needed to fully evaluate language teaching
programmes such as the 'Year-abroad! and 'Speech-training' schemes run for

second- and foreign-language students in many educational systems world-wide.

R O. ATOYE.
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T¢1 INTRODUCTION

A review of existing work has becoms something of an axiom as an
introductory chapter to a thesis of this kind. It is howsver ths visuw
of the present writer that the value of sxisting worksresides in their
contribution to the formulation or refinement of genseral theories rather
than in the provision of srratic facts about their chosen subjects.
Because of this bslief the conventional review of sometimes disparate
existing work is dispensed with in the present work. Attention is focused
instead on the main trends in variability studies and contrastive linguistics
since a clear insight into thess is necessary if the rsader is to be enabled
to put the present work in a proper perspactive. Each of the existing works
discussed in what amounts to a literature review under 'Trends in Variability
Study'! is, therefore, chosen for its specific contribution to the development
of linguistic thought in that area. The other issues discussed, namely the
validity of predictive contrastive analysié, the dynamlic versus the quanti-
tative paradigms in linguistic investigation and the contribution of
generative phonology to contrastive study and interference, are all central
to the present investigation since it is in relation to them that the data
obtained in the research were analysed and interpreted., It will be observed
that instead of merely stating quantitative facts about nontarget language
frequencies, such facts were employed in the discussion and clarification
of certain important current issues raised in this introductory chapter,
This is because of the belief, hinted at earlier on, that the particular is

of little value except in its contribution to the general. As Chomsky (1966)



explains, the linguist is concerned with explanation but not merely with
stating facts: "He tries to construct a grammar which explains particular
data on the basis of gensral principles that govern the language in question.
He is interested in explaining these general principles themselves by showing
how they are derived from still more gensral and abstract postulates draun
from universal grammar", He would have to find a way to account, as Chomsky
further polnts out, for the “uni&arsal grammar on the basis of still more
general principles of the human mental structure", Both the structure and
content of the present chapter, no less than of the whole thesls, is governed

by the commitment to explain principles. This commitment, in my view, 1s

ample justification for the unconventional structure of the presaent chapter.



1«2 TRENDS IN VARIABILITY STUDY

e T e

1¢2¢1¢ Introduction

e

Variability study is concerned with the analysis of variation in
language use. Such variation may occur across social and gesographical
groups; Laboy (1966), Trudgill (1973, 1974, 1978). It may alsc occur between
individuals within the same language, social or geographical grouping. A
third type of variation occurs in the speech of svery speaker of any
language from time to time and may be governed by linguistic or extra-
linguistic factors such as topic, listener and role; Ervin=-Tripp (1964),

A different kind of variation exists betwsen a native speaker's use
of his language and a second-language ;Jga&br‘a use of that same language.
The attention of contrastive linguists 1s focused on this last kind because
they believe that such differences as exist bestwesn a native spsaker's and
second=-language speaksr's use of any language is, to a great extent, caused
by the differsences betusen the systems of the second-language speaker's oun

first—-language and the second language. It should be interesting to examine
whether or not interlingual influence would exist in cases of simultaneous
bilingualism in both its natural and artificial forms; (see Malherbe, 1969).
Because of certain important differences betwsen monolongual and bilingual
variability the two types are discussed separately in the following

paragraphs.



1.2.2 Monolingual Variability

Probably the most popular aspect of linguistic investigation today is
the study of the variable use of the systems of single languages by members
of linguistic communities which are normally regarded as linguistically
homogenous, Outlining the importance of variation in language use, Haugen
(1970), complains about the monolectal approach of structural linguistics
and re jects sociolinguistics as a fit substitute because it compromises the
issue by identifying language variation with social factors. He, therefors,
suggests Dialinguistics as a term which more accurately describes the multi-
lectal reality of language in actual usage. Two major aspects have attracted
research 1n this part of linguistics. Investigation into the first aspect
focuses on whether, or not, variation in monolingual language use is patterned:
that is, systematic or otherwise = what one might call monolingqual dia-
linguistics. The second aspsct of the investigation strives to establish
whether, or not, there is correlation between intrapersonal variation and
extralingual social factors. 1In both cases the results of many investigations
in both areas, as Gatbonton (1975), points out, have proved positive,

In the case of research into whether or not there is social patterning
in intraparsuhal variation, that is apart from linguistic structural patterning,
it has been shown that a single speaker selects one form from a varied

repertoire of codes, or isolects, which he possesses. Ervin=-Tripp (1964),

for axample, points out that cholce of code by each speaker depends on the
when, where and 'to whom' of speech. Fishman (1968) argues that in bilingual
speech, and this, surely, is true of monolingual spesch, choice of code is
determined by linguistically internal and external factors irrespective of

mastery or proficiency level. He says, “Proper usage dictates that only one



of the theoretically co-available languages or varieties will be chosen

by particular classes of interlocutors on particular kinds of occasions

to discuss particular kinds of topics%, It is significant that Fishman

here squates the choice of lanquage in billingual situations with choice

of variety in monolingual ones. Not surprisingly, therefore, the term
Diglossia, originally employed to describe the functional separation of
distinct languages in bilingual societies by Ferguson (1959), now applies
to similar functional specialisation of codes or varieties in monolingual
societies; Gumperz (1964, 1966). It becomes necessary, therefore, for
Fishman (1968a) to make the distinction between societies with and without

bilingualism and diglossia as followsi-

RELATIONSHIPS BETWEEN BILINGUALISM AND DIGLOSSIA

DIGLOSSIA
BILINGUALISM + -
+ 1. Both Billingualism 2. Bllinqualism
and Diglossia without Diglossia
- 3. Diglossia without 4, Neither Bilingualism
Bilingualism nor Diglossia

Fishman (ibid) finds examples approximating these types in the following

placess-

Type 1¢ Paraguay
Type 2: Canada
Type 3: India
Type 43 Nil



As tishman points out, the conditions described in these bilingqual and
diglossic situations are not stable and examples which fit one type at one
time may subsequently become inappropriate (see Kloss, 1969).

In the purely sociolinguistic aspect, attention is focused on the
relationship between variation in language use and social variables. For
example, investigations are carried out about whether or not the type of
dialectal variant that a person uses is an index of his social position.

Such investigations, therefore, attempt to)examine possible correlation
between lingquistic variation, on the one hand, and social variables such as
sex, age, education, geographical location, attitudes and economic background,
to mention a few, on the other hand. Research in this area of linguistics

was popularised by William Labowy in the United States and has become still
more popular apparently because it removes tﬁa subject from the abstract
uorld*of academics and fixes it firmly in the human world (c.f., Laboy, 1966,

19723 Wolfram, 19693 Shuy, et al., 1967 and Trudgill, 1974, 1978).

12.3. Bilingual Variability

Research in bilingual variability focuses on the differences between
L1 and L2 usage of particular languages., The deviation of L2 from L1 usags
has been described for many languages at the phonological and syntactic

levels., Mackey (1962), for example, reports that some Gaelic speakers of

English have uttered *I have it read'! for 'l have read it', and attributes

this difference to Gaelic interference. Weinreich (1953) cites many examples
of potential and actual differences bstween L1 and L2 usage in quite a number
of languages and popularised the theory that such difference is caused by the

influence of the speaker's mother tongue. Most of the works in contrastive



analysis which derive from this concept are, however, hypothetical,
intuitive or unsystematic (c.f., Stockwell, 1965 and Afolayan, 1977).

The phenomenon known as code mixing, or code switching, has also
attracted the attention of certain linguists, as has borrowing, but, again,
most of the works rarely go beyond mere theory and the linguists! intuition.
Nevertheless, some of them ars important if only for the theoretical cone
tribution they are capable of making. weinreich (1953; p. 53) examines
the linguistic and psychological causes of borrowing from an L2 into an L1,
These include loose structural integration of lexical items in the borrowing
language, designative inadequacy of lexical items in coping with new ideas
borrowed into the primary culture, favourable social valus attached to the
L2, mere oversight on the part of the speaker aad taboo of certain words in
the L1 which causes the speakser to resort to their L2 squivalents to which
similar taboo does not attach. Sackey (1975) suggests that economic, social
and political advantages of the L2 encourags lexical borrowing from the
speakers of the L1. Salami (1969) discussing lexical borrowing from English

into Yoruba, makes an interesting distinction between "eye-~loans™ and "ear-

loans" and explains that the possibility of two sources is reflected in the
usual pressnce of alternative forms of a borrowed word. Clyne (1967)
observes the part played by certain words in "triggering" the transfer of
others, while Bell (1976, p. 142) distinguishes between anticipatory and
consequential switching. As Bell (ibid) explains, anticipatory switching
causes the speaker to use some other words in the other language prior to the
actual word he wishes to borrow.in that languags. In consequential switching
such other words occur after the "switch" word. Hasselmo (1969) discusses

the important issue of the problems that arise in attempting to measure

interference. A more important issue which has been raised is probably due



to the influence of Generative Grammar on interference studies, It

concerns the rslevance of structural cohesion (weinreich, 1953, p. 53),

as well as semantic factors in borrowing and code switching. In this
connection Moravesik (1978, p. 102) agrees with Hyman (1975€)that structural
and semantic constraints operate on interlingual borrowing. The sentences
presented by Oke (1975) suggest the existence of similar constraints on

code mixing and codea switching. As mentioned earlier on, the great short-
coming of research into the diffarsnces between the speech of L1 and L2
users of language is that most of the works hardly merit the name research,
being largely based on theoretical assumptions, the linguist's intuition

or unsystematic evidence.

1e24 L2 INnfluence on L1

The study of interlingual influence is usually confined to the inter-
ference of the system of an L1 with that of an L2. This is understandable,
Since it is assumed that it is proficiency or competence in L2 that suffers
inhibition as a result of L1 interference contrastive analysis is concerned
with finding ways of reducing L1 interference and not L2 interference. The
system of the L1 is relevant, therefore, only to the extant that it affects
the achisvemant of that goal. Secondly, it could be reasonably assumed that,
gince the bilingqual has complete native-speaker competence in his L1, it
would be illogical to talk of the influence of the L2 on the L1. Lastly,
the influence of the L1 on the system of the L2 is certainly greater both
in bulk and significance than that of the L2 on the L1. Yet the question

about the influence of the L2 on the L1 has been raised long ago. Haugen

(1949) refers to an assartion(hy Windisch, 1897) to the effect that in a



situation of language contact it is the learner's own language that is
influenced and not the language he is learning. This admittedly ambibuous
opinign directs attention, at.least, to the possibility of an L2 influencing
an L1. A few important works that have appeared on this aspect are also
largely intuitive or unsysfematic. For example, Badia-Margarit (1964)
condemns Spanish Catalans for their inability to speak the Catalan L;
without resorting to Spanish words. No examples of such influence wers
actually given. Ansre (1971) discusses the influence of English on the
indigenous languages in former Anglophone West Africa. Adekunls (1976)
laments (unnecessarily, though, from the non-deficit view of variability;
sée Fishman, 1968c and Dittmar, 1970) the inability of many Njgerians to
use their own mother tongue without visible influence of the English
lanquage., He complains: "Almost none of them can write or read théir
native lanquages or any other African language. Some cannot even express
themselves clearly orally in their mother tongue". It 1s significant that
the writer singles out university students for being the most guilty of
these charges. Haugen (1969, p. 120) highlights the importance 6f the
influence of the system of the L2 on that of the L1. Oke (1975), using
actual live examples, demonstrates the syntactic influence of English, an
L2, on Yoruba, and discusses the problems raised by the existence of such
a phenomenon for synchronic linguistics. His examples also demonstrate

that Yoruba imposes syntactic constraints on code mixing in Yporuba and

English. The following are adapted from his examples: B
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1« 0 dara (It is nice)
2. 0 dara pupo (It is very nice)
J. 0 nice
4. 0 wa nice
5 0 wa very nice
*¥6, (0 very nice

*7. It is dara

*8, It 0 dara

*¥9, It is very dara

¥10., It wa very nice

Sentances onae to five are a2ll attested and observe well-formedness

conditions in Yoruba speech. Sentences one and two are acceptable in formal
speaech while three to five are acceptable in informal speech., None of sen—-
tences six to ten is acceptable in either situation-. Many points could be
proved from the simple data but we shall limit our observations here to thoss
strictly relevant to the point under discussion. For example, the question
of degrees of acceptability is not discussed. Now, sentences four and five
each contain' the Yoruba equivalent of English 'BE' (wa), which is not, as

Oke points out, even remotely employed before attributive verbs or epithets

in Yoruba. The reason for their occurrence in the mixed sentances is the
presence of the English words in those sentences. Uccurrences of (wa) in
similar sentences without the English words would be regarded as ungrammatical
as evidenced in:-

*11. 0 wa dara
*12. 0 wa dara pupQ

The use of English words therefore necessitates the syntactic modification
in sentences four and five. Secondly, a comparison of sentence three with

sentence six indicates thﬁt sentence three is acceptable (without wa) but
sentence six is not. Syntactic restriction is therefore proved since in
sentencs thres the use of (wd) is optional (c.f., sentence four as an
alternative), whersas in sentences with an intensifier, the use is obligatory

(cof. sentences five and six). A lot of research is surely needed on constraints
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- syntactic or otherwise = in interlingual borrowing and code-mixing.

It is in this light that ths works of Moravcsik (ibid) and Hyman (ibid)
are of great value in the investigation of interlingual influence at

these levels.

1¢2.5. L2 Variability and Social Significance
Unlike in monolingual variability, little has been done to investigats

the correlation between L2 variability and social varlables. It appears

that linguists have worked with the assumption that variability in L2 can
only be studied in relation to Ll-influsnced deviation from the standard

form of the L2. Such assumption, howsver, ignores variation, both intra-
personal and interpersonal, in L2 usage, and the various other factors that
often affect such variation. The neglect of extralinquistic factors in
bilingual variation has been warned against by many authors who realised

the danger of overt overgenseralisation that such neglect can encourags.

Clyne (1967, p. 142), for example, warns that instead of scholars arguing

on the positive and negative nature of interference they would do better to
investigate the '"soclial and sociological variables'which bring about or
accompany bilingualism. UWelnreich (1953, p. 4) made a clear cass for it in
his pioneering works: "Purely linguistic studies of languagss in contact must
be co—-ordinated with extra-linguistic studies on billingqualism and related
phenomena « « ¢« « Similarly, the linguist who makes theories about language
influence but neglects to account for the soclo-cultural setting of ths lan-
guage contact leaves his study suspended, as it were, in mid—air."(1) Few of .

the works in bilingual interference seem howsver to have observed these warn-

ings, the outstanding ones being Haugen (1969), Fishman and Herasimchuk(19§P)Lab0v
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(1969), Taylor et al., (1971) and more recently, Gatbontdn (1975).

Haugen (1969) sugqgests that the use of English by Norwegians in the U.S.A.
is correlated with social variables such as education and length of stay.
Fishman and Herasimchuk (1969), on the other hand, attempt to investigate
the relationship between proficiency in English among Spanish L1 speakers
in Greater New York City and the social variables of age, education, place
of birth and sex. They discovered that education, which, in their research,
refers to place of education, was the most important demoqgraphic variable
affecting the English of Spanish L1 Puerto-Ricans in New York City area and
that the cumulative effect of all the variables investigated also proved

important. Taylor et al., (1971) investigated the significance of ceartain

psychological variables, including tolerance to anxiety, intelligences,
involvement in emotional experiences and perception of emotional expression.
Their research was designed to test the ability to learn a second language
rather than acquired competsnce in it and the variables were psychological
rather than social or demographic, but it shows one other dimension in which
research into L2 variability can be conducted for correlation patterns with
extra=linquistic factors. Finally, Gatbonton (1975) investigated variability
in the use of English by French L1 speakers in Montreal and found that =a
speaker's attitude towards English, as well as his readiness to identify
himself with the French pesopls, bore significant correlation with his per=-
formance. The writer also confirmed that her respondents! performance

proved useful in grading them into competence levels in the L2. In conclusion
then, one observes the tendency for positive results in all of thess researches.
The research by Fishman and Herasimchuk however touches on a very important

point, namely, that the relationship of any of the variables as compared to



other variables could be relative and that cumulative correlation may

differ significantly from the correlation indicated for each variable,
Gatbonton (ibid), on the other hand, makes the important point that in

the speech of an individual %Yone finds the pronunciation of a great many
sounds to be extremely varied". She notes, for example, that *certain

forms which may be described as 'well-formed' are used altsrnately with
forms that may be called 'errors', 'goofs'! or 'interferences'" (p. 2).

This is an important point because it belies the impression often created

in contrastive studies, that intsrference in a particular person's speech

is either present or absent in a particular segment or syntactic form.

The implications of this observation for the bilingual's behauvbural pattern
as presented in Contrastive Linguistics will be discussed when the data in
this research have been considered. As we shall be showing in the next
section, the functional advantage of a quantitative statistical method in
measuring interference is stressed by this observation and must convince

any investigator into interlingual influence that any such investigation

not based on frequency counts cannot be valides It is, for a similar reason
that most of the interference studies mentioned in this revisw are deficient.
wWith the exception of a few they all assume, erroneocusly, that the speech of
sacond-language users is homogenous whether at the interpersonal or intra-
personal level. The differences which may sxist at these two levels are
important and their relationship to other social factors need investigating.
Though Gatbonton (ibid) points out variation in L2 speech the dynamic paradigm
on which her analysis was based is, as is shown in 1.5, statistically

unacceptable,



(1)

NOTES

Weinreich refers to a similar opinion by Haugen (1950), who complains
that "investigators who have erected hypotheses to explain some of
the results of bilingualism have not always checked their theories
by studies of the bshaviour of bilingual speakers™, and that "talk
of substrata and superstrata must remain stratospheric™ unless founded

solidly on the "behaviour of living, observable, speakers"”,
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1«3 VALIDITY OF CONTRASTIVE ANALYSIS

1.3.1 The Princigla

Contrastive lingquistics is concerned with the analysis of the
structural systems of two or more languages with the main purpose of
bringing out the similarities and differences of those systems. In so far
as it is undertaken for pedagogical purposes, contrastive analysis is
primarily based on the principle that a difference exists betwsen the
acquisition process of a native language and that of a second or foreign
language. In acquiring a native language, for sexample, the learner, usually
a child, is exposaed to original spesch data in his language's natural
environment. He is thus enabled to take advantage of the natural feed-back
processes coupled with his own developing mental faculties, especially the
"faculté de langage" which is believed to snable a child to learn languages
more easily, and more successfully, than an sdult, For most psople, on the
other hand, a second language is learned in the environment of their L1 and
this involves formal teaching and pedagogical manipulation of the data., 1In
addition, by the time they come to learn an L2, most people have reachad
what wolfe (1967) calls linguistic puberty, besides having internalised the
rule systam of their mother-tongus. They therefore see the new language
"through the filter of the acquired system of the L1". The process of inter-
iingual “identification (Weinreich, 1953) will result in many correct and
many incorrect identifications. As Nickel and Wagner (1968) point out, the
whole system of tha second language does not have to be learned afresh since

much of it will already be familiar because it 1s similar to the native



language. Contrastive linquists believe that the areas of differsnce

betwesn the systems of the two languages will cause greater problems for

the second=language learnar, because he will be tempted to treat those

areas as if they were the same as parallel areas of his mother=~tongue.

Errors which arise in second-=language use as a result of wrong interlingual
identification are said to arise from interference, that is, from inappropriats
interlingual identification. Contrastive linguists believe that the in-
cidence of interference errors can be reduced, if not removed. To achisve
this goal, a systematic comparison of the systems of the languages involved,
or to bg involved, in bilingual speech is carried out and prediction is

made, on the basis of observed differences, as to what type of interference
errors will liksly occur., Once these are known, ways can be devised to
mitigate their chances of causing problems for the second-language learner.,
As Nickel and Wagner (ibid) put it, "These potantial sources of errors must
be given special considerations in language instruction". As 1is to be
expected, contrastive linguists usually focus attention on the inhibiting
influences of the difference between language systems. Corder (19&1),
however, reminds us that interlingual identification is also facilitativa(1).
Contrastive linguists reflect this fact in the title given to their chosen
field since it would be more appropriate to reserva the more embracing term
of comparative linquistics for analyses that focus on both differences and

similarities.
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1¢3.2 Criticism of Contrastive Analysis

An indication of the importance attached to contrastive analysis is
thaiaxistenca of numerous works on it by respected scholarss Lado (1956,
1957), Stockwell and Bowen (1965), Di Pietro(1971) and those listed in a
bibliography compiled by Hammer and Rice (1965). Unequivocal assertions
of the potency of contrastive analysis in the teaching of L2 abounds,

Fries' (1945) often quoted one is a case in point. He says: "Ths most
effacfiva materials (?or teaching a foreign language] are those based on

a sclentific description of the language to be learned carefully compared
with a parallel description of the native language of the learner".

Banarthy, Trager and Waddle (1966) also assert: "The task of the writer of

a foreign ianguaga teaching program is to develop materials which will be
based on a statement of these differences; the task of the foreign language
teacher is to be aware of these differences and to be prepared to teach them;
the task of the student is to learn them". Harris (1954) supports the rather

extremist claim by Fries (ibid) that, "it may prove possible to acquire a
(2) '

language by learning only the differences between the new language and
the old (lsawving those features which are identical in both to be carried
over untaughg“ (pe. 259). Finally, Lado (1957) added a new dimsnsion by
asserting that it is possible for the linguist to predict the problems which
a learner will face in an L2 through contrastive analysis of his L1 and the
L2. A new edition of the bibliography by Hammer and Rice should attest the

large following which Lado's claim enjoys.



In spite of its apparent popularity contrastive analysis is often
confronted with stiff critical opposition, Coming from many quarters and
challenging as many aspects of contrastive analysis, the criticisms all
question the very value of its basic theory and aspplication. Partial
summaries of £hasa criticisms are available in James (1971), Sanders (1976)
and Tran=-Thi=Chau (1975). They can be considered as constituting three
major types. They are treated here as concerning the inadequacy of the
structural linquistic basis, inadequacy of the psychological basis and

inadequacy of predictive power,

Linguiatic inadaguacz

The criticism of the linguistic basis of contrastive analysis is
straight forward and answers to the questions raised here will be found
mainly in the saction on generative grammar. The argument goss something
like this: There are many models of structural analysis of language, none
of which can be now regarded as totally acceptable amongst linguists, 1If
a structural analysis is imperfect, how can any contrastive study based on
such analysis be valid? Contrastive analysis is, therefore, necessarily
constrained by the low level of knowledge attained in structural lingquistics
to whose apron=string it is operationally tied. Sacondly, it is pointed out
that since there are many and conflicting models in structural linguistics,
sach contrastive analyst bases his description on any preferred model. The

result is that there are bound to be as many conflicting predictions as

there are models.



- 20 =

Pszchnlngical inadeguacx

Criticism of the psychological basis is similar to the first ons.
It is argued that the psychological concept of transfer (Harris, 1954) on
which contrastive linguists base their work is a controversial one. The
very ldea of contrastive linquistics depending, for its concepts, on other
sciences is viewed as damaging. In those fields thaese concepts are aluways
being refined and changed. Slama—tazacu(s)(1971) is credited with this
complaint: Y“The stereotyped application by specialists in other fislds
e ¢« o« Of 0ld concepts of psychology is often dangerous. Psychologicsal
science has evolved, some of its concepts have been modified or have dis-
appeared, or, in their old form, no longer fit the system of knowledgg -
itself evolving -~ of other scisnces*. The assumption, maintained by Di Pietrg
(1971) for example, that the learner thinks in his L1 while learning the L2
is said to be questionable. Sanders (1976) explains that "not enough is
yet known about the complex interaction betwseen language and thought",
Wardhaugh (1974) also subscribes to the view that the reliance of contrastive

linguistics on other sciences is a limiting factor,

Predictive inadequacy

Criticism of the predictive power of contrastive analysis falls into
many parts, though they all boil douwn to the same general theme. First,
certain errors, as pointed out by Wardhaugh (1970), are due to other causes
than interference. Such errors, which Jain (1974) describes as "L2 =
independent" are traceable to external factors which cannot be predicted,

such as mental ability, state of mind and pedagogical sources, These are

discussed by Duskova (1969), Corder (1967) and Lee (1968), amongst others.




There still remains another type of errors which contrastive analysis is
incapable of predicting and, therefore, totally powerless in eliminating.
Nemser (1971) describes them as being traceable to "internal interference".
They occur through overgeneralisation from one aspect of the grammar of one
single language to another pgrt of it, and are responsible for errors such
as 'goed' and *childs'! = by analogy from ‘kicked! and 'books' respectively
- which are likely to be made in language learning both by native speakers
and sscond-=language learners of English. Many other examples of srrors
traceable to intralinqual interference are cited both by Afolayan (1971)
and Richards (1974), commenting on errors common to speakers of the sams
second langquage who have different first language backgrounds. Richards
(ibid) attributes them to learning strategies. "The elements that differ
are those effects of language transfer or interference while those that we
find in common are the results of other learning strateqgies.,” As will be
explained later in this section, this idea is only partially true because
the facts of lingquistic universals point: to the possibility that a number
of lanquages may share, in common, certain propsrties which make possible
ldentical interference in a common second languagse.

A third aspect of the criticism is that not all of the errors predicted
in contrastive analysis will occur in actual L2 speech. It is arqued,
therefore, that it is wasteful to predict errors which may never occur.

It is thereforse suggested (James, 1971; Stockwell, 1968; Sampson and
Richards, 1973) that it is more realistic to first collect actually occurring
errors in L2 speech and then explain them through the tools of contrastlive
analysis. This is deemed more economical too. What is generally referred

to as axplaﬁatory contrastive analysis, and regarded as a weak version of
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predictive contrastive analysis, appears to be favoured by many linguists

in this field, notably Ritchie (1968), wilkins (1968) and Wolfe (1967).

The fourth and final aspect of the criticism of the predictive power
of contrastive analysis is implied but equally important. Jain (ibid)
asserts that contrastive analysis "overlooks many errors that the learner
seems to make not&ithstanding his language background". The importance of
the quoted partial statement is its implication that people of diverse L1
background may be found to make the same errors in learning a particular
L2 in spite of the differences in their L1. For all these reasons contrastive
analysis is judged to be "fragmentary", inadequats, and of no practical value
to the classroom teachers who, as Corder (1967) says "have not always been
impressed by this contribution from the linguist for the reason that their
practical experience has usually already shown them whers these difficultias
lie and they have not felt that the contribution of the linguist has provided
them with any significantly new information". In conclusion, contrastive
analysis is rejected because of its predictive inadequacies, and, in the
words of Sanders (1976), "its affinities with structural Linguistics and
Behaviourist Psychology". Thesae criticisms have not besen left unanswered
by contrastive analysis' defendants, including, notably, Carl James (1971)
and Di Pietro (1976). In the following section I shall review the defence,
and, since I support them, add my own wherever necessary. Again I take them

type by type:, lumping together the queries concerning its psychological and

structural bases.
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1¢3.3 The ExculEation of Contrastive Analysis

The two issues of psychological and structural bases of contrastive
analysis are similar in content and can therefore be given similar defence.
The point raised is that both the psychological and structural bases of
contrastive analysis are themselves questionable and therefore stand to be
refined. The notion of transfer, through linquistic habit, which forms the
psychological base of contrastive analysis cannot be taken for granted since
psychologists are always busy reshaping and refining their concepts., Models
of language structure are even less definitive as refinements are everyday
taking place. Gensrative Grammar (Chomsky, 1957, 1968) represents the
latest addition. Wardhaugh (1974, p. 143), therefors poses the question:
"If so little i1s known about the structure of languagse it sgems difficult to
explain how a second language can be learned through some of the simplistic
psychological learning modes that are available; for example, any kind of
stimulus-response theory, that is, through a theory in which language is
regarded as a simple habit system®. It would be sesn at once that what the

critics fail to acknowledge is that as the other sciences keep developing

their own theories and concepts so also does contrastive analysis continue

to refine its own concepts in pace with the new ideas. For sxample, as soon

as structural linguists offered generative grammar, contrastive linguists
applied its concepts in their own study (see Di Pietro, 1971). As Duwight
Bolinger explains in his introduction to Di Pietro's book, contrastive analysis
keeps changing the bath while keeping the baby. The truth is that the
availlability of diverse theories and models is advantageous in that it enables
contrastive analysis to compare and evaluate them in terms of practical

utility,
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The criticism of contrastive analysis' predictive power is equally
not tenable. First, it is arqued that it fails to predict errors from
other sources besides interference. Contrastive analysis, it should be
remembaered, is not intended to predict non-interference errors (see Jamss,
1971). 1In addition, since contrastive analysis does not claim the ability
to predict all errors it is not proper to blame it for not doing soc. The
claim for contrastive analysis is expressed by Lado (1964), who describes
the differance or similarity of two language systems as the "most important
factor" determining ease or difficulty of learning one of them as a second
language. These differences, Lado goes on to explain, "are the chiaef source
of difficulty" (p. 21). nNote that the writer does not say that they are the
only factor or the only source. Nickel (1971) expresses the same opinion by
asserting that "Contrastive linguistics is not at all committed to the view
that all mistakes made by learners of foreign lanquages are caused by inter-
ference from the source language". Fipally, Corder (1974) explains that most
of the non-interference errors are usually non-systematic while contrastive
analysis seeks to predict systematic errors. It is therefore not surprising
that a non-systematic error is not predicted by a mathod designed to predict
only systematic errors. Corder (ibid) considers the difference betwsen the
two types of errors so important that he suggests that the systematic type
should be called errors while the other type should be called mistakes. He
concludes by saying that it is from a learner'!s systematic error that we
are able to construct his competence in the new language. One is therefore
compelled to agree with Miller (1966) that it would be useless to attempt

predicting or making rules for mistakes. The criticism that contrastive

analysis fails to predict errors arising from inter-lingual interference
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F

(see Nemser, 1971) is similar to the onss discussed above. To this, one

only needs to point out that since contrastive analysis is designed to
predict esrrors of inter-lingual interference it is to be expected that

it does not predict errors of intra=-lingual interference. These criticisms
are, therefore, no serious objections to contrastive analysis,

The most important criticism of contrastive analysis is that it is
wasteful because not all errors that are thesreby predicted wtl).. actually
OCCUr, ‘Since, it is argued, there is little point in predicting errors,
some of which wibl perhaps never occur, itis better to devote time and
other resources to the explanation of actually occurring errors. In other
words what has been termed Explanatory Contrastive analysis is proposed as
a8 substitute for Predictive Contrastive analysis (see Wilkins, 1968 and
Wardhaugh, 1970). The difference in operational strategy betwsen the two
versions of contrastive analysis is explained by Stockwell (1968)s "The task
- comparison in search of sources of interference, commonly called con-
trastive analysis, can obviously be approached in either of two ways: by
collecting lists of errors students have made and then trying to describe
the conflict between the systems that give rise to such errors, (not all of
them can be traced to this source of course), or by setting up a systematic
comparison which scans the differences in structure in search of sources of
interference and predicting that such=-and=such errors will occur from suche
and=-such conflicts" (p. 18). Snook (1971), who dismisses predictive analysis
(peas) as "based on a false premiss" asserts that one "must first know what
kinds of errors are made" (seas Duskoug; 1969, for work on Czech/English

errores within that frame-work).
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The appropriate answer to this criticism of predictive contrastive

analysis has been provided by its supporters (see Hamp, 1968; James, 1971
and Schaégar and Celce-Murcia, 1977, amongst others). The last writers
referred to explained what amounts to six serious weaknesses of explanatory
error analysis. Hamp (ibid) explains the superior goals of predictive con-
trastive analysis very precisely: "We want instead to develop a theory
adequate to explain cases not actually in our corpus . « ¢« -« We want,
if you like, some kind of competence model here*¥, In other words the
linquist is interested in developing a theory that will enable him to make
- statements about both actual and potential errors of interference. The
difference between the two approaches, as Hamp goes on to explainyis betwesen
"a priori prognostic analysis" and "aposteriori diagnostic analysis", 0One is
preventive while the other is curative, and prevention is generally known as
the best of cures. Secondly, there is no doubt that it 1s explanatory
analysis that is wastsful in first collecting all errors before sorting out
those due to intermerence. The possibility of misallocating errors to sources
in that method is very real. Lastly, the fact that a predicted error does
not occur in one corpus does not indicate that it could never occur. The
argument that predictiva contrastive analysis is wasteful for this reason is,
thereforae, not a strong one.

The argument that predictive contrastive analysis is valueless because
.2 speakers from various L1 backgrounds ars known to commit similar errors
in the second langquage is equally weak. The idea is that if such speakers

all commit such errors then these errors cannot be traceable to interferencs.

But it is possible that the various L1's involved are similar in particulsr
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aspects of their structure and therefore share similar differences from

the L2 in respsct of those aspects. In this case interference from the
systems of theu.uvarious source languages would cause identical errors in

the target language. That languages do share many features in common is
attested in the ongoing work in language universals which has run into four
volumes to date (Greenbsrg, 1978). The facilitative interference exerted
by a source language on the acquisition of a sscond language arises from
such similarities in langquage systems.

Another objection is that even in cases where certain errors can be
traced to 1ntarferqnce »predictive contrastive analysis cannot predict
precisely which of any competing substitutes will be adopted. Baird (1967),
for example, cites the dental 4&/ and the retroflex /t/ of the Indian
languagesin relation to English. He discloses that in reality the retroflex
/t/ usually substitutes for English /t/ while the dental‘4$/, with
aspiration added, substitutes for-/Eyo One could maks two comments(d) on
the problem raised., First, Baird tells us only what USUALLY happens, thus
creating the impression that the reverse is sometimes the case, In other
words the choice may be governed not by linguistic factors, in which case
predictive contrastive analysis cannot be expected to predict it, espscially
if it 1s a case of free variation at the lingquistic level. The likely
position, however, is that a more precise linguistic analysis will surely
reveal why one sound is substituted for /t/ while another is substituted for
/0/. Generative phonology is likely to solve the problem, which is similar
to those discussed by Ritchie (1967, 1968; see 1.3 below). On the other

'hand, failure to achieve precise prediction in predictive contrastive

- analysis may arise from the linguist's own errors even when he works with



the most sophisticated linguistic model available. For example, Jamss
(1963) reports that Slavic languages have articles at a desper level than
their Germanic counterparts, though DuEkové'(1969) fails to discover
articles in Czech. James (1971) suggests, rightly, I believe, that closer
examination of the systems of contacting languages may reveal that many
errors not now traceable to interference are indeed traceable to that source.
The last type of objections to be referred to here are discussed by
Sanders (1976). One is that contrastive analysis fails to establish the
right hierarchy of difficulties as betwsesn learners' problems. Secondly,
it is argued that it encourages the waste of learners' time in class by
making them learn differences in systems. The abllity of a contrastive
linguist will depend on the linguistic model in which he works. Here again
the high degree of analytical refinement already achieved in Generative
Grammar will be of immense value to the linguist. For example, a comparison
of the phonetic-feature composition of two sounds would enable him to work
out which is phonetically more similar to a third and which would thersfore
be a more phoneticaelly likely substitute for that sound, though, as is
illustrated in 4.,1.5 below, this may not always be the case. The second
aspect of the objection has been adequately answered by Sanders (ibid). He
says that it is *“too readily forgotten that the immediate findings of con-
trastive analysis are not for classroom consumption", but for the benefit of
the text=book writer, the curriculum planner and the language teacher., Many
of the criticisms of contrastive analysis, as that writer points out, actually

arise from misapplication of its findings.
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A fitting conclusion from the foregoing is that the goal of

contrastive analysis should be to predict, and thereby prevent, potential

errors of interference, not to explain them after they have been committed,

Secondly, any contrastive lingulist seriously concerned about his work will,

of necessity, take advantage of the most sophlsticated structural methods

avallable to him. with correct application there can, then, be no doubt

about the value of contrastive analysis.

(3)
(4)

Thus J. B. Carroll (1968) distinguishes between negative and
positive transfer.

Newmark and Reibel (1968) take the extreme opposite stand that any
teaching material based on contrastive analysis will hinder second-
language learning.

See Tran-Thi=Chau (1975, p. 124).

This same example is cited by Les (1968). A similar example by
Wilkins (1968) concerns the unpredictable alternation between

French /s/ or /z/ tor English /B8/ and French /t/ or /d/ for

English /3.



- 30 =

1.4 GENERATIVE PHONOLOGY IN CONTRASTIVE LINGUISTICS

1¢4¢1 Introduction

T R

Most of the objections to predictive contrastive analysis (see 1.3
above) concern the inadequacy of. the structural or descriptive model on
which it is based. 0i Pietro (1971, p. 12) says that an "axiom worth
remembering is that a contrastive analysis is only as good as the linquistic
theory on which it is based". Nickel and Wagner (1968) consider the
advantages of generative grammar for contrastive analysis and conclude that
contrastive analysis based on taxonomic pre-transformational models was
premature. The advantages that gensrative grammar provides for descriptive
and contrastive linguistics have been enumerated by many (for example,
Chomsky, 1965, 19573 Chomsky and Halle, 19653 Stockwell, 1963; Dingwall,
1964 and Lado, 1968), mostly, at the syntactic level. The discussion haere
is however limited to the phonological component. The advantages of
generative phonology over classical phonemics in contrastive and interference
studies ariss from three major properties of generative phonology, namely,
the notion of phonetic features, that of underlying and surface structurss
and the racngnition of phonological rules. These have far reaching con-
sequences for both theoretical and applied linguistics. Though they are very
much interwoven with one another it 1s possible to isolate them for the purpose

of the present discussion,



4.2 Phonetic Features

Contrary to the notion. of an autonomous, indivisible, phoneme, held
in classical phonemics, generative phonologists recognise that sound seg-
ments are feature complexes (bundles of featurss) and that segments differ,
one from another, in the type of features contained in their composition or
in the coefficients or integers selected in respect of particular features,
Various ldeas of what these features are, together with their articulatory
and auditory correlates, are explained by Chomsky and Halle (1968), Jakobson,
Fant and Halle (1952) and Ladefoged (1971). The practical nature of the idea
of phonetic features is expressed vividly by Jakobson and Halle (1956) in a
passage, part of which needs quoting:

"In a message conveyed to ths listenser evsfy feature confronts

him with a yes-no decision. Thus he has to make his selection

between grave and acute, because in the language used for the

message, both alternatives occur in combination with the sams

concurrent features and in the same sequences « « « The

listener is obliged to choose either between two polar qualitiess

of the same category as in the case of grave vs acute, or beg-

tween the presence and absence of a certain quality, such as
voiced vs voiceless « ¢ " |

While it is an improvement over existing phonological thsory to realise
that,hithin any language, the difference betwsen onae segment and another

is as a result of the difference in the phonetic featuraes, or co-efficients

of them that they select, what is even more important in contrastive studies

is the fact, which thereby surfaces, that the difference betwesn two sounds

in different lanquages can be accounted for in a similar manner. If

phénatic fegatures characterise and exhaust all the speech producing capabilities
of the human vocal apparatus, and this apparatus is known, from external

evidence -~ 8.9+, physiology - to be the same for all human beings, it becomes
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@asy to see that differences in sound segments both within and ascross

languages are traceable only to the various possible combinations of those
phonetic features or their co-efficients. The notion of universal phonetic
features, apart from rendering phonological comparison easy has led to the
recognition of similar language universals in syntax and semantics (see
Greenberg, 1963, 1978:-Vol. 1 - 4). The recognition of linguistic uni-
versals touches on the central core of the concern of contrastive linguistics
since it ?ntails the possibility that human languages are similar in many
ways as they are different in others, both at the phonological, syntactic
and semantic levels. What are the results for descriptive and contrastive
linguistics of the notion of phonstic features and their universality?
First, the higher level of descriptive adequacy attained in genarative
phonology means that a higher level of contrastive adequacy is attainable

in contrastive linquistics. Ritchie (1967, 1968) points out some of the
details. Post-Bloomfieldian linquistics, to cite one of Ritchie's examples,
would sesk to differentiate betweaen /bAm/,,/bAn/ and /hhﬂf or /bAmp/, /hﬁnt/
and /bafgk/ by pointing out that the nasal phonemes in each group differs
from the other in terms of the place of articulation. The transcription of
the last sgt obscures the "fact that in English, the point of articulation
of any nasal preceded by a vowel and succeeded by a voiceless stop is aluways
the same" as that of the succeeding intra-morphemic stop. 1It, therefore, is
incapable of explaining what is actually an important principle of English
phonology in relation to feature distribution. 1Instead it only explains
this phenomenon in terms of allophones. In other words, classical phonemics

fails to uncover important rules of English phonology. The far reaching



consgquences of this failure will be fully appreciated when we come to
the function of phonological rules below. Secondly, it fails to explain

the substitution of different sounds for English /E/'by native speakers of
Russian ern” Japanese. It is possible to explain this difference in
generative phonology purely on the phonetic-feature composition theory.
Though both Japanese and Russian /t/ and /s/ share similar points of
articulation they differ in their phonetic feature compositions in relation
to English /o/. Japanese and Russian /t/ and /s/ and English /O/ are
(+cons, -voc, -compact, -grave, -voiced). In addition, Japanese and Russian
'/t/ are (-cont, +mellow) while /s/ in both sound systems is (+cont,
+strident). Ritchie (ibid) explains, therefora, that the different sub-
‘8titutions in the two languages for English /@/ is because the Russian spaaker
categorises English /g/ as primarily mellow as his /t/, while the Japaness
perceives it as primarily continuous, as his /s/. I have selected this
example from Ritchie because apart from explaining the differences in sub-
stitutions between speakers of those two languages, it brings out an
important fact that contrastive analysts cannot afford to ignore in the
explanation of interference; namely, that sven though two phonetic featurss
may function in the phonological systems of two lanquages, one of those
features may be more basic, and therefore more important or prominent for
speakers of one language wheresas the speakers of the second language may
perceive the other phonetic feature to be more prominent. This, apparently,
is the case in the examples offered by Ritchie. In effect ons is saying that
two phonological systems that are similar in the phonetic feature composition
of certain segments may still cause different feature-interference in another

language. what determines interference in such cases is not difference in

feature composition but phonetic-feature prominence in the speaker's ouwn



- 34 -

perception. This observation is particularly relevant to the hypothesis
about the hierarchy of phonetic features in terms of their articulatory
criteria, proposed by Fant (1973, p. 180). The possibility arises that

a feature, which is lower than another on Fant's hierarchy tree may command
greater functional prominence than the higher feature among speaksers of
particular languages. This question, howsver, cannot be answered hare(z).
It is sufficient to demonstrate that the use of phonetic features in
generative phonology enables one to make, in the words of James (1969),
"deeper contrastive" studies and therefore to predict potential interfersnce
with greater precision. 1In this way generative phonology enables contrastive
analysis to overcome one of the shortcomings which its opponents point out
against it. Another great merit of gensrative phonology arises from its
descriptive adequacy. Since, with the use of universal features, it is
possible to describe all sound segments occurring in all human languages,
and therefore all sounds in any language, it becomes feasible in contrastive
analysis to compare and contrast sound segments across languages, stating
precisely the nature of their differences as well as similarities, Finer
and more exhaustive description of the sounds of human langquage achieved in
generative phonology logically leads to finer and more exhaustive comparison

of those sounds in contrastive analysis.

1.4.3. Phonological Rules

The recognition, in generative phonology, of sound segments as com=
plexes of features, discussed above, leads to another great superiority of
gensrative phonology, over autonomous phonemics, in the study of contrastive

analysis and interference. The discovery that a sound segment is a bundle

of phonetic features and that many segments are similar with respect to the
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value they select in some of these features, in spite of their overall
differences, leads to the notion of npatural classes of sounds, both within
and across lanquages. The immediate benefit of this notion, as we saw in
the last section, is that, given different sounds from two or more

languages, it is easy to see to what extent they are similar and to what
extent they differ; c.f., the Japanese, Russian and English examples. A

more fundamental advantage of the notion of natural classes of sound segments,
however, is that it makes possible the formulation of phonolegical rules that
enable us to reap important linguistic benafits in terms of economy and sim-
plicity both in descriptive and contrastive linquistics, these being somse of
the evaluation criteria specified for linguistic theories by Chomsky (1965,
1967). The importance of phonological rules has besn emphasised many times
in the literature. Admittedly phonological rules could be formulated using
the notion of autonomous phonemes but as Halle (1962) demonstrates, the
phonological rules that could be formulated in generative phonology have the
dual advantage of greater significant generalisation and simplicity or
economy(s). In the following examples, which Halle (ibid) uses to illustrate
the point, the Jakobsonian distinctive features are used since the result
would not be affected if other features were used. ]I;reverse Halle's order

for greater clarity but his original notation is maintained.

2" Ggrava] — -grauﬂ/ b a—— + vocalic
+ vocalil -~ CONS
- CcOoNns + diffuse
- diffus - compact
+ compac - flat
- flat - Qrave
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4v E grava] — E- graua] /

+ voctalic
+ vocallc - COnNSs
- CONS - grave
- giffuse
+ compact
- flat

2" and 4" are restated as 2' and 4' respectively;

2'  [fof —>[=/ — /i/

4t faf — j=) — (/1]
/s/
[=/

which in turn are restated as 2 and 4 respectively:

2. Ja/ is realised as /= / before /i/

4. [a/ is realised as /e / before any front vowsl

First, we observe that rules 4 - 4" are more useful than 2 - 2" because the
former refer to any front vowel in the environment of which a sound segment
loses or acquires phonetic features or changes values in them, since the
refersnce "any front vowel" (a natural class) may number from two to ten or
more. It therefore refers to all sound segments in that natural class .
rather than to just one sound segment as in 2 - 2", QGeneralisation 1¢ there=-
fore more efficient in 4 because of the use of phonetic features which

permits the establishment of natural classes of segments. The second merit
to be observed is clearly seen by comparing rule 4" and 2". In the environ-

ment specified for the changs of /a/ to /= / rule 2", which refers to only



one sound segment, utilises six terms(d) or symbols whersas rule 4" which
refers to three sound segments in this case, but potentially to a much
larger number, utilises only three symbols., Notice that if rule 2" wers

to refer to three segments, as 4" doss, it would nesd a total of eighteen
symbols at the rate of six symbols per segment. Rule 4" is, therefors,
apart from being more general, also simpler and more sconomical than rule
2"« The advantage of economy arises from the fact, pointed out by Liles
(1971, p. 138), that a fewsr number of features are nesded to specify a
natural class than are needed to specify any single member of that class.
The point is further illustrated with Lile's example that while we need only
the features (+ cons) and (+ voc) to describe both /L/ and /r/ as a natural
class we need three features to describe esach of them, that is, six features
in all; /t/ is (+ cons, + vocalic, + anterior) and /+/ is (+ cons, + vocsalic,
- anterior).

The second major merit of generative phonology is the possibility it
affords us to describe more meaningfully, via the notion of phonological
rules, the nature of both interlingual and intralingual variation, a problem
that could not be meaningfully explained in classical phonemics. As De Camp
(1971) explains, autonomous phonology is inadequate because of its inability
to handle variation patterns whereas gensrative grammar adequately explains
such variation in terms of rules, It is demonstrable that variation in
language use caf’ " occur from two sources in this respect; namely, the
presence of different rules in sach variety, which may mean that one v;riaty
has one or a few rules more than the other or that both varieties have the
same number of rules but that these rules differ. Secondly two varisties

may have exactly the same rules but these rules may be differently ordered

in them. To illustrate a case of variation arising from different rules 1l
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cite this common type of example from Luelsdorf (1975). It is an example
of unconstrained rule since it applies universally, that is, in all

environments, in the variety in which it is prasant(S); hence, no environ-

ment is specified for its application.

The rule states that whenever fricatives occur in adult spesech they are
realised as their corresponding non-continuant sounds in the children's
speech. In other words, the speech of those children may be sald to possess
one more rula(ﬁ) in excess of the rules of adult speech. A rather interesting
example of the way in which the notion rule of grammar can enable us to relate
seemingly patternless and unrelated data is provided by Morris Halle in his
now famous article (Halle, 1962). The data concerns what is called General
American and a version called Pig Latin. They are reproduced here in the

original order and form;

General American Pig Latin
/strit/ itstre
/strits/ itstre
[kaa t/ =@ tke_
[kea ts/ & tske
/roz/ ozre
/roziz/ ozizre

Halle (ibid) makes the important observation that if one adopted the

criterion of mutual intelligibility, on which classical grammars depend,
for establishing linguistic relationship among dialects or varieties, one
would conclude that the two varisties above are unrelated since speakeaers

of GCeneral American do not understand Pig Latin. Yet a comparison of rules
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of grammar for both varieties reveals not only that Pig Latin has pattern
but also that it derives from General American. It is shown that the
differences arise from the fact, not discoverable through the methods of
conventional phonology, that Pig Latin has two more (Halle says it is ons)
rules in addition to the general rules of American English, namely, shift
initial consonant cluster to end of word, then add /e/. The two rules which

are linearly ordered from 1 to 2 may be formally stated as:-

Te ﬁcc ——p CC#

2. [B] —> /E// — A

That there are two different rules, ordered in the suggested sequence, is
confirmed by the fact that a different ordering would produce results not
compatible with Halle's data.

Let us now consider how two varieties of language use may differ as a
result of different rule ordaring(7) even though they have the same rules,
Chomsky and Halle (1968, p. 341) provide evidence for the effect of alter-
native ordering of rules in a hypothetical languaga. Harms (1968) also has

a similar example from Finnish, but it 1s designed to show the effect of
rule ordering rather than to describe actual dialects. The example I shall
quote describes actual dialectal variation reported by Joos (1942) and

described by both Chomsky and Halle (1968, p. 342) and Halle (1962). This

type of variation, which defies analysis in autonomous phonology, is explained
via the notion of rule ordering in generative phonology. The two dialects of

Canadian English both have the following two phonological rules:-

v
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Te '55 ——d Atj / e C- voicad]

2, t —> [+ voica] / Ei- \mc.]

=)

The dialects apply these rules in the order 1, 2 and 2, 1 to ths underlying

form (taipraite) respectively.

Dialect A:

Basic Form: /I:a.iP'r&.l L2 /

Rule 1:¢ yields /thlj ??A‘jta /
Rule 2: yields /tAstAaéa / ¢ Final form

Dialect B3

Hasic Forms /I:a.iP‘ra.'l\:a /
Rule 2: yields / tad P'ra.'lda /
Rule 1: yields /tA\jf“'&;da / ¢ Final form

Jood’ accounting, as Halle points out, could not explain these systematic
differences becauss it lacked the notion of phonological rules needed to do
so., The diffsrence, as sthn hers, arises from the fact that dialect A
applies the same rules in a different order from dialect B, There is no
doubt that this type of phonological rule ordering may be of immense help
in explaining second language deviance as well as intralingual variation in
the same way that the abssence vs presence of phonological rules can be. In
this way gensrative phonology is capable of contributing greatly to the

explanatory and predictive power of contrastive linguistics.
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1ede4 Underlxing Form

\
One of the complaints of transformational grammarians against

taxonomic linguistics is that its failure to distinguish between deep and
surface structures leads to confusion, The recognition of the diffserence
betwaen the two levels constitutes, therefore, one of the marks of
distinctiveness of transformational grammar. Transformational grammar
posits the existencs of~daeﬁ and surface structures and explains that the
relationship between them is expressed through transformational rules. The
immediate consequence of the raecognition of the two levels and transform-
ational rules is the possibility, brought about, of recognising the fact,
that two structures which differ at the surface level may, in fact, be

(8)

similar at the deep level and vice versa' ‘.

Again, it ismamy in relation to contrastive linguistics that the
importance of the notion of deep and surface structurses can be fully
appreciated. In taxonomic linquistics comparison or contrast was limited
to'surfaca structures alons, and as a result, it failed to reveal the
precise nature of -similarity or contrast. As Wardhaugh (1967) points out,
results obtained from such surface level comparisons are necessarily super-

ficial. In transformational grammar, on the other hand, it is possible to
compare both surface and deep structures and the form of transformational
rules, Since it is revealed that languages have greater aimilaritiaa(g) in
their deep structures it is likely that most differences would arise in
surface structures as a result of transformations. Lado (1968) explalns
what is needed when he says: “If we explaln surface structure on the basis
of deep structure strings plus transformations, then contrastive studies

should deal with the surface structure comparison and transformations from
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the deep structures. In other words the comparisons should consider the

phrase-markers and tha*transformations as well as the strings of elements
at the surface". Lado (ibid) arques, rightly, that since deep structures
"exhibit fewer differencaes across languages and may coincide at fundamental
points", transformatiocnal grammar makes possible a "teaching strategy that
begins at similar deep structure strings and ends" at the level of '"grsater
difference at the surface". It would be possible in this way to minimise
interference from the source language to the target lanquage. Let us relate
these general points to phonology. In phonology, as in semantics, all
languages select features that function and combine in their respective
systems from a universal set. In other words, one could say that at that
level all human languages are potentially the same. Differences in sound
segments arise, however, from the selection of different phonetic featuraes.
At a level? still higher, the utilisation of different phonological rules
would lead to still greater differences while differences arising from
different rule orderings would further increase these surface differences.

'

- From this point of view transformational grammar is capable of explaining the
ralatiagship not onlYy among various intralingual dialects, but alsc among
different ianguagas and ultimately all the world's languages. The relation=
ship, which in syntax gan be explained from a semantic base, can be i{llustrated
fﬂr the phonological componaent as in the sketch below, taking the potentialities

of the human vocal tract as the phonological base at which all languages are

the same. Each node below that base represents a point at which differences

arise, or are capable of arising.
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Figure 1: Phonological Levels

Vocal tract

Selection of phonological features

Combination of features

4 Selection of phonological rules

e Selection of rule order

Figure 1 is a simplistic representation., It assumes that only a binary
choice is gossible at each node. But even with this assumption we observe
that a similar selection of phonological features is capable of diverging

into four different varieties or languages. Another point is that languages
are not ordered in their relationship to one another. As a result, a

language may select features some of which are selected by sach of twenty

or more other languages and yet differ from sach of them in respect of a

few other features. Secondly, two languages that select similar phonological
rules do not necessarily select the same phonetic features at a higher or
earlier node., This is made possible by the notion of natural classas,
explained earlier on in this section. It is therefore not difficult to see
how so many languages spoken in the world today share one common physiological
base = the vocal tract - and are yet so diverse, Transformational grammar
has therefore added to the refinement and richness of contrastive analysis

by offering for its use the notions of universal deep structures and universal

deep structure conditions as explained by Bouton {1976). This is true in

phonology as in syntax and semantics.
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Parallel to the theoretical notion of deep and surface structures
1s the functional notion of a speaker's competence and performance.

Competence refers to the "latent" (cf. Lenneberg, 1967) knowlaedge of the
language user while performance refers to the actual surface structurss

that are rsalised in his speech. This is another useful notion in that it
can make great contributions to progress in the study of second-language
speech and interfserence. Some of the critics of contrastive analysis have
argued that a speaker does not use a type of knowledge solely because he
does not possess it. Anybody who has learned and used a second language
readily sees the falsity of this claim. That one sometimes realises a
particular sound 'correctly'! and 'incorrectly' at other times is proof that
there is a difference, or thers could be, betwsen what ona‘knows®and what
one actually does in lingquistic situations. If 1 produce a sound of English
correctly half of the number of times 1t occurs in my actual speech it 1is
certainly false to attribute the incorrect realisations to lack of knowledgs
of that sound on my part. And this is my interpretation of the data provided
by Gatbonton (1975) in her research referred to earlier on in this chapter.
So we see that apart from the fact that transformational grammar is able,
through these notions, to account for the psychological processes of language
acquisition, these notions can make it possible for us to account for the
"varied pronunciation" of a great many sounds in second language speech.

We are therefore well equipped for a departure from the assumption, which
characterised interference studies based on autonomous phonology, that
interference either occurs or does not occur in a particular sound in
sacond=-lanquage spsech. That this is not sois the major reason why inter—
ference studies based solely on a dynamic paradigm and its implicational

scale cannot succeed. Secondly, it becomes clear that the type of "independent”
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grammar advocated by Luelsdorf (1975) cannot be appropriate for second-
language speech. UWhen a learner provides evidence that he knows the rules

of a second language by using those rules on a number of cases, but not on
others, one is convinced in the face of such evidence, that he shares the

same competence as far as that particular rule is concerned with the native
speaker. That he differs in performance is traceable to his possession of
prior competence in his own native language, or otherwise to other causss.
This reality of second-language speech cannot be accounted for without the
notion of competence and performance in the same sense that the other realities
referred to could not be explained without the notions of phonetic featurss,
phonological rules and their various consequences. Transformational
generative grammar therefore remains, at the present time, the grammar which,
in Sciarone's (1970) words "is descriptively most adequate". The application
of its tools in contrastive analysis, whether in the semantic, phonological or
syntactic component, renders comparison so meaningful that one readily for-
gives Nickel and Wagner (1968) for saying that contrastive analyses carried

| O
out on the models of pre~transformational grammars are pramatura(1 ). Such

analyses are conspicuously superficlal as are the linguistic theories on which

they were based.



(1)
(2)

(3)

(7)

(8)
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NOTES

For an attack on the phonetic feature theory ses R. D. Wilson (1966),
Halle (1959) accepts this possibility when he says: "If the particular
feature is either not high or utilised in the L1 of speakers who speak
that language in which it is high the importance of this feature in
their perception will be correspondingly low or nil®",

Di Pietro (1968a) explains Italian /s/ and /z/ via phonetic features.
Halle and Keyser (1971) state the point precisely by saying that the
conciseness of a rule is inversely proportional to the number of
symbols it contains,

The rule is formulated by Luelsdorf to describe the speech of two
Ehildran reportedly observed by Applegate (1961).

I suggest that rule addition is a more plausible proposition than rule
deletion in the speech of growing children. It is therafore likely that
the children in question realise two adult spesech rules, namely EI- cons,
- vog —D E" cnnt] and El-cons, - vo:ﬂ — E— cont] as one rules

G— CONS, = voc] — c- cnnt]- They will eventually split this rule
into its two adult forms.

See Kissebeéth (1970) for arguments against rule ordering based on
structural similarity. Functional similarity, according to Kisseberth,

is more important.

The point is explained by Stockwell (1977) who says: "If we have a
pair (or more) of sentence types that are understood in the same way
although their surface diagrams are differsnt, we must try to find some

level of representation at which their similarity (or identity) is

expressed" (p. 94).
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(9) The notion of linguistic universals is actually an improvement on

Harris' (1954) work in which L2 is represented as L1 + (L2 - L1),
showing that languages have basic similarities.
(10) The authors specifically refer to the Contrastive Structure Series

of the Centre for Applied Linquistics, edited by Charles Ferquson.,
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1.5 DYNAMIC VS QUANTITATIVE PARADIGM

1¢5¢1 Introduction

Two prominent and competing approaches are current in the study of
variation in language use and its social significance. 0One approach,
called the quantitative paradigm observes the frequency of occurrence of
the variant forms and attempts to correlate observed frequsency with social
factors. The other, styled the dynamic paradigm, attempts to show impli-
cational relationships betwsen the use of one variant and another and from
the observed pattera, set up social and linguistic classes for the speakers.
THE two approaches, though usually treated as mutually exclusive, in reality,
have many things in common. Both believe in the possibility of discovering
correlation between linquistic performance and social varliables. Thay both
also believe that variation in language use is ruls-governsd and that, as
Bickerton (1973a) points out, it is the duty of the linguit to discover those
rules, There exist two major areas of disagreement between them, however,
One concerns thg nature of rules that govern language variation., The other
concerns the statistical method to be applied in handling variation. I shall
highlight the main features of each of them in these two areas as'a way of
bringing out their differences considering the fact that partisans on both
sides have always mixed up these two areas and presented them as necessarily
connecteds 1t may be that both the dynamic and quantitative paradigms,

whatever their operational differences, can be made to complement, rather

than exclude, sach other.
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1e9.2 The Quantitative Paradigm

Supporters of the quantitative paradigm arque, with respect of
rules, that variation in speech arises from the operation of variable
rules (Labov, 1969). Labov (ibid) proposes the notion of variable rules
because, as he arques, the principle of accountability requires "that any
variable form (a member of a set of alternative ways of saying the same
thing) should be reported with the proportion of cases in which the form
did occur in the relevant environment compared to the total number of cases
in which it might have occurred"., Varlable rules therefore form an integral
part of the individual's grammar since he is capable of utilising any of the
variable rules relevant in a particular environment, either when necessary
or at random. The notion of variable rules therefore stems from another
notion - that of inharent variability = which is responsible for the occurrence
of variation "even while the speaker i1s maintaining the same level of styla",
that is, "while extralinguistic features remain constant" (Bickerton, 1971).
The notion has far reaching significance for the view of the speaker's mental
capacity held by supporters of the quantitative paradigm. It 4implies the
speaker's mental ability to "maintain proportional relationships between
competing phenomena over long periods of time" (Bickerton, 1973). 1In other
words, the mind is able to maintain relationships (it does not have to be
proportional, I believe) between competing rules over a long time, possibly
permanently through its speaking life., This view of the speesker's mental

capacity differs radically from that implied in the dynamic paradigm.
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Concarning the handling of statistical data, supporters of the
quantitative paradigm argue that it is necessary to reckon the frequency
of each variant by actually counting the number of the times it occurs
(or did not occur as the case may be) and comparing it to the number of
its potential instances of occurrence. Labov (1969) says, "The study of
variation is necessarily quantitative and quantitative analysis involves
counting" (p. 728). He goes on to argue that "unless this principle is
followed it is possible to prove any theoretical preconception by citing
isolated instances of what individuals have been heard saying" (p. 738).
The study of variation therefore involves the notion of variable rules
which as Labov (ibid) states, is a “specific quantity, which denotes the
"proportion of cases" in which the rule applies as a part of the rule
structure itself. This proportion, he goes on to explain, "is the ratio
of cases in which the rule actually does apply to the total population of
utterances in which the rule can possibly apply as defined by the specified
environment, if it wers a categorical rule". For Labov the notion of
statistical count seems to entail that of variable rules, And this 1s

likely to be more so in second language use.

1«53 The Dynamic Paradigm

Supporters of the dynamic paradigm differ in their view of linguistic
rules from supporters of the quantitative paradigm. Their view concerning
rules reflects their belief about language acquisition and language change.
Variability, they arguse, arises from the spread of language change through
time and spacas, that is, socially and geographically. :This view is given

clear expression by Bickerton (1973):
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"Thus at any given point in time, the output of a speaker A
(whom a given rule had not yet ‘reached') would differ from
that of a speaker B (whom the same rule had 'passed) with
respect at least to the operation of that rule, and would
leave open the possibility of a third speaker, C, whom the
rule was just *reaching', and who in consegquence would some=
times produce A's output, sometimes B's, Such a model would
account both for interpersonal variation (that between A's
and B's outputs) and also for intrapsrsonal or inherent
variation (that in which C's output differs from itself).
Moreover, it could do so on the basis of a grammar that
contained only categorical rules, with two provisos: first,
that not every member of a speech community would be assumed
to share the same set of rules, and second, that there be
accepted a convention by which two quasi-squivalent rules
(i.2., an 'old' rule and its replacement) would apply
alternately for those persons in the process of losing the
former and acquiring the latter." (p. 24)

The first relevant thing to observe is that, for supporters of the dynamic
model, language rules are categorical, not variable in the sense of the
quantitative model. Variation in language use thersefors occurs when a
speaker utilises two categorical rules alternately and this is to be inter-
preted as a reflection of the fact that he is at an intermediate stage of
changing from one rule to another, the latter, in time, becoming the only
rule he uses, Gatbonton (1975) illustrates it, as in Figure 1. Her
illustration is considered most appropriate because it specifically refers

to bilinqual speakers. In the table (Gatbonton, p. 86) EC refers to environ-
mantal category, while integers refer to equivalent rules in first and second
languages. Rule one may, therefore, be equated with a categorical rule,
while rule two, which for her refers to a rule in the L2, may as well be

equated with a second categorical rule in intralanquage variability.
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Figura ¢ Variation and Categorical Rule Replacement

ACQUISITION PHASE: EC4 EC2 EC3
(a) 1 1 1
(b) 1 1 1,2
(C) 1 1’2 1’2
(d) 1,2 1,2 142
TRANSITION PHASE:
(9) 1,2 1,2 2,1
(f) 142 241 241
(g) 2,1 2, 2,1
REPLACEMENT PHASE:
(h) 2,4 2,1 2
(1) 2,1 2 2
(3j) 2 2 2

In the table, it is pointed out that both acquisitionand replacement of
rules begin from EC3 which is the most favourable environment, and spread

to successive EC's on the left. Variation is indicated where two integers
(i.e., two rules) converge, the one on the left having more prominence in
the speaker!s grammar. The important thing hers is that the rules are dis-
crete categorical rules and the possibility of their permanently co-exlsting
in the grammar of one individual is denied. The implication of this for the
speaker's mental capacity is that it is incapable of maintaining relation—-
ships between two (or more) competing rules over long periods of time.
Bickerton (1971) thersefore concludes that variable rules are unnecessary

and that we have only changes in categorical rules.
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On the statistical handling of data, supporters of the dynamic
paradigm are opposed to frequency counts, even for the relative application
of the alterpative categorical rules they propose. Instead, they argue in
favour of the implicational method or scalogram analysis which displays
what the use of one variant implies for the use of another. In their view,
since rules are ordered, the application of a rule at a higher level implies
the application of another rule at a lower level. "Change normally proceeds
from more marked to less marked" says Bickerton (1973). Consequently, it is
the number of environments in which a rule appliss in the spesch of any one
speaker that determines the spesaker's linguistic state and possibly his
social class, rather than the number of times that a particular version of
a variable rule applies in any one environmental category. Also because of
the implicational nature of scalogram analysis the use of a variant in EC9
implies that it would be used by the same speaker in EC2 and EC3, respectively,
Thus, Anshen (1973) explains that "the use of a given variant of a linguistic
variable in any instance of A for an individual implies its use in every
instance of AK and AK + 1", In summary, then, supporters of the dynamic
paradigm are of the opinion that linguistic rules are categorical rather
than variable, thereby denying the speaker's mental ability to operate
variant rules permanently or over long periods of timse. They also deny that
it is necessary to count the frequencies of occurrence of a particular
variant before deciding whether a speaker uses that variant most of the time
or note They argue that the quantitative approach, to which they are opposed,

is not capable of revealing obscure facts (e.g., of dynamism or change) which

only the dynamic method can ravaal_(Dacamp, 19733 Bickerton, 1973, 1973a).
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1¢5.4 Conclusion

Since thg present work is carried out in the quantitative model
one wants to point out the observed demerits of the dynamic paradigm which-
prevents it from being used as the basic study approach (it is employed
later in 4.,4), The demerits of scalogram analysis, as the dynamic paradigm
is sometimes called, have been pointed out many times (see Fasold, 1970,
1973). Some of its defenders, for example. Bickerton (1973a), often admit
some of its flaws. Bickerton (ibid) concedes that scalogram tables are not
always completely scalable though this is reqdlred of a deviant free tablae,
In other words, the implicational theory does not usually succeed when put
to empirical tests., The adherents of that paradigm are therefore, much to-
their-dislike, constrained to admit the reality of linguistic phenomena
such as delayed or premature rule acquisition or random application of rules
variants. Secondly, the approach lacks a consistent principle of assigning
informants to acquisition phases. For this reason Fasold (1970) objects to
the practice of establishing what are referred to as percentage thresholds
as arbitrary and impugnant to the integrity of implicatlional tables., The
percentage threshold is a decision by each researcher to assign a psrcentage
of evidence of the presence of a given rule as indicating its presence,
There is no generally accepted level - for one researcher it may be 60% and
for another 40%. ﬂy_\.f:dj ~+ the evidence indicating absence of that rule is
ignored « this enables them to deny variable rules. Finaily, the cumulative
effects of many instances of neglect arising from this practice is capable
of falsifying data. Alﬁb)'-_- their denial of the notion of variable rulss
is contrary to empirical evidence since it is accepted that both free and

constrained variation are linguistic raalities(1). They overlook the fact
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that rule variation does not have to be as a result of conscious effort

on the part of the spéakar, and talk of the mental capacity as if that

were the case. Scalogram tablss are bound to remain unscalable because

of what is called incidental variation (see Kurath, 1939 and Wells, 1970)

in which the occurrence of rule variants is not dependent on environmental
categories. Bickarton (1971) describes them as "changes which occur" sven
while the speaker is "maintaining the same level of style and extra-
linguistic factors are held constant"., The final failure of the dynamic
paradigm is the claim that it is capable of revealing facts which remain
obscured in a quantitative analysis, Fasold (1970) demonstrates the falsity
of that claim. He compares two tables, one sach on dynamic and quantitative
models derived from Wolfram (1969) and concludes that "deeper sociolinguistic
structure than can be disco?ared with implicational analysis readily emerqges
from a frequency study display" (p. 558). The two tables are presented

(2)

below

TABLE 68 FREQUENCIES OF SIMPLIFIEN CONSONANT CLUSTERS IN THE SPEECH OF
DETROIT NEGROES BY LINGUISTIC ENVIRONMENT (Fasold, 1970, p. 558

Upper Middle Lower Middle Upper Working Lower Working

C#F = AL (V) 07 13 24 34
C =& (v) €28, 43 * 65 *72
C# - 4L C 49 ¢ 62 *73 76

C - F#£C 79 82 «94 +97
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TABLE 8: IMPLICATIONAL TABLE FROM TABLE 6 (Fasold, 1970

U.M. L.M. U.W, L.W,
C#£ - £ (V) 1 1 1 1
C = Z£ (V) 1 1 1 1
C#£ - #£ C 1 1 1 1
C -#F C 1 1 1 1

It is easily observed that it is possible from Table 6 to compare ths
relative effects of environmental categories as well as the relative per—
formance of the social classes in these environments., In Table 8, on the
other hand, the information one gets is that simplfication takss place for
all social classes in each environment. wWwhat the analyst apparsently did
in Table 8 was to establish a percentage threshold at about *1 indicating
that any score below that level would be interpreted as absence of simpli-
fication and be scored zero in the table. Since there 1s no such case all
the cases coms out as similar, which is misleading. Even 1f the remedy of
scoring zero for total absence, one for total presence and I for partial
absence and presence (see Fasold, 1970 and Bell, 1976, p. 57) is adopted,
the information derived will still not be as revealing as that in Table 6.
The quantitative model will be employed 1n the present study because
it is free from all the shortcomings describsed in the last paragraph. More
important, it will be shown from the data analysed that there cannot be any

dynamic analysis of the type described unless a quantitative analysis is
first carried out. In other words, the truth of the suggestion, by Baehr

(1969), Madden et al., (1978) and Fasold (1973) that the two models are

complementary will be demonstrated. In fact it will be shown that the so-

called dynamic paradigm is an extension of the quantitative method.
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NOTES

(1) Yet, as Lakoff (1975) points out, a rule that is variable for one
person may be categorical for another. UWhethser two rules are
regarded as two categorical rules or varlants of a single variable
rule does not, in any important way, affect statistical reckoning
of their uss.

(2) A single cross-hatch indicates a morpheme boundary while a double

cross-hatch indicates a word boundary.
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21 0OBJECTIVES

261417 Introduction

The research was intended, primarily, to measure the extaent of source-
language phonological interference in the spoken English of Nigerian Yorubas.
It was believed that a gquantitative measurement was needed to signal the
beginning of objective, more practical, discussion of the interference
phenomenon and take it a step further than the limits of intuition. Because
of the belief, expressed in the first chapter (introduction) that a catalogue
of facts signifwsnothing until related to spscific problems it was considered
necessary to examine the scientifically obtained interference rates in relation
to certain problems that are current in linguistic thought and practice. A
careful analysis of the facts would, it was believed, shed some light on
those theoretical problems and the assumptions underlying certain practices
current in the teaching of English in particular and second and foreign
languages in gensral, and could, subject to the findings from subsequent work,
influence the direction of future lingquistic thought and pedagogical practics,
The problems examined in relation to the interference data fall into two broad
classes, namely the linquistic and the sociological. Each of them is explained
briefly in the following paragraphs. Since they are all inter-related the
division is merely for analytical convenience. Reports on the linquistic and

sociological studies are presented in Chapters Four and Five respectively.

2612 Linguistic Problems

Four linguistic problems, most of them already discussed in Chapter Ons,

were examined, They are summarised as follows. . R
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2014241 Predictive Power of Contrastive Analysis

This problem was examined because of the disagresment (sss 1.3)
about the practical usefulness of predictive contrastive analysis vis a
vis explanatory contrastive analysis., Since the quality of any theoretical
model is reflected in the quality of a contrastive analysis based on it,
any decision arrived at on the predictive power of the analysis here is,
at the same time, a decision on the analytical efficacy of transformational
genarative grammar of which generative phonology is a component. In order to
evaluate the predictive powser of the analysis, it was necessary to compare
actual phonological interference with the predicted phonological interference
derived from the contrastive analysis carried out in Chapter Three. The
actual interference was the interference rate in the spoken English of the
fifty informants interviswed for the research. The findings from the in=-
vestigation of the problem should facilitate decision taking on the usefulness,
or .otherwise, of predictive contrastive analysis in the preparation of material

for second- and foreing-lanquage courses and actual classrcom methods,

21422 The Nature of L2 Seaach

The investigation of the nature of second-language speech was considered
necessary because it was suspected that though most of thse existing works on
contrastive analysis give the impression that source=language interference
is an "all-or-none" feature of second-language speech this might indsed not
be so. The observation by Gatbonton (1975) that L2 speech is a mixture of
source-language and target-language forms strenqthens - that suspicion. Most
of the existing works in this aspect seem to assume that an L2 speaker werll

use the sounds of his L1 in substitution for unfamiliar:-sounds of the L2~ -~



(cf. Weinreich, 1953 and on Yoruba-English, Afolayan, 1968) unless he

somehow manages to learn the new sounds in which case it is esqually

assumed that he uil;ﬁ then stick to the new sounds and forget the 'old?
source-=language suﬁstitutions for good. In order to confirm or deny that
suspicion, it was decided to examine the number of times that the informants
could possibly have used a source-=language form and compare that with the
number of times that they actually dide It was possible in this way to
decide whether the L2 speech of the informants, both jointly and severally,
was indesd a mixture of both forms, both in overall speech, sound segment
types and in individual sound segments, these being some of the levels at
which the null and alternative hypotheses, formulated from Gatbonton's
suggestion, could be interpreted. At the lowest level, for example, it was
examined whether or not each informant used both source-language and target-

language forms of a particular sound, and if so, in what proportions.

21¢2.3 \Variable Rules

Second-language speech appears to provide extremsly suitable data
for reconsideration of the concept of rule variability. The reconsideration
became necessary because it was suspected that many of the so-called
variable rules describe material that -s:, in fact, not variable at all or
only marginally so. An examination of the degree of systematicity in L2
speech variation in relation to linguistic and non=linguistic environments
(see 4.4)was considered appropriate for 'a reconsideration of the concept.
A quantitative analysis of the frequencies of competing phonological forms
in the two types of environments is undoubtedly the surest way to describe

variation in speech. The frequencies obtained from the basic analysis there-

fore provide authentic, practical, data for that purpose.



2¢1¢244 Quantitative and Dxnamic Paradigms

The investigation of these two approaches was carried out because
of the current disagreement over them amongst many highly placed linguists

(see 1.5). It was suggested (Madden et al., 1978) that the two approaches

need not be contradictory but could be complementary to each other in
revealing obscure linguistic information. The decision to 1lnvestigate

their relative values and relationship was sparked off by that suggestion.

In the investigation, it was assumed that a gquantitative analysis was a

basic analysis and that only after that was it possible to use any other
methods. In fact it was suspected that the so~called dynamic paradigm was
not a different method but merely an extension of the use of the quantitative

methode The investigation was therefore intended to examine that assumption

in the light of the available data.

2¢1:3 Sociological Problems

Four problems were also chosen for investigation. The first two,
concerning the influence of phonetic training and sojourn, relate directly
to some aspects of the teaching of English in Nigerla. The other two concern
questions of general interest and the assumptions underlying certaein popular
beliefs about the competence of various sociological groups in language arts
in general. These include the influanée of exposure rate to a target
language, which, in Nigeria, can be measured by the education level of the
speaker, and the effect of sex differsntiation on linguistic performance.
Each of these is explained below and the reports of the findings on them

are presented in the socioclogical study in Chapter Five.
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26131 Phonetic Training

The decision to examine the influence of ‘phonetic training!on ths
performance of the informants was taken for pedagogical reasons. It was
observed that many Nigerian secondary schools and universities offer
courses in the pronunciation of English to their students, At the secondary
school level such courses run for the last three years of the tourse and are
examined as a subject for the West African School Certificate which is
equivalent to the G.C.E. ordinary level. At university level the course
lasts one year and is open to sll freshmen in their first year of registration,
Since many other schools and universities do not offer similar courses there
are today Nigerian speakers who have received such training and many more
who have not, Such courses, it was considered, could only have besn intro-
duced in the institutions which offer them on the assumption that the
performance of their benaficiaries in English pronunciation would thereby
be improved.s 1t was decided, therefore, that a quantitative evaluation of
the influence of such phonetic training programmes would be an appropriate
way of confirming or disproving the basic assumption on which that practice

is based.

2¢1e¢362 SD|0urn

There are practical and theoretical reasons for investigating the
influence of sojourn on the performance of the informants in English. It

is the practice, in many institutions of higher education both in Nigeria

and elsewhere, of sending learners of a foreign language to live in a

country where that lanquage is a native tongue. Thus students of the
' !

French lanquage are compelled to spend a "yegar abroad" in France during
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the second year of their university course., The influence of sojourn
in a "pative environment" on compstence in language use has also been
examined by theoretical linguists. Upshur (1966), Mason (1971), Briers

(1966) and more recently Krashen et ale, (1978), all maintain that the

acquisition of a second-language in informal environments may be more
important than formal study. McCarthy (1978) denies the claim that pro-
nunciation need not be taught because it is more easily acquired "after a
period of time among native speakers of the language". McCarthy's opinion
does not lend support to the "year-abroad" programme referred to earlier on,
It was decided that a comparison of performance between informants who have
lived in England for long periods of time and those who have not would
provide a reliable evaluation of the influence of sojourn and thereby confirm

either of the two conflicting opinions referred to on the subject,

2¢1¢3e3 Education

One assumption, to which the present writer subscribes, is that the
level of education has significant influence on the competence of the
Yoruba person in tnglish. The assumption rests on the awareness that, as
early as the first year in the secondary school in Nigeria, English becomes
the main, almost soie, language of instruction in school subjectsj this
apart from the fact that English continues to be taught as a separate
sub ject. This means that, apart from having had more hours of formal
instruction, the more natural avenue for exposure to English for the person
with higher education is considerably greater as compared to the person

whose educational level is lower. A person's level of education remains
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the major way by which to estimate that persor’s amount of exposure to

English since Nigerians make theleasépossibla Tiohae use of English out-
side the classroom. There is no doubt that the higher the educational levsl
~ of the speaker the better his competence level in English will be. UWhat was
inuastigatad here was whether such assumed higher proficiency level would be
reflected in phonological performance. 1t was strongly suspected that a
higher proficiency level in English among the Yoruba does not imply higher
segmental phonological proficiency but higher proficiency levels in other

aspects, particularly syntax, lexis, and the suprasegmentals,

2¢1¢3.4 Sex

The last sociological variable, sex, was examined in relation to
i;}ormanta' performance because of the very popular (in Nigaria, at least)
assumption that members of the female sex are generally more endowed not
only for lanquage learning but for certain arts subjects, including painting
and music. It was suspected that this supposed superiority of the female
over the male sex either does not exist at all, or does not include languags
.;cquisition in its sphere. It was further suspected that if it included the
language arts it would, at best, not be reflected in phonological performance

among the informants. A quantitative analysis provides the most appropriate

method for verifying this.
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22 STRATEGIES

2¢2.1 Elicitation and Storage of Data

Since the research involved the analysis of spoken language the only
acceptable method was by the recording of informants! speech on tape. The
problem as to whether such recording should be by surreptitious or open
methods was also largely pre-determined. Thers is no doubt about the
merits of surreptitious observation. Labov (1972q,p. 113) points out that
to obtain the data most suitable for linguistic theory we have to observe
how people speak when théy are not being observed. Meyers and Grossen
(1978) also assert that in order to observe behaviour as it occurs in the
"real world" it has to be observed without interference. Two important
reasons prevented that method from being adopted in the research howsever.
First, it was considered both.illegal and unethical to intrude into the
informants! privacy without their consent. Thls was confirmed by the refusal

atlempts at
of a few informants to have their speech recorded in spite of sll persuasion.
Secondly, the great number of informants involved in the short time available,
the nature and diversity of the locations and circumstances - homes, offices,
8tc., - all would have made it impracticable. Even then the method suggested
by Wolfram and Fasold (1974) was adopted: the informant was aware that his
speech was being recorded but was given only the.general purposes of the
interview. : For example, it was not made known that the specific purpose was
phonological investigation. The only question, as to whether an informant
had received‘phonetic training’ or not, which would have provided a clue to

the specific purpose, was delayed until the very end of the intervisw. This

method would appear to have been successful judging from the fact that one
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informant in Liverpool insisted that his recorded speech bs erased when he

suspected the specific purpose as he reckoned that he did not "pronounce
well®",

Another method that was reluctantly adopted was the use of a set
questionnaire. This involved the reading of a set passage by each informant
as part of the interview. It was recognised that this, again, seriously
limited the naturalness of the data but it was necessitated by the great
number of informants interviewed in the short time available. More
important, however, was the large number of sounds tested and the necessity
that each informant pronounced each sound in phonetic environments that are
ldentical to those in which other informants pronounced them. As a last
attempt to increase naturalness of the interview situation an intrndqctory
chat always preceded the real interview in order to establish the much needed
rapport and divert the informantt's attention., This was followed by the first
part in which the informant gave personal details = sxcept those on phonetic
training. Even during the reading, info;mants were allowed to digress and
ask questions as they wished, all being recorded from the very beginning to
avoid any sudden change in the interview situation. It was however recognised
that, as pointed out by Meyers and Grossen (ibid), the interviewer's mere
praesance 1s sufficient to alter the behaviour being observed = the observeaer
paradox. All the tactics just described were therefore a pitiable compromise,

but the ideal, as is well known, is always to be achieved.
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21212 The SEmEIG

The population involved in the research was clearly defined sincs
it had to do with natural qualifications. First, the informant had to be
a Nigerian Yoruba. GSscondly, Yoruba had to be his L1, which msant,
naturally, that he must have lived the formative first part of his life
in Yorubaland in Nigeria. Since the interview was in English the informant
had to speak English. This meant that he had to be bilingual in Yoruba and
English with the former as the L1 and the latter as L2. Finally, he or she
had to be resident in England at the time of the intervisw since it took
place in England. Children still in their formative years at the time uwsre
excluded because théy were considered not linguistically mature in either of
the languages. No person under twenty years of age was actually sncountered
apart from those who have lived all their lives in England and who hardly

speak Yoruba fluently. The informants were therefore all adult Yoruba

Nigerians whose L1 is Yoruba and whose L2 is English.

The sample was a free one. This means that once the basic criteria,
discussed in the last paragraph, were met the major factor that determined
who was interviewed was availability (see Moser, 1958, pe. S52). This, it
was observed was not the best sampling method that could have been used but
the limitations of time, energy and money made it the most practicable.
Secondly, as Anshen (1978, p. 39) points out, the use of that mathod "has
not yet been shown to result in any seriously distorted claims", Since
students are generally the most available informants special care was taken
to include as many non-students among the sample as possible. In this
respect, some officials of both the London and Liverpool Nigerian High

Commission Offices not only agreed to be interviswed but also introduced; ..
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non-students known to them.qLIt wa; however observed that non-students

were generally less willing to bhave their speech sahpla recorded as many
regarded it as a test of thairlcumpetenca in English., Others frowned at
quastions about theilr education and length of stay in England. An officer
in Liverpool refused to complete fﬁa intervisw which he had continued in
hérdly audible whispers but actually took me to about six willing informants
in the evening. Interviews took pléba in London, Sheffield, Leeds, Naﬁchaster,
Liverpool and Nottingham. A number of visitors from Essex, Birmingham'and
Newcastle however became (un)willing informants in one or the other of the
towns visited. For axampla,fufkfour visitors to Manchester, tuwo refused to
be intervieswed. One of the two who agreed to be interviswed was obviously
falsifying his personal data with respsct to education and sojourn j; and the
two interviews were marred by deliberate noise by whoever was not being
interviswed. Such recordings were not processed for the data. It also
appeared that the oldest informants, who, generally, did not seem to have
come to England for definite goals and did not appsar to want to go back,

were more enthusiastic about being intsrviswed.

20263 Coding and Analysis of Data

The first step was to transcribe the data, Because of the volume of

material involved it was not possible to get a second person to transcribe

so as to compare transcriptions., Two steps were adopteds A second tran-
scription of a few of the interviews by a colleague in the department was

obtained. Then a second transcription of a quarter of the interviews by

the first transcriber was carried out. Both were compared with the original

transcription and differences, which wers few anyway, were reconciled. The

whole transcription was then rechecked.
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Next was the coding system to be adoptede A simple ordinal method
was employed for all the variables. For the phonetic realisations a score
of one "indicated a target-language realisation while two indicated a
source-language pronunciation in each sound. A similar coding system was
adopted in categorising informants in respect of each of the sociological
variables., For example, a score of one in a cell within the sex column
indicated a male informant while a score of two indicated a female. The
coding system employed made all necessary calculations both easy and veri-
fiable. For example, the total number of source-~language realisations
produced by any informant was easily derivable by counting the number of"

twos scored against his number in the relevant sound segments,



23 ORGANISATION

The report of the research is divided into fivé chapters of which
the last two could be properly called reports. The first chapter discusses
some of the problems investigated as they exist in literaturse. The present,
which is the second, is an attempt to summarise relevant problems encountered
in the planning and execution of the research, as well as explaining its
comprehensive goals. These first two chapters are therefore preliminary
in a sense. The third chapter contains a comparison of the phonological
systems of English and Yoruba from which predictions of phonological inter-
ference were made. Problems relating to the choice of sound segments and
other aspects to be tested were tackled only after that was done and the
questionnaire was as a result of all the steps taken in that chapter. The
reports on the linguistic aspects of the findings are presented in Chapter

Four while those on the sociological aspects are given in the fifth and

final chapter.
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31 INTRODBUCTION

Three imporfant steps are necessary in the prediction of interferencs
between any aspects of the systems of two languages. A thorough analysis
of that aspac£ of the system of each language concerned is first carried
aut. This is to highlight the salient features of the system. After that
a cnmpérison of the features of the two systems should be undertaken in
order to bring out their differences and similarities. Finally, from éha
contrasts observed in the two systems a prediction of the potential inter-
ference between them can then be made. The three steps are therefore ordered
from one to three in the sense that the first precedes the ssecond, thch,
also precedes the thirde. Justification for the exclusion of suprasegmental

interference in the present work is given in 3.5.
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Jde2 SUMMARY C.A. OF ENGLISH AND YORUBA PHONOLOGY

Je2e1 Distinctive Features Employed

The distinctive features employed in characterising segments here are
basically those used by Chomsky and Halle (1968) ‘and most generative
phonologists. Some improvements, suggested by Ladefoged (1971), are incor-
porated, as well as one or two modifications deemed necessary for this
particular worke The following controversial phonetic features need special
comment =

[vocalic]

Chomsky and Halle (1968, hereafter S.P.E.) suggest that [syllabic])
should replace [vocalic) (p.354). Schane (1973, p. 26), however, argues
that [[syllabic) "characterises the role a segment plays" in the syllable
structurae. Grace (1975) supports the use of [vocalic] but also wants to
retain [syllabic] as a separata phonetic feature, because, according to her,
syllabic and non-syllabic nasals and liquids are phonetic variants. Finally,
Jakobson, Fant and Halle (1951) point out that some unstressed vowels lose
éyllabicity in certain environments: for example, when adjacent to another
vowel, as in a diphthong. My view is that [syllabic] is a phonetic feature
but that it has a domain larger than a single segment. Ladefoged (1971, p. 81)
agrees that the syllable is a valid phonological unit sometimes comprising
more than one segment. [Syllabic) can, therefore, not form part of the
constituent features of a single segment. Most important, [syllabid] 1s not
a distinctive phonetic featurse in e;ﬂ}tgf the two languages with which I am

concerned. Finally, were we to admit [syllabic) as a phonetic featurse we

would then have to list all segments, especially vowels, nasals and liquids,
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which are capable of syllabic and non-syllabic realisations, twice. UWe
would first list the {+ syllabic] segments and then their [~ syllabic]
cognates. I therefore reject {syllabic]} as a segment-structure feature
and employ [vocalic] instead. ([Syllabic] is however introduced in the
description of syllable structure in SL11 and ESS2a.

[High]}

The S.P.E. system of [high] and [low] is considered not sufficiently
distinquishing among segments. Ladefoged (1971, p. 103) suggaests the need
to modify it because, as he points out, [~ high) is not necessarily [+ luu]
in the S.P.E. system. A suggested alternative using a multivalued system has
become more popular. 1It, however, has the disadvantage that every linguist
chooses any number of integers which he considers adequate. Ladefoged (ibid),
for instance, uses a four-integsr system for Danish vowels. Sommerstein
(1977, p. 10) also uses four for English segments, while Johnson (19?2) uses
a8 six=-integer system for Tswana vowels. Until a universal height schema is
proposed and accepted this will continus to happens But thls system 1is
particularly useful in contrastive analysis where a [+ high] segment in one
language may be lower than a [+ high] Lsegmantvin anaothers I adopt a four
integer system here since this is sufficient to bring out height differencss
between and among English and Yoruba sound ssegments.

(1ong]

S.P.E. features [lax, tense)] are replaced here by (long). Lass (1976)

offers the main arqument against the lax-tense dichotomy. After detailed con-

sideration he concludes "that [+ tense) is not a specification, like [+ high],

that is verifiable in phonetic output « « «" . Fant (1967) calls for more
experimental *"data to illuminate this very interesting problem". 1 squ?rf

the view expressed by Anderson (1972), to the effect that a "monophtpangq} lax
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vowel differs from its corresponding tense vowel in two respects:

qualitatively and quantitatively". The qualitative difference is accounted

for here by [high], leaving only the quantitative difference to be rspresented.
Ladefoged (1972) suggests four degrees of length, namely ballistic, normal,
long and extra-long, for these quantitative differences. I, however, restrict
myself to a two~-term system of [+ long) and [- long] because the feature

Llong] is not distinctive in Yoruba. In English, where it combines with
qualitative differences to be distinctive, the binary opposition of plus and

minus is the only relevant one,

3e2.2 Distinctive Feature Matrices for English and Yoruba

The standard practice in generative phonology is to represent
phonological systems as matrices. In a matrix each column stands for a
sound segmaent [phonemé] while a row stands for a distinctive feature. The
entry in a particular cell, which is where a column and a row intersect,
indicates what value that segment selects of the phonetic feature in question.
Feature matrices are visual representations and are therefore sasy to read,
Comparison of different segments in respect of distinctive features is also
easily carried out. The following distinctive~feature matricaes for English
and Yoruba segments are based on existing work in these languages, with
modifications, some of which have Jjust been pointed out in the last paragraph.
For the distinctive feature matrices in English Sommerstein (1975), Chomsky
and Halle (1968), Liles (1971), Hyman (1975) and Ladefoged (1971) form the
ma jor sources. Courtenay (1968) provides a useful guide in the generative
phonology of Yoruba though most of the errors of many of the existing analyses

of Yoruba (ses 3.2.3, below) are incorporated into that work, especially in
the segmental aspect. The matrices are fully specified (including redun-

dancies) to facilitate comparison.
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Je2¢3 Notes on Certain Sagmant Types

It may have been observed that some segment types are present or

absent in the distinctive-feature matrices., Their inclusion or exclusion

is briefly explained here.

32.3.1 Diphthongs

Diphthongs are not represented in the distinctive-feature matrices for
Yoruba vowels. Both Ward (1952) and Afolayan (1968) argue for the presence
of diphthongs in Yoruba., Examples usually cited include the following types:-
(a) 21 as in airi (failure to ses)
(b) a2y as in raurau (completely; with burn)

(c) Ud as in kugkug (sluggishly; with jump)

t

(d) eli as in jeun (eat)

(e) 1T as in kiniun (-l1ion)

(f) ei as in giye (bird)
My contention however is that there are no diphthongs in Yoruba whether in
the underlying o} surface phonological level. The examples cited above are
vowel clusters or sequences of vowels. That they are not diphthongs can be
explained in a number of ways. Sommerstein (1977) describes a diphthong as
a sequence of two vowels only ons of which is syllabic. 1In each of the
examples above both vowels are:-syllabic except in (f). Each of them has .
its own tone-level since there is considerable segment Juncture between the
two vowels., Secondly, in Yoruba,‘tha domain over which a tone has dominance
is the syllable. We know that a segment cannot transgress a syllable boundary,

that is, to become or bslong to two syllables. Since each of the vowel



Clusters has two tonae marks they must be or belong to two different

syllables, Two syllables cannot constitute a single segment just as a
segment cannot constitute two syllables. Thirdly, the clustering of these
vowels is .7 a result of the deletion of consonant segments which are present
in their underlying form. This is the case in (a) - (e) above. That the con-
sonants are still sometimes realised in some Yoruba dialects is evidence 1n
support of this claim. Our examples can be explained as follows:-

(a) airi —-)I ayiri

(b) raurau —# rawugawu

(c) kuokuo =  kuwokuwo

(d) jeun —>  je-chun (vowel and consonant deletion)

(8) kiniun —> kiniwun
In (d) it should be dbserved that tﬁa vowel before the deleted consonant
segment is also deleted and that this allows the two separate words to fuse

into one., Similar examples of consonant deletion, which is a popular phono-

logical process in Yorubsa, include the followingt-

aoko -3 awoko (parrot)
okoo —y okowo (twenty'in Yoruba numeric system)
oogun -—% ogungun (medicine - consonant deletion plus

vowal harmony)

daradara -+ daadaa

A fourth argument against (a) is that each of the two vowel segments

signifies a different grammatical function. This is demonstrable as followss~-



Morpheme

Word

ri
iri

airi

Class

Verb
Noun

Noun

Function of Morphemse

Stem
Nominalisation

Negativisation

It is therefore clear that each of the vowel segments is a morpheme and

that it indicates a definite syntactic process in the language.

The last case, (f), is an instance of the very common mis-spellings

of Yoruba words occasioned by the attempts of earlier writers (especially

first language users of English) to model Yoruba orthography on that of

English. The error has bsen put right by the Yoruba Orthography Association.

The correct forms of this and a few othsr words are as indicated here:s

elye
Awtan
Ilesha
Effon
Oshogbo

Osho

Je2e3e2 Lﬂng Vowels

L

eye (bird)
Qtan (name
Ilesa (name
Efon  (name

Osogbo( name

Oso (name

of

of

of

df

a town)
a town).
a town)
a touwn)

person)

There are also no long vowels in Yoruba as revealed in the distinctive-

feature matrices. Ue Gaye and Bescroft (1957), as well as Ward (1952) argue

in favour of long vowels in Yoruba, but Siertsema (1958, 1957b) explains

that though some vowels in Yoruba are subject to lengthening in certain

environments, as is the case in English, there are no phonemically significant

long vowels. In other words, [}ength] is not a distinctive feature 1in

Yoruba phonology since no contrast betwsen two segments is referrable to -

that feature. UWhat ars usually referred to as long vowsels in anubé are, -
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}p fact, vowel clusters which, as already pointed out arise from consonant
deletion. It is customary to write such clusters as one segment plus
3[1§ngtﬁ], but, again, the Yoruba Orthography Association has ruled that
the practice should stop. Instead, two vowels should be written. As
$}e;tsema (1959) points out, each of the vowel segments in these clusters
usually belongs to different syllables., Some are, in fact, different words
Jo;pgd to a preceding vowel segment, but this is purely an orthographical
g#ror.‘ FSr example, Ward's example:

0 gfe (It fed him = He is fed up with it), should
actually bes 0 g§ q.

in that sentence, the last vowel segment is a third person singular pronoun
(he, she, it) while the preceding syllable is a word and a noun. The main
"p;oblam for the type of analysis offered by Ward (ibid) is its inability to
make a distinction between lengthened (contextually) vowsl segments and

?E+ length] 'vowel segments. Failure of a similar nature, namely to distinguish
‘between nasalised and [f nasa{] consonants, led Ward (1952) to posit the
presence of nasal consonants / W, T, ¥ / in Yoruba. It has been explained

by Siertsema (1957a), Ladefoged (1964) and Afolayan (1968) that certain

-consonant segments are, naturally, nasalised in the environment of E+ nasai]

-vowal ‘segments,

Je2¢3¢3 Nasal Vowels

Only four of the vowsl segments in Yoruba are [+ nasal] segments. The
£ifth [+ nasal] segment, recognised by Ward (1952), is /5/; orthographically
‘written as 'on' as in '3gbon' (coconut), *Ybon' (gun) and 'ifdn' (rashes).
1t is however a phonetic variant of /3/, written as ‘an' as in ‘qQkan' (haart)_

1 -
and 'ggan! (derision). The two sounds are not contrastiva( ). Both may occur .

in the speech of the same person, but though the one represantaq in th? matr}f
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is the most widespread, a few people may make habitual use of the other.
Even in the orthoqgraphy /5/ appears to occur after (+ labial) consonants
while /&/ occurs in other environments. Secondly, /3/ usually occurs in

any environment in affected or elevative spesch and is, therefore, more
common among those who like to pretend to be important, civilised or impres-
ﬁ#ﬁe. It is therefore to be heard more frequently in places like Lagos or
from people coming from Lagos, which, in Nigeria, is generally regarded as
theépome of phoniness. Contrary to Siertsema (1951§, however, /U/ is by no
means a contextual variant of /3/. They contrast in many words such as

';yhn' (silver) and 'iyén' (argument).

Je2e3e4 Comelax Segments

Hoard (1971) proposes the concept of complex segment as a segment which,

for at least one feature, has two or more specifications., Sommerstein (1977),
explains that the "phonetic correlates of these specifications are taken to
appear in temporal succession" (p. 104). - ‘This useful device is employed here
to work out the distinctive-feature composition of two consonant sagments in
Yoruba, namely /kp/ and /gb/. - The airstraam(and other articulétion) mechanism
involved in their production is explained by Siertsema (1958), Ladefoged (1964)
and Chomsky and Halle (1968). The major characteristics are the closure of

the oral cavity at-two points and a combined egressive-ingressive airstream.
These processes are however simultansous rather than temporally successive.

It .is clear also that both affricates and diphthongs constitute a subclass of

. i f
complex segments in English, going by their articulatory characteristics.

rs
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v Je¢3 PHONOLOGICAL DIFFERENCES BETWEEN YORUBA AND ENGLISH

J3e3e1 Introduction

L RS

The phonological differences sxamined here are of two major types,
néﬁaly segment structure differences and segment segquence differencses.

Segment structure refers to the distinctive-featurs coﬁpositibn of sound

qséghéﬁls. Two lanquages may differ in the type of distinctive features com=-
biﬁE& in their sound segments. They may alsa differ in the éo;afficiants of
chosen distinctive features that can be present in their sound segments. A
descfiption of these types of differences between two languages is gensrally
called segment inventory differences. An sasy way of AUing this is to count
the sound segments in the distinctive-feature matrices but the relationship
aégng corraesponding segments would not thereby be known. In other words,

we would not know which segment in one language most resembles another segment
in ‘the other lanquage in‘ terms of their composition. The importance of such
kﬁowlaﬂga is that it enables one to predict how speakers of the first language
are likely to realise a particular sound of a second language if that sound
does not occur in their own language. 1t therefore provides the groundwork
for prediction of potential interference. Similarly, a statement of segment
sequence in two languages enables us to predict potential interference in
séamant arrangement or segment patterning, usually referred to in autonomous
phanblogy as phonotactics. It describes the permissible co-occurrence of
sound segments in a language. The distinction is a necessary one because it
is possible for two languages to share a common inventory of sound segments
and yet differ in segment sequencs patterns., To arrive at segment structure

differences and segment sequence differences betwsen two languages one - needs

therefore to compare their segment structure and segment sequence conditions
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: fésﬁéctively. From these two one would arrive at segment structure and

N,

" 'segment sequence constraints which describe such differences or contrasts.

"L Two important distinctions need to be further made. The first is
thatééégment structure or segment sequence conditions differ from phono- -

" logical rules, which, as stated by Lightner (1973), delste, barmuta or

" convert segments and are specifically referred to as rewrite or trans-
fofmational rules. Secondly, a distinction is made between universal and
language-specific structure and sequences conditions and constraints,
Universal conditions ensure what Sampson (1970) refers to as phonstic
plausibility which requires that a sound in natural language must be
pronounceabls. A universal constraint would be that [j high] segments

- cannot be [+ low). A condition observed by Hyman (1975, p. 107), is that
:[frdel. relaaséj segments are universally'[}'nasaf]. for a contrastive

3 étddyibf two or more languages, however, one is only concerned with language-

H‘sdééific conditions and constraints. Conditions and constraints shared by
the two languages under study are ignored here since they do not lesad to

any differences in their systems. A comparison of the distinctive-feature

matrices for both languages reveals differences in segment structurs

conditions,

R &

. .
& T

| JeleZ Segment Structure Conditions

-y, . - i

? 3e3e2e1 Consonants

- The. first thing to observe from the distinctive-feature matrices is
. .that :Yoruba has fewser consonant segments than English in spite of the
“-numerous - identical segments in both languages. Seventeen of the ning@aan
E:consonant segments in Yoruba also occur in English, but the latter has a

total of twenty=-four consonant segments. This differencse is an indication



that there are certain segment structure constraints which operate in Yoruba
but not in English. A statement of the structure conditions for corresponding
segments or classes of segments enables us to discover such constraints.

In Yoruba [+ continuant) consonant segments are [« voica]. Corresponding
consonant segments in English, on the other hand, ars either [+ voicé] or

E—uoica]. These can be formally stated as YSC1 and ESC1 respectively.

YSC1

vocC

cons |=——> [—- voice]

cont

+ +

£SC1

vVOC

cons |—> [i voica]

"cont

+ +

The segment structure constraint on Yoruba segments belonging to this class is

therefore expressed as YC1.

el + vocC

+ cons | —y~> [+ vnica]

+ cont

where the symbol —»—» means 'is not'. As a result of this particular segment
structure constraint all the [& voice, + continuant] consonant segments
symbolised as /v/, /z2/, [;/ and ﬁ#V'which are present in English segment
inventory are not praesent in that of Yoruba.

The second segment structure condition to be observed concerns the
feature [strident). In Yoruba all [+ continuant} consocnant segments are
f_'+ strident]. 1In English corresponding segments are either Et- stridantj or

[r strident]. These conditions are stated as YSC2 and ESCZ2 rgspaectively.
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The observed segment structure constraint on Yoruba segments in respect of

this feature is stated as YC2.

YSC2
vVoC

cons _— [+ stridant]

cont

£ESC2

VOC

+ cons A 4 [— stridant]
+ cont

YCZ

voc
cons ey [— strident]
cont

+ +

This 'segment structure constraint accounts for the non-occurrence in Yoruba

of the segments/Ev and A/ which occur in English. Note that the last of
these two segments is also barred by YC1. 1t is therefore doubly barred
from occurring in Yoruba,

Third, it is observed from the matrices that [+ delayed releass] con-
sonantal sounds are [+ voice] or [ruoicé] in English. UNn the other hand,
they are only [}-uoica] in Yoruba, thus giving rise to another segment
structure restriction in that lanquage. The segment structure conditions

in both languages and the segment structura .constraint in Yoruba are expressed

formally as YSC3, ESC3 and YC3 respectively.
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-YSC3

(+ delayed release] —> [+ voice}
£SC3

[+ delayed release] —> (% voice)
ves

(+ delayed releasa] e o 4 [:- voica:]

As a result of YC3 /¥/ does not occur in the segment inventory for Yoruba
though it occurs in English, Both languages howsver have /Y/ among their

L]

consonantal sound segments., i

The last type of segment structure condition to be derived from the
distinctive-feature matrices for consonantal sounds in the two languages
concerns [+ labial] segments. In Yoruba, sound segments in this class are
elther [+ back] or [~ back). 1In English, on the contrary, all that are.
[+ labial] are E— back]. Compared to Yoruba, therefore, English segments in
this class are constrained in respect of the faaturas'[labiaf] and'[pack]-

The structure conditions for the segments concerned as well as the constraint

in English are formally statable as YSC4, ESC4 and EC1.

YSC4
(+ labial] —> [+ back]

ESC4 *
[+ labial] —% [~ back}

ECA * :

[+ labial] —==> (+ back] - =~

r - -
" [y 4 * an ) [ L
S I - " = ot h" .
-



As a result of these segment structure conditions and EC1 the sounds represented

as /p/ and /b/ occur in English while /kp/ and /gb/ do not occur., All four
sounds are capable of occurring in Yoruba in the light of YSC4 but we observe
that /p/ does not occur in the distinctive-feature matrix for that language.

A more detailed observation of the‘ﬁatricas should reveal a further constraint

which prevents its occurrence. This constraint is expressed as YC4, which

permits the occurrence of /b/, /kp/ and /gb/ but not /p/.

YC4
+ labia

- back -7"—)[— voica]
- cont

Specifically, YC4 permits the occurrence of /b/ in Yoruba but bars the occur-
rence of /b/ in that languags.
It is observed, therefore, that a total of seven sound segments which

occur in English do not occur in Yoruba. Conversely, two sound segments occur

in Yoruba but not in English.

3-3-2-2 Vowels

A comparison of the distinctive-feature matrices for vowels in the tuwo
languages raeveals immediately two major areas of difference in the segment
structure of these sounds. First, Yoruba vowsl sounds are either [} nasai]
or C— nasal:l. English vowels, on the other hand, are necessarily (- naaal].
In other words, none of the four [+ nasal] vowels which occur in Yoruba occurs
in English. The respective segment struﬁiura conditions for vowels in respect
of [ﬁasal]lin Yoruba and English are stated as YS5CS and ESCS. The saegment

structure constraint which prevents [+ nasal] vowels in English is stated

formally as ECZ2.



YSC S

+ vocalic | +“ |

- cons —_—_— [- nasa]]
ESCS

+ vocalic

- CONS —— [- nasa]]
EC2

+ voc | *

- CONS e [+ nasal]

The second major difference observed is that while English vowel sounds are
either [+ long] or [~ long) all Yoruba vouwels are [- long]l. A formal state-

ment of these facts is made as YSC6 and ESC6 for Yoruba and Engliéh raespectively.

YSC6
+voc | —> |- long
-~ CONS
ESC6
+ vocC .
- CONS e [— lnng]

The segment structurae constraint preventing [} long] vowels in Yoruba is then

stated as YCS5.

YCS

':u-u-“.t Wi

4+ VOC

} . v
- Q'L, . by b s et .
- €ONS —vd [+ long]

[
- * ¥
5 - & - ""i L £ * - i =
.rl‘ - Iy rﬁ i R -'f b ; = & E- - :J‘ E-\-F ! “""' 4 l.
A Y o4 § tr o A LT E ke



A few other less prominent differences are observable from the
distinctive-feature matrices for vbwels in the two languages, First among
these ia that there sre no complex [+ vocalic] segments in the Yoruba matrix,
but since, in English, all such sounds are also [} lond] the new segment
structure condition dués not excluds any new segments nor does it explain
the presence of any new one iﬁ Englishs, It was explained at the beginning of
this chapter that complex segments combine either contradictory co-efficients
in respect of one or more distinctive features, or similar co-efficients in
raspect of mutually ;;clusiva or polar distinctive featuraes., Notlice that some
tnglish diphthongs do just that in respect of'[bac@) and [higﬁ], especially
[bac@] in which they combine positive and negative co-efficients. |

A few other vowsl segment differences are ohservable from the matrices.
In the distinctiv;-faatura matrices for English vowels those segments that are
[+ back] andr_'z high:] are sither [+ round] or [— round]. In the Yoruba matrices
corresponding segments are [+ round}. These segment structure conditions are

stated as YSC7 and ESC7 for Yoruba and English respectively.

YSC7?

+ back AT 4 [-lr- round]
2 high * T

S ¥ o, 1,

£ESC7

Vv

+ back e 4 [i round]
2 high

The constraint on Yoruba vowel system arising from YSC7 is stated as YCB.““
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YCO
v

+ back | —A> . = round]
2 high

I-'v"

The effect of YC6 is that /a/ does not occur in Yoruba, though /o/, which is

a (+ round] segment occurs. /5/ occurs in both Yoruba and English since it
f%ts*both conditions described in YSC7 and ESC7. The only remaining difference
in the vowel segment inventory is the occurrence of /3/ in English and its non-
occurrence in Yoruba, Since this sound is generally accepted as not occurring
even in English at the underlying form it is a form derived through a pure
phonological rule usually referred to as the vowel reduction rule. Chomsky

and Halle (1968) express the rule as (103) with the proviso that unstressed
E—‘higH] vowels reduce to /3/ in word-final positions while unstressed, non=-

tense, vowels reduce in word-medial positions (S5.P.E., p. 110).

(103)
-~ stress
- tensg | ———> [a]

The effect of the absence of /2/ in Yoruba and the absence of (1d3) in Yoruba
phonology will be examined in the final section of the prasgﬁt'chabthr.

Attention will be directed to word-final segments only in tﬁa“iﬁvaéiigétion. |
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Je3ed - Segmant sequence Conditions
e3¢ Ninimallz and Maximallx Restrictive Conditions

Two languages may differ in four ways in respect of segment conditions
: the .
(Shen, 1961). The first of these is,segment structurs condition discussed in
2.3.2. Secondly, they may differ in the permissible sequence of vocalie and
consaonantal types of segments in general. For example, English may permit a
Sequence of two consonantal segments while Yoruba does not., Shen (ibid)
refers to this lsvel as sagment arrangement. Thirdly, two lanquages which

both permit a sequence of two consonantal segments may differ if one allows

such clusters only in syllablefinitialjposition and the other allows them only

in syllable-final position. A fourth and last type of diffaranqe occurs whean
two languages which permit similar segment arrangement impose different
restrictions or constraints on what particular segment structure may co-=occur
in certain positions in a cluster. For ;xampla, it is known that:when three
consonantal segments begin an English syllable the first of these thres may
only be /s/. This type of constraint may be described as a maximally
restrictive one compared with segment arrangement constraintgiwhich are
‘minimally restrictive. A contrastive analysis éf English and Yoruba segment-
sequence conditions will reveal at which of these levels they differ. Th9
analysis of English segment saquence is based mainly on that of Cohen (ﬂ952).
'
though many of his ideas are rejected bacausa thay dascriba orthographic
_rathar than phonological segments, Finally, the featura [}yllabié] is now
intrnduced to characterisa tha function of sound sagﬂents uithin thﬂ ayllable.
The syllable is therefore the domain of segmant sequanca ?nd tha terms initial
and final refer to that unit. Saquancas of segmants across a syllablo

"""" 'w-autt ' »

boundary are, as suggestsed by Pulgram (1970) not considared ralavant to thia

td""

analysis, I, however, employ the term 'sequence’ contrary to Pulgram's
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suggestion that“it should refer to intersyllable rather than to intrasyllable
series (Pulgram, 1970, p. 79).

At the least restrictive level, that is segment arrangement, the
permissible sequance of segments within the syllable exhibits considerable
difference between Yoruba and English. - The conditions can be economically
stated using C as a symbol for consonantal segments and V for vocalic segments.
Segments that are [:+ vocalic] and [+ consonantaﬂ and those that are [— vocaliﬂ
and E? consonantal]lara symbolised as C since in standard English or standard
Yoruba they are mainly consonantal in function. Yoruba has a very simple
segment sequence arrangement in that it permits only two types of syllable
structure in the underlying form. A syllable,#inLYuruba, is sither a single
vocalic segment or a combination of one vocalic segment and a consonantal
segment which always precedes the vocalic. The onlyfdagiation from this norm
is the occurrence of /m/ or /g/ before another consonantal segment as in
/mbo/ (is coming) or /gls/ (is going). This does notwinvalggaﬁa the analysis
for two reasons. First the occurrence of this sequence of two consonants in
the surface structure is the result of the dalation(z) of an underlying vowsl
segment, thé}undarlying forms fofftha-Ex;mpfeg1givaﬁihara baingi/h;bSZﬁaﬁﬁ

/mil:/ respactivaly. These full forma are still used 1n cartain dialecta of

o Poe ot il

Yoruba (e.ge Ijesha) and in laisuraly spaech even of users of what might ba

| g . I

called standard Yoruba. They can be most aasily haard, however, in Yoruba
e S

songs. The sound is therefore /m/ in the underlying form, but is reslised at

the surface level as ﬁg/ after vowsl.deletion in all environments except

L |
b " L . + ~
' i %"'"-b dy & N a ok L A

before [} labial, + voicad] consonants., A second, reason for excluding this
f oL Ly

s B P 4 *im SV Lot dgth

sequence in the analysis 13 that it raprasants a uhole syllable on its own

E : g‘“..;

k. “F 7 v

as can be saen from its underlying form. In addition, even 1UJ1t5 surfgcah

realisation it has its own tone mark, tone in Yopuba being a phonological
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property of the syllable., Lastly, the [} nasal] consonant in question
indicates a grammatical operation, that is, [+ continubuil, in relation
to the verb stem to which it is prefixed and is therefors semantically
different, It is uniquse however in being the only [+ syllabic] consonant

Segment 1in Yoruba but this is possible only because of the deletion of the

8ucceeding vowsl,

3e3e3e2 -oequence Conditions

Having explained that possible confusion we state the segment sequence

condiéions‘faf Yoruba, usind the angled bracket notation as Y551, expanded into
YSS1a and by '\:KSS1 Syllablg =) H (ECJ> EV] B
YS51a Syllable —  [c] [V]

'¥YSS1b Syllable —> [v]

The corresponding segment sequence conditions for English syllables are
formulated as FSS1,

£ESS1

syllable —» ¢ [ <[ [V ([c]g e~ R <[

ESS1 will be expanded into ESS51a - he 1In axbéﬁding énglad:brébkatb'thosat*

L] ' i= ‘\{S
f-ji;lul*'!"" 'Hr--?

with the same numerical indices are removad'tggethéf.'

ESS1a:  Syllable —b I S

ESS1b:  Syllable —» ] Dl

ESS1c:  Syllable , - [c] [c] Cvl. e e
£SS1d:  Syllable — [c] |'_'c] Ec] EV:I

£S551e Syllable =———> EV] EC:I
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ESS1P:  Syllable —>  [v] [c] [c]

ESS1gs  Syllable — V] [c] [c] Cc]
ESSThs  Syllable ——> 0] [ ] ] G

When one compares YSS1 and ESS1 aﬁd their respective expansions one discovers
that both are similar in permitting a [E] syllable, that is, a one-segment
syllable provided that that segment is [+ vocalic] and [~ consonantal].

They also both permit [C] [V] as'a syllable structure, but there the
similarity ends. It is observable that Yoruba does not permit a sequence of
two or more consonant segments within the syllable whereas English syllables
can contain up to three consonantal segments in the syllable-initial and up
t0 four in the syllable-final position. Another feature of English phonology
not neatly presentable in ESS1 is the fact that English permits a sequence of
# (c] [.C] #s ~where XX represents syllable boundary,but imposes restrictions
of a more maximal character on its composition, namely that the final segment

is '+ s8yllabic). This segment sequence condition is now formulated as ES5S52.

ESS23 Syllable —» Ec1] l:c2:| where C° = [ + syllabic_]

The constraints on Yoruba segment sequence within the syllable, as compared
with English, are therefore of two major types, namely those relating to
segment sequence proper and those relating to segment function. The two

types are stated as YCC1 and YCC2 respectively.

YCC1: Syllable = I:Cj I:Uj (where * means equal to or less)

YCC2: [c'_'] —=> E+ syllabicj in any position
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The facts described in YCC1 and YCC2 are that a saquence of two consonantal
Segments does not occur (YCC1) and that a consonantal segment is not
syllabic in any position (YCC2). In English there are more maximally
‘restrictive constraints arising from various segment sequence conditions in
-that language but they do not account for any more differences betwsen
Yoruba and English phonology. One such constraint bars all other sound:
segments except /s/ and /t/ from occurring in the last position in final
quaxdrisegmental clusters., Having exhausted the relevant differences between
English and Yoruba both in relation to segment structure and segment sequence

conditions, the next step is to predict the potential phonological interferance

of Yoruba on English in the light of those contrasts.
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3.4 PREDICTION OF PHONOLOGICAL INTERFERENCE

il

Cne of thafmajbr principles of contrastive linguistics is that inter-
lingual differences constituts a potential source of interferaence. The
potential interference of Yoruba on English phonology described in this
section is bééa; on the differences between the tuwo systems as examined in

the last section. 1Interference is predicted in relation to the subsystems
ldentified in that section, namely segment structure, segment segusence and

their minor subdivisions. It will be nacesséry therefore to refer back to

the segment structure and sagment sequence conditions and contrasts which will

ba‘referrad to here by their notational and categorial indices.

J.4.1 Segment Structure Interference

Jedel1e1 Consonant Interferance

The segment structure conditions for [+ continuant] consonant segments

in English and Yoruba are formalised as ESC1 and YSC1 (886 3.3.2.1)

respectively., The segment structure constraint in Yoruba 1is described in
YC1 as follows:
YC1

- VO
4+ cons —yh— [+ voice]
+ cont

-
S
ERFR

YC1 thus states that Yoruba consonants that are [} pontinuapt] ?f?LNOF#iHF

“._.'Jh

[+ VUiCB] In realising the I:-l- voice, + continuant] cnnsonant segmants in

" - %

English it is logical to predict that tha Yoruba L1 3paakar Will _pronouncs -,

K j:_.l,.hi '-‘btﬂ"-

them as [~ voice] in agreement with the sagmant structura parmittad in his

mother tongue for that class of sound segments. The interference expected

3
in this class of sound is formally stated as SL1( ).
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voc
cons
cont
voice

Sl1e

+ 4+ +

—>[- voica]

SL1 will result in the following commutations in Yoruba English:

/v —> Jt/ 8.0, /verr/ —> [feri/
/2] —> [s/ 8.ge [zizl/ —> [si:l/
[3/ —> [%/ .g. Jvizn/ —> /vi¥n/
R —> /8] e mi1s/ —> [Pis/?

Both YSC2 and ESC2 (3.3.2) describe the segment structure conditions
for another class of consonantal segments in Yoruba and English respectively.
Arising from these two is YC2 which states thattI}-continuant] consonantal

segments are not [~ strident] in Yoruba,

YC2: - VOC

+ cons| —r> [- strident]
+ cont

The potential interfsrence in this class of sound segments is stated formally

as SL2.
SL2¢ - VOC
4+ Ccons
- t )
+ cont Y 4 [+ striden J
= strident

If YC2 bars the occurrence of A¥/ and /8/ in Yoruba we can predict from

SL2 that [— strident] sound segments in English will be replaced by their

[+ stridanf] cogrates in terms of distinctive feature composition. These
should be /z/ and /s/ for &/ and /G/ respectively, and could be exemplified

as follows:
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#8/ —> /z/ eege A1/ —F» ' [238/ 7
/0/ —> [s/ e.g. /o1n/ —%» " [sin/ ?

Notice however that the last item in the predictions from SL1 is now nulli-
fied since /8/, to which A/ should convert accerding to that prediction,
is itself not permitted to occur as indicated in SL2. Secondly, from SL2
we see that ¥/ should be pronounced as /z/ becauss they are the same in
respect of every other feature except [btridenﬁ]. An examination of SL1
however reveals that /z/ itself is not permitted in Yoruba because it has
the distinctive-feature structure [+ continuant) and [+ voice)} among other
things. Since /z/wis to be replaéed by /s/ according to the prediction in

5L1 one would suggest the following substitutionss

s/ —> /z2/ —=> [s/ 2
and

B/ —> [s/ 7

Both fKVPandiﬂg/ should tharafor; be realised as /s/ in Yoruba English. A
further examination of the distinctive-feature matrices reveals still another
possibility. Both A¥Y and /B/ differ from another pair of sound segments in
raspect of only one distinctive _feature, namsly [continuant_']- /%] 1is G+ cnnﬂ
while /d/ is (- cont]; but both are similar in respect of all other distinctive
features in the matrices. Similarly /9/ is [+ cont] while /t/ is [~ cont] and
they are both [~ voice), as opposed to members of the first pair which are

[+ voice). This means that /d/ and /t/ have equal chances of substituting
fn;‘/ay and /Q/ respectively as has /s/. This alternative substitution is

exemplified as follows:



- 103 =

Al —> [d/  e.g. M=t/ —>  Jdmt/

B/ —> [t/  ee.g. Poit] —> [tost/
Which ever substitution of these two is adopted in actual speech, if any of
them is adopted, will depend on which of the distinctive features, [@ontinuanﬁ]
and [btridenﬁ], ranks higher in the perception, and therefore, the distinctive=-
feature hierarchy of Yoruba native speakers as Halle (1959) suggests (see
Chaptarlﬂne). There is a possibility of more certainty in our prediction,
at least in respect of /5/, which in the alternative substitution converts
first to /z/ and then to /s/« Since two distinctive features distinguish A5/
from /s/, namely [strident] and [voice], the second prediction that A¥) may
be replaced by /d/ from which it is distanced in respect of only one distinctive
feature, namely [}ontinuanf], is mathematically stronger and is to be preferred.
Finally, there is evidence for preferring the prediction that Ag/ will be
replaced by /t/ rather than by /s/. Closer observation of the distinctive-
feature matrices for Yoruba reveals that the g;atura [ptridanﬁl which

distinguishes /9/ from /s/ is in fact not distinctive in Yoruba since there

™,

are no two sounds differentiated in respect of this feature alone. On the
other hand, the fesature [continuant] in respect of which /8/ and /t/ are
differentiated is a distinctive featurs in Yoruba phonology. and is tharafqrg
to be more relsvant in the perception of Yoruba native speskers. The second
Prediction is therefore better.

- A comparison of YSC3 with ESC3 leads us to state YC3 as a segment

structure constraint in Yoruba.

IR

YCs [+ delayed relsase] —~> *.[-Hvoica:lﬁﬁ L T T R

4
' e

""“n - b r— ] ; ] x . tl‘q. ‘r- j_ 4 t“_ _ E ‘:_ﬁ - j# _h
* € 'r# o 1 £ 4 . Ea i ] : - b ' Y ;‘r W, El ' - - R i . M '
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YC3 indicates that in Yoruba a sound segment that is [+ delayed raleasé]

is not [- voice]. any [+ del. raleasa] segment in that language is there-
fore [+ voice]J. Yoruba thersfore has /Y/, but not /¥/. Since the difference
between these two segments is in respect of ons distinctive feature only, it
is predictable that for English /¥/ the Yoruba speaker of English would
pronounce /¥/ as /Y/, which is;tha most similar segment to it in-his ouwn

first language. The prediction is stated as SL3.

SL3s
<+ dal. rel
.= voice | — E— voica]
Both YSC4 and ESC4 (3.3.2.1) state the segment structure conditions for

a subclass of [}nlabiaI] consonant segments in Yoruba and English respectively.

The constraint, EC1, resulting from these conditions is ‘stated formally as

followsg-

EC1:

[+ labial] e H [+ baca

EC1 states that a consonantal segment that is [+labial) cannot be [+ back]
in English, while as YSC4 indicates, similar segments in Yoruba can be either
[."' bac"]“ﬂr [—- back]. In the distinctive-feature matrices for both languages

it is observed that while English has /p/ and /b/ as [~ continuant], L+ labial:]

sound segments Yoruba has /b/, /kp/ and /gb/ as members of a similar class.
Since /b/ occurs in both language systems no problem is envisaged in that
sound for Yoruba speakers of English. There is howsver no /p/ in Yoruba Just
as there is neither /kﬁ/ nor /gb/ in English. How then is the Yoruba speeker
likely to pronounce the English /p/? 1t is predictable, by feature counting,

that he will substitute the most similar sound in his native language for 1t.

l":.t' »
2 - - = P |
?;I " T , E ;:‘. n;;_r [ I8 B ' . ".I.II L b v o A |

gt
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That sound is /kp/! which differs from English /p/ in respect of one
distinctive feature only: both are?[}labial, - voicéJ but while English

/p/ is [~ back], Yoruba /kp/ is also [+ back]. The substitution predicted

is SLdi
SL4
: Las + labia :
- voice| —> + back
- back

In the light of SL4 the following type of substitution should be expected in

Yoruba Englishg

/p/  —> [kp/ e.q. /:;Pt/ — J/kpft/

Since there is no other sound in English consonantal system to be accounted
for the Yoruba sound symbolised as /gb/ will be ignored for the present,
being regarded as a sound which the Yoruba speaker knows but will not make -
use of in his English speech.s The prediction of interference in vocalic
sound segments will next be undertaken.

- e

3ed4.142 Vowsl Interference

The first major difference observed between Yoruba and English vouwel
structure is in respect of the featpgai[bagak]. ,ThF Eispactiua segment
structure conditions for Yoruba ;nd English are stated as YSCS and ESCS
(3.342.2) and the structure constraint on English vowel segments resulting

from these is expressed as EC2:

— - ﬁ . i,. ' t l-l-.
- uyrn - 1

EC2:
C. e -+ vocalic
-~ consonantal] =D + nasal

] boul
in

A
hg-: "1

EC2 states the observation that there arehno"nasal vowals.in English. . It
_— R L T PR e Ve G R L L TR IR B e

} -

is expected that, since both [~ nasal] and [+ nasal} vowsls occur in Yoruba,

S S I

the Yoruba speaker of English will substitute [+ nasal]“vowels for their

[~ nasal} cognates in the appropriate contexts. The appropriate phonological
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environment in which sqch substitution is expescted to take place is
described tentatively as before, after or betwsen two [+ nasal) consonsnts,
since, in Yoruba, the instruction that a.[} vocaliﬁ] sagmant should be
realised as E}anasall is indicated by the presence of a [} nasai] consonant

segment adjacent to it. This instruction is expressed in formal language as

YPR2.

YPR2:

+ voc + cons > ¥ cons

- CcOong | =Y + nasal] 1 + nasal 1 S 4 <2 + nasal )2
It is predicted therefore that any of the [f nasaI] cognates of the Yoruba
[} nasall vowels that occurs in identical phonolﬁgical environments will be

perceived and pronounced as its {+ nasaI] squivalent by the Yoruba speaker

and listener. The. interferencs predicted in thess anvironmaqts is stated as

L]

SLS,

SL5:

+ VvVOC
[— cons] et E nasal] in appropriate environment

The following substitutions are therefors predicteds

/is/ —> [/ e.q. )di:n/ — /o'In/
/~/ —>_ 5/ e.q. [mandr/—> . /m3ndy/ .
[us/ —> [N/ e.ge. /tiun/_ —_— /tUn}

€/ —> [/&/ e.g [men/ —— [oEn/

-Note that it has been shown that both [i]hand‘2%7:a:9 merely phono-
lOgiCEl variants. C T . o R . S S
The second type of vowsl interference that is‘pgedictaqﬁarisasﬁﬂrqm

the segment structure conditions described in YSC6:and ESCﬁ,agqqlfrqm:yﬁich

2
1% -~
YCS is formulated. : - SHre A R ) - * : * N P T ~
9 " . L - it S r ™ w4 - - b F 2 L - ¥ a T P . L L i



- 107 -

YC5:

+ vVOC

- cons -7 [-i- long]

It is predicted from YCS that all {+ long) English vowels will be pronounced

as their Yoruba [~ long] cognates. This substitution is expressed as SL6.

SL6 4+ vOoC

- CONnS ——t [—- ]_ong]
+ long

The following substitutions are predicted from SL6:

, BeQe /kast/} _— /kat/
/3/ [Kae t/

Ji/ B¢ /51p/ } , /Sip/

/Sisp/ )
R
. /b3:d/ I e T
/>/ } \ /o/ 8eQe /k:nt/* } ____’ /kot/ |

/2:/ [kost/

/l!/ } * . 0. 3. /-fU’ll/ } —_— /fUL/
/us/) S /tusl/

It should be observed th;t YC5 also describes the ebsence of diphthongs in
Yoruba. In addition, it was explained that we do have sequences of vowel
segments in Yoruba. Though these are.not diphthongs in the phonological "
sense (3.2.3.1), many of them do resemble English diphthongs 56 wall as to
facilitate mutual jidentification betwseen:the two sats. - The following‘ar&F

some of the sequences of vowel segments occurring:in~YOfuba,'=d2.§!'{!bﬂd as
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diphthongs by Afolayan (1968) and %:» easily identifiable with diphthongs

in English:

ai in bilbal
au in radrad
eu in kaukéu
£u in reured
o1 ~ . in woiws{
oi in k6fk61
ud - in kudkbid

In spite of the differences between Yoruba and English in diphthongs any
sequence of vowel segments is easily regarded as an equivalent of a similar

sequence in Yoruba and there is, therefore, no problem either of production

traceabls to the difference at the underlying phonological level. Any
influence of the system of Yoruba on English diphthongs i££‘ther9fura trace-

able to other sources in the two systems. One notable of such other dif-

ferences is the absence, in Yoruba, of any phonological rule similar to the

tnglish vowel reduction rule (S.P.E., P 111, rule 103), which causes any

[+ back, + low) vowsl which is not stressed to be reduced to /3/ especially

in word-final position.

SIPIEI ’ Rule 103:;

- gtress

- tense |——> I:a] #

Y, :

The absence of the vowel reduction rule in Yoruba will give rise to
observable interference both in diphthongal and non—-diphthongal contexts
in which the reduced vowsel normally occurs in English. In such cases it
‘is predicted that /3/ will be replacsed by the underlying vowel that would

have originally been reduced. This amounts to saying that vowsl reduction
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will not take place in Yoruba English. The following substitutions

described in SL7 are predicted, fa/ and /2/ being the Yoruba squivalents

of English vowsls that are subject to such reduction.

SL7: /a/
o —
2] /2/

Predictable examples are as followsi-

- /3/ — /a/ e.ge 1 /fisda/ —> /fiida/ (feeder)
2. [fed/ —>  /[fes/ (fair)
3. /T13/ e [fia/ (fear)

/3/ o />/ e.g. 1. /kampts/ —> [ke ptd/(captor)

2. /pua/ —> /pus/  (poor)

Finally, another type of interference is predictable from the segment
structure conditions YSC7? and ESC7. The segment structure constraint for

Yoruba arising from these is stated as YC6, which permits />/ but not /A/

to occur in Yoruba.

YC6
+ back

12 high ——d [-— round]

\'J

The interference predicted from YC6 is stated as 5L8,

SL8:

+ back

2 high

- round
V

— [+ round]
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In other words /A/ is predicted to be identified as />/ by Yoruba speakers

of Englishs The following are examples of such substitution:

-/A/ — /2/ 8eQe 1. /bat/ —> /bot/
| 2. [knt/ =——> [kot/

As a result of this substitution no distinctien will be made, or be

capable-of being made, between /kat/ and /k>t/ in Yoruba English.

Jele2 Segmant sequence Interference

~ The prediction of segment sequence interference will be limited to
consonant éequantessince there is no significant difference in vowel segment
sequencesin Yoruba and English. Prediction of interference arising from
differences in segment ssquence is based on differences observed in the
segment sequence conditions in the two languages as previously analysed 1in
Je3e3e

In the analysis referred to, the segment sequence constraints opsrative

in Yoruba, as derived from comparison of the segment sequence conditions in
Soth languages ars expressed as YCC1 and YCC2., The significant fact expressed
as YCC1 is that, in Yoruba, a syllables contains not more than one consonantal
segment., =Th{s contrasts with the condition in Engllsh in which a syllable

méy contain a sequence of three such segments in the initial and four in the
final position. 1t is also true from YCC1 that, in Yoruba, the last segment
of any syllable is a vowel segment. In English, on the other hand, a segment
in a corresponding position need not be a vowsl. It is possible to predict
from these contrasts what a Yoruba speaker would do when confronted with

clusters of two, three or four consonant segments in a row. The expected

interference arising from an attempt to interpret. English in terms of

Yoruba phonology is formalised as SL9,
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SL9:

a0 — O / [ —

SLY9 is an abbreviation for SLQa.

voC voC vocC
[B] - cons + cons + cOns

SL9 expresses the prediction.that, in using English, a Yoruba person will

SL9a:

insert a vowel segment between any two clustering consonants. A second

aspect of the interference predictable from YCC1 is that, since, in Yoruba,
a syllable always ends in a vowel segment, any syllable in English which
ends in a consonant segment will have a vowel segment inserted after it.

This prediction is indexsd as SL10.

] — [ / ] —

where # is to be interpreted as syllable boundary. Examples of interferences
predicted in SLY and SL10 respectively are as follows. It is regretted that
while it may be possible to predict the actual vowel segment that may be
inserted in each case that exsrcisae is beyond my immediate concern here, It
appears however that a kind of vowsl-consonant harmony is operative in many

CasSasS,
SL9s 1. /bralt/ —> /burait/
2, [strei/ =——> /sitirel/

SL10: 1. /ast/ — [astz/
2. [sit/ —> /s1ti/



- 112 =

SL9 and SL10 will together result in realisation of SLO s 1 as:

/bragt/ ——> ° /buraxty/

Finally, another difference is observed between English and Yoruba
because of the constraint on syllable structure expressed as YCC2 in
3e303.2, It inaicatas that no consonant segment is allowed to be E} syllabic]
in,Yoruba phonological systerr;. In English, »a thy contrast, a number of con-
sonantal segments can be [} syllabic] or E- syllabic] depending on their |
position in the syllable. ‘Spacifically, both /L/ and /n/ are [+ syllabic]
functionally when they occur as the second segment in a two-segment syllabls

if the first segment is one of another group of consonant segments. The fact

is formally statable as ES5S52a.

£ESS2a:

[c] — [+ syllabic | [c] — %

The interfersnce from Yoruba phonology that is predictable from this contrast

is stated as SL11 which involves two operations indexed a and b.

»

SL11:

+ syll

[+ cons] — [_ syn] (] o = (é)

[ — [0 [ € — [ &# (o)

provided that SL10 will then ﬁpply“to insert a syllable~final vowel after
the last consonant. UWhat is one syllable in standard R.P. would then have

become two syllables in Yoruba English, }or example:
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1« /[/batp/ ——>  /bAatin/ ——>

2. [k setl/ —

/battnz/

[k =tul/ ——> [k tulu/

Jed o3 Summarz of Predicted Interference

The interference of features of the phonological system of Yoruba on

English is predicted from a comﬁarison of the phdnological systems of the two

languages. Contrasts in segment structure conditions are derived from the

distinctive-feature matrices for sound segments in both languages. Pre-

diction of potential interference is, in turn, based on observed contrasts in

segment structure and segment sequence conditions in both systems. The

predi cted interference issummarised as follows. Their original indexing

(sL1 = 11) is retained to facilitate cross-referencing.

SL1s 1. /v —=> [t/
2. /2] ——>» [s/
3. 3/ —>» /¥/
4. s —> /9/ (see SL2)
5L23 1. M —>  [d/
2. 8/ ——% [t/
SL31 ¢ ——> /Y/
SL4s /p/ ——> [kp/
SLSs 1. /i3 —> [T/
26 /A/"“‘-—>' /5/ (before or aftsr nasal consonants)
3. fui/ —> )G/
4. [E/
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SL6s 1. [/=®/ and Jazyf —>» [af
2. J1/ and /is) ——> [i/
3. /€/ and /3s/ ——> [E/
4, [o/ and  [o3) ——> [3/
5¢ fus/ and - Ju/ ——b Ju/
Cse 8 ——> Jof or [of
SL8: n  —> /3
S“Lﬁ9= x I t
] — [V] / [c] — [c]
oL10¢ E&] —_— Euj / EC] —_— —
SL11: [: zsﬁabic] —> [~ syrianic]
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3.5 SUPRASEGMENTAL INTERFERENCE

Discussion of phonological interference is almost invariably limited
to segmental phohology. This is not because the suprasegmental aspect is
regarded as unimportant. In fact, some linguists belisve that suprasegmental
phonology is as important, if not more importanf, than segmental, Firth
(1948), who holds segmental phonologists in obvious contempt, says, "In the
perception of speech by the listener whatever units there may be are pfo—
sodically integrated". He concludes by asserting that "we speak prosodies
and we listen to them". Robins (1957) says "sometimes a greater part (of
structures) are referable to prosodies". Finally, Lado (1957) reminds us
that strasé and rhythm are important, "not only because stress is*pﬁonamic
but also because they both sxert considerable pressurs on other matters of
pronunciation", what then may be the reason for the apparent nagladt of
this éspect of phohology in contrastive and interference studies? 1 SUM~
marise what I consider the equally apparent reasons under two major headings,

namely Domain and Repraesentation.

Je5e1 Dﬂmaih :

T .

suprasegmental features include such things as stragss, rhythm.'pitch,
tone, intonation. Quantity and vowel harmony are included by a number of
linguists., There is however no agreament on the domain in relation to which
these features may be characterised. According to Leban (1973) sach of
segment, syllable, morpheme, word and sentence has been proposed. 1In fact,
one can legitimately talk about supra-sentential or discourdé'brbsbﬁy.k‘ln

N T

the literature, tone and intonation faatura‘prominéntly émong the suﬁfaQ L
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segmentals, and the dispute about domain is equally limited to the segment
and the suprasegment. The syllable is rejected by many linguists, even as
a unit in descriptive structural phonology, especially generative phonolo-
gists, not to mention its being considered as an admissible domain for
suprasegmentals. Those who contend that prosodic features, especially tone,
are segmental include Woo (1969) and Maddieson (1971). For example, Mitchel
(1975) describes prosodic features as "phonetic features whose domain extend
beyond those of the (more practical) phoneme". Lehiste (1970) considers the
problem of domain-oriented definitions for §Uprasagmentals and concludes that
if we define them by reference to domain "then pitch, stress and quantity
would not qualify". The opinion that tone is a suprasegmental feature, on
the other hand, is championed by Wang (1967), amongst others. .}eban (1971)

reviews the evidence from various languages in support of each of the claims

and concludes that tone is both a segmental and suprasegmental property and
that thers is no contradiction. The same position is maintained in Leben
(1973, 1978) but the dual representation of tone, or any other feature, in

the underlying form does not make comparison easy, however waelcome such

deeper insight may be, It is, howsever, possible that with more penetrating

research the problem may be settled one day.,

3eHe?2 Representation

When, eventually the problem of whether prosodic features are segmental
or suprasegmental in respect of domain, is finally settled there will
probébly remain another problem, equally controversial, about these featurss,
It conceras their quantitative representation and this is especially impor-

tant if we are to be able to compare prosody in two or more lanquages for
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the purpose of studying or detecting interfersnce. A cursory look at any

of the descriptions of tone or intonation using the traditional contour

method (e.ge. Vandershice and Pierson, 1967) is sufficient to maks one
realise how futile an attempt to compare two such descriptions would bae,
perhaps more -fruitless than the comparison of segmental phonemes in traditional
phonemics, Attempts have therefore been made to integrate suprasegmentals
'1nto the phonetic feature theory of generative phonalogy(a) and many of the
problems facing contrastive analysis in this area have accordingly surfaced,
Chomsky and Halle (1968) provided a quantitative way of representing stress,
which, as implied in their analysis, is segmental. A number of attempts to
represent tone in a similar way have not baeen too successful. Wang (1967,

Pe 97) proposes two integers, High and Mid, to distinguish three levels of
tone. Sampson (1969), on the other hand, suggests a High and Low specifi-
cation for.the same purpose. Hyman (1975) compares the rival systems (sae
below) and obssrves that some languages have been reported to utilise up to
five levels of tone, though four levels would appear to be thae acceptable
limit. 1In the case of languages with four levels of tone, Hyman (ibid)
suggests that Wang's featurses can be redistributed to include (*'m) to indicate

a ‘lowered-mid tone as follows:

Wang's System Sampson's System Hyman's 5‘15“'“'" L
| H M L H M L H y 'M L
High + - =+ High + - -  High + + - -
Mid - + - - Low = - + Mid - + + -

Maddieson (1971) arguas that the abové féatur;é favaai'ﬁothing about
the function of tone. He points out that EHQ cahffast batubéh High*and Low
may be analysed as [+ Raisad:l Vs l:- Raiéacij Fi‘n ofhei language but as ['+ ‘léﬁéi‘écﬂ
ve [~ Lowereé] in anotﬁar, daﬁaﬁdiné ;ﬁ whether High ;r Low is the marked |

(5)

tone in that language « In other words, were one to accept the suggestion
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by Fromkin l1972)“tnat twhather High and Low are called Raised and Lowersd"
is immaterial, one would face a problem in cnmparind two languages if one
of them had [+ High]-as the marked tone and the other had the same level as
the unmarked. The problem for contrastive phonology, therefore, is how to
devise a scheme of representation for tone which would indicate, not only
the relative levels of tones, but also the appafentlfpmdre functionally
important aspect of markedness. It would be interesting, for example, to
examine whether a speaker whose L1 utilises [+ High) tone as the unmarked
tone would use the same level of tone as unmarked in an L2 where it is the

marked tone.

A final problem connected with tone representation is the relationship
between tone and intonation. As to whether intonation can be perceived and
represented as a*succession of discrete units of tone, HYmanx(1975) admits
that the relationship between them is not yet well understood. Schacter
(1965) suggests that both may be the same thing because, as he observes,
downdrift (which cauwses‘a [+ high'] tone ocnurring aftert a [+¥ lnw] tone to be
realised on a lowaf level than the high tone preceding that low tone) is a
property of intonation. Abe (19f§) belieueéﬁthat there 1s a certain con-
nection, but agrees that it is not clear how it can be defined. Leben (1973)
obsarves that the so-called intonation contours '"do not behave like indivisibla
units as the faatures [rising], [f'alling] and [:rising-falling] uould imply"
The trend therefore is 1in favnur of abandoning the popular, but subjactiva,
view of intonation raprasanted in conton;é é; c;ntinuous, ind;vinibln units
in an utterance. This view, if it gains azcepéancn, ;111 hav; important cnn-

sequences for the study of SUprasegmenfai phonology in gensral. For exampls,

the often made distinction between tone and intonation languages will have to
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be abandoned, or at least modified. To cite an instance, it is generally
said that Yoruba is a tone language (e.g. Afolayan, 1968) yet it is not
true that Yoruba does not differentiate bstween utterances by intonation,

In fact, Yoruba does not depend as much on word order, as English does, to
separalte questions from statements, but on intonation and other situational
cues., 3Secondly, the relationship betwseen tone and stress needs to be recon-
sidered, It is usually said that Yoruba employs tone for contrast but it is
equally trus that English, for example, employs stress for contrast - as

shown in these examplessi-

YORUBA  (tone) ENGLISH (stress)
Okq 3 hoe 'insult - noun
okq : spear intsult -~ verb
Okg - husbandt ‘ . ‘project -  noun

Bk : vehicle (land, water or air) pro'ject =~  verb

Observe that while Yoruba tone is altered to change lexical meaning English
stress is altered to change grammatical meaning. There is also no doubt
that, as in English, sentence stress can be used to indicate both contrast
and emphasis in Yoruba,

In concluding, one may say that the absence of prosody in most
phonological studies of interference is not unconnected with the problems
mentioned above. As Anderson (1978) concedes, it can be said that at present
any of the alternative systems so far proposed is equally (un)aatiafactnry.
This should be so bscause "at this point, we know little about the specifics
of intonation as it relates to dialectology". It is indeed possible that

most of the communication problems between Yoruba and native speakers of
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English arise from suprasegmental, rather then segmental differences in

their speech. Yet it is impracticable, for the reasons stated above, to

include suprasegmental aspects in studies, such as the present, which

endeavour to characterise lingquistic matter in precise quantitative terms.,

NOTES

(1) Siertsema (1958) points out that both of the varlants />/ and /&/ ere

(2)

(4)

used in identical words by Crowther (1852) in his Grammar and

Dictionary of Yoruba.

The vowsel deletion rule in this case is to be formally stated as YPR1.

verb
+ continuous

There is no way of explaining bilingual interference without resorting

YPR1 s

LuJ — [0] [+ n:sal]

to what Luelsdorf (1975) calls "dependent grammar" which ha is able to
avoid because the American Black, whose English he describes, is not
bilingual. Since the target of L2 teaching is competence in the standard
form of the L2 any meaningful grammar of the bilingual speaker's use of
that language is necessarily formulated with reference to the L2 standard
forme It is, in that sense, 'dependent',

It is of interest that Lehiste (1970) attempts, in obvious imitation of
segmental phonologists, to specify the articulatory correlates of some

suprasegmental features.



In this connection, Anderson (1978), is uf;fha bpinion thatitwO*. * o

items may be distinctly represented "only if they can potentially . -

distinguish two signs in the system of. the language". ‘For axampie, h

a distinction bestween High and Low which does not reflect a definite -

parallel distinction of markednsess is hardly worth making. - - + ; *
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