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4.1 INTRODUCTION

The present chapter contains reports of the lingquistic aspects of the
researche Four major linguistic issues, all already discussaed in the intro-
ductory chapter, are examined in the light of quantitative evidence from the
researche These include the predictive power of contrastive analysis, the
nature of L2 speech, L2 speech -in relation to variable rules,and the relevancs
of the dynamic paradigm in a quantitative study. In the first, the degree of
accuracy achieved in the prediction of first-language interference carried out
in the last chapter is examined. This 1s done by comparing predicted inter-
ference with actual interference. In the second the hypotheses, formulated
from Gatbonton. (1975), that L2 speech is a mixture of source- and target-
language sounds are investigated at various levels. It 1is concluded that the
null hypothesis can only be accepted at certain, less important levels, but not
at more crucial others. The third section examines the relevance of the notion
of variable rules to L2 speech. It is concluded that the distinction between
variable and cateqgorical rules disappears at certain levels., The relevance of
the dynamic paradigm in a quantitative paradigm=based study is examined in the
last section. The evidence derived from quantitative data strongly suggests
that a dynamic analysis is possible only after careful processing of quantitativae
data, The chapter, therefore, attempts to answer general -theoretical questions

from the specific evidence.
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4.2 THE PREDICTIVE POWER OF CONTRASTIVE ANALYSIS

4e2.1 Introduction

The need for evaluation of the predictive power of the analysis arises
from doubts expressed by anti-contrastive linguists (see Chapter One) about
the efficacy of such analyses in general and analyses based on the generative
model in particular. As any contrastivg analysis is only as qood as ths
grammatical model on which it is based an evaluation of a contrastive analysis
isyto a great extent, an evaluation of the grammatical model that underlies it;
to a great extent, because certain other factors intervense betwesen the gram-
matical model, the analysis and the prediction which emerges therefrom as the
final product. Such factors include the linguist's knowledge of the grammatical
model and the language systems he analyses, as well as the care with which he
handles all data from the foreqoing. In other words, while & high predictive-
power rating indicates a high degree of analytical efficacy for the model, a
low rating does not necessarily indicate the converse since a good model may

prove no better than a poor one when put to a poor use., The first task to

perform when a poor rating is reported is, therefore, to re-examine the linguist's
use of his theory and the avalilable data.

In evaluating the predictive power of the analysis carried out in the
present research (see last chapter) the method adopted was the logical one of
comparing the actually occurring (actualised) with predicted interferencs.

That comparison Qas easily done by quantifying both types of interferencs.
Independently of what each of the two values might be, a predictive powser rating
of seventy-five percent was set such that any rating below that level would be

admitted as an indication of weakness on the part of the analysis, Two

hypotheses were then formulated as follousi-



Null Hypothesiss-

Alternative Hypothesis:-
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The predictive power rating of the contrastivse

analysis is not less than seventy-=-five percent.

The predictive power rating of the con-

trastive analysis is less than seventy-five psercent.

Both the predicted and actual interference were then examined.

4e2.2 Prediction

The twenty predictions investigated are presented in Table 4.

TABLE 4:

PREDICTED PHONOLOGICAL INTERFERENCE IN YORUBA=ENGLISH

Te

2e

Je

4,

Se

6o

T

8.

9.

10.

1.

Conseg 1:
Conseq 2:
Conseq 3:
Conseq 4:
Conseqg 53
Conseq 6¢
Conseq 7:
Conclus 1:
Conclus 2:
Conclus 3:

Conclus 4:

/8/
3/
¥/
v/
/6
/p/
/2/

L]
L6 ]
(%]
[0]

/t/
/8/ o
/Y/
/t/
/d/
/xp/
/s/
~—> [v] / #c-cC
—> [v] / #cc-cC

A

—> (V] /c-c # |

—> [v] /c- c? (where c? is both
| + cons and + syll,
while the double

hatch (#£) indicate

{
syllable boundary. i

:'

|
|




- 126 -

TABLE 4 Continued

12. Orvow 1 [, as/ —> [a/
13. Orvow 2: /1, 13/ —_—  [i/
14, Urvow 33 /5/y 28/ —> [3/
15, Orvow .43 A/ —  [3/
16, Nasvow 13 /1/ —_— [t/
17. Nasvow 23 IN/ —>  [5/
18, Nasvow 33 /J/ —y  [U/
19. Nasvow 4: [€/ —> [E/
20. Nasvow 53 [/ —> /8/

. The abbreviations in the second column are to be read as followsji-

conseg == Consonant segment
conclus = Consonant cluster
Orvouw = oral vowsl

nasvouw = nasal vowel

4,2.3 Actual Interference

The actual interference observed for each of the twenty sound segments
tested is presented in Table 4,1. To avoid repetition and make comparison
easy the predicted interference is enéerad in the second column, while the
actual interference is entersd in the third. An asterisk after a particular
entry in the third column indicates that there was a difference between the

predicted and the actuel interference. A dash in that same column indicates

that no interference was observed for the sound segment in the whole of the

analysis.
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TABLE 4, 1: COMPARISON OF PREDICTED AND ACTUAL INTERFERENCE

Segment B Prediction Actual
Conseq 13 /t/ /t/
Conseg 23 | /&/ J /57?
Conseg 3: /Y/ /8] *
Conseg 4: /t/ AT
Conseg 5: | /d/ /d/
Conseg 63 /kp/ -
Conseqg 7: ‘L/S/ 75/
Conclus 1: d Cev] B
Conclus 2: C+v] [+v]
Conclus 3: [+v] [+v]
Conclus 4: [+v] [+v]
Orvow 13 /e/ /e/
Orvow 2: /1/ | /1/
Orvou 3: />/ /3
Orvow 4% 1o/ /3/
Nasvow 13 /5/ . /5/
Nasvow 23 /5/ -
Nasvow 3¢ 94 -
Nasvow 4: /g g/

Nasvow S5 /17 o /17
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4,2.4 Predictive Power

In order fﬁ evaluate the predictivs power of the analysis it was
necessary to count the number of total predictions as well as the number of
those predictions that were proved right when compared with the actual inter-
ference. The number ofright predictions was expressed as a proportion of the
total number of predictions. This was then multiplied by a hundred in order
to arrive at a predictive power rating for the analysis. The details entered
in Taeble 4, 1 are based on theaSpMmiption that a prediction is proved positively
right if actual interference matches predicted interference, even only once,
in the speech of only one of the fifty informants., B8y representing total
prediction as z, wrong predictions as Y and predictive rating as RF\’the formula

for deriving predictive power rating can be expressed as:-

X 100

p.R.

It was assumed in this formula that Z-Y would yield P, that is, right pre-
dictions. Since a dash in Table 4, 1 does not indicate a wrong prediction it
is necessary to define the terms right and wrong prediction in the sense in
which they are employed here to indicate that non-occurrence does not indicate
incorrectnass. A wrong prediction is one in respect of which some sound(s)
other than the standard R.P., or its predicted source-language replacement,
was actually realised. 1In other words, a prediction cannot be said to be

predicted

wrong only because the standard R.P. was realised instead of the, source-
language replacement. In such a case one only says that the prediction did
not materialise, for obvious reasons, which is different from saying that it

was wronge. Nonactualisation, in this sense, is no proof of incorrect prediction.

Thus, if it was predicted that an English R.P. sound a1 would be replaced by a
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Yoruba sound a2, but was actually replaced by another Yoruba or English

sound C1 or Cz, one would say that the prediction was wrong. If, on the

other hand, either of the sounds a1 or éi'was realised all of the time,

the prediction would be deemed correct. A single instance of 32 is sufe-
ficient to confirm the prediction as proved. Converssely, if all realisations
by all informants were a1 the prediction would be regarded as correct but
not proved. The definition of ‘'wrong prediction' is not as liberal as it
may appear. It means, in effect, that if in the analogical illustration
above, there is only ons 1nstanbé of C1 or Cz and all the other instances
are a1, the prediction will still be categorised as wronge.

Applying those definitions, it was observed that a wrong prediction
was proved only in one out of the twenty cases tested. 1In Conseg 3 it was
predicted that /57 would be realised as /Jy, but in no single case has this
prediction proved true. 1lnstead all of the informants pronounced the sound
either in the correct target-language form as /Ef? or ag /¥/ which is present
in the systems of both languages but is not the phonologically predicted
interference sound. 1In all the other ninetseen cases the sounds were pronounced
either as the standard R.P. forms or as . the predicted source-langquage sub-
stitutions by all the informants taken together,

‘Using the formula already explained, the predictive pﬁwar of the éon—

trastive analysis and the grammatical model underlying it was arrived at as

follows:=-
20 = 1 X 100 -

A score of 95% rating for the predictive powsr of the contrastive analysis

indicates that it is a highly reliable analysis., It also indicates that ths
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g:gmmat}cal,model, Fhat is generative phonology, on which the analysis was
based is equally dependable for the analysis of natural languages. It is
to be preferred, therefors, to other grammatical models which, as was
dampnstrated in the first chapter, are not capabls of making the discrete
distinctions that enable predictions to be so precise. The null hypothesis

was therefore accepted, that is the rating of 95% was higher than 75%.

4e2.5 Wrong Prediction

Thaﬁhigh rating achisved in the predictive power of the analysis
*logicélly led to a re-examination of the only instance of wrong prediction,
It was examined whether the error in prediction in that segment arose from
inadequacy of the theoretical model in handling fhat sagment or from the
researcher's own use of that model. Again it was nacesséry to compare the
predicted interference with the actual interference for that segment. - The
prediction was indexed as SL3 in Chapter Thres.

Predicted Intsrference: /8 ——> Y/
Actual Intarférence: /t':'/ — /5'/

Employing distinctive-featurs specifications, these facts are restated as
follows:—-

Predicted Interference:

-~ voice

[+ del rel] : E"‘ voica]

Actual Interference:

E del ral] — [_ da1 rag

voice
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Closer observation of .the matrices revealed that the sound substituted

by the informants also differs from the English sound in one other respect.
The English sound is [ - cont] while the substitution is f_+ cont] . It
was, in fact, observed that the [+ del relJ sounds in both languages are

L-cont] . |

1t appears from the above observations that whilq source-language

intarferénce uccufréd as predictadﬂtha distinctive~feature specification of
the substitutioﬁ differed from the one in the prediction in a distinct manner.
Instead of qreplacing [~ voice] with [+ voice] as predicteﬁ,the Lvoice]
feature was not involved in the operation. It was thah [release) feature
tr;ét was ifnvolvad. The informants seem to have raplacat;! [+ del rell with

[- del ral‘] ; thch is a higher-order feature in respect of which a co-
efficient of the distinctive feature [pnntinuanf] has to be ;electad. The
informants appear to have selected ['+ cont] at that level, The process
becoﬁes quite clear if-one remembers that the feature [}elaasé] describes
three stages of what,in autoﬁomous phonology,used to be characterised as three
different features of piosiva, fricative and affricate. The complete segment

1 b

simplification strategy employed 1s therefore described fully asi-

+ del rel | | _ del ;al
+ cont
= voice

The ['voice] quality was still preserved as [— uoice] It should be
pointed out however that since the predicted simplification strateqy appears

“to be simpler than the one adopted, no definite aexplanation can be given hers

as to why the chosen strategy was preferred. 0One can only say that the
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feature [releasa] may have been higher in the speakers' distinctive-

feature hierarchy than [veice] .

b4e2.6 UnEredicted Interference

The evaluation system adopted in the last section may be questioned for

'

" ‘a number of reasons. O0One of them has to do with the incidence of unpredicted

interference. It may be argued that the number of unpredicted interfersnces
ought to be regarded as instances of wrong prediction. The argument would

be tenable if it was proved that ... such interference ought to have been
predicted and that failure to do so diminishes the rating of the predictive
power of the analysis. It is explained here why the only case of unpredicted
interference was neither taken into account in evaluating the predictive
powsr of the analysis nor included in the results of the ressarch.

The only case of unpredicted interference observed in the data is the
use of the Yoruba sound /gb/ in a particular environment by most of the
informants., The sound was used in the second syllable of the word 'rugby!?,
/rAgbl/, which occurred in the questionnaire. The Yoruba sound /gb/ has no
cognate in English for which it could be expected to substitute and there was
accordingly no prediction of its occurrencs in Yorﬁba—English. Yet, as
explained, it occurred. AN sxamination of the phonological environment in
which the Yoruba native speakers used /gb/ revealed that it was used in
substitution for a consonant cluster of the type Z#£ C C — for which, as
for all other types of consonant cluster, the prediction of phonological

interference was by vowel insertion. The prediction, stated as SL9, was

proved right in respect of similar syllable structures.
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SLO:

- — [Vj/ # C - C

The correct simplification method for that consonant cluster should therefore
be by vowel insertion. Instead, a different strategy seems to have been em-
ployed in this single case. The strategy is describable in various forms as

followss—

Actual Interference

(a) # c'c? — ¢’

provided that C1 = /g/, C2 = /b/ and 53 = /éb/

In other words, the actual interference is as in (b). | )

(b) /o/ + [/ —> /ab/

The simplification stateqy employed in this segment cluster is certainly a
form of cluster synchronisation, by which a sequence of twoc consocnant clusters
was reallised as one single consonant., What is of interest here is why this
strategy was employed for the particular consonant clustar but not for any
other consonant cluster of the same structure and environment but of different
consonant sounds. Since there was no clue from phonological analysis other
aspects of the two languages had to be examined. Through one's familiarity

with the writing system of Yoruba one knows that the sound symbolised as

/ﬁb/ is written in that language as a clustar of the two consonants involved



- 134 -

in the word /rAgbl/. This observation is very important in view of the

fact that many phonological analyses often confuse phonological facts with
orthographical shapes. It is revealed in the present analysis that though
Yoruba phonology does not, in its underlying form, permit consonant clusters
the orthography permits thelr occurrence. The present cass is even more
spaclal bacausa‘it arises from the representation of a single phonological

. sound by two clustering consonant shapes in the orthography. The SQQréB-
language influence that was at work was the prondnciatinn of the consonant
cluster as if it was the sound normally written in that orthographical shape
in the source-lanquage. In affect a cluster simplification strategy knouwn
as synchronisation was adopteds Thus, though the end-product of that strategy
emerged at the phoqological level the strategqy itself was obviously ortho-
graphically motivated and could not, for that reason, have been predicted
from purely phonoloéical facts.

But suppose that oge agrees for one moment that the case under con-
sideration was a failure of analytical precision and consequently of predictive
capacity. One would then say thaé there were two errors of prediction while
there ought to_have been twenty;ona prédictions. }he predictiva power
réting would then be 90°48; still sufficiently high to uphold the null
hypothesis. 0One important paiat that is re-emphasised hsesre is the one,
admitted in the first ehaptef, that a phonological analysis is only capable
of accounting for phonologically motivated interference either by prediction
or axplana£ioa. This underlines the inescapable fact that any contrastive
analysis, if i£ is to be complete, needs to examine all aspects of the

language systems being studied.
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4.,2.7 Non—-occurring Prediction

As a final step one other possible criticism of the evaluation
system was considered. This concerns the interpretation of wrong and
‘right in relation to the predictions. 1In 4.2.3 a wrong preaiction was in-
terpreted as one in respect of which sounds other than the ones predicted
or the standa;d R.P. cognates were actually used by informants. lt‘may be
arqued that a prediction that was not positively proved right should have
been interpreted as wronge In other words, a prediction should hauehbaan
interpreted as wrong if the predicted substitution was not used even though
the R.P. cognate was used. The appropriate answer to this argument was CON-
sldered in Chapter One, namsly that predictions, by their very nature,
describe potentials. The fact that a particular potential was ndt subsequently
realised is no indication that the potential did not exist in the first
nlace. A number of factors, both linguistic and non=-linguistic, could have
been responsible for the non-realisation of a potential., Such factors could
include mastery of the target-=language form by the informants as a result of
phonetic training, high level of education and a fairly long period of
sojourn in a country where the target-language is a native tongue, whether
these factors have any significant influence on the performance of the
informants in the target-language is investigated in the next chapter. 1If
they are shown not to have had any such influence on performance it could
be suggested that the distinctive-feature differences on which such inter-
ference was based were not - . genesrally difficult for the English speaking

Yoruba to learn.
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7 Even then, it was decided not to dismiss this criticism by mere
force of argument. The predictive powsr rating of the analysis was

examined in the light of the suggested re-interpretations, namely that a
wrong predictibnwis one in which any difference occurred between the pre-
dicted sound and the actually occurring ones. All the predictions in
Table 4, 1 against which a dash was scored were interpreted as wrong, that
is conseg 6, nasvow 2 and nasvow 3. Added to these was the one, conseqg 3,
proved positively wrong. The predictive power rating, considering four
wrong out of twenty predictions, then dropped to 80%. when one added the
unpredicted one to make five wrong out of twenty-one predictions, the pre-
dictive power rating was 76°19%. In both cases the rating was still high
enough to support the acceptance of the null hypothesis and the rejection

of the alternativs.

4.,2.8 Conclusion

The predictive power rating of the analysis was primarily calculated
as 95%. Since that rating was well above the lower limit of 75% as pre-sat
in the hypothesis (see 4.1.1), the null hypothesis was accepted and the
alternative was rejected. Alternative calculations were then made in the
light of three other plausible interpretations of a wrong prediction., The
ratings based on those alternative interpretations were 9048, 8000 and
7619, 1t was observed that, though in varying degrees, the rating in each
case was still higher than the 75% limit. The null hypothesis was therefore

accepted in each of the four cases and the alternative hypothesis was

rejected in each case. The acceptance of the null hypothesis suggests that
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the phonological analysis on which the predictions were based was highly
successful in revealing the differences between the phonological aspects
of thg two languages examined. That, in turn, was accepted as positive
proof that the grammatical model, that is generative phonology, within

whose frame-work that analysis was carried out.was a good model for such

analyses.
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4,3 NATURE OF SECOND=-LANGUAGE SPEECH

4.3.1 Introduction

Afolayan (1968) observes that in spaakiné English th; Yoruba L1 user
will replace certain English sounds which are not familiar to him with
Yoruba sounas which resemble those English sounds. That opinion is in line
with what appears to be ths general thinking among linquists about inter-
lingual interference, namely that the user of a second lanquage will sub-
stitute sounds from his first lanquage for unfamiliar sounds in the L2. In
what appears to be a more refined statement on ths na%ure of L2 speech r
Gatbonton (1975) and Segalowdy and Gatbsmton (1978) suggas't that L2 speech
- is a mixture of "well-formed" and "not well-formed" sounds, thathis, a
mixture of targét— and source-language sounds, The last two seemed to repre-
. sent an advance on previous studies which created the lmpression that the
substitution of source-langquage for target—language sounds occurs every time
the potential for such substitution exists. 1In the view of those sarlier
studies phonological interference is therefore an "all or none' feature of
L2 speech. It occurs when the speaker does not master the target-language
sound and does not occur at all when mastery of that sound has been achieved,
In this sense the study of second-=language speech lags behind the current
views on variability expounded by Labov (1969). Labov (ibid) proposes
variable rules to describe variation in monolingual lanquage use and arques
that a quantitative method provides the possibility of comparing the number

of cases that a particular rule applies to the total number of cases in

which it could possibly apply. In terms of the study of interference in
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L2 speech this kind of highly refined analysis of variability demands that
the number of cases in which a particular source-language form is actually
used be examined and compared to the number of cases in which it could have
been used. The analysis in the present section is an attempt in a sense,

to bring the study of source-language interference into parity with the
study of monolingual variability proposed by Labov. Gatbonton (1975) makes
a similar attempt but her reliance on the dynamic paradigm which obscures
some of the crucial quantitative facts about L2 speech, renders her analysis
defective. For example, it was not possible for her to investigats the
particular phenomenon in question in this section. Her assertion that L2
speech is a mixture of well-formed and not well-formed sounds therefore
remains intuitive and, for {L;t raason,*;u;pect until it is proved., Secondly,
the assertion is too generalised since it is capable of a number of inter-
pretations some of which, it is feared, may not survive quantitative
investigation. Each of these possible interpretations is examined in this
section in the light of the data provided in the study. The analysis in
this section therefore focusss on Gatbonton's suggestion and its unexpressed

opposite. Both wers reduced to a pair of opposing hypotheses to guide the

analysis here.
¥

Null Hypothesis:= L2 speech is a mixture of source- and target-
language forms.,
Alternative Hypothesisi- L2 speech is not a mixture of source- and

target-lanqguage forms.
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The interpretations of L2 spesch examined haere in relation to the
hypotheses stated above are the entire second-lanquage spesch of all or one
informant(s) as recorded in the intervieus and second-language speech in
respect of sound seagments and segment types. At each of these levels and
thelr various permutations it was examined whether, or not, L2 speech was a
mixture of source- and target-language forms. This was necessary bsecause
the working hypothesis, to which Gatbonton's suggestion was reduced, failed

to indicate which of these levels is meant by L2 speech.

4.3.2 L2 as the Speech of All Informants

4.3¢2.1 In All Segments
L2 speech as the speech of all informants in all sound segments refers

to the entire speech corpus of the fifty informants in all the sound segments
investigated., At this level the null hypothesis was interpreted to mean that
the speech corpus of all those informants was a mixture of "well-formed" and
"not well-formed" sounds. Since a single instance of the occurrence of
source-language forms in the speech of Jjust one of the fifty informants is
sufficient to characterise the entire speech of all those informants as a
mixture there was little doubt that the null hypothesis would bse accepted at
this level. If, however, there was no single occurrence of source- or
target-language forms in the whole speech corpus, that is, if sourcse-=language
interference was zero or a hundred percent in the expected environments, then

it was considered proved that L2 speech was, at that level, not a mixture.
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In that cgse intarferénce would have been proved to be an :"all or nons™
feature of L2 spesch,

In 6rder to discover whether the speech of all fifty informants,
taken together, contained both source—ﬁand faréet—languaga forms of the
sound segments investigated it was possible to look at Table 4, 4 (below)
and observe that there was no informant with a source-=language frequency of
either zefoﬁ(indicating undiluted use of target-language sounds) or the
maximum of 2,000 that was possible (indicating undiluted use of source-
languagé fdrms). If each informant's speech was a mixture it could be
reasonably concluded that the entire speech corpus was a mixture. It was not
poésibie; hnﬁaver, by using that method to calculate the proportioﬁﬁof the
oécurrence of aithaf source~language or target-language forms to the possible
maximum occurrence of these forms. The sum of the actually occurring inter-
ference frequency was nesded to derive the desired proportions. I1f, for
example, the total number of the frequency of source-lénguaga forms was the
same as the maximum possible then the ratio would be 131, indicating that
such forms occurred on every occasion that there was a possibility of their
occurrence. Converssely, if the frequency was zero it would mean that there
was no single occurrence of source=language forms. The first step was to
calculate the total number of times that source-language forms could possibly
have occurred - termed hereafter as Potential Frequsency. Then tHe sum of
actually occurring source-lanquage forms was calculated - referred to here-
after as Actual Frequency. After that the proportion of the actual to
potential frequency was calcuiatad as a percentage - also termed hereaftar

3 the Frequency Rate. From the frequency rate decisions concarnind the two
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hypotheses wers then mads.

Actual Frequency

In order to derive the sum of actual frequency of source-language
1n£efferenca any of two alternative methods could have been adopted. One
was to add up the amount of interferesnce recorded for each of the tuwenty
segments for all the informants. The other was to multiply the mean for
all informants by the number of informants involved in the study. The second
alternative was the more economical. 1In addition, it was easily verifiable
since the mean was provided in the computerised data sheset while the actual
sum was recorded in the "breakdown" section of the line printer sheet (p. 10).
The mean of actual frequency for informants was 874760, that is, after the
possible frequancy for each sound segment had been reckoned as a hundred,
Since the number of cases was fifty, the total frequency for all cases was
therefore 874+760 multiplied by 50. The sum was 43738000, which agreed

with the sum printed in the "breakdown" section referred to above.

Potential Frequency

The number of times that it was possible for the source-language
interference to occur in the speech of all the fifty informants was derived
by the number of possible occurrence for sach sound segment, in this case
a hundred, multiplied by the number of sound segments, which was tuwenty.,
This was further multiplied by the number of informants, that is, fifty.

In other words, potential frequency was derived by multiplying the number
of segments (S), by the number of potential maximum occurrence per segment

(N),and by the number of cases (N). The formula for this derivation could
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therefore be expressed in general terms as:=-

PF =z S X M X N

Similarly , the derivation of actual frequency could bs formally stated

aSem=

AF = ™ X N

where TM denotes total mean, and N ths number of cases.

Freguency Rate

Tha‘fraquancy rate of source-=-lanquage interference in the speech of
all informants taken to represent L2 speech was derived by expressing the
actual frequency as a ratio of the potential frequency. This is what Labov
(1969) means when he says that the number of cases where a particular. rule
applies ought to be compared to the number of cases in which it could possibly
have applied. To reduce the derived ratio to a percentage it was then multi-
plied by a hundred. The derivation of frequency rate can therefore be

summarised in the following formula, using RF as a shorthand for frequency

rate:

AF
RF = pF * 100

In the case of the present study these component facfors have calculated

values as follows:-
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AF ™ x N = 874760 x 50

PF = q X M N = 20 X 100 X 50
Therefore -

RF = PF + (AF x 100)

874760 x 50 x 100
20 x 100 x 50

|

43 738%

Conclusion

A frequency rate of 43+738% indicates that in every one hundred casses
in which a source-language form could possibly have occurred it actually
occurred in 43+738 cases., This shows that the L2 speech of the informants
was a mixture containing large amounts of source- and target-language forms,
the latter being a little greater than the former. The null hypothesis was

therefore accepted. But, since L2 speech was defined as the entire speech
corpus of all those informants it was necessary to examine results obtained

from some alternative interpretations.

4.3.2.2 1In Each segment Type

L2 speech was next considered as the entire speech corpus of the
informants in respect of sach of the segment types investigated, namsly
consonant segments, consonant clusters, oral vowels and nasal vowsls. It
was therefors examined whether the speech of the informants was a mixtura_

of "well-formed" and "not well-formed" sounds in each of those segment types.
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In other words, it was examined whethsr the null or the alternative

hypothesis would be accepted in respect of any of thess segment types and

to see how far the conclusion here would agree with that reached in‘4.3.2.1.
Employing the same formula as in 4.3.2.1, the actual frequency of source-
language or "not well-formed" sounds was expresssed as a percentage of the
maximum possible or potential frequency of - such sounds to derive the
frequency ratea. A frequency rate of zero in any segment type indicated
that there was no single instance of actual occurrence of source-language
forms and therefore no mixture of "well=formed" and "not well-formed" sounds.
Similarly, a frequency rate of one hundred indicated that the speech of the
informantg contained no single instance of "well-=formed" sounds in that
segment type. As in the last case, this indicated that their speech was
not a mixture, being made up of source-language forms only. Conversely, a
frequency rate of between zero and one hundred indicated the presence of

both source- and target-language forms in that segment type.

4.3.2.2.1 Consonant Segmants

The seven consonant . segments tested were indexed conseg 1 - 7 (see
4e2+.2). The various calculations for this class of sound segments were

obtained by using the following formulas.

Actual Freguency

The actual frequency of source-languags forms for consonant segments
was derived by multiplying the mean for the informants in the segment typs

by the number of cases. By the formula AF = M x N the actual figures



-~ 146 -

were derived as 193360 x 50. This figure was checked against the

sum entered in the conseqt column on the computer line printer shest to

ascertain its correctnaess.

Potential Frequsncy

The potential frequency was the number of potential frequency for
each consonant segment, multiplied by the number of cases and then multi-

plied by the number of consonant segments. The formula S x P x N

therefore gives 100 x S50 x 7.

Frequency Rate

The frequency rate for consonant segments was therefore calculated

as PF x (AF x 100) as follows:=-

193360 x 50 x 100

P

RF = 100 x S0 x 7 27623%

This indicates that for consonant segments the ratio. of source-~ to target-
language forms was 27+623 to 72377, thus confirming that both forms were
‘present in the speech of informants in respect of that class of sound

sggments.,
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d-3.2-;2'2 Consonant ClUStBI‘S

J f

Four environments for potential consonant cluster simplification,

as predicted in SL9 (see Chapter Two), wsre tested.

Actual Frequency

Using the same formula as for consonant segments the actually occurring
frequency of source-language forms in this segment type was calculated as

1053000 x 50, and checked correct in the 'sum' column of the line printer

sheagt,

Potentisal F requency

A similar formula to that used in consonant segments was adopted.
The potential frequency by that formula yielded 100 x 50 x 44 which

represents the total number of source-language interference that could

possibly occur in this segment type in the spesech of all informants.

Frequency Ratse

The frequency rate for consonant clusters was, as for consonant segments,

calculated as PF + (AF x 100) as follows:-

105300 x 50
4 x 100 x 580

RF

=  26¢325%

The frequency rate of 26¢325% of nontarget-language forms indicates that

the ratio betwsen source-language and target-language forms in respect of
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this segment type was 26325 to 73+675. Thoughthe proportion of target-
language forms was considerably greater the null hypothesis that both forms

were present, was still accepted.

be3e2e2e3 Oral Vowels

Actual Freguency

The number of actually occurring source-language forms for oral vowels
was calculated by the same formula as faor consonant éegments and consonant
clusters. By that formula the actual frequency for oral vowsls was calculated
as 322:000 x 50 and equally checked correct in the computaa lina;printar

‘sum' columne.

Potentisl Frequaency

The potential frquency, being the numbsr of cases in which a source-
language form could have possibly occurred, was calculated by the usual
formula, that is, the number of segments multiplied by the maximum potential
frequency per segment and then by the number of cases. For the present seg-

ment type this yielded a potential frequency of 4 x 100 x &0,
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Fraguencz Rate

The frequency rate derived by the usual formula (PF <+ (AF x 100)
was, as usual, the proportion of actual frequency to potential frequency
calculated as a percentage. In the case of oral vowels this worked out as

follows:-—

32200 x &80
4 x 100 x 50

RE

x 100 =  B80e500%

The ratio of the frequency of occurrence of source-language forms to that
of target-language forms was therefore indicated as 80+5 to 19¢5. Unlike
in the two earlier cases, of consonant segments and consonant clusters,

the amount of source-=lanquage forms in oral vowels was considerably greater
than that of target-language forms, thus indicating that the English L2
speech of the fifty informants deviated more from standard RP in the area
of oral vowels than in consonant segments generally. The relatively high
amount of source-langquage eslements pressnt notwithstanding, the indication
was that the speech of the informants was still a mixture of "well=formed"
and "not well-formed" sounds in respect of oral vowels. The null hypothesis

was therefore still favoured in respect of that segment type.
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4,302.2.4 Nasal Vowels

Actual Ffeguencx

Using the same formula as in the three preceding cases, the calculated
number of actual occurrence of source-language forms for nasal vowels was
254100 x 50, also verified from the relevant column on the line-printer

sheet.

Potential Freguency

t h

The number of cases iﬁ which a source-~language form could possibly have
occurred was calculated as in the three former cases. %he sum derived ffom
the calculations for nasal vowsels was 5 x 100 x 50, since there were
five segments each with a maximum potential of one hundred occurranéas, and

fifty cases in all.

Fraguencz Rate

The frequency rate per hundred was derived by dividing (5 x 100 x 5S0)

by (254100 x 50) x 100, The rate was therefore as follows:-

254100 x 50
5 x 100 x 50

FR = x 100 = 50082%

The calculated frequency rate of 50+82% for source-=lanquage or "not well=-
formed" forms indicates that the spsech of informants in respect of this seg=-
ment type- contained both source- and targst-language forms in the ratio of
5082 to 4918, indicating that almost equal amounts of both forms werse

present in the spsech corpus in respect of that sound segment type alone.
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A case for the null hypaothesis was therefores also made in raspactkof that

sound segment type and it was, for that reason, accepted.

4e3e2e¢2¢5 Conclusion

It was observed that in sach of the four segment types just considered
the L2 speech of the informants was again, proved to be a mixture of source-
and target-languags forms. It is of interest to note that in one segment
type, that is oral vowels, the frequency of occurrence of source-language
or "not well-formed" forms was considerably greater than that of target-
language forms, the ratio being 805 to 19¢5. Also, though to a much smaller
degree, there were more occurrences of source-lanquage forms in nasal vouwsls
than target-=language forms. This was contrary to the picture in the consonant
types where the ratio was 27851 to 72°149 and 26325 to 73675 for consonant
segments and consonant clusters respectively. The conclusion drawn from
these observations was that the frequency of occurrence of source-language
forms was higher in vowsl-=segment types than in consonant segment types in
the speech of the informants, the average rate of the frequency of source-
language or '"'not well-formed" forms being 27088 percent for consonants and
6566 percent for vowels., Alternatively, if consonants were taken as one
class, which indeed they are, the actual frequency rate obtained from the
eleven units (seven segments and four consonant clusters) for such forms was
27+296, that is a little higher than the average for the two subclasses. A
corresponding actual rate of frequency for vowels was 64011 percent, a
little less than the general average. The great difference bstween the

frequency rates for vowels and consonants could be very significant. It
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suggests, for instance, that the informants deviated more from standard
R.P. in their pronunciation of vowel segments than in consonant segments.
This in turn implies that they had greater difficulty in learning R.P.
vowels than in learning R.P. consonants. It also suggests that Yoruba has
greater similarity to English in consonant sounds than in vowel sounds,
especially if one takes the view that there 1s a correspondence between
similarity of source- and target-language sounds and learning difficulty.,
Lastly, from the functional view of English as an L2 for Yorubas in Britain
it is suggested that communication problems between Yoruba immigrants and
native English spsakers in England arise -more from the immigrants' deviant
pronunciation of English vowel sounds than from their 'incorrect! pronunciation
of English consonant sounds.

In conclusion, the frequency rates of occurrence of source-~languags
variants in each of the four sound segment types indicated that the L2
speech of the informants, considered as a homogenous group, was a mixture
of target- and nontarget-lanquage forms of the sounds tested. It was obsserved
that the frequency rate of nontarget-language forms in vowel sounds was con-
siderably higher than it was for consonant sounds and that this might have
significant causes and implications for the systems of the two languages and
the informants. Since thaere was no single case in which the speech of the
informants was shown to consist entirely of target- or nontargst-language
forms, it was considered that the esvidence supported the null hypothesis
and it was therefore accepted. The two hypothesses were then examined at

the individual sound-segment level.
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4,3¢2¢3 In Individual Segments

An examination of the nature of L2 spesch in relation to the two
HYpofheses in 4.3.1 was considered necessary in fespect of each sbund
segment tested. 1t appeared that if L2 speech could be interpreted to
méan the entire speech corpus of the informants in sound segment types a
similar intepretation in respect of specific sounds was equally justifiable.
In fact, the latter interpretation was considered to be more plausible in
relation to the hypothaeses being investigated because it was believed that
whether the speech of informants contained a mixture of source- and target-
language forms, or not, could be more profitably examined in respect of
each particular sound rather than in respect of widely differing sounds.

As in the case of ssgment types, frequency rates of the occurrence of sach

variant were calculated.

Actual Frequency

Actual frequency refers to the total number of times that the
source-language form occurred in the speech of all the fifty informants
in respect of each sound segment throughout the recorded text. Table 4, 2

contains these frsesquencies for all ths twenty segments,
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TABLE 4, 2: SOURCE-LANGUAGE ELEMENT ACTUAL FREQUENCY FOR INDIVIDUAL SEGMENTS

ACTUAL ACTUAL
FREQUENCY FREQUENCY " -

Conseg 1 2180 Conclus 4 4914
Conseg 2 3491 Orvow 1 4950
Conseg 3 1180 Orvow 2 4350
Conseq 4 190 Orvow 3 49350
Conseq 5 ‘ * 2452 - QOrvouw 4 1850
Conseg 6 b Nasvow 1 4967
Conseg 7 . 175 Nasvow 2 0
Conclus 1 8 Nasvow 3 0
Conclus 2 258 Nasvow 4 2738
Conclus 3 85 Nasvow S o000

Potential Frequsncy

The sum of the times that it was possible for any one informant to
use source-language forms in any segment was rounded up to one hundred.

The sum of such occasions for all the fifty informants for ény one segment

was therefore 5,000,
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Freguencz Rate

By the usual faormula the frequency rate for each sound segment was
derived by dividing aéﬁual frequency, multiplied by a hundred and then
by the potential frequency. The results obtained for each sound segment

via this formula are presented in Table 4, 3.

TABLE 4, 3: NONTARGET~LANGUAGE ELEMENT FREQUENCY RATE % IN EACH SOUND SEGMENT

SEGMENT FREQUENCY RATE SEGMENT FREQUENCY RATE

Conseg 1 43+ 600 Conclus 4 - 98280
Conseg 2 . 63820 Orvow 1 99000
Conseg 3 , 23600 Orvow 2 87000
Conseg. 4 “ 3+800 , Orvow 3 99+000
Conseg 5 49040 Orvow 4 37+000
Conseg 6 | 0000 Nasvow 1. 99« 340
Conseq 7 - 3+500 Nasvow 2 0-000
Conclus 1 h O«160 Nasvow 3 0.000
Conclus 2 - 5160 Nasvow 4 54760

Conclus 3 1700 j Nasvow 5 100000
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Observation

In the table above a frequency rate of a hundred indicates non-mixture,
all being source-language forms. A frequency rate of zero equally indlcates
non-mixture, but in this case all were target-language forms. Any rating
between these two extremes indicates mixture of source- and targst-languags
forms. AN examination of the table reveals that no mixture was indicated
in respect of four sound segments. In conseg 6, nasvow 2, and nasvow J,
the rate was zero in each cassesindicating total absence or non-occurrence
of a source-lanquage form. In nasvow 5, on the other hand, the rate was -

a hundred, indicating the non-occurrence of a target-language form. These
ratings suggest that the null hypothesis be rejected in respect of those
four sound segments. In each of the sixteen other sound segments, howsver,
the null hypothesis was favoured. 1n each case the frequency rate was
neither zero nor a hundred but was something between those two extremas.

A mixture of source- and target-language forms, though in widely differing
proportions between segments, was indicated for each sound segmsnt. 1In
conclusion the null hypothesis was favoured in sixteen out of twenty sound
segments while the alternative hypothesis was favoured only in four. On
the strength of .these facts, it is suggested that neither of the two
hypotheses commanded unqualified support, but that the null hypothesis was

favoured in a majority of cases. Each hypothesis was, thereforae, partially

accepted.
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4e3.3 L2 as Sgeach of Individual Informantsg

In 4.3.2 the null and alterpative hypotheses were examined in
relation to second-language speech interprsted as group speech. The
interpretation of L2 speech employed in that section could however be
d15putéd. It could be argued that L2 speech should properly refer to the
speech corpus of an individual user of the second language in question.
One obj;ction would be-:that the individuals in any group could differ sig-
1ﬁificantly in their pronunciation of the L2 and such differences may €o
of fset one anothaer that the true nature of individual L2 speech is obscured.
Another empirically valid objection is that people do not speak in groups
but as individual speakers in thaose groups. For these reasons it was con-
sidered necessary to examine those same hypotheses in rslation to the
speech of sach of thas informants who took part in the survey. As was done
for group speech the hypothesas were esxamined for indivldual speech in
respect of all sound segments, ssgment types and indlvidual segments,
Since the system of calculating the various figures is by now familiar
therse is no need to explain it again to avoid repetition. For an explan-
ation of the formulas empiuyed in deriving the following figures the

reader is, therefore, advised to refer to 4.3.2 above.
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4.343.1 Entire Individual Spesch

Actual Freguencx

The actual frequency of source-language forms in the spesech of

Individual spseakers is presented in Table 4, 4.

TABLE 4, 4: NON-TARGET LANGUAGE ELEMENT FREQUENCY IN INDIVIDUAL SPEECH

Informant Frequency | Informant Frequency |Informant Frequency

Vo0 N -
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_Potential Frequency

For each informant the potential frequency of source-language forms
‘was 2,000 derived from the potential frequency of one hundred per segment
for twenty sound segments. The highest number of times that any single

informant could possibly have used a source-language form in his speech

during the recorded interview was, thersefore, 2,000,

+ il

Freguancz Rate

The frequency rate of occurrence of source-language forms per

infogmant is presenfed in Table 4, 5.

TABLE 4, 5: NONTARGET-LANGUAGE ELEMENT FREQUENCY RATE PER INFORMANT

Informant Rate Informant Rate Informant Rate

1 18 47+15 35 42¢20
2 19 3635 36 45485
3 20 4650 37 48+80
4 21 5030 38 6375
5 22 47+80 39 59¢40
6 23 3330 40 40+ 00
7 24 49+85 41 4265
8 25 3520 42 3770
9 26 43015 43 34+80
27 33¢60 44 52435
28 36010 45 3740
29 5375 46 44+05
30 4325 47 44+85
31 4280 48 2920
32 47465 49 45+90
33 4430 50 4300

34 45+15
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Observation

It is observed from Table 4, 5, above, that for sach and every one of
the informants the frequency rate was neither a hundred nor zero, but was
somewhsre between those two extremes which serve as indicators of a no-
mixture speech. The speech of each informant was therefore a mixture of

target- and nontarget-language forms. The null hypothesis was therefores

accepted in respect of the speech of each of the informants while the

alternative hypothesis was accordingly rejected without any reservations,

b4edede? Segment Types

As in 4,3,2 the speech of sach informant was considered in respect of

sach of the four segment types investigated.

Actual Fraquency

The actual frequsency of occurrence of source-languags forms in each
informant's speach in seach of the four segment types is presented in

Table 4, 6 below.

Potential Frequency

The potential frequency for each segment was rounded up to one hundred
because the potential frequency for segment types varied since the number

of segments examined in each segment type varied. For each informant the
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potential frequency in each segment type was calculated as followsg-—

Consonant Segmants 700

Consonant Clusters = 400

Oral Vowels 400

Nasal Vowels = S00

These made up the potential frequency of 2,000 per informant as calculated

in 4edede

TABLE 4, 63 NONTARGET-~LANGUAGE ELEMENT FREQUENCY FOR EACH INFORMANT PER

SEGMENT TYPE

Inf. Conseqg. Conclus, Urvow  Nasvouw
L 384 100 350 267
2 141 100 300 267
3 125 100 200 233
4 121 117 350 233
5 179 100 300 267
6 32 100 300 233
7 207 100 350 267
8 113 100 350 267
9 102 100 350 267

10 99 113 350 267

11 308 86 350 233

12 276 100 350 267

13 124 100 350 267

14 172 100 350 267

15 236 113 400 234

16 85 101 350 267

17 304 100 350 233

18 163 113 400 267

Table 4, 6 continued/ . « « 162
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TABLE 4, 6 Continued

Inf. Conseqe. Conclus, Orvow  Nasvow

19 160 100 200 267
20 284 113 300 233
2 239 100 400 267
22 159 130 400 267
23 99 100 200 267
24 280 100 350 267
- 25 87 100 250 267
26 196 100 300 267
27 164 75 200 233
28 89 100 300 233
29 392 100 350 233
30 282 100 250 233
31 173 100 350 233
32 236 100 350 267
33 253 100 300 233
34 232 138 300 233
35 127 100 350 267
36 187 113 350 267
37 343 100 300 233
38 025 133 350 267
39 441 130 350 267
40 117 100 350 233
41 157 113 350 233
42 87 100 300 267
43 36 93 300 267
44 267 113 400 267
45 115 100 300 233
46 201 113 300 267
47 117 113 400 267
48 67 100 150 267
49 188 113 350 267
50 197 130 300 233
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Freguencx Rate

The frequency rate for each informant in each of the segment types

was calculated from the potential frequency and the actual frequency and

is presented in Table 4, 7.

TABLE 4, 7: NONTARGET-LANGUAGE ELEMENT FREQUENCY RATE % PER SEGMENT TYPRE
TYPE PER INFORMANT

i

Inf. Conseg. Conclus. Urvow  Nasvow

1 54857 25+ 00 87:50 5340
2 200143 2500 7500 5340
3 17+857 2500 5000 46+60
4 179286 2925 87.50 46+60
5 254571 2500 7500 53+40
6 4571 2500 7500 46¢60
7 29571 25+00 8750 53+40
8 169143 25+00 87¢50 5340
9 144571 25+00 87¢50 5340
10 14¢143 28¢25 B7¢50 5340
11 44000 22+00 B7¢50  46°60
12 39¢ 429 2500 8750 53¢40
13 17714 2500 8750 5340
14 244571 2500 87+50 5340
15 33714 28¢25 10000 46480
16 12¢143 2525 B7°50 5340
17 43¢ 429 2500 8750  46+60
18 23286 28925 100°00 53¢40
19 22¢857 2500 50.00  53+40
20 40574 2825 75¢00 46460
21 34143 2500 10000 5340
22 22714 32¢50 100°00 53+40
23 142143 2500 50¢D0 5340
24 40+000 25+00 87¢50 53440
25 12429 2500 6250 5340

Teble 4, 7/ « « « continued 164
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Inf. Conseaqg,
26 28000
27 23429
28 12714
29 56000
30 40286
31 24714
32 33714
33 36143
34 332143
35 18143
36 26714
37 49+ 000
38 75000
39 63000
40 16714
41 22429
42 12429
43 0*143
44 38+143
45 16°429
46 28714
47 16714
48 9571
49 26857
50 28143
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Conclus,

2500
1875
2500
2500
2500
2500
25+00
2500
3450
25+00
2825
2500
3325
32+ 50
2500
28425
2500
2325
2825
2500
28+ 25
28+ 25
2500
28+ 25
32+50

Orvouw

7500
5000
7500
87350
6250
8750
8750
7500
7500
8750
8750
7500
8750
8750
8750
8750
7500
7500
100+ 00
7500
7500
10000
3750
8750
8750

Nasvouw

03+ 40
46+ 60
46+ 60
46+ 60
46+ 60
46+ 60
53+ 40
46+ 60
46+ 60
03+ 40
0340

- 46+60

5340
5340
46+ 60
46+ 60
5340
53+ 40
53¢ 40
46° 60
5340
53«40
53+ 40
5340
46+ 60
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UObservation

Detailed observation of ths entries in the frequency table above
revealed a number of important facts. Firstly, there was no zero entry
in any column in respect of any informant. This indicates that there is
no informant who did not have some amount of sourcs-language forms. in any
of the segment types. Secondly, no informant had a hundred percent
frequency rate in respect of three of the four segment types, namely con-
sonants, consonant clusters and nasal vowsls. This indicates that there
is no informant whose speech was made up of only source-=language forms in
these segment types. The speech of esach informant, therefore, contained
both source- and target-language forms in the three segment types. 1In one
segment type, oral vowels, six informants (Numbers 15, 18, 21, 22; 44 anad
47) each had alhundred percent freguency rate, indicating that the speech
of sach of them in respect of oral vowels was made up entirely of source-
lanquage forms. The speech of those six informants was, therefore, not a
mixture of source- and target-=language forms, but consisted entirely of
source-~language forms. In concluding, one should point out that the spesech
of all informaﬁts in respect of consonants, consonant clusters and nasal
vowels favoured the null hypothesls since a mixture of both source-~ and
target-lanquage forms was indicated in the thres segment types. In respect
of oral vowels evidence from the speech of forty-four informants favoured
the null hypothesis, but that from the speech of the remaining six in-
formants supported the alternative hypothesis rather than the null
hypothesis. The null hypothesis was supported not in all of the cases

though: it was in the majority of them. Again, the conclusion drawn was

that the null hypothesls was only partially supported.
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4e3.3.3 In taCh Sound Segment

An examination 6? the 'mixture' hypotheslis at a finer level -
individual sound segments - was considered the most éppropriate. Here
one was examining whether, or not, a particuiar sbeakai used a mixture
of both source-~ and targat—languaée variants of a singls sound segment,
that is, uﬁéthef he used the "well-formed" variant at certain times and

the "not well=formed" variant at others.

Actual Freguaﬁcz

The actual frequency for each informant in each of the twenty sound
segments was calculated as a percentage since the potential frequency in
each case was a hundred. The frequency rate was therefore the same as the
actual frequency in each case. Table 4, 8, below, displays the number of
informants whose speech indicated a 'mixture' or 'no mixture' corpus in

each sound segment.

Ubseruationw

In Table 4, 8 the number of sound segments in which every informant
indiéated a mixture was only one, namely nasvow 4, For that segment avery
informant used both source- and target—=language forms or variants in his
speech. The null hypothesis therefore scored undisputed acceptancs in
respect of that sound segment in the spsech of each of the fifty informants.

For four sound segments, namely conseg 6, nasvow 2, nasvow 3 and nasvouw 0,

the speech of every informant indicated absolute support for the alternative.
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In those sound segments each informant used, consistently, either source-
language forms or target-language variants. In the case of the remaining
fifteen sﬁund segments, support for the null hypothesis ranged from 2%,
that is, one out of fifty cases, to 92%. In eleven out of the fifteen

sounds, however,majority of cases wers in support of the alternative hypothesis.

Q..

Only in three sound segments was the null hypothesis supported in,majority
of the cases. FEven then the majority was hardly a convincing one except in
conseg 5, where it was ninsty-two percent. In the two other sounds it was
twenty=seven and twentg-sii‘out oé fiftye. 'This contrasts with the majority
support for the alternative hypothesis which was above forty in nine dif-
ferent sounds. In one sound, orvow 4, the decision was split between the
two hypotheses, each enjoying the support of twenty-fiye informants. Taking
a simple majority as the test for acceptance, it was observed that the null
hypothesis could be accepted for all informants in respect of only four

sound segments while the alternative could be accepted in respect of fifteen,

asm”™

with one split between them. Alternatively, when the support for each
hypothesis was summed up the null had-242, while the alternative had 758,
out of 1,000, It was clearly indicated that at the level of individual
speech in each sound segment the null hypothesis could not be acceptad*for
all the sound segments., In o coqtraét, the null hypothesis could be

accepted in the majority of sound segments for most informants.
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INFORMANTS WITH MIXTURE/NDO MIXTURE IN EACH SOUND

Sound Segment No Mixturs Mixture
0% 100% Total

Conseg 1 15 11 26 24
Conseg 2- 2 21 23 | 27
Conseg 3 21 3 24 26
Conseqg 4 45 1 46 4
Conseqg 5 % 1 4 46
Conseg 6 50 - 50 -
Conseg 7 43 - 43 (.
Conclus 1 49 - 49 1
Conclus 2 33 - 33 17
Conclus 3 45 - 45 o
Conclus 4 - 46 46 4
Orvow 1 - 49 49 1

" Orvow 2 5 4?2 a7 3
Orvow .3 - 49 49 1
Urvow 4 19 6 25 25
Nasvow 1 - 49 49 1
Nasvow 2 50 - o0 -
Nasvow 3 50 - 50 -
Nasvow 4 - - - 50
Nasvow 5 o o0 o0 -
Ne.B. Informants with zero as well as thoss with a hundred

percent scores both had no mixture of source- and
target-language forms. For the former the speech was
a hundred psrcent targst-language while for the latter

it was a hundred percent source-=language forms,
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4.3.4 Summarz

The "mixture" hypotheses were examined at two major informant and
‘three linguistic levels. The former included group level and individual
level., The latter included overall speech, sound segment types and in-
dividual socund segments. 1In overall speech at both group and individual
levels the null hypothesis was easily accepted. (Ovarall speacgmeant that
all-thse sounds tested were reckoned as forming one whole corpus. The null
hypothesis was also accepted in group speech when each segment type was
examined separately. In each of these three cases the support for the null

hypothesis was unanimous. UWhen each informant's speech was examined at the
level of segment type the null hypothesis was supported in an overwhslming
majority of cases, 97% precisely, It was therefore accepted. 1n group
speaech at the level of individual sound segment the null hypothasié'was
equally accepted since it was supported in majority of the casesj sixteen
out of twenty to be exact. The result of the examination of individual
speech at the level of individual sound segments contrasted with that
obtained for group speech. In the speech of individual informants the null
hypothesis was supported only in the minority of cases when individual
sound segments were the frame of reference; precisely 242 out of 1,000 cases.
The evidence was therefore largely in support of the alternative hypothesis

at that level.
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The following general conclusions were drawn from the foregoing
observations. At certain levels the null hypothesis was wholly supported
by the evidence from the study and it was therefore accepteds At those
1evéls the alternative hypothesis was rejected. Those levels were the
overall speech of all informants and overall speech of individual inform-
ants, as well as the group spesch of the informants in each segment type.
At certain other levels considered more important for reasons given in
4,2.3 it had various levels of support, ranging from very strong to very
weake an}example, in individual speech at segment type level it had a
support of 97% while in overall speech at individual segment level the
support was about 80%. It was therefore highly favoured at those levels.
At the level of individual sound segments in each informant's speech, on
the other hand, the support was very weak, amounting to about 24¢2%, that
is, 242 out of 1,000 cases. At every level the support for the null
hypothesis was inversely proportional to that for the alternative hypothesis.
It was also observed that the mors specific the frame of reference becams,
either by informant unit or linguistic unit, the weaker the likelihood that
the null hypothesis would be accepted bscame - in view of these observations
it appeared that the suspicion, sxpressed in 4.2.1, that the null hypothesis
was too generalised was borne out by the facts. 1In spite of these obser-
vations, however, it remains true that the null hypothesis was found accept-
able in many cases and unacceptable in mény others, It is'suggasted that a

little modification, to limit its scope of refersnce, might make it more

acceptabls generally.
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4.4 VARIABLE RULES IN L2 SPEECH

4.,4,1 Introduction

Labov (1969) proposed variable rules to characterise variation in
monolingual speech and argued that the notion of variable rules implies
prior quantitative analysis., According to Labov and subsequsnt supporters
of the quantitative paradigm it is necessary to count the occurrence of
variant forms before a decision can be made as to what variant form is
typical of a particular speech corpus. Only after that can appropriate
variable rules Ee formulated or stated. The variable rules stated in the
present section were formulated from ths statistical analysis carried out
and presented in 4.3. The objective was to examine how variablse rules could
be used to describe L2 épeech, especially at the various levels described in
that section., It was discovered that L2 speech provides the most illuminating
material for the use of variable rules. In view of the discovery that certain

so-called variable rules describe material that is not truly variable it is

suggested that a redefinition of variable rules is called for.

bebd,2 General Uariabilitz

It was considsred that the entire group speech, that is, the speach
corpus of all informants, would provide the simplest material for the most
elementary type of variable rules. Here the total potential of source=
lanquage forms was 100,000 (sse 4.2.2.1) of which 43,738 actually occurred;

target=-language forms occurred 56,262 times. The occurrence of the two
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variants is separately describsd in R1 and R2 for source- and target-

lanquage forms respectively.

R1:¢ h
[+ target ] — - target (43,738 times)
+ source ’
R2: I:+ target] I + targat] (56,262 times)
- SOUTrCe |

R1 and R2 can be alternatively stated as R1a and R2a using x as a shorthand

for target-language forms and y for source-language forms.

Rl1as [:x:[ o Ey]

R2a:s [x:l T 4 [:x:l

R1 indicates that any particular sound was pronounced as its source-
lanquage cognate and R2 indicates that it was pronounced "correctly® in
its target-lanqguage standard form. As they stand, neither of these rules
accurately describes the L2 speech of the informants which was shown to be
a mixture of both forms. They are not variable rules, that is, neither of
them describes any variation in the speech of informants, Each is, there-

fore, what is called a categorical rule, indicating no variation in usage.
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For proper description of the entire speech of informants what is
nesded is a single rule that indicates that two alternative pronunciations
were present in that speech corpus, that is, a varlable rule. R3J doss it
to some extent.

) ()

R3s [:x:[ —, I:x:l (b)

—

4eld o3 sttematic vs Erratic Variation

R3“states that a particular sound, x , was pronounced by informants
both in its targst-lanquage and source-language forms. The dsescription
provided in R3.is incomplete as lots of vital information 1s obscured.

It is not indicated whether or not each of the alternative pronunciations

is characteristic of describable informant groups, that is, whether or not,
it is the case that one group favoured R3 (a) while anﬁther favoured R3 (b).
Nor does R3 indicate whether sach speaker adopted R3 (a) at one time and

R3 (b) at another. Thirdly, it is incapable of revealing whether the in-
formants used R3 (a) for certain sounds or types of sound while adopting

R3 (b) for others. Finally, at the linguistic level R3 also fails to
reveal whether there were specific phonological environments in which the

informants preferred R3 (a) to R3 (b) and vice versa. In summary, one

falls to deduce from R3 whether the variation being described is erratic
or systematic bot linguistically and sociologically, these being the two
axes at which variational patterning needs to bs examined. Any variable

rule of the structure of R3 creates the erronsous impression that the vari-

ation lacks pattern, erroneous of course, unless that is.what is intended.
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4ededa Sociolngicallz—basad Variation

It was first examined whether each of R3 (a) and (b) was characteristic
of ény subgroup of 1nformants. If this was so a variable rule, to bs
adequate, would have to indicate that fact explicitly.,

Conseg 1, the English sound ﬁ@/} provided appropriate data from the
informants, taking the presence or abssence of phonetic training as the
sociological variables. Table 4, 9 displays rule distribution between the

uEwd*phbnetic training subclasses.

TABLE 4, 93 /8/ RULE DISTRIBUTION FOR PHONETIC TRAINING GROUPS

Group R1 R2 R3 Total
+ Training 2 10 12 24
= Training 9 5 12 26

It uashobserued that though twelve informants in each phonatic train;ng
subgroup used R3, that is, they combined both R1 and R2 in this sound,

it appears clear that more [:+ training] group members used R2 while

more of the [:- trainind] group members used R1. In other words,
informants with phonetic training tended to use R2, that is, they pronounced
/8/ correctly. Those without phonetic training tended to uss R1, pro-
nouncing that sound in the source-language forme. This trend became much
more pronounced when proportions, rather than absoluts numbers were com=-

pared. Two out of twelve informants in the [+ training] group used R1 but
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nine out of fourteen in 'the [:— training] group used that rule., If one
concludes that R2 was characteristic of informants with phonetic training -
and R1 of those withdui, it means that a variable rule describing the
sﬁaach of all the fifty informants in greater detail could be formulated

as R4, 1t should be pointed out that any objection to the effect that some
members of each subgroup used the non-characteristic rule is no datarpant
to R4 since linguistic rules, like all natural laws, describe the usual or

expected trends rather than clear-cut divisions.

Et.:l - Phonetic Training
R4s e] —
m [6] | + Phonstic Training

R4 is certainly more detailed than R3 because it defines the sociologlical
environment, as it were, in which each part of the variable rule applliss,
It shows, therefors, that the use of the source-language form of /8/ was
more characteristic of informants without prior phonetic training than it
was of those with phonetic training. The number of entries under R3 in
Table d, 9 indicates that the tuanty-four informanta in both groups who
used that rule in thair pronunciation of /6/ used both the target- and
source=-language forms, adopting one rule at certain times and the other
rule at other times. The next important thing was to examine their spesch
to see whether the occasions on which they used any particular variant

rule could be pracisaly defined.
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belieBe?2 Linguistically-based Variation

It was discovered in the last paragraph that there was a tendency
among informants with phonetic training to use R3 (b) while those without
such training used R3 (a). Next an attempt was made to find out whether
the use of source-language forms, R3 (a), was determined or affected by
the linguistic or phonetic environment in which the sound occurred. O0One
was trying to find whether there was any tendency for informants to use
source-language forms of the sound /&/ in certain phonetic environments
rather than in others. The problem was first examined for all informants
and then for those informants who combined both source- and target=lanquage
forms. The second examination was necessary in order to isolate the influence
nf'ithose informants who used either Gource-~ or target-language forms through-

out the text. The results of the two analyses are summarissd in Tables

a’ 103 End 4’ 10bi

“

TABLE 4, 10a: R3 DISTRIBUTION BY ENVIRONMENTAL CATEGORIES FOR ALL INFORMANTS

E.Cs 5

R3a 18 | 19 - 29 20 23

R3b. 32 31 21 30 27
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FOUR RULE MIXERS ONLY

EeCs 1 E.Ce 2 E.Ce 3 E.Coe 4 E.Ce 5

R3a 7 B 18 9 12

R3b 17 16 6 15 12

Table 4,]0b  shows the number of informants who used R3 (a) and R3 (b),
that is source- and target-language forms respectively in each of the
five environments in which /8/ occurred in the text. The five environments

are as explained below in table 4, 11. The transcription is typical Yoruba-

English-

TABLE 4, 11: DESCRIPTION OF ENVIRONMENTAL CATEGORIES

E.C. ~_ _ . Word E.C. Dascription

1 - - isrgtikali #-—-l- (v + round] +[syll]
+ [syll] + [syll]

2 -D st #to= 4+ [ v + round]

3 - atst ot + [v - round]

4 - TUu: &=+ [c] + {v + roung

5 . =>s2di /[ + fv + round] +[_Cj

+[syll]
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A close examination of Table 4, 10a indicates that in EC 3 more
informants used R3 (a) than in any othsr environment., In fact, E.C.3
is the only environment in which mors informants used R3 (a) than R3 (b).
Thers was thus a sharp contrast betwesn that environment and the other
four environment, in sach of which more informants used R3 (b) than used
R3 (a)e Since Table 4, 10a includes all informants this means that all
the informants who used R3 (a) throughout as well as those who used R3 (b)
throughout were included and this may have affected the distribution. ‘A
similar rule distribution for only the informants who alternated between
the two versions of that rule should actually indicate the precise environ=
ment in which they used each version most often. Table 4, 10b does Jjust
that for that subgroup of informants. 1In that table E.C. 3 also contrasted
with sach of the other four environments in being the only one in which the
number of informants who used R3 (a) was greater than that of those who

used R3 (b). Table 4, 10c contains a similar analysis for the thirty-five

informants who used R3 (a) at all in the same sound,

TABLE 4, 10c¢ R3 DISTRIBUTION BY E.C, FOR INFORMANTS WHO EVER USED R3S (a)

EIC' 1 EICI 2 ElC' 3 E'CIa E'C. 5

R3 (a) 18 19 29 20 23

R3 (b) 17 16 6 15 12
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In Table 4, 10c the contrast became more pronounced, The influence of
informants who did not use R3 (a) in that sound has been.complatsly
eliminated, leaving us with more.authentic information to work with,

It was observed that most of the informants who used R3 (a) did so in

E.C. 3. Secondly, the proportion of those who used R3 (a) to those who
used R3 (b) in that environment was the most significant, being 29:6.

The percentage of R3 (a) users was accordingly the highest in E.C. 33
about 83% compared to 51, 54, 59 and 66 in each of the four other environ-
ments. The table indicates, therefore, that oflthﬁsa thirty-fiué informants
who used R3 (a) in any environment only approximately 17% did nbt do so in
EeCe g. These Figufes indicate that there was a clear tendency among the
informants to use R3 (a) in E.Cs 3. A variable rule that describes that
tendency is expressed as RS, indicat?ng not an absolute division among the

Qarious environmental catégorias but a relative tendency.

G ‘ [t]] + E.c.3
6] — e - ec.os

In formal generative phonology language the details of RS will be fully

specified as in R5 (a).

RS (a):
* - VOC + VOC
+ CONs S——— = CONS
+ anterior [:- cont] '} - round
+ coronal —
= voice [+ cont ] + VvOC
S———— - CONS

round

+
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The difference between E.C. 3 and the other environments, as observed
both in Table 4, 11 and R5 is that in E.C. 3 /B/ occurred before a
{ - round] vowel while it occurred in the other enviromments before a

[+ rouncl] vowel (see the distinctive-feature matrices for vowels).

4.4.4 Variable vs Categorical Rules

In the last section variable rules were used to describe the speech
of the informants at various levels, It is argued in the present sectlon
that the distinction between categorical and variable rules is a marginal

nlgl

dedbd 4. Categorical Rules

A categorical rule, such as R1 and R2, describes the fact that there
was no variation in the manner in which a speaker pronounced a partiéular
sound or used a particular linguistic featurs. Thus, the spesech of infor-
mants who consistently used the snufca—lgnguage forms of ﬁa/ was describad
by R1, while that of those uho‘consistantly usgd the target—-lanquage form
was described Ey R2. For example, if one was concerned with the speech of the
two groups as sepafata groups, R1 and R2 would be two separate phonological

rules expressed as R6 and R7 respectively.
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vVocC

cons 3

ant ———} [ - cont :I
coronal

voice

L+ + +

R7:

voc

cons

ant ————p [:+ cont :I
coronal

voice

1 + + + 1

R6 indicates that, in the environments considered for /6/ there was no

[9/ in the speaech of that group. Conversely, R7 indicates that in the same
environments it was .always ﬂ9/ for the second group. For each group, the

relevant rule was thersfore invariant, or categorical.

4.4.4.,2 Variable Rules

A T e i e A S i

A variable rule describes the fact that the use of a sound or linguistic
feature differs from time to time. For example, R3 indicates that thse
speakers whose speech was being described used ft/ at certain times and /€&
at other times. R3 is thersfore a variable rule, expressible as a com=

bination of R6 and R7, as in RB8.
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RB:

vocC
CONS

ant [— cont :[
coronal —

volce I:+ cont :[

b+ + +

4e4,4.3 Marginally Variable Rules

1t should bs observed that R8 differs from other rules such as R4 and
RS (a). UWhile RB simply states that two kinds of pronunciation were used,
each of R4.and R5 goes further by indicating the environments, soclal or
linguistic, in which each kind was used. The problem was whether one could
rightly say that thess two rules are variable rules. For example, R4
indicates that informants without phonetic training used /t/ instead of /8/

while those with phonetic training did not. Considering the first group on

its own, a separate rule, similar to R6, will be appropriates as is indicated

in R9.

RO

[- trgining ] —_— l:t:l
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Now R9, like each of;RE and R7, is a categorical rule, though it forms

part of what would normally be regarded as a variable rule. The questiocn
that arises from these observations is, ‘Is a so=-called variable rulse
actually variable when a definable environment, be it linguistic or
soclological, is specified for the application of its constituent subrules??
It would appear that such a rule is at one level variablse but cateqorical

at another. The first level is the more gsneral one and presents an
inadequate description of the spsech of the group or individual being
studiede For most of the informants in the present study a variable rule
such as RB gives an incomplete picture, for it omits the important faFt that
the informant usually uses a particular variant of the sound concerned in a
definable environment while his use of the other variant 1s largely - it
could be totally in certain cases = restricted to another environment. 1In
the same way, a variable rule, such as R3, is an lncomplete description of
the speech of all informants as a group because it obscures the salient fact
that each of the variant pronunciations of that sound is characterlistic of
certain subgroups. Yst, it 1s possible that no such linguistic environments
or population subgroups can be specified for characteristic use of any of
the two variants involved. UWhen this is the case, as it was in respect of
certain sounds and informants in the research, rules such as R3 and R8 are
both complete and truly variable since the choice of variants by the in-
formants in such sounds is completely erratic. At the second levsl,
however, certain so called variable rules, such as R3 and R8, do loss thelr
variability. This happens when the use of each variant of the rule is
capable of precise definition, either in terms of linguistic or sociological

parameters. Wwhen a variant is definable in relation to linguistic snviron-

ments, e.g. RS, what is admitted is that each variant of the genersl
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variable rule is more characteristic of certain linguistic positions.

In that case a-certain deqree of varliation may still be conceded within
those environments in the speech corpus under consideration but the
occurrence of the non=typical variant in a particular environment is then
to be seen a{fgkceptiona to the general trend. In other words, variability
disappears at that level. In the same manner a sociologically-variable
rule loses variability when a variant of. that rule becomes typical of a
definable subgroup of the original group as in R4, 1In both of ‘the cases
referred to each variant of R4 and RS appeared to becoms a categorical rule
on its own rather than being just a variant of a single variable rule. A
situation thus developed in which invariance existed at the tertiary level
while variation was observed at the secondary level of delicacy. Each

variant of R4 and RS in this sense is similar to any-of R6, R7 and RS in being

categorical rather than variable.

4.4.5 Summarz

Three types of phonological rules.were distinguishable, as illustrated,
from the data. Firstly, there was the truly categorical rule in which no
variation, at least no systematic or sizeable variation, occurred. 1In
that kind of situation a speaker pronounced the same sound in the sams way
in all its occurrences irrespective of changes in phonetic environments of
that sound. - In group speech, too, every member pronounced a sound Jjust as

every other member of the group did in the relevant environments. (Thess

situations are actually unlikely in practice but are assumed when such
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variations as do occur are genserally not dbsaruabla.)1 Secondly, there

was a truly variable rule which describes speech in which the pronunciation,
by an individual, of a particular sound varied from time to time. 1In
certain cases the environments either remained the same or no systematic
association of any variant could be mads with any particular linguistic
environment. These, in the Opinioh of the present writer, were instances

of fres variation., Finally, there was a situation in which, though there
was variation in a speaker's prbnunbiation of a certain sound, it was
possible to associate, in a systematic manner, the occurrence of each
variant pronunciation with a definable linguistic environment or some
extralinguisticﬁvariable such as lack of previous phonstic training in
English. William Labov (Labov, 1969, ‘pe. 739) cited examples of linguistically
determined cases in Negro non—-standard English and recognised the need for
a formal means of expressing what he termed "the feature of invarlance in

a variable rule". Many of these rules now genuinely reckoned as varlable
rules may belong to this category. Thse problem is that one 1s, as yet,
neither able to recognise nor describe the factors, both linquistic and
extralinguistic, which cause them to become categorical. The evidence from
the data analysed in the present ressarch thus facilitated the making of
two important observations with respect to rule variability. Apart from
enabling one to observe the invariant-variance condition, it directed one's
attention to the often overlooked fact that rule variability can be explained
not only in terms of lingquistically determined environments but also in

terms of sociologically determined, extralinguistic ones.
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4.5 QUANTITATIVE VS DYNAMIC PARADIGM

That a quantitative analysis must precede the formulation of variable
.Tules was demonstrated %p 4,3, It would not have bsen possible, for
example, to state ény of R1 to RS without having first counted the
occurrence of each variant pronunciation before comparing it with the
potential OCCurrence. That a quantitative analysis would reveal dynamism,
which many dynamic snalysts claim is the sxclusive preserve of the dynamic
paradigm, is demonstrated in this section. It is shouwn that without a
prior quantitative analysis the detection of such dynamism could be

extremely difficult.

4.5.1 DeueloEment Phases

The major purpose of a dynamic analysis is to reveal development or

acquisition phases of speakers of a languags. Such development may be
progressive, regressive or static.  In other words, a dynamic analysis
attempts to describe speakers at definable stages of language acquisition
or loss. In 4.3, R1 to R3 describe thres such stages among the .informants
in the present study. The facts are easily derivable from Table 4, 9.

R1 describes the speech of a group of informants whose members used the
target-language form of /§8/ throughout the interview. R2 describes that
of another group whoss members used the source-languags form throughout,
In between these was a third group whose members oscillated between R1 and

R2. Their speech was described by R3 in that table. The distribution of
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informants in relation to the three stages, if stages they are, is

presented in Table 4, 12, -

TABLE 4, 12: A DYNAMIC PARADIGM DISTRIBUTION OF INFORMANTS ACCORODING TO

/6/ ACQUISITION PHASES

phass 13 R1 | Phase 2t A3 | phese 31 R2
|IIII|iIIIIIII"IIIIiiIIIIIIII"IIIIiiIIIIIIIHIIIIiiIIIII

Oy

The table above shows that, of the fifty informants, eleven 'had not
acquired' the relevant phonoLogical rule, that 1ls, the rule that would
enable them to pronounce /8/ in the R.P. forme Twenty=-four had apparently
acquired that rule but did not appear to have completely made it part of
their linguistic compaetence. They, therefore, made use of it on certaln
occasions and did not do so on others. These informants in phasse tuwo,
therefore, used R3 which is a combination of R1 and R2. In the apparently
'most advanced!' group, phase thres, there were fifteen informants. These
appear to have so internalised the relsvant rule that they used it on
every relevant occasion.in the text. The facts provided in the table above
fit completely the visw of the supporters of the dynamic paradigm, part of
which must be quoted again for immediacy of effect. It was presented by

Bickerton (1973): "Thus at any given point in time, the output of a
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speaker, A, (whom a given rule had not yst 'reached') would differ from
that of- a speaker, B, (whom the same rule had 'passed') with respect, at
least to the operation of that rule, and would leave open the possibility
of a third speaker, C, who the rule was just reaching, and who, in con-
sequence, would sometimes produce A's output and sometimes B's." This,
undoubtedly, is the pattern revealed among the informants in the three
phases described in Table 4, 12, That such information is derived from a
quantitéi;ye study as the present belies the claim that only a dynamic

analysis is capable of revealing it.

4.,5.2" Grading Environmental Categorias

Supporters of the dynamic paradigm generally assume that E.C.'s can
be pre-graded for difficulty level by merely comparing the sounds that are
ad jacent to the oha being studied in the various environments., Thus, it
would be claimed that English /8/ would present greater difficulty to the
informants in the present study in E.,C. 4 than in any other, because in
that £E.C. the sound occurred as one of two sounds in a consonant cluster,
Since Yoruba, which is the informants' L1, does not permit such clusters
and dogs not contain the actual sound in question, the informants wers
obviously faced with two difficulty units - those of a strange sound in a
straaga environment. From such grading'nf E.C.'s according to difficulty
levels a scale of implicational relationship would be established such

that ore £E.C., would imply the one immediately below it in the scale of

difficulty. The implication then would be that informants who indicated
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mastery of the sound in E.C. 5 must have done so in E.C. 4 and all the
other E.C.s lower than it in the level of difficulty. Conversely, in-
formants who had not mastered it in £.C. 3, for example, would not have
mastered it in E.C. 4 and - E£E.C. 5. Since this is not usually confirmed

by linguistic data it would be said that the informant had skipped one
rule, or some other excuses are put forward. It is shown below that such
excuses are not necessary since quantitative data reveal the difficulty
levels of .E.C.5 quite clearly.

E.C.s in the present study were easily graded for difficulty level
from the informants'! performance as observed from Tables 10a - 10c. It
was considered’that the E.C. in-which most informants used the target-
languags form of /§/ was the one in which they had the least difficulty.
Conversely, ‘the E.C. in which most of them used source-~language forms was
considered to present the greatest difficulty. 1In other words, the amount
of difficulty was reckoned to be inversely proportional to the success of
informants in .sach E.C. The scheme of difficulty level which emerged is

presented in Table 4, 13.

TABLE 4, 13: RELATIVE DIFFICULTY LEVEL FOR E.C.S

Diff. Level * 1 2 3 4 5

E.C. NO, E.Co 1 E.Ce 2 E.Ce 4 EsCe B E.Ce 3

Amt., of Diff., 51% 5 4% 59% 66% 83%
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The amount of difficulty was derived from Table 4, 10c, for thirty-=five

o —w—— i el —n —y

informants by axpressing the number of informants who had difficulty in
each £E.C. as a percentage of thirty-five., If one based the calculations
on fifty informants or the twenty-four rule mixers (Tables 4, 10a and b,
respectively) the relative amount would change but the relative levsl
would remain the same.s It is clear from Table 4, 13 that £E.Ce 3 was the
most difficult for the informants while E.C. 1 was the least difficult,
Secondly, a close sxamination of the scores did not indicate any impli-
cational relationship among the E.C.s, for there were many informants who
got the sound 'right' in €.C. 3 but not in E.C. 1¢ It is clsar from
Table 4, 13 that the scale of difficulty for any group of speakers is
best constructed from the performance of those same speakers. It 1s much
easier, more accurate and more realistic than a pre-determined level.,

From the facts presented above it becomes quite obvious that a quanti-
tative analysis reveals all the salient facts which, many belleve, could
only be revealed through a dynamic analysis. Handled with great care and
perceptive observation, quantitative analysis not only revealed these
facts, but did so;in a less dubious way by avolding the unnecessary resort
to the establishment of percentage thresholds and the ascription of
irreqularities to rule skipping on the part of informants. - This 1s becauss,
in the quantitative analysis, decisions were based on quantified data.

- The suggsstion then is that i1f what was done in 4.4 is what is known as

dynamic analysis then the only way of arriving at such analysis is through

quantitative data.
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4.5.3 Rule Change

HSUpporters of the dynamic paradigm (see 1.4) claim that it is only
through that method of linguistic analysis that the mechanics of rule
change can be uncovered. This, as they explain, is one of the reasons
for its supposed superiority over the quantitative method. 1t was demon-
strated in 4.4 that that claim is false and that dynamism or ruls changse
is more accurately and more easily explained through a quantitative method
than through a dynamic analysis. 1In the following paragraphs it is reported
that, apart from explaining rule change, the guantitative paradigm enabled
ons to indicate, in a plausible mannsr, the direction of that changs.

One obvious, yet srroneous, assumption of supporters of the dynamic
paradigm concerning directional analysis of rules change is that such change
is‘inan?.direction, namely progress from non—-acquisition and non~use through
partial or occasional use to full competence and complete use of a particular
rule, This assumption, observable in Bickerton (1973) (sse the passage
quoted in 1.4) is expressly stated by Gatbonton (in Gatbonton, 1975) who,
fortunately, made use of second-language data. The data in the present
study did not support that view when viewed more critically. uwhat it did
indicate is that change occurred. But as to whether that change was in
the direction of greater acquisition and more frequent use to complete use,
or in the reverse direction of rule loss by way of less and less frequent
use to complete non-use = a situation which seemed to have been lost on
the dynamic analysts - there is no ready way of knowing, especially in the

"case of second-language speakers. It was strongly suspected that a second-
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language user may have passed through the dual process of rule acquisition
and rule loss in that order. There was the danger, then, of mistaking a
process of rule loss for one of rule acquisition when the speaker was in
the intermediate stage of the process. (ne faultless method of obviating
this danger is through a real-time study of a second-=language user over a
life-time to note these processes in their seguence. 1In the absence of
that kind of study a look at the data from the apparent-time study carried
out in the present research may serve to highlight the expressed suspicions.
The variable phonetic training was made use of in the followingenalysis be-
cause it had the highest significance level (that is, 0¢027; see 5.4)

among the sociological variables. It was also the one most directly linked
with the pronunciation of English in Nigeria since it represents conscious
efforts to properly and systematically teach English pronunciation to the

informants and most Yoruba learners of English in Nigeria.

4e5.3.1 Evidence of Change

An examination of the informants' spsech in respect of /@/ (see 4.4)

indicated that thres (development?) phases could be described as shown in

Table 4, 12, which is reproduced here.

TABLE 4, 12: A DYNAMIC DISTRIBUTION OF INFORMANTS BY 8/ (ACQUISITION) PHASES

Phase 1: R1 Phase 2: R3 Phase 3% R2 Total

11 24 15 50
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It was explained in 4.4 that R1 indicates the use of source-lanqguags
forms of the sound in question. R3 indicates a combinatlion of both source-
and target-lanquage forms while R2 indicates the use of target-language
forms alone. The table was therefore interpreted to mesan that the sleven
informants in the first phase had not acquired R2 and could therefore not
use the target-language form of the sound, In Bickerton's words (Bickerton,
1973) they represent those speakers whom the ™given rule had not
réached“. The fifteen informants in the third phase would then represent
those "whom the same rule had passed" and who in consesquence used the
target-language form at all times, at least during the intervisw. Finally,
the twenty-four informants in the second phase would ideally represent thoss
"wyhom the rule was just reaching' and who, therefore, made uss of it at
(un)certain times and made use of the older rule, R1, at other uncertain
times. The picture presented is thus in keeping with Bickerton's ideal of
rule change, but that is not all the story.

An examination of the informants in respect of phonetic training gives
greater credibility to Bickerton's ideal. As pointed out in 4.3.3 a
distribution of the informants by both rules and phonetic training indicated
that most of those who used R1 had had no phonetic training while most of
those who used R2 had had phonstic training 'in English. These facts are

again presented in Table 4, 13 with slight rearrangement.

TABLE 4, 13: [BZ RULE DISTRIBUTION BY PHONETIC TRAINING GROUPS

Group Phase 1: R1 Phase 2: R3 Phase 33 R2 Total

+ Training 2 12 10 24
- Training 9 12 5 26
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It was also observed that of the twenty=four informants who combined both
source— and target-language forms {that is, R3) twelve belonged to each
phonetic grouping. The conclusion that could be drawn from thesse facts
is that there was evidence of rule changs and in an observable direction.

It is however a temporary conclusion.

4.53.2 Direction of Change

On the st¥ength of the evidence from the table above one could post-
ulate that the change was in the direction of rule acquisition. 1In that
case one would say that the informants generally were passing through the
observed stages in the order one to three, and that, at a later. time, there
would be none of them in either of phases one and tuwo since all of them
would have, by that timeycompletely replaced R1 by R2. As pointed out
earliér on, only a real-time longitudinal study of those informants could
'unequivocally verify that proposition. Even then, there are valid empirical
reasons why the proposition cannot be assumed to,correct in respect of the
data just described. The proposition, neat as it may appear, ignores the

nature of the variable which enabled ona to categorise the informants into
these acquisition phases, Eamaly, phonetic training. To propose that all
informants would, at a later time, arrive at the final third phase is to
assume that the same informants would also continue the phonetic training
scheme that obviously (see 5.4) enabled them to acquire and use R2, But
this is not true since the phonetic tralning scheme is a course which an

informant had or had not underqgone before the interview. The variable was

therefore static. Any thought of an informant improving or even changing
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his status in respect of that variable is, therefore, unacceptable. If
that is not going to happen then there is no reason to suggest that ths
performance of the informants in respect of the two rules will changs in
the direction proposed.

Secondly, it was observed from Table 4, 13 that, though more members
of the + phonetic training group used R2 than used R1 while more of the
-~ phonetic training group used R1 than used R2, some members of sach group
did use the rule more characteristic of the members of the other group.
'In addition, twslve members sach of the two groups combined both R1 and
R2. Consjidering the + phonstic training group with respect to these rulss
it could not be arqued that they used R1 and R3 because the ruls, R2,
which would have enabled them to realise the target~language form had not
'reached! or 'passed! them. In other words, they had acquired the basic
compatence which should have snabled them to use that form. Their failure
to do so was, thersfore, not explainable in terms of lack of competence but
of deficient performance -~ in the senss that performance . fell short of
compatence. This is a usual situation in language if one views competence
as the speaker's knowledgs of the language (see Chomsky, 1957). Since
the informants in this group were not just undergoing, but had undergone,
the relevant phonetic training courses any argument that R2 was "just
reaching" or had not "reached" them must be rejected. The suggestion,

therefore, is that they had acquired that rule but did not meke use of it
at all in the case of the two informants in the first phase and only used
it occasionally in the case of the twelve in phase two. If they had

acquired the rule  and had not used it permanently in the interview thers
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seems no reason to suppose that they will do so at a later date under
similar conditions.

Finally, it is possible to suggest that, instead of the progressive
dynamism suggested by both Bicksrton (1973) and Gatbonton (1975), a process
of regressive dynamism could have been operating. There are arguments to
support this latter hypothesis. The suggestion is that, having acquired
R2 and probably having used it for some tims after the acquisition, the
informants could have reverted to their old and more natural pronunciation
of English sounds. One piece of evidence in support of that oﬁinion is
that more of the informants in the + phonetic training group used a com=
bination of R1 and R2 than used either of R1 or R2 alone. The relevant
figures were twelve for R3 (R1 + R2) and two and ten sach for R1 and R2,
Had the direction of change besn towards R2 through R3 more informants
ought to have used R2 than R3 and more R3 than R1 in the given circumstances.
Instead, R3 appeared to be the focal point in the distribution pattern. It
is therefore possible that those who used R2 alone would soon begin to
combine that rule with R1. A parallel suggestion would be that those uho
used R2 and those who used R3 would; at a later date, revert to R1 only.

In that case rule change in second-language speech could be seen as a
sequence of two processes including one of progressive acquisition follouwed

by one of progressive loss of the second-language ruls.

There is anothef reason which, though it does not fully support the
progressive loss theory, completely falsifiss the progressive acquisition
theory. It has to do both with the figures in Table 4, 13 and the intervisw
situation. This final suggestion is based on the fact that the data on

which those calculations in Table 4, 13 were based might have been greatly
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distorted for.reasons of the observer paradox explained in 2.2.2. For
example, since the informant was aware that his speech was being recorded
during the interview it is very likely that he did, in any manner open

to him within his basic competence in the language, upgrade his perform—
ance. Since those who had had phonetic training courses would be most

able to do that by drawing on their latent knowledge of the phonology of
English ‘it is natural that the scores in Table 4, 13 would be in their
favour. It is significant, in that sense, that only two of them used R1
alone throughout., It is therefore to be doubted whether results similar

to those in that table would have been obtained had the recording been
carried out surreptitiously. 0One could suggest that, had it been possible
to obtain more natural speech samples from those informants than were here
analysed, more of those + phonetic group members who used R2 only would
probably have used R3 or even R1 alone. Had that happensed, it would have
been seen clearly that the progressive acquisition theory was not applicable
in respect of the data. One of two suggestions would become plausible then.
Firstly, it would be suggested that the progressive loss process was actually
at work, depending on the number of informants from the respective groups

in each phase. Secondly, and this would be more iﬁtuitivaly plausible,

it would be suggested that a great majority of the informants (more than

the twenty-four indicated in Table 4, 13) actually used a combination of

R1 and R2. It would be hypothesised from either of the two situations that
a Yoruba second=language speaker of English does not use K2 in his natural
English speech, his natural speech being entirely either R1 or R3. UWhich-

ever he uses, or in whatever proportions he combines the R3 variants, will
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depend on how natural the speech sample actually is, UWhether he uses

R1 or R3 the progressive acquisition theory of the dynamic analysts will
not be supported just as it was not supported by the data in the present
study. Thus, while the data in the present study provides no conclusive
evidence in support of either the progressive rule-loss hypothesis or the
progressive rule-acquisition hypothesis it suggests that the acquisition
hypothesis 1s not the only possibility and that it cannot therefors be
always assumed, especially in second-=language speech. There is also no
indication from the data, as presented, that a speaker, especially a second-
language speaker, lacks the mental capacity (see 1.5.3) to maintain two
competing - whether variable or categorical - rules over long periods

of time. Judging by the number of informants (Table 4, 13) who used R3

in the pronunciation of /5/} it would appear that many of the informants
(twenty-four) were able to retain both R1 and R2 side by side and that they

did use both as alternatives in their speech. To that extent R3 is a

variable rule to that group of speakers.

4e5.4 Summary

The findings from the analysis of the available data suggest that
the quantitative method was more useful in practical analyslis that the
dynamic method. It appeared that the former was the only practically
applicable method in discovering certain failures of variable linguistic
behaviour, The streaming of informants into developmental stages was

clearly carried out without undue fuss. It was revealed that the grading

of environmental categories was easily undertaken in relation to thes
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amount of difficulty indicated in the performance of informants rather
than in relation to distinctive-feature counting, which is only a
theoretical proposition. Finally, while the evidence indicated rule
change it did not automatically indicate the direction of that change.

It was, however, suggested that adult L2 users were probably more subject
to rule loss .than to rule acquisition in the L2, It was concluded that a
dynamic analysis was better based upon a prior quantitative analysis of
data if misleading conclusions are to be avolded., The two methods were

therefore seen as complementary to, rather than competitive with sach other.
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51 INTRODUCTION

Ao e S e

The relationship between linguistic performance in respect of the
phonological units examined and certain sociological factors, as investigated,
is reported on in this last chapter. The term sociological is here used to
refer to those factors in the wider senss that they are not linguistic en-
vironmental factors like the ones described in 4.3. It has besn repeatedly
shown (see, for example, Labov, 19693 Wolfram, 19693 and Trudgil, 1973 and
1974), that sociological or non-linguistic factors seem often to correlats
with linguistic performance, though not necessarily with 1ingu15ticsc0m-
petence, of informanis(see Mathews, 1979, however). It is suggested that a
speaker's non-linguistic parameters (e.g., Sex, age, class) can be incor-
porated in the input probability of his linguistic behaviour, Cedergren .
and Sankoff (1974) point out that by so doing one could arrive at the relative
loading of particular linguistic features in the spesch of the informant,

The suggestion, therefore, is that informants who belong to different socio-
logical classes in respect of ons or a number of variables would exhibit
corresponding differences in their linguistic behaviour in respect of specified
linguistic items or features. It might be possible therefrom to analyse the
spaech of certain spsakers and predict their sociological classes, or vice
versa, whether the classes are social or geogrephical, that is, as Higgins

does in G. B. Shaw'S "Pygmalion" (Shaw, 1912).

Apart from mere theoretical interest there are also practical reasons
for investigating the sociological factors chosen in the present research,
for, as explained in 2.1.2, some of them have been linked to linguistic

performance especially in second-language teaching policies and practice,

wvhile some are the bases of assumptions strongly held and expressed by many
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well-informed people in Nigsria. UWhat was investigated in the aspect of
the research about to be reported on, then, is the relationship between

the named sociological variables, (i.e., sex, education, phonetic training,
and sojourn)-and linguistic performance in respect of the distribution of

two variants of a general variable rule of the form:-

L]
W] — 1

where N is anyhof the phbnoldgibal items in the investigation and n1 is its
taréet—lanéﬁage realisation and 52 its source-=language realisation. The
objective was to decide whe%her aﬁy pattern of relationship or cdrralatioﬁ
could be detected hetwean linguistic éerformanceramong informants as analysed
in 4.,2.5, and each of the sociological factﬁrs,eand what kind of general
statements could be made from any observed patterns. Infaaéﬁ sociological
variable the investigation was carried out both for entire spesch and fbr

consonants and vowels separately.
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5.2 STATISTICS

A e e

-

Decisions reported in the present chapter on the relationship between
linguistic performance and certain sociological variables were taken on the
strength of statistical processing of the quantitative data discussed in
Chapter Four. The sum of the frequency of occurrence of source- or nontarget-
language forms (N =——> n2) in the speech of individual and all informants
was used to calculate the frequency means for all or any subgroup of informants
as desired. The next problem was to define and isolate the required subgroups
in relation to each sociological variable without overlapping, that is to
ensure independence of each variable. For example, if one divided informants
into two groups in respect of phonetic training (one with previous phonetic
training and another without it) ons would obtain results that would not be
statistically and empirically valid becauss the effects of other variables
not being examined would obscure the true relationships. Some of the in~
formants in the plus-phonetic training group, for example, would differ from
some in the other group in having had long periods-of sojourn in England, or
in having high levels of education. In that case one would be measuring not
only the effect of phonetic training but also those of the other factors.
Results obtained from such tests would be empirically neither true nor
statistically acceptable. To overcome that problem a simple but statistically
sophisticated method, that of controlling for the other variables (see
Blalock, 1972, p. 303) was adopted. By this method sach of the other vari-
ables was held constant as required, Jjust as in a laboratory experiment, so
that the true relationship between the variable being examined and linguistic
performance could be revealed. RH example of a programme, using the SPSS
(Statistical Package for the Social Sciences) would be written as in

Table 5, 1, together with the instruction to the computer . to carry out a

t - test,
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TABLE 5, 1¢ SPSS PROGRAMME FOR CONVROLLING UNEXAMINED VARIABLES

Select if: ((Sex egq* 1) and (educ. eq* 3) and (sojourn ege* 1))

T - Test: Groups = Training (1, 2)/Uariables = voweals

By usingrthe above programme those of the informants with equal sex, equal
eduéation and equal length of sojourn (that is, factors which are capable

of giving rise to bias in the result) were isolated. Their parformances
were then compared in respect of the only independent variable in which thay
differed, which is phonestic training in the exampls above. The method had
the undesired sffect of raducing the number of cases available for each test
of comparison but it had the advantage of disengaging otherwise ssemingly
inseparably interwoven factors, thus Bnabiiﬁg highly dependabls statements
to be made. Reports of the findings on the relationship bstween linguistic
(phonological in this work) performance and the four sociological factors
are presented below. For dstails of ﬁhe mathematical formula for t-tests
the reader is referred to Blalock (1972; Chapter 13); Kmietowlcz and
Yannoulis (1976) provide a t~test probability table for checking on t-values
at various degrees of freedom and significance levels and freund (1374, p. 475

and Chapter Ten) for t-distribution and statistical inferences from means

respectively.
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953 SEX

D¢3¢1 Introduction

As explained in 2.,1.2, it is an often expressed belief among many people
in Nigeria that membérs of the female sex are generally more capable than
those of the male sex in the language arts. It was decided ¢to test the-
acceptability of the assumption which underlies that-belief in the light of
the linguistic data available in the present research. If the assumption is
correct, the frequency of occurrence of source-language forms in female spesch
should, on the average, be significantly lower than that in male spesch. The
performance of the membsars of the two sexes was compared to see whether or
not that was the case.. Two hypotheses were set up with one, the null hypothesis,
expressing the assumption being tested and an alternative hypothesis expressing
a denial of that assumption. The null and alternative hypotheses are hersafter
referred to as H and Ht respectively and stated as follous:

Ho= The mean frequency of source-language forms will be significantly
higher in the speech sample of male informants than in the speech sample of

female informants,

H;: The mean frequency of source-languagse forms will not be significantly

higher in the speech sample of male informants than in the speech sample of

female informants,.

In taking a decision on the test of significance for sex differences
the one percent (0¢01) level of significance was used since it was considered
necessary that the significance should be very positive before it could be

accepted. Besides, the 0+:01 level is the standard level normally used in

statistical tests requiring high degrses of thoroughneas, though the 005
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level is sometimes used, depending on the amount of risk the researcher is

ready to takee

Dede2 Entire SEBECh

By using the controlled-factors (sse 5.2) method to reveal any necessary
connection between sex differences and linguistic performance the following

results, presented in Tébla 5, 2, were obtained from the lineprinter.

TABLE 5, 2: SUMMARY OF T-TEST RESULTS FOR THE SEX DIFFERENCES (Controlled

Variables

0472
Femala 7626667

The facts in the table above were obtained by selscting informants

with equal education, equal phonetic training gradings and equal sojourn
period gradings who differed only in respect of sex. The permutation which
provided the highest number (both absolute and in distribution) was then
chosen as the one most .liksly to provide results with the greatest degrse
of reliability. It was observed that the mean frequency for females in
that group, as indicated in Table 5, 2, was lowser (by 53-1515) than the
meén frequency for males in the same group - the famalé }requancy mean was

7626667, the male frequency mean being 815¢81823 each less than the general

population frequency mean of 874+760., Drdinaflly ona would conclude f rom

these observations that the femala informants genarally exhibited smaller
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amounts of source-language forms in their Spaéch than did the male infor-
mants and that HD should therefore be accepted. Such a decision, however
apparently logical it may ssem, would be statisﬁically naive because of the
reasons given in 5.2, Given the observed difference in the frequency means
for males and females the t-test was used to reveal whether or not that dif-
ference was, in fact, as a result of the sex differences of the informants
or whether it could have been as a result of sampling errors, or just of
chance. 1In other words, it would reveal whether sex differences had any
significant effect on phonological performancs.

As observed in Table 5, 2, the 2-~tail probability obtained from a pooled

variance estimate (see Nie et al., 1970; p. 265) for the two means at twelve

degrees of freedom was 0¢472, This was observed to be conslderably grsater
than the chosen level of significance at one percent (see 5.3.1), thus in-
dicating that the observed difference in frequency means did not reach the
Pexpectad level of significance, and that the group variabla; sai, did not
exert a significant influence on the performance of the informants. The null
hypothesis, that 1is Ho' was therefore rejecteds 1t was concluded that though
a difference existed in the performance of male versus female informants the
different was not sufficiently large as to be statistically significant at

the one percent level,

5¢3.3 Consonants and Vowels

It was reported in 4.3 that the source-language form frequency for all
informants was much higher in vowsl segments than in consonant segmaﬁt§:

It vas suspected, therefore, that thers could be a significéﬁt#differénca &
between male and female informants in vowel segments while a similar sig-

nificant difference washnot eipectad in consonant éédﬁants iﬁqhhich’tha .
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frequency of source-language forms appeared to be generally low for all
informants., To ascertain that suspicion tests identical to thoss described
in 5.3.2 were carried out.for consonants and vowels. separatsely. The raesults

obtained for each segment type are summarised in Tables 5, 3 and §, 4 below,

TABLE - 5, 3: SUMMARY OF T-TEST RESULTS FOR SEX DIFFERENCES IN CONSONANTS

12 D+«661
229.0000 I

TABLE 5, 43 SUMMARY OF T—-TEST RESULTS FOR SEX DIFFERENCES IN VOWELS

0+541

Female 533 e 6667

It was observed that the frequency means for sach sex group was higher
in vowel segments than in consonant segments = 5637273 to 2520909 for
males and 5336667 to 2290000 for females. The fact that source-~language
forms were more often used in vowel segments than in consonant segments was
therefore reflected in the group performance. Secondly, it was observed
that in each segment type the frequency mean for males was higher than that

for females. Again one could not take a decision on the original hypotheses

solsly on the basis of these absolute means. The two-tail probability for
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vowels was 0541 while that for consonants was 0¢661, These probability
levels indicate that for neither of consonant and vowel segments was the
effect of sex differences significant at the 0¢01 level since both values
exceeded that limit. H, could therefore not be accepted in sither casa.
It was observed, however, that the probability value for vowels, at 0+541,
was nearer the pre-set significance level than that for consonants which
was 0+661. This means that HD would have been accepted for vowel segments
but rejected for consonant segments, had a significance level of, say,
0555 been chosen. Such a choice of significance level would however imply
that one was willing to accept HD with mors than a fifty percent risk of
taking a wrong decision in favour of that hypothesis. An investigation

would hardly be necessary if one was willing to undertake such a high level

of riske
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5.4 PHONETIC TRAINING

Debe1 Introduction

The reasons for examining the effect of phonetic training on performancs
were explained in some detail in 2.1.2. Briefly, many schools in Nigeria
give speclal courses in English phonetics while, probably, many more do not.,
The assumption in the schools offering those courses could only be that their
students would speak English bettsr than those of other schools. The in-
fluence of phonetic training was therefore examined to sese whether that
assumption would be proved right or not. The other variables were again held
constant and a_ t-test was carried out for the hypotheses formulated as follows:

Huz ' The speech sample of informants who have had phonetic training will
contain a significantly less amount of source-~language forms than that of
those who did not have such training,

H1= The speech sample of informants who have had phonstic training will
not contain a significantly less amount of source-language forms than that of
those who did not have such such training.

It would be observed that in all thse tests reported in the present
chapter the hypotheses were formulated so that a rejection of HD implies an
automatic acceptance of H1.

while Hi is the corresponding equality hypothaesis (though H0 used to denote

equality or 'null' the convention no more holds in statistical scienca).

In each cass H0 s ths non-equality hypothesis -
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5.4.2 Entire SEEBCh

Applying the statistics described in 5.2 the following results were
obtained when all other variables had been held constant to enabls ons to

compare the performance of informants who differed in almost no other

variable except phonetic training.

TABLE 5, 53 SUMMARY OF T-TEST RESULTS FOR PHONETIC TRAINING DIFFERENCES

+ Phonetic
Training 8044286
- Phonetic .
| Training 923+1250

It was observed that the frequency mean for the +phonetic training group

was 118+6964 less than that for the = phonetic training group. The 2-t
probability was howsever 0027 at the pooled varlance estimate, Since it had
been pre-~decided that any probability above 001 would not be accepted as an
indication of significance it was accordingly necessary to reject Ho and

accept H, because 0¢027 is greater than, or outside, the 0+01 level., It was

1
concluded, therefore, that the difference in the frequency means for the two

groups did not reach significance and that the test did not show that the
difference between the performance of members of the respective groups could
be attributed to their difference in phonetic trainihg but to chance. 1t

was observed however that a probability level of 0¢027 was not a very high
one. For example, if the significance level had been fixed at 0+05 it would
have been concluded that there was a significant difference and‘H0 would have

been éccepted.
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5.4.3 Consonants and Vowels

L Tt T et e

For the same reasons explained in 5.3.3 the statistical tests wers
conducted for consonant and vowsel segments separately using the same con-
trolled group. The results obtained are again summarised in Tables 5, 6

and 5, 7, all using twenty degress of fresdom.

TABLE 5, 6: SUMMARY OF T-TEST RESULTS FOR PHONETIC TRAINING IN CONSONANTS

+ Phonetic Training 2471429
- 1072
- Phonetic Training 306+2500 |
TABLE 5, 7: SUMMARY OF T-~TEST RESULTS FOR PHONETIC TRAINING IN VOUWELS

+ Phonetic Training 5572857

- 2012
- Phonetic Training 6168750

From the two tables above it was calculated that the frequency mean

for informants who had phonetic training was 591071 less than that for
those who had no previous phonetic training for consonants and 595893 for
vowels. No great difference in the frequency means for both segment types

was indicated by those figures, though the actual frequency means for both

classes ware much higher for vouwel segments than for consonant segments.
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The previous observation, that most of the source-=language interferencs
occurred in vowel segments, was thus confirmed, It was however observed
that the probability of the significance of phonetic training did not reach
the set value of 0¢01 in either case; it was 00102 for consonants and 0046
for vowels. It was however nearer to the significance level in vowel segments
than in consomants. As in the case of sex differences, the differsnce for
vowels would have reached the significance level had the 0¢05 level bsen
previously set as the acceptable level. Since the 2=t probabilityfdid not
reach the significance level at 0¢01 for either consonants or vouwels, it was
concluded that the speech of informants with previous phonetic training did
not exhibit a significantly less frequency mean of source-languagses than that
of those informants who had not had such training. Ho was accordingly

rejected and H1, which was the alternative hypothesis, was accepted.
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S.5 EDUCATION

5eHe1 Introduction -

Since English is £ha language of instruction in Nigerian universities,
secondary schools, polytechnics and 6ther post-primary educational in-
stitutiuns as well as in the upper classes in the primary schools, it was
naturally assuﬁed £hat informants with higher educational attainment levels
would have been exposed to that language for longer periods of time than
those with lower educational attainment levels. If that assumption is true
and it is equally true that exposure to any labguage is a major factor
(see 2+.1.2.3) in the learning of that language, it follows that informants
from Nigeria who have attained higher educational levels should be expected
to use less of source-language forms in English than those whose educational
attainments were relatively low. In that case the:amount of source-language
forms in the speech of informants was expected to be inversely proportional

to the level of education.

To investigate the effect of education on linguistic performance among
the informants three educational categories were identified and the informants
were.assigned to these categories as follouwst-

Level 1: «£ Primary School Leaving Certificate

Level 2: « Secondary or G.C.E. ('0' Level)

Level 3: o University level
The last group included graduates from Trade Centres, Polytechnics, Uni-
versities, Military and other training whose entry qualification was the
G;C.E. (o Leval)pand its equivalents. A fsurtﬁ érsuﬁﬁcom;rising infnr&ants

with post-university exposure to English was excluded bEcausa,ﬁééLaxplaiéed

in 2.1.2.3 (see also Adekunle, 1972) Niga;ians generally“usa*as*11t§19*“3



- 210 -

English as possible outside school: usually when an indigenous‘languagélur

‘broken{,English is considered inappropriate in the situation.
The hypotheses tested were stated as follows:-
Hoz The speech sample of informants wifh higher education will

contain a significantly less amount of source-language forms than that of

informants with lower education levels.

H1= The speech sample of informants with higher education will not

contain a significantly less amount of source-language forms than that of

informants with lower education lsvels.

2:2.2 Entire Speech

A preliminary breakdown of the informants indicated that only the
second and third groups wers suitable for a t-test, that 1s after controlling
for the other variables and selecting informants that differed only in
education. The figures indicated tha{iﬁajority of the informants wers
either of ﬁre—uniuarsity or university level education. The relevant pro=-
cedures for controlling for the other variables and conducting a t-test were

therefore undertaken for levels two and thres. The results obtained from

those tests are summarised in Table 5, 8.

TABLE 5, 8¢ SUMMARY OF "T=TEST RESULTS FOR EDUCATION GROUPS

MEAN Te VALUE | 2=-T PROBABILITY

Education 2 9137500
10 - 015 D886 |
Education 3 923-1250
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It was observed that the frequency mean for informants with the higher
educational level (Level three) was in fact higher than that for informants

in Level fwo. This may have resulted from the larger sample available in

{evel three. The difference in the means between the two groups was however
very small; it was actually 93750, This difference was so small that one
could almost conclude right away that there was.no differsnce. That feeling
was confirmed by the 2-t probability of 0+886 obtained from further tests,
which was clearly miles away from the 001 level of significance. It was
concludéd, therefore; that there was no significant difference in the per=-
formance of the two edudatidnal QEDﬁpS.F HD was accordingly re jected and H1
was accepted. The 1mpli§ation of the decision was that informants who dif-
fered from other informants only in the sense that they had higher educational

attainments did not pronounce the segments better gensrally than those with

lower educational attainments.

5.9.3 Consonants and Vowels

As was done for eachLUF the other variables, statistical tes£s were
conducted to see whether the aducationzleval had significént aféacta on
informants! performance in vowel and conéoﬁant segments éaparafaly. The
results are summarised in Tébles O, § and 5, 10rfor consonants and?JoQ;féu

*
t ok S ) 1:‘*## (=

respectively.
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TABLE 5, 9: SUMMARY OF T=TEST RESULTS FOR EDUCATION LEVELS IN CONSONANTS

Education 2 326+ 2500
10 ———————— 048 D644
Education 3 3062500

TABLE S, 10: SUMMARY OF T=-TEST RESULTS FOR EDUCATION LEVELS IN 'VOWELS

Education 2 5875000 "
10 D375
Education 3 6168750 ~

From the results it was observed that the frequency mean for education

level three was also higher tham for education level two in vowsl segments.
In consonant segments, on the other hand, the mean éraquency was lower for
education level thres than for education level two. This last fact re-
flected the expected pattern between the two groups, a pattern that was
contradicted by the facts from overall speech and vowsl segments. It is
suggested on the strength of these patterns of relationship that sducation
seemed to have no influence on performance in vowsl segments but that it
did have a certain degree of influence on performance in consonant sagments.
This may be a raeflection of the fact that teachers of English in Nigeria,
being mostly Nigerians, do not usually teach any differesnces between English
vowsls and Yoruba vowels, apparently because many of them do not see any
differences between the two. This contrasts with the teaching of English.

consonants in which at least some amount of effort 1s made to b;ing
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differences between tEnglish and Yoruba consonants to the learner's aware-
ness., As in all the casas reported in the present chapter, the frequency
mean for vowel segments was higher than for consonant segments for sach of
the two education groups; averaging 316¢25 for both groups in consonants

and 6021875 in vo@els. This indicates that more source=languages forms were
used by the informants in vowel segments than in consonaﬁt segments thus
confirming the suggastién, made above, that more attention is paid to dif=-
ferences betwesn English and Yoruba consonants than to similar differences
betweeanngiish and Yoruba uoweis.

Finally,*it was observed from ths rasults,Jag éummarisad 16 Tables 5, 9
and 5, 10, that the difference betwesn the two education levels did not reach
the significance level at one percent in sither consonants or vowels, the
probability being 0+664 for the former and 0375 for the latter. ;It was
concluded, therefore, th;t there was no significant difference caused by
educational differencaé*in the informants' linguistic performancs. HD was

accordingly rejected at that significance level and H was accaepted. Ho was

1

therefore rejected both for overall speech and each of the twolaagmant

types.
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5.6 SOJOURN

eyl

5¢6.1 Introduction

As pointed out in 2.1.2, the practice, in many educational institutions
both in Nigeria and elsewhere, of sending learners of a forsign language on
a yesar-abroad programme arises from the assumption that a psriod of sojourn
in a country where the learners' L2 is the L1 will significantly increase
their competence in that language. If this assumption is correct a learner's
performance in the L2 should increase in proportion to the length of period
that he hag lived in the host country: the longer his period of so journ
the greater his mastery sf that language should be. A longitudinal study
employing real time differences would be the most appropriate method of
measuring the relationship between the two variables of sojourn and linguistic
competenca. In the absence of such a study a synchronic study employing
apparent time appears to-be the next best alternative. 1t has the advantage
that many informants can be involved, a situation that would be difficult to
cope with in a longitudinal study. Finally, it has bean suggested (sea
McCarthy, 1978) that any improvement in a learner's competence arising from
sojourn in a host country will probably be in other aspects of language than
segmental phonology. An examination of the relationship betwsen sojourn and
linguistic competence was carried ocut in the present research to provide an
fnsight, in the area of segmental phonology, into the effect of so journ on

the performance of the informants involved in ths research.
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Debe?2 Entira SEQECh

For the purpose of the investigation the informants were divided by
sojourn length into four categories on an interval scale as follows:-

Sojo_urn 1 = &2 years

Sojourn 2 2 - 5 years

>9 = 10 years

Sajourn 3
Sojourn 4 = >»10 years
Secondly, sojourn in England was interpreted as sojourn in any country
where English is the first-language. Thse hypothesss tested in respect of
the sojourn variable were, again, stated as HEl and H, .

1
ou H ¢ The speech sample of informants with a higher sojourn index will

o

.contain a significantly less amount of source-language forms than that -of

;informants with a lowsr sojourn indsx.

R H1= The speech sample of informants with a higher sojourn index will
not contain a significantly less amount of source-language forms than that
0f Anformants with a lower sojourn index.

. An uncontrolled breakdown of the informants again indicated that more
.than half (tuwenty-eight, to be specific) of the fifty informants were in
-the lowest sojourn grouping while only nine, six and seven were in the

-sgcond, third and fourth groups respectively. As indicated in Table 5, 11

one would conclude, not scientifically of course, that sojourn had no

positive influence on the informants' speech: it appears negative, in fact.
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TABLE 5, 11: MEAN FREQUENCIES FOR INFORMANTS_BY SOJOURN GROUPS (Urcontrolled)

p  SOJOURN GROUP POPULATION MEAN FREGQUENCY

854+679

B67+667

897167

945+000

A controlled population breakdown howsver indicated that only one group
was suitable for the t-test. That was the group comprising informants with
agﬁ;revious phonetic training (Training 2) and with education Level thres,
 but who differed only in belonging to sojourn groups one and two. AN effort
to select a similar group with previous phonstic training provided fourteen
, ﬁ‘inf‘ormants in sojourn group one but only two in group two. The number in ke
:jSECU“d group was considered too small compared to the number in the first.
The results for this grouping were therefore ignored although the frequency
:ﬁeans were B804.4286 for sojourn group one and 7510000 for group two, whilse

the probability value was 0¢524; all not really different from the general
pg}tern of the results. The results for the only grouping considered are

| - presented in Table 5, 12,

TABLE 5, 12:¢ SUMMARY OF T-—TEST RESULTS FOR SOJOURN GROUPS

MEAN Te VALUE | 2-T PROBABILITY

z 0996

-
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It was observed, as can be ssen in Table 5, 12, that though the
~pppulation in the second group was just half that in the first the frequency
mean for the two gréups was about the same. The mean for group one was just
~ 0375 more than the mean for group two, an indication that there was hardly

any, difference between the two groups. This was again confirmed both by the

PR o

t-value of zero and the 2-t probability at 0+996. The probability of 0996

*I‘H‘ f-

is far outside the one percent significance level being used. 1t was there-

fore concluded that there was no significant differencs between the two

éroups. Consequently, Ha was rejected and H, was accepted.

1

»
-’ﬁ
¥
:

N ey T, a

S«6.3 Consonants and Vowels

The same significance tests were carried out for the groups separately
,fu} each of consonant and vowel segments. The object was to see whether any

difference existed batween informants' performance in the two areas in

résﬁect of sojourn. The results are summarised in Tables 5, 13 and 5, 14,

!L_F ¥

respectively, for consonants and vouwels.

.IEELE_E;_JEE_ SUMMARY OF SIGNIFICANCE TESTS FOR SOJOURN GROUPS IN CONSONANTS

1™ -

| sojourn 1 306+ 2500 | o
e et e 10 - 027 0795
" | “Sojourn 2
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1t was observed that though the frequency means were only slightly
different as betwssn the two groups in both consonants and vowels, group

one had a lower (by 16+5) mean than group two in consonants. On the other

. TABLE S, 14: SUMMARY OF SIGNIFICANCE TESTS FOR SOJCURN GROUPS IN VOUWELS

)
. D72 0488
k Sojourn 2 600+0000

- hand, it was group two which had a lower (by 16+875) mean than group one in

- vowels. Secondly, the means for both groups were lower in consonant seg-
ments than in vowel segments. The trend, again, was that informants

. deviated more from standard R.P. in vowel segments than thay did in con-

- sonant segments. Finally, the probability levels werae 0¢795 for consonants
- and 0+488 for vowels indicating that, though the probabiliiy was nearer
ds~significanc9 in vowels than in consonants, in none of the two segment types
- did it reach the established significance level. 1t was concluded that the
 difference caused by sojourn between the two groups was not significant in

..elther casse. H0 was therefore rejected while H1 was accepted in both cases.

* In conclusion, it was noted that in all the three cases examined - overall

‘speech, consonants and vowels -~ H_ was rejected while H, was accepted with-

1

.- out exception.
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S.7 SUMMARY

In the investigation of possible correlation between linguistic per-
formance and the sociological variables (sex, education, sojourn and phonetic
training) it was discovered that the influsnce of each sociological variable
on phonological performance did not reach significance at one percent. As a
result, the null hypothesis, H0 was not accepted in each case. The results

obtained in respect of two of the sociological variables, namely sex and
phonetic training, though not reaching significance at the set level, appeared,
however, to agree with general intuitive prediction. For example, in the
first, the mean freguency of non-target language forms was greater for male
than for female informants; the actual figurss being 8158182 for males and
762+6667 for females. In phonetic training the corresponding frequencies wsre
804+4 and 923+*1 for the plus- and minus-phonetic training groups respectively.
It was therefore suspected that statistics based on data from a larger number

of informants in their natural speech environment might, in fact, provide
differences that would reach significance at the said lsvel. The results
obtained in respect of the two other variables (sojourn and education) wers
both below the significance level and at variance with intuitive expectation.

In sojourn there was hardly any difference betwsen the mean frequencies for
the two groups sxamined. The means were 923¢1 and 922+8. 1In education the
facts were still more astonishing in that the informants who had attained

higher education levels actually had a higher frequency mean than those who

had lower education, the figures being 9231 and 9138 raspectively for the

two groups. It would seem, therefore, that neither education nor so journ -

actually had any influence on the performance of the informants.” The opinion

T
O

. y oy B ‘ _: - “
of McCarthy (1978) that sojourn is not likely to benefit a sacond-language
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speaker in segmental phonology appears to have been thus vindicated. Any

efforts to remedy non-target language segmental pronunciation, it appears,
should be in terms of greater phonetic training, rather than in sending
speakers ‘'abroad!.

It was observed that the significance level of one percent which was
used in the statistical tests was a very high one. For example, the 0:027
probability value calculated in respect of phonetic training would have
reached significance had a more permissive level, say 0¢05, been used. The
high level of significance chosen was, however, necessary to avoid reaching
conclusions which subsequent data could easily refute, especially in visw of
the various limitations on the data, as explained in the final paragraph
below.

In the separate tests for consonant and vowsl segments none of the soclo-
logical variables appeared to have caused any differences that spproached
significance. H_ was, again, therefore rejected in respect of each variable
in both segment types. It was however observed that the difference among in-
formants that could be attributed to the sociological variables was nearer
significance genserally in vowel than in consonant segments. Secondly, the
frequency mean of source-language forms was in each case much highsr in vowel
than in consonant segments, thus confirming the suggestion.(made in 4.3) that
the informants deviated more from R.P. in vowel than in consonant segments.
This, as suggested in 5.5.3, could be as a result of the fact that more ., . .-
emphasis is placed on the differences between English and, Yoruba in#consnnanfﬁ
than in vowel segments in the teaching of English in Nigeria.: It would ... o
appear, therefore, that more problems.of communication.between a Yorubaiimmif
grant and a native speaker of English arise from the immigran#'s Prohuﬁgiatiopl

of Ehglish vowels than of consonants. The Yoruba immigrant Tayfitharﬂforﬁ. béq
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naturally indignant (see Hughes and Trudgill, 1979; p. 1) that while he is

little understood by the native speaker the English that he,tooyhears is
hardly intelligible. One important factor in the communication problem

may also be the fact, pointed out by Trudgill (1979) that only an estimated

three percent of the population of the United Kingdom speak R.P.

Finally, it was recognised that, because of the essentially limited
population covered by the present research, the results obtained from sub-
sequent works based on much larger population samples and an equally expansive
list of phonological items will be of immense value in confirming or refuting
the findings from the present investigation. Secondly, the obvious limitations
of the present investigation nsed to be avoided, as much as possible in such
future endeavours. For example, it was pointed out (both in 2.2.1 and
4.4.3) that a number of unavoidable problems might have led to distortion of
the data. Paramount amongst these problems was the observer paradox by which
the observer who wants to collect authentic data causes that data to be dis-
torted by his mere presence. The informantt*s awareness that his speech was
being recorded and was to be used for certain analytic purposes must have
caused many of them who were able, within their latent competence in English
to do so, to try to approximate standard R.P. in their spesche. This was
certainly a serious defect in the data but the only way to obviate it was to
resort to illegality, if not immorality, by recording informants' spsech
samples without their awareness and consent. Even if, and when, thesse prob~-
lems are overcome, no conclusive definite statements will have been correctly
made. The problem of suprasegmental phonology explained in 3.4.4 will have

to be overcome to enable any reliable general statements on second-=language
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phonology to be made. And if such statements are to be made about second-
language speech as a whole similar investigations at the lexical, syntactic
and discourse levels need to be carried out. One would then be in a
position to make valid pronouncements on the various aspscts of second-
language speech investigated. 1In visw of these very great problems the

findings from the present investigation can only be both partial and

tentative,.
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APPENDIX

APPLICATION OF QUESTIONNAIRE

The following*is a brief guide for administering the questionnaire;
It is to be strictly followed during each interview to ensure uniformity
and reduce fo the barest minimum the incidence of interviewer influence.
Record all the interview, including any digressions. There should be no
brea£ in the recording. ‘
Procedure:

After establishing necessary rapport with the §ubject,proceed as
follows: -

1. Section A; Personal details:-

Ask the questions in the order in which they are written on the
sheet. In effect this amounts to a discussion the whole of which should
be recoréed; Needless to say that it should be wholly in English.

2. Section B:‘Passage for reading:=—

The passage, which is on a sepéﬁéteNSheet, should be glven to the

subject.,

3. Section C: Individual words:=
" The woxrds to be said aloud are printed, one on a card. The cards are
numbered with the sole aim of avolding the possible effects of context. The

cards should therefore be presented in serial order and only one at a time,
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QUESTIONNAIRE

Section A: Personal details

1. Name: Mr/Ms

2. Home-town and district:

3. FirsF language and dialects:

4. (a) Highest academic qualifications:
(b) Preséﬁt.occupation:

5. Language of instruction for 4 (a):

6. Other languages habitually used:

7. Place and period of domicile outside Yorubaland:

Section B: Passage for reading

Kindly read aloud this passage:=
It is now over nine years since television was introduced to the
people in the rural areas of Nigeria, particularly in Yorubaland. It is
therefore high time we tried to measure the impact of that civilising channel

-

on education on the outloock of the people in those areas. For this purpose
we might divide the areas concerned into small zones, though this is only a

theoretically expedient measure. It should not be thought that human beings
could be divided into discrete units or teams for this purpose as for a game
of rugby with two clear teams. Sec;:md]:y, we should be prepared to go into
the thatched huts of the poor peoi::le in the outskirts of town to chat to them

on the topic. Of course, this means that we shall need to switch between
various dialects of the Yoruba language =~ a feat which many villagers perform,
often with amazing smoothness and ease. Let us say that we shall spend five
days on a sample survey. On Sunday we do the preliminary paperwork and
conduct the interview proper on Monday through Thursday, barring heavy rains

or the blazing sun.
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Section C: Individual words:=- each on a card

i. cCart, bard, cat, bad,
ii. bid, ship, sheep, bead,
iii. shed, shirt, bird,.firm,
iv. c¢ourt, bought, cot, cut,

v. full, foot, fool, rude.

Section D: Phonetic training:~ Discuss as in Section A.



