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Abstract 

Mixed-phase clouds contain both liquid and ice particles. They have important roles in 

weather and climate and such clouds are thought to be responsible for a large proportion of 

precipitation. Their lifetime and precipitation rates are sensitive to the concentration of ice. 

This project focuses upon the formation of ice within clouds containing liquid droplets 

colder than 273 K. A new bench-top instrument has been developed to study ice nucleation 

in liquid droplets.  

Pure water droplets of sizes relevant to clouds in the lower atmosphere do not freeze 

homogeneously until temperatures below ~237 K are reached. However, literature 

measurements of nucleation rates are scattered over two kelvin and there is uncertainty over 

the actual mechanism of ice formation in small droplets. The freezing of droplets with 

diameters equivalent to ~4 – 17 µm has been observed. It was found that ice nucleation 

rates in the smallest droplets of this size range were consistent with nucleation due to the 

droplet surface, but that surface nucleation does not occur at fast enough rates to be 

significant in the majority of tropospheric clouds. 

Water droplets can be frozen at higher temperatures than relevant for homogeneous freezing 

due to the presence of a class of aerosol particles called ice nuclei. Field observations of ice 

crystal residues have shown that mineral dust particles are an important group of ice nuclei, 

and the ice nucleating ability of seven of the most common minerals found in atmospheric 

dust has been described. In comparison to the other minerals, it was found that the mineral 

K-feldspar is much more efficient at nucleating ice. To relate this result to the atmosphere, a 

global chemical and aerosol transport modelling study was performed. This study 

concluded that dust containing feldspar emitted from desert regions reaches all locations 

around the globe. At temperatures below ~255 K, the modelled concentration of feldspar is 

sufficient to explain field observations of ice nuclei concentrations. 
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Chapter 1. Introduction 

The weather and climate are subjects of great interest to society and the ability to predict the 

weather is of general importance to the public. For example, weather forecasts on all time 

scales are financially significant for industries such as retail[1], agriculture[2], insurance[3] 

and energy[4]. It also impacts upon personal safety in the form of preparedness, immediate 

response and policy making to deal with extreme events such as droughts, heat waves, 

flooding and wind storms[5]. As well as predicting day-to-day and month-to-month weather, 

understanding the processes occurring in the atmosphere is essential for predicting future 

climate.  

The main force driving weather and climate is the flow of energy around the atmosphere[6]. 

Solar radiation enters at the top of the atmosphere (Figure 1.1), with a large portion passing 

through to heat the surface at the bottom of the atmosphere. The warmed surface emits 

energy upwards in the form of infra-red radiation, the majority of which is absorbed by the 

atmosphere. Additional heat transfer from the surface to the atmosphere occurs through the 

upwards movement of warm air and water vapour. The atmosphere emits the absorbed 

energy as infra-red radiation, both toward the surface and out to space. 

 

Figure 1.1. An estimation of the flow of energy around the Earth’s atmosphere. Shown are 

globally and annually averaged energy flows, given in W m-2. The top third of the chart 

represents energy flows through the top of the atmosphere, the middle third flows within the 

atmosphere, and the bottom third at the surface. The left half of the chart deals with solar 

radiation, the right with terrestrial radiation. From Trenberth and Fasullo[7]. 
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By comparing the incoming and outgoing radiation, any energy imbalance can be estimated, 

potentially warming the planet and causing climate change. From the measurements in 

Figure 1.1 the difference between incoming and outgoing radiation at the top of the 

atmosphere was estimated to be 0.9 ±0.5 W m-2 (ref [7]). However, the uncertainties in 

estimations of the energy transfers in the rest of the atmosphere are significant. For 

example, Trenberth and Fasullo[7] estimated an uncertainty of ±14 W m-2 within the 

components of the hydrological cycle, due to a lack of direct measurements of elements 

such as surface evaporation. The change to the energy balance caused by perturbations to 

the atmosphere occurring since 1750 was estimated in the fourth Intergovernmental Panel 

on Climate Change (IPCC) report[8] at 1.6 (+0.8 -1.0) W m-2 (Figure 1.2). The report’s 

conclusion was that the climate is warming and that it is ‘extremely likely’ that human 

activities are responsible for the majority of change[8]. 

These estimations give the global average energy flow in and out of the atmosphere. This 

average represents a homogeneous surface devoid of features such as oceans, mountains, 

fields and forests, and without variations in solar radiation due to the curvature of the Earth. 

 
Figure 1.2. An estimation of the radiative forcing upon the climate by various effects, in 

W m-2. The sources listed give the radiative forcing due to the change in that quantity, for 

example the CO2 forcing is from the increase in CO2 levels due to human activity, rather 

than the absolute CO2 level. Taken from Chapter two of Working Group 1 of the fourth 

IPCC report[8]. 
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The differences in surface heating rates due to these features, along with Earth’s rotation, 

cause real world weather and climate patterns[6]. If a parcel of air is lifted upwards it cools 

due to expansion and after sufficient cooling water will condense from the air, forming 

clouds[9]. 

Clouds form an integral part of the climate system. As well as being responsible for 

precipitation[6,9], clouds and cloud processes have significant roles in the flow of energy in 

the atmosphere[7]. They scatter significant amounts of solar radiation back to space and are a 

major absorber/emitter of infra-red radiation in the lower atmosphere (for example see 

Ramanathan et al.[10] and Hartmann et al.[11]). Through this clouds directly influence surface 

temperatures, and through water transport and precipitation complete the hydrological 

cycle[12]. Therefore, to predict future climate trends and accurately forecast the weather and 

extreme events it is essential to understand the physics of clouds. 

One of the main factors influencing the radiative impact of a cloud is the number and size of 

the particles it is made of - liquid droplets[13] and ice crystals[14]. These factors also 

influence the lifetime and extent of clouds, mainly through precipitation (section 2.2). 

While the mass of water in a cloud depends upon atmospheric conditions (e.g. ref [15]), the 

concentration of cloud droplets is closely related to the number of aerosol particles within 

the cloud which provide a nucleus for condensation[9]. These cloud condensation nuclei 

(CCN) include industrial pollution[16], dust[17,18], smoke[19], sea salt[20], volcanic particles[21] 

and organic particles from sources such as vegetation[22]. Clouds with many of these 

particles will contain larger numbers of small droplets and as smaller droplets have a higher 

surface area to volume ratio, such clouds are optically thicker with enhanced effects upon 

radiation[13]. Smaller droplets are also less efficient at forming precipitation and thus tend to 

have a longer atmospheric lifetime[23] (see section 2.2.2). 

Human activities have changed, and continue to change, the amount of aerosol in the 

atmosphere[24], which has a cooling effect upon the atmosphere[8]. In Figure 1.2 there are 

two entries for aerosols: the direct effects of aerosol particles upon radiative transfer by 

scattering solar radiation to space and the varied ‘indirect’ effects aerosol has upon clouds 

(see Section 2.2), which include changes to precipitation. However, the uncertainty in this 

second radiative forcing was significant enough for the authors of the fourth assessment 

report of the IPCC to declare that[8]: 

“only the aerosol interaction in the context of liquid water clouds is assessed, with 

knowledge of the interaction with ice clouds deemed insufficient.” 

An important effect of aerosol upon the ice content of clouds is the called the Glaciation 

indirect effect[25], in which aerosol particles trigger the formation of ice. This effect is 
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possible as pure water droplets of sizes typical to clouds (~5 – 20 µm diameter[26,27]) 

typically freeze at 237 K and below[28,29]. A sub-set of the aerosol, referred to as ice nuclei, 

can catalyse freezing, increasing the temperature at which ice can form[30,31]. Ice nuclei can 

have a strong impact upon precipitation[32], and hence the lifetime of clouds (section 2.2). 

There are several different aerosol types known to be atmospherically relevant ice nuclei, 

such as volcanic ash, mineral dusts, soot and biological particles including bacteria[30,31], 

and a large proportion of nuclei are thought to be due to mineral dusts (Error! Reference 

source not found. and refs [33-36]). However, prior to the present study, of the eight most 

common minerals in the atmosphere only kaolinite, representing ~10 % of atmospheric dust 

(see Chapter 7), has been studied in detail[30,31] (i.e. sample composition/purity and surface 

area quantified as well as ice nucleating behaviour). As minerals have been shown to freeze 

at temperatures at least as high as 258 K[37] with considerable variability between different 

minerals[30,31,38-40] and between different samples of the same mineral[40-42], accurate 

modelling and prediction will be difficult without such a detailed study. 

To adequately describe the nucleating ability of substances that are not efficient ice nuclei, 

as well as to accurately describe freezing in clouds which do not contain significant ice 

nuclei[43], it is necessary to have an accurate understanding of the freezing of pure water. 

However, the current certainty in measurement of homogeneous freezing nucleation rates is 

poor, with literature nucleation rate coefficients scattered over a range of two Kelvin and 

three orders of magnitude[28]. Even the exact mechanism through which ice nucleates 

homogeneously is in question[44-46]. 

 

Figure 1.3. Classification of the main component of ice nuclei observed in a layer cloud 

over central USA. Ice nuclei were collected at an altitude of 8.3 – 8.7 km and measured 

using a continuous flow diffusion chamber (CFDC) operating at 242 – 239 K, with ice 

residues identified using aerosol time of flight mass spectrometry. From Pratt et al.[33]. 
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A cold stage instrument for the investigation of ice nucleation has been used recently to 

study the freezing of pure water[29] and nucleation by different minerals[41,47]. However, to 

increase the accuracy of the study of ice nucleation, especially homogeneous nucleation, 

improvements in temperature measurement and control are necessary, as well as the ability 

to measure ice nucleation by smaller droplets. 

1.1. Project objectives 

Knowledge of how cloud droplets freeze is important for the accurate prediction of weather 

and climate, but our understanding of ice nucleation by some of the common atmospheric 

aerosol types is limited. The main objectives of this project are to improve that 

understanding through the following aims: 

1. A) Develop the second generation of an existing bench-top instrument capable of 

measuring the nucleation of ice by pure water and droplets containing various 

atmospherically relevant species immersed in water droplets. 

B) Concurrently improve the statistical treatment of freezing data to produce more 

accurate nucleation coefficients. 

2. Accurately determine the freezing behaviour of pure water droplets, to enable the 

description of low-efficiency ice nuclei and to test the hypothesis that nucleation at the 

droplet surface is responsible for freezing in small water droplets. 

3. Acquire and characterise samples of the most common minerals found within 

atmospheric mineral dust and determine the ice nucleating ability of these minerals 

when immersed in water, to answer the question ‘does one mineral dominate ice 

nucleation by mineral dusts?’. If the result of this question is true, this may be able to 

provide a simple representation of ice nucleation by mineral dusts.  

Chapter 2 provides an in-depth exploration of the background to this project. Chapter 3 then 

completes aim 1A by providing a detailed description of the second generation 

experimental equipment and updated processes, followed by Chapter 4, detailing the 

analysis of freezing data (aim 1B). Chapter 5 completes the description of the experimental 

process, covering the characterisation of mineral samples required for aim 3. Chapter 6 is an 

investigation into homogeneous nucleation, utilising the ability of the new equipment to 

observe freezing in droplets less than 10 µm diameter to test the droplet surface nucleation 

hypothesis in aim 2. Description of the ice-nucleating ability of a range of minerals 

common to the atmosphere is provided within Chapter 7, answering the question of mineral 
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dominance in aim 3. The thesis culminates with a summary and important conclusions of 

the project. 
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Chapter 2. Background 

Liquid clouds form when a parcel of air has a water vapour concentration sufficiently high 

to cause the condensation of excess water vapour[9]. Precisely how much excess water 

vapour is required depends upon the air temperature and the characteristics and 

concentration of CCN present for nucleating the condensation of liquid droplets[9] (section 

2.2.2). This means that the number and size distribution of the resulting cloud droplets are 

controlled by the CCN concentration and the amount of excess water vapour in the air 

parcel. Some of these CCN, as well as other non-CCN aerosol particles in the cloud, may 

then initiate the freezing of cloud droplets[30,31]. In mixed-phase clouds, these ice particles 

grow as mass is transferred from liquid droplets to the ice crystals, as the equilibrium 

vapour pressure of liquid water is greater than that of ice (e.g. ref [32]). As ice nuclei are 

relatively rare in comparison to the number of CCN[48], at the time of freezing there is often 

sufficient liquid available for ice particles to grow large enough to fall from the cloud. 

These falling ice crystals then either evaporate below the cloud or reach the surface as 

liquid or ice precipitation. This ice-initiated precipitation is generally referred to as cold 

rain, whereas rain which has not resulted from the freezing of water is sometimes referred 

to as warm rain[9]. While the formation of ice is not a pre-requisite, precipitation due to 

freezing is frequent especially at higher latitudes[49,50]. As a precipitating cloud will 

generally have a shorter lifetime than a similar sized non-precipitating cloud[14], the 

initiation of the ice phase can have important consequences for the local and global 

radiation budget. 

2.1. Atmospheric Water 

Although the boiling point of water at standard atmospheric pressure is ~373 K, at 

temperatures below this water vapour is still present in air, tending to form an equilibrium 

with any liquid or ice present. The partial pressure of water vapour at equilibrium with a flat 

liquid or ice surface, referred to as the saturation vapour pressure, is different for ice and 

liquid and strongly depends upon temperature. Liquid water has a higher saturation vapour 

pressure than ice, and higher temperatures correspond to higher saturation vapour pressures. 

Equation 2.1 and 2.2 are parameterisations of the saturation vapour pressures over flat 

liquid and ice surfaces respectively, derived from experimental data[51]: 
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Equation 2.2 

In a closed system at steady state the partial pressure of water vapour, or humidity, in the air 

will be the same as the saturation vapour pressure. However, in open and non-steady state 

systems equilibrium between the different phases of water is rarely reached. Such systems 

can be as simple as an open beaker of water, a sealed vessel containing both ice and liquid, 

or as complex as the Earth’s atmosphere. The actual humidity in the atmosphere is usually 

at or below saturation, but is occasionally also above saturation. However, due to the 

dependence of the saturation vapour pressure upon temperature, knowing the absolute 

vapour pressure of an air parcel is not sufficient to describe conditions and it is often more 

convenient to use the ratio of the actual humidity to the saturation vapour pressure[6]. This 

ratio can be expressed as a percentage (relative humidity, RH) or a decimal (saturation, S, 

where S = 1 is equivalent to RH = 100%) and depends upon whether it is with respect to the 

liquid or solid phase of water. 

If S ≥ 1 the formation of liquid droplets and/or ice particles is possible. A frequent 

mechanism that produces a high relative humidity is to cool a parcel of air, typically due to 

adiabatic expansion during lifting[9]. This lifting can be caused by flow over surface features 

such as mountains, or due to updrafts caused by heating air at a location. In atmospherically 

relevant time scales and conditions, the formation of liquid droplets in particle free air 

requires Sliq > ~3 and ice particles Sice > ~15 (ref [9]). Droplets and ice can form at lower 

humidities than these if aerosol particles, referred to as nuclei, are present[9].  

2.2. Aerosol-cloud interactions 

The radiative impact of a cloud and the amount and timing of precipitation depend upon the 

mass of water in the cloud, how that mass is distributed between the ice and liquid phases, 

and the droplet/ice crystal size distributions. It is also related to the cloud’s optical 

thickness, which can be conceptually viewed as being proportional to the sum of the cross-

sections of the droplets/crystals the cloud is made of, the number and phase of which is 
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largely controlled by the type and concentration of aerosol particles present. The ability and 

concentration of these particles increases with cooling and at higher humidities[9]. If the 

number of cloud particles were to increase with no change to the mass of the cloud, the total 

cross-section and optical thickness of the cloud will increase[13]. Likewise, as precipitation 

requires cloud particles that are large enough to fall from the cloud, a reduction in the 

average cloud particle size will reduce precipitation[23]. As previously described, the 

presence of ice within a cloud also strongly influences precipitation via the cold rain 

process[32].  

2.2.1. Warm and cold rain 

Precipitation can be categorised dependent upon the presence of ice within the cloud[9]: 

warm rain, cold rain, and ice precipitation. Warm rain is liquid precipitation formed without 

the formation of ice at any point[9,49], whereas ice precipitation, such as snow, hail and 

graupel, is caused by freezing within the cloud[9]. Cold rain is ice precipitation which has 

melted before reaching the observer[52]. 

If an air parcel super-saturated with respect to liquid already contains liquid, the droplets 

will attempt to reach equilibrium with the surrounding air by reducing the water vapour 

pressure through condensation[9]. However, growth by condensation rarely produces 

droplets large enough to result in precipitation and such droplets typically form by droplets 

colliding and coalescing[9]. Precipitation is also initiated by the freezing of droplets. 

 
Figure 2.1. Schematic of the formation of precipitation by the Bergeron-Findeisen process. 

A) The presence of relatively rare ice nuclei results in the freezing of a minority of drops. 

B) Mass is then transferred from the droplets to the ice crystals via the vapour phase. 

C) The resultant large ice crystals then fall from the cloud. From Koop and Mahowald[53]. 
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When a few droplets freeze, they will rapidly grow by the transfer of mass from the many 

liquid droplets to the few ice crystals via the Bergeron-Findeisen process[32,53], often called 

cold rain (Figure 2.1). This transfer arises from the different saturation vapour pressures 

over liquid and ice surfaces which are at the same temperature. 

The relative global importance of warm and cold rain is difficult to estimate. Using satellite 

estimations of rainfall along with an estimation of cloud temperature, cold rain has been 

suggested to be responsible for ~70 % of rain in the tropics[49]. Observations made during a 

period in 2011, showed that in two-thirds of Californian winter storms precipitation due to 

warm rain was either in the minority or undetectable[50]. It was also estimated during this 

study that 74 % of all precipitation was due to ice processes, but the absence of significant 

warm rain may have been due to low cloud top temperatures which in all but one case were 

below ~255 K (ref [50]). These observations suggest that cold rain is an important 

mechanism for producing precipitation and as such is worthy of further study. 

2.2.2. Cloud condensation nuclei 

The majority of CCN are partially or wholly water soluble[9]. These particle’s ability to act 

as CCN is approximated by the combination of Raoult’s law and the Kelvin effect[9,54,55]. 

While insoluble particles can also act as CCN, they tend to be less efficient[9]. For example, 

the CCN activity of some mineral dusts is only comparable to that of soluble aerosol if the 

dust if it has reacted with atmospheric trace gases[17] or contains a soluble component[18]. 

CCN can originate from natural or anthropogenic sources. Notable CCN types include sea 

salt, some mineral dusts, organic particles usually originating from vegetation and pollution, 

sulphate particles due to volcanic eruptions and pollution, and soot particles originating 

from biomass burning and fuel burning[55]. Increases to the concentration of CCN, mainly 

due to anthropogenic activity, effect clouds through several mechanisms[8] (Figure 2.2). 

 
Figure 2.2. The direct and indirect effects of aerosol interactions with liquid clouds. Taken 

from Chapter two of Working Group 1 of the fourth IPCC report[8]. 
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Adding CCN to a cloud will result in higher concentrations of droplets with a smaller mean 

size, increasing the scattering of solar radiation and absorption of terrestrial radiation[13], 

and reducing the probability of warm rain[23]. Human activities have added CCN to the 

atmosphere[10]. The effect of these additional CCN on the cloud optical thickness has been 

estimated to cool the lower atmosphere by an equivalent of -0.7 (-1.1 +0.4) W m-2 (ref [8]). 

For comparison, the effect of anthropogenic emissions of carbon dioxide has been estimated 

at +1.66 ±0.17 W m-2, with the overall radiative forcing estimated as +1.6 (-1.0 +0.8) W m-2 

(ref [8]). The radiative impact of the cloud lifetime effects in warm clouds (i.e. due to the 

suppression of warm rain) has a less certain estimate of -0.3 to -1.4 W m-2, with a 

corresponding reduction in global mean precipitation of up to 0.13 mm per day[56]. 

2.2.3. Ice nuclei 

At atmospheric pressure, ice will melt at 273.15 K but below this temperature the freezing 

of water is not necessarily spontaneous. At below 273.15 K liquid water can persist for long 

periods of time, especially in small volumes such as cloud droplets (~5 – 20 µm diameter). 

In droplets this size, homogeneous freezing (the freezing of pure water) starts to occur at 

around 237 K[28,29]. Similarly to cloud condensation nuclei, particles called ice nuclei exist 

which can be catalyse freezing in a process called heterogeneous nucleation.  

2.2.3.1. Homogeneous ice nucleation 

In supercooled water there are large numbers of water molecules forming into clusters; 

which have an ice-like configuration and molecules are constantly leaving and joining these 

clusters. The change in Gibbs free energy from the formation of an ice-like cluster large 

enough to be approximated as a sphere is[54,57]: 

        
      (

    
 

  
)      

(1)   (2) 

Equation 2.3 

where ΔGn is the total energy change from the creation of a cluster of n molecules at a 

temperature T (in K). Term (1) of the right hand side is the energy required to create the ice-

liquid surface – the surface area of a sphere of radius rn multiplied by the ice-liquid surface 

energy, γiL. Term (2) is the energy released by bond creation within the volume of the ice 

cluster, where ν is the molecular volume and k the Boltzmann constant. S is the saturation 

over the ice germ, which for pure water is given by[57]: 

   
  
  

 Equation 2.4 

with P i and P L being the saturation vapour pressure over ice over liquid respectively. 
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P L is given by Equation 2.1, but calculating P i is not straight forward. Equation 2.2 gives 

the vapour pressure over hexagonal ice I, the form of ice most commonly present in nature. 

However, it has recently been suggested that the phase of ice formed during homogeneous 

nucleation is cubic ice I rather than hexagonal[29,58]. As vapour pressure measurements for 

cubic ice at a range of temperatures are not readily available, Murray et al.[29] provided a 

method of conversion between the cubic and hexagonal vapour pressures: 

  (
   
   
)  
     
  

 Equation 2.5 

where Pic and Pih are the saturation vapour pressures over cubic and hexagonal ice 

respectively, with P ih specified by Equation 2.2. R is the ideal gas constant and ΔG   c is the 

change in free energy due to the transformation from hexagonal ice to cubic ice. Measured 

values of ΔG   c vary between 50.5 and 160 J mol-1 (ref [59]), with the different values 

ascribed to the presence of varying amounts of hexagonal ice in the starting cubic ice[29]. 

Tanaka and Okabe[60] have shown that the temperature dependence of ΔG   c is small 

enough to be negligible (~0.1 J mol-1 K-1). More recently, work by Malkin et al.[61] using 

X-ray diffraction determined the structure of the ice formed at temperatures relevant to 

homogeneous nucleation. This work concluded that the phase of ice that nucleates is neither 

cubic nor hexagonal ice, but a random mixture of cubic and hexagonal layers, which was 

referred to as stacking-disordered ice I (ref [61]). While Malkin et al. did not suggest a 

more suitable value of ΔG   c, its outcome implies that previous works calculating ΔG   c 

were effectively measuring ΔG   sd. As such, in this work ΔG   sd and ΔG   c are assumed to 

be equivalent; for consistency with the work by Murray et al.[29] 155 J mol-1 is used. 

 
Figure 2.3. A comparison of the surface, volume and total Gibbs free energies for an ice 

cluster at 237 K. Once the cluster size reaches the maximum ΔG (~1.2 nm at this 

temperature) the addition of another molecule will cause a release of energy, leading to 

spontaneous crystal growth. ΔG tot is the left hand side of Equation 2.3 and ΔG sa and –ΔG vol 

are the first and second terms of the right hand side. 
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In Equation 2.3, the volume and surface terms have different radius dependencies. At very 

small radii (see Figure 2.3), the absolute volume term is smaller than the surface term. To 

increase the size of these small clusters energy needs to be added, inhibiting the growth of 

the ice germ. At every temperature the radius at which the cluster will grow spontaneously 

can be defined - when the addition of another molecule to the cluster will result in a release 

of energy. This is when dΔG/dr = 0, and at 237 K this is around 1.2 nm (Figure 2.3). 

Although the value of ΔGtot is larger than if no cluster existed, at this radii adding another 

molecule to the cluster reduces ΔGtot. Rearrangements of Equation 2.3 allow calculation of 

the radius, number of molecules and Gibbs free energy for a cluster where dΔG/dr = 0, 

referred to as a critical cluster and denoted with an asterisk: 

    
     

     
 Equation 2.6 

    
      

   

 (     ) 
 Equation 2.7 

Δ    
      

   

 (     ) 
 Equation 2.8 

where r*, n* and ΔG* are the radius, number of molecules and Gibbs free energy of 

formation of the critical cluster. The nucleation rate coefficient, with units of number per 

unit volume per unit time, is then derived via the Arrhenius equation[54,57]: 

    ( )        
(
    

  
)
 Equation 2.9 

where J hom(T ) is the temperature dependent ice nucleation rate coefficient and A hom is the 

pre-exponential, in cm-3 s-1. A number of different formulations for the pre-exponential have 

been suggested in the literature: 

Equation 2.10 and Equation 2.11 are two forms of the pre-exponential proposed by Huang 

and Bartell[58], Equation 2.12 proposed by Pruppacher[62], and Equation 2.13 by Tabazadeh, 

Djikaev and Reiss[44]. ν is the molecular volume (calculated from the density of ice), η the 

viscosity of water (extrapolated from Hallett[63]), S the super-saturation (relative to stacking 

disordered ice, using pressures calculated as per Murphy and Koop[51] and Equation 2.5), ρL 
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Equation 2.10 

(Huang 95 A[58]) 
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(Huang 95 B[58]) 
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Equation 2.12 

(Pruppacher 95[62]) 

      
    

 
 

Equation 2.13 

(Tabazadeh 02[44]) 
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and ρice the density of the liquid and ice phases[64], h is the Planck constant and NL the water 

molecule concentration (derived from ν). In Equation 2.11 c is the intermolecular spacing[58] 

(approximated here as double the radius of the molecular volume, assuming spherical), m is 

the molecular mass, and f is the fraction of collisions between liquid phase molecules and 

the growing ice cluster which result in the addition of that molecule to the cluster, taken to 

be a constant value of 0.27[58,65]. γiL, the ice-liquid surface energy is approximated by Huang 

and Bartell[58] as γiL = 20.14 + T /70. Example values of these pre-exponentials are shown in 

Figure 4.4 in Chapter 4. 

Over short temperature ranges, such as those experienced in typical homogeneous 

nucleation experiments, J can be approximated as log-linear[28,29]: 

    ( )         
       

   

     (   )        Equation 2.14 

in which a and b are empirically derived constants representing the temperature dependent 

and independent factors of both the exponential and pre-exponential in Equation 2.9. 

Nucleation itself is a probabilistic process and Equation 2.9 and 2.14 provide the mean 

number of freezing events per unit volume per second. The probability of a nucleation event 

occurring is related to the nucleation rate coefficient via the Poisson distribution[66]: 

  (  )   
(    ) 

  
       Equation 2.15 

where Px(Δt) is the probability of x nucleation events occurring in a droplet of volume V 

during a time period Δt. At values of J high enough to observe freezing events within 

experimental timescales, the probability that x is greater than one is non-zero. In practice 

this makes Equation 2.15 difficult to evaluate, as the majority of experimental instruments 

are only able to identify if a droplet is frozen or unfrozen. Therefore, it is more useful to 

define the probability of one or more event occurring in a droplet, via the definition of the 

probability of zero events (x = 0)[66]: 

  (  )    
       

    (  )      
      Equation 2.16 

This probability is equivalent to the fraction of droplets frozen[66-68], which can be 

independently calculated by observations of freezing events[28,29,54]: 

  
  
       ( )    Equation 2.17 

in which ni is the number of droplets frozen during Δt, at the start of which nL drops are 

liquid. This method of calculation has the effect of turning the analysis into a series of short 

constant-temperature (isothermal) experiments, which requires the assumption that the 
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mean droplet volume, V, and J do not change significantly during Δt. A detailed analysis of 

the validity of this assumption about J appears in Chapter 4; the relevance of the assumption 

of a constant volume during the time step has been minimised by only calculating 

nucleation coefficients using droplets of the same measurement size. 

Rearrangement of Equation 2.17 allows the calculation of J from experimental data: 

 ( )    
  (  

  
  
)

   
 Equation 2.18 

In the calculation of the Gibbs free energy of the creation of the critical ice cluster, there is a 

term for the ice-liquid surface energy. The standard methods for estimating this surface 

energy are only valid for the bulk substance and are not suitable at ice germ size scales. The 

ice-water surface energy γiL can be estimated from experimental values of J by inserting 

Equation 2.8 into Equation 2.9 and taking the natural logarithm[29]: 

      ( )           
      

   

     (   ) 
 Equation 2.19 

In cloud sized droplets (~5 – 20 µm diameter[26,27]), homogeneous freezing occurs at 

~234 K – ~237 K. Within this range, experimental results from a number of authors are 

present in the literature (Figure 2.4).  

 
Figure 2.4. Summary of homogeneous nucleation rate coefficients from the literature. 

Sample error bars are provided when available. Note the spread in the data of around 2 K, 

larger than the quoted temperature uncertainties. Data are from a range of techniques such 

as aerosol flow tubes, electro-dynamic traps, hydrophobically supported and emulsion 

experiments[28,29,42,69-82]. 
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While the literature works agree on the value of J there is a spread in the temperature of the 

results of ~2 K, equivalent to three orders of magnitude. Uncertainties have been provided 

by some authors, it is likely that the principle cause of temperature scatter is due to the 

absolute accuracy of temperature measurements rather than uncertainty in the calculation of 

J (ref [28]). In comparison to temperature measurements volume measurements are 

relatively accurate. For example, the smallest droplets discussed in Chapter 6 cover a range 

of 5 ±1.25 µm diameter, which corresponds to volumes between 95 % larger and 58 % 

smaller. 

2.2.3.1.1. Homogeneous nucleation at the droplet surface 

In 2002, it was suggested that homogeneous nucleation may be occurring due to the droplet 

surface as well as the droplet volume[44,83]. This conclusion came from the discovery that for 

some experimental setups, the scatter in the nucleation rate coefficient was reduced if the 

results were normalised to the droplet surface area rather than volume[44]. It has been 

hypothesised that surface nucleation can occur in one of two ways; either as a genuinely 

two dimensional surface based process, or as a process which occurs within the volume of a 

thin surface layer[46]. The volume of this layer can then be approximated by multiplication 

of the droplet surface area by the thickness of the layer[46]. 

Two different effects may encourage nucleation at the surface: firstly, a reduction in the 

overall ice cluster surface energy due to part of the cluster being in contact with the droplet 

surface[83], resulting in a smaller critical cluster and a shallower temperature dependence 

(Figure 2.5, in Equation 2.14 γiL is reduced). Secondly, changes to the molecular 

characteristics near the droplet surface, such as charge distribution, density and molecular 

ordering[84,85]. A reduction in density would increase the molecular volume, steepening the 

temperature dependence (in Equation 2.14 ν is increased).  

 
Figure 2.5. Schematic representing volume and surface based nucleation. A) volume 

nucleation, B) surface nucleation. The area marked v represents the vapour phase, l the 

liquid phase and s the initial solid cluster. Adapted from Figures 1 and 3 of ref [83]. 

 



17 

 

 

However, the small volume of a near-surface layer means that the pre-exponential needs to 

be several orders of magnitude larger for surface nucleation than for volume nucleation[46]. 

In all forms of the pre-exponential listed previously (Equation 2.10  to Equation 2.13) 

increasing ν causes a reduction. This implies that either the descriptions of the pre-

exponential derived for volume nucleation do not correctly represent surface based 

nucleation, or that properties other than ρL and ν need change to result in a larger pre-

exponential. 

The overall homogeneous nucleation rate can be calculated by the summation of the surface 

and volume rates:  

             Equation 2.20 

Where Jtot is the total nucleation rate, JV and Js are the droplet volume (V) and droplet 

surface (s) nucleation rate coefficients respectively. Using the total nucleation rate in 

Equation 2.20 to revise Equation 2.17 allows calculation of the number of droplets 

frozen[44,77,86]: 

  
  
    (     ( )  ) Equation 2.21 

Equation 2.20 suggests that the relative importance between the surface and volume 

nucleation rates will depend upon the droplet radius[44,77,86]. This allows for the definition of 

a specific radius at which the nucleation rates due to the volume and surface of a spherical 

droplet are equivalent (referred to in the literature as the critical radius, but referred to here 

as the equivalent radius req to prevent confusion with Equation 2.6)[44,77,86]: 

   ( )  
   ( )

  ( )
 Equation 2.22 

From the comparison of nucleation rates in 19 and 49 µm radius droplets, Duft and 

Leisner[77] concluded that, if surface nucleation is important, at 237.1 K req is no greater 

than 4 µm. Recent experiments by Kuhn et al.[86] and Earle et al.[81] found values of req of 

3.4, 5.1 and 7.7 µm at ~236.15, ~235.5 and ~234.75 K. At significantly larger (smaller) 

radii nucleation by the droplet volume (surface) will dominate the observed nucleation rate. 

By the derivation of Js and req, the hypothesis that nucleation at the droplet surface is 

responsible for freezing in small water droplets will be tested (Chapter 6). 

2.2.3.2. Heterogeneous ice nucleation 

Within relevant time scales, freezing at temperatures above those for homogeneous 

nucleation freezing can be triggered by the presence of a particle, or nucleus, causing 

heterogeneous ice nucleation. This nucleus acts by providing a surface for ice clusters to 
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form on, reducing the energy requirement, ΔG*, in Equation 2.9. This increases the 

nucleation rate coefficient and hence the temperature at which ice formation occurs within 

observable time scales. There are several pathways, or modes, of freezing and which modes 

are active depends upon the humidity and presence/absence of liquid water and the location 

of the particle relative to this water. 

2.2.3.2.1.  Modes of heterogeneous ice nucleation 

Deposition mode and condensation mode freezing are when water vapour deposits directly 

upon a dry aerosol particle, resulting in the formation of ice. In deposition mode nucleation, 

a critical ice cluster grows on the particle surface directly from vapour in the absence of any 

liquid[9,54,87]. Condensation mode is when a liquid water cluster condenses from vapour and 

freezes before a bulk liquid phase can form[87]. Experimentally, condensation mode and 

deposition mode are usually differentiated using humidity[31,35,54] – super-saturation with 

respect to ice but not liquid implies deposition freezing; super-saturation with respect to 

liquid implies condensation. Condensation and immersion freezing can be difficult to 

differentiate between, especially in laboratory equipment where the initial formation of the 

liquid phase is not explicitly observed, such as in continuous flow diffusion chambers 

operating at Sliq ≥ 1 (ref [42]). Pruppacher and Klett differentiate condensation and 

immersion freezing using the temperature that condensation of the liquid occurred – above 

273 K is immersion and below is condensation[9]. The alternative definition described by 

Vali[87] and Young[54] of condensation freezing occurring during the process of condensation 

and immersion freezing at some time after condensation is completed is used here. 

 
Figure 2.6. A summary of all the different heterogeneous nucleation modes, relative to the 

saturation ratio and temperature. See the text for a description of each nucleation mode. 

The homogeneous freezing of pure and solution droplets, along with immersion mode 

freezing of solution droplets are shown for reference. From Hoose and Möhler[31]. 
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Condensation mode nucleation has been theorised to occur when liquid and ice-like clusters 

exist independently upon a dry particle[54]. At some point, an ice cluster is hypothesised to 

exist which is at a sub-critical size with respect to deposition nucleation but a super-critical 

size with respect to immersion freezing. If a liquid-phase cluster on this same particle then 

becomes super-critical and grows spontaneously, it will eventually come into contact with 

this ice cluster and condensation is quickly followed by freezing[54]. This rate-determining 

step of liquid condensation makes condensation freezing different to immersion freezing. 

Aside from knowledge of the humidity of the ambient air, observational differentiation 

between these two types of nucleation is difficult[9]. At Sliq ≥ 1, it could be assumed that the 

mode of freezing is condensation, however this does not exclude the possibility that a 

critical ice germ formed without condensation of the liquid phase. Likewise, nucleation at 

Sliq < 1 would suggest that freezing is due to the deposition mode, but sufficient liquid may 

be present in pores and cracks due to capillary condensation, allowing 

immersion/condensation freezing[88]. Additionally, Ostwald’s rule of stages implies that the 

liquid phase, the creation of which is energetically less demanding, will be present as a 

short lived intermediate step even in deposition mode freezing[57]. 

Immersion mode freezing requires a particle in direct contact with liquid water and the 

critical ice cluster forms upon the immersed particle surface[54,87]. This particle does not 

need to be a solid so long as there is defined boundary between the two phases (for 

example, an immiscible organic liquid[89]). Ice clusters then form at the phase boundary, 

causing a reduction in the energy requirement of nucleation. This is discussed in more detail 

in the following sections. 

Contact mode nucleation is when a particle comes into contact with the surface of a liquid 

droplet causing freezing[9,54,87]. The particle typically originates from outside the droplet, 

and freezing is caused by the impact or the presence of the particle at the surface, rather 

than purely due to the liquid and particle surface touching as in the immersion mode. This 

results in droplets which freeze several degrees higher than the same particle freezes in the 

immersion mode. For example, kaolinite froze at less than 243 K in the immersion mode 

but exhibited contact freezing at above 253 K in a laboratory experiment[79]. 

Alternatively, the particle causing freezing can be on the inside of the droplet, which is 

referred to as inside-out contact freezing, as demonstrated by Durant and Shaw[90]. In 

experiments varying the position of sub-millimetre sized particles in droplets of about three 

millimetre diameter, particles were in contact with the droplet surface were observed to 
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freeze at about 5 K warmer[90]. In similar experiments, Fornea et al.[91] observed a 

temperature shift of 5-10 K when a particle came into contact with the droplet surface. In 

experiments using atmospherically relevant droplet/particle sizes this method of freezing 

will be difficult to differentiate from immersion freezing. A potential method to 

differentiate between immersion and inside-out contact would be to repeatedly freeze the 

same droplet as it evaporates (the method used by Durant and Shaw[90]) to observe a 

significant change in freezing temperature as particles reach the surface.  

The Relative importance of the nucleation modes in mixed-phase clouds can be determined 

from observations of ice in the atmosphere. For example, measurements of atmospheric ice 

in the south of England showed that 95 % of ice particles formed at above 253 K originated 

in clouds containing liquid water[92]. This finding is similar to observations of stratiform 

clouds at high latitudes, which indicated that for ice to form at temperatures above 243 K 

supercooled liquid droplets had to be present[93]. It was further observed that layers of ice-

super-saturated air containing aerosol but not liquid droplets present did not produce ice[93]. 

Observations of ice nuclei in Alaska found that the number of nuclei active at above water 

super-saturation was eight times higher than below[94]. Additionally, in cloud layers in the 

dusty outflow from the Saharan Desert over Cape Verde observed by Ansmann et al.[95], 

99 % of altocumulus clouds contained liquid water at cloud top, even though 20 – 70 % of 

clouds observed at below 263 K contained ice. 

These observations do not categorically rule out the formation of ice by the deposition and 

condensation modes. However, the requirement that liquid water is present before ice 

formation strongly suggests the contact and immersion modes are important. Also, the 

infrequency of observations of ice-only clouds above 238 K, as in the four year 

observational record of Westbrook and Illingworth[92], suggests that these are the main 

methods of ice formation. This is further supported by cloud chamber experiments with 

mineral dust aerosol at above 233 K, in which the formation of liquid water always 

preceded the formation of ice[96]. Conversely, observations of smoke-affected altocumulus 

clouds in Alaska revealed the formation of ice prior to reaching liquid water saturation, 

suggesting that in this case deposition nucleation was active[97]. There have been a number 

of observations which suggested contact nucleation was a major cause of ice formation[98-

100]. Some of the observations were in sections of evaporating cloud[98,99], and it has been 

suggested that contact nucleation is only favourable in evaporating clouds[101]. 
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Modelling studies have attempted to determine the contribution of each ice nucleation mode 

but it is still not clear. In a global climate model study of mixed-phase clouds, Hoose et 

al.[102] found that the majority of ice was formed through the immersion mode, with contact 

and deposition mode of secondary importance. In a modelling study by Field et al.[103] 

attempting to simulate a layer cloud observed over central USA, it was concluded that the 

cloud was best described using immersion mode nucleation. The observational phase of this 

project did not see any evidence to suggest significant deposition or contact nucleation 

occurred[104]. In a modelling study of persistent Arctic strato-cumulus clouds, immersion 

and deposition ice nuclei were found to activate and sediment from the cloud early in its 

lifetime, with continuing ice formation provided by contact nucleation[105].  

These observations and model results suggest that while in some circumstances contact and 

deposition nucleation are relevant, immersion mode nucleation is the most important 

pathway for the creation of ice in mixed-phase clouds. 

2.2.3.2.2. Immersion mode ice nucleation – stochastic descriptions 

In the literature, two main models have been proposed to describe immersion mode 

heterogeneous freezing. In the first, the stochastic description, the statistics of the process 

are assumed to conform to the classical theory derived for homogeneous freezing (section 

2.2.3.1), with a reduced energy barrier. The second model simplifies nucleation by 

assuming that in a cooling experiment the temperature of freezing does not depend upon the 

cooling rate and time[68]. Therefore, each droplet has a single characteristic freezing 

temperature at which nucleation occurs, giving the model its name, the singular 

approximation[68]. 

As the stochastic description assumes that heterogeneous nucleation occurs in the same 

theoretical framework as homogeneous nucleation, the heterogeneous nucleation rate 

coefficient for a uniform material can be described similarly to Equation 2.14: 

    ( )         
       

    

     (   )  Equation 2.23 

Where Jhet(T) and Ahet are the heterogeneous analogues of Jhom(T) and Ahom, and φ is a 

heterogeneous enhancement factor representing the reduction in the energy barrier vs. 

homogeneous nucleation (i.e. a reduction to γiL). All other variables in this equation are as 

defined in Equation 2.8. Jhet(T) is defined as the nucleation rate coefficient per unit surface 

area of immersed particle per second and Ahet has the same units. As with homogeneous 

nucleation (Equation 2.14), over short temperature ranges Equation 2.23 is frequently 
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approximated by an ln-linear temperature relationship. Following the same derivation as 

homogeneous nucleation via the Poisson distribution, Jhet(T) is determined from the 

observed droplet freezing: 

  
  
  (        ( )   ) Equation 2.24 

with the mean surface area of material immersed in each droplet, σ, replacing the droplet 

volume. As well as the same assumptions made in homogeneous nucleation (i.e. J and σ do 

not change significantly during Δt) there is the added assumption that the species 

responsible for nucleation in each droplet is the same and that the relationship between σ 

and this species is the same in every droplet. This extra assumption can break down in cases 

where the ice nuclei are at a low concentration[106], which can be due to the experiment 

being at a low concentration or if the sample contains a rare but active 

contaminant/impurity. For example, a kaolinite sample used in immersion mode 

experiments by Lüönd et al.[42] has been suggested to contain ~17 % of other minerals[107] 

which, due to their lower concentration, would probably fail this assumption if they were 

active as ice nuclei. Also, if the ice nuclei have a size distribution and a low concentration, 

the observed freezing may be affected by this distribution. 

In some experimental methods, including the cold-stage method used here (Chapter 7), the 

surface area is typically calculated using the droplet volume. Therefore, it is not possible to 

take into account particle size/concentration distributions in the statistical process, which 

may result in the calculation of inaccurate nucleation rate coefficients. Experiments must be 

designed to avoid this problem, by using samples without rare impurities at concentrations 

high enough that each droplet contains sufficient particles that the variability in the surface 

area contained in the droplets is small. 

The heterogeneous enhancement factor, φ, in Equation 2.23 is an empirical factor which 

can be used to relate the observed nucleation rate coefficient to the surface energy between 

the particle and ice cluster. If the spherical-cap upon a flat surface geometry is assumed 

then φ is calculated from θ, the contact angle between the ice cluster and particle [9,41,57]: 

   
(  c s  )(  c s  ) 

 
 Equation 2.25 

 

 
Figure 2.7. Idealised schematic of the surface tensions, or energies, between three phases. 

The surface energies between the three phases balance, as per Equation 2.26[9,54,57]. 
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As the geometry of this formulation is idealised, the contact angle calculated from this is 

only suitable as a method of empirical and qualitative comparison between different 

nuclei[29]. The maximum and minimum values of φ correspond to contact angles for 

hypothetical wholly ineffective nuclei (θ = 0°, the surface has a tangential contact to the 

spherical cluster, equivalent to no contact at all) and wholly effective nuclei (θ = 180°, the 

‘spherical’ cluster has an infinitely flat contact with the surface), with all known nuclei 

having 0 < θ < 180°, equivalent to 0 < φ < 1. 

While more complex surfaces such as spherical-caps interposed upon concave and convex 

surfaces have been considered, the formulations of φ resulting from them are complicated 

(e.g. Fletcher[108]). However, with the experimental instrumentation currently available it is 

not possible to know the morphology of the site of nucleation, which is not necessarily the 

same as the bulk surface of the particle. 

The contact angle in Equation 2.25 is related to the surface energies of the ice-liquid-

particle system by balancing the surface energies of these phases (Figure 2.7)[9,54,57]: 

    c s              Equation 2.26 

where γiL, γip and γpL are the surface energies of the ice-liquid, ice-particle and particle-

liquid boundaries respectively. However, due to the large geometric uncertainties in 

calculating θ from φ (e.g. Equation 2.25), it is better to directly compare the nucleation rate 

coefficients of different nuclei, and this is the method which will be used throughout this 

project. 

To provide a more robust description for situations where the assumption of droplet-to-

droplet homogeneity breaks down, an extension to the stochastic model has been 

suggested[41,47,66]. This extended model, named the multiple component stochastic (MCS) 

model by Murray et al.[41] expands Equation 2.24 to incorporate the probability of freezing 

due to all of the nuclei potentially within the droplet. It is capable of handling both 

internally and externally mixed droplet populations. In an internally mixed droplet 

population, each droplet contains the same mixture and surface area of each material; in 

externally mixed populations there is droplet-to-droplet variability. This allows the model to 

explicitly account for the surface area distributions discussed above. To include the 

probability of freezing by the various nuclei, the probability of each nuclei not causing 

freezing is multiplied together. If there are x different ice nuclei, contained in y different 

droplet populations, then the fraction of droplets frozen in each population is[41,47,66]: 
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) Equation 2.27 

where and nL,y is the number of liquid droplets of population y at the start of time period Δt 

and ni,y is the number of droplets frozen from the population during this time period. Jx(T) is 

the nucleation rate coefficient of ice nuclei x, which has a mean surface area per droplet in 

this population of σx,y. Summing ni,y then gives the number of droplets frozen in the overall 

population[41,47]. Rather than assuming that every droplet is equivalent, it is now assumed 

that the different nuclei contained in a droplet do not interact, such as by surfaces being 

occluded by agglomeration. 

2.2.3.2.3. Immersion mode ice nucleation – singular approximations 

For situations where the assumptions in the stochastic model are not appropriate an 

alternative model has been suggested - the singular approximation. In this model each 

droplet, and hence the particles within it, is assumed to have a characteristic temperature at 

which it will always freeze, regardless of the cooling rate the droplet experiences[67]. The 

probability of a droplet freezing then depends upon the characteristics of the nucleus, its 

surface area and the droplet temperature. It is assumed that the observed nucleation in the 

population is driven by droplet-to-droplet and particle-to-particle variability rather than 

quantities such as time and the absolute ability of individual particles. Following a Poisson 

distribution based derivation similar to Equation 2.17 and Equation 2.24, the singular 

nucleation coefficient is directly derived from observations of freezing. Vali[68] formulated 

two coefficients to describe the nucleation by unknown particles in water, one referred to as 

the differential nucleus spectrum, k, and the second the cumulative nucleus spectrum K: 

  
  
  (     ( ) ( )  ) Equation 2.28 

  ( )

  
  (     ( ) ) Equation 2.29 

where n0 is the number of liquid droplets at the beginning of the experiment, ni(T) is the 

cumulative number of droplets frozen upon reaching T, and ΔT is the absolute temperature 

change between observations and is positive. As k and K can be calculated from the same 

observations, they can be related[68]: 

 ( )  
[ (    )   ( )]

  
 Equation 2.30 



25 

 

 

While these nucleus spectra are strictly empirical, the only assumption that is made in their 

use is that in Equation 2.29 the droplet volume is constant throughout the experiment. If this 

is not true, K cannot be calculated directly from Equation 2.29 as the volume used is 

associated with n0 but the freezing probability is related to the volume of the remaining 

droplets. In these cases, K can be derived via the calculation of k using a temperature 

dependent droplet volume with Equation 2.28 and Equation 2.30 (see appendix of Vali[68] 

and Chapter 4). 

This formulation of the singular approximation provided by Vali[67,68] used the droplet 

volume, as the concentration of material in Vali’s experiments was not known. When the 

quantity of material is known, alternate descriptions of the singular nucleation coefficient in 

Equation 2.29 exist depending on which units of the material are known: 

  ( )

  
  (      ( ) ) Equation 2.31 

  ( )

  
  (      ( )  ) Equation 2.32 

  ( )

  
  (      ( )  ) Equation 2.33 

where ns, nm and nn are the singular nucleation coefficients normalised to particle surface 

area[30,41,47,109-111], mass[30,111,112], and number[30], with σ, Cm and Cn being the mean surface 

area, mass and particle number per droplet. These different coefficients are then intended 

for use in different scenarios. For example, nn is suitable for describing the nucleation of 

droplets containing a known number of individual particles such as bacteria cells[113] or 

pollen[30], whereas nm is suitable for describing the nucleation of a material with an 

unknown surface area, such as a filtered soil[111,114]. However, as both of these methods 

assume that the surface area per mass or molecule is not significantly different between 

samples, it is more common to estimate the surface area and use ns
[30,31,41,42,47,107,109-111]. As 

the specific surface areas of bulk mineral dust samples can be estimated using gas 

adsorption techniques (see Chapter 5), in this project the singular nucleation coefficient will 

be calculated using Equation 2.31. 

2.2.3.2.4. Sources of heterogeneous ice nuclei 

Observations to identify atmospheric ice nuclei have been occurring since the 1950’s. The 

techniques for observing ice nuclei in the atmosphere tend to fall into two broad categories 

– the identification of ice crystal residues, and the analysis of the background aerosol at a 

range of temperatures. Measurements of ice nuclei concentrations and composition have 
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been taken around the world and ice nuclei concentrations range from around 10-6 to up to 

0.1 cm-3 (ref [115]), compared to CCN concentrations of 10 – 10000 cm-3 (ref [116]). 

However, identifying the composition of ice nuclei is a more complicated endeavour than 

measuring their concentration. 

Early methods for identifying ice nuclei entailed collecting snow particles from the 

atmosphere, evaporating/subliming off the ice and then subjecting the residue to electron 

microscopy. Early observations by Kumai in Japan and northern USA found that 80 – 90 % 

of ice nuclei were of mineral/soil origin[117,118], a view supported by observations of high ice 

nuclei concentrations in Japan during periods of high dust outflow from China[119]. 

However, the collection and analysis of ice crystal residues is a time consuming method 

which produced just 43 residues over two winter campaigns[117]. Also, due to the need to 

evaporate off the ice component, this method has the drawback of removing any volatile 

component[120]. The presence of secondary solid particles in the crystals, as noted by 

Kumai[117,118], complicated analysis. 

An alternative method is to sample the ambient aerosol and then activate them as ice nuclei 

at a specific temperature and relative humidity, typically using a continuous flow diffusion 

chamber[33,94,120-123]. The ice nucleating particles are then identified using mass 

spectroscopy[33,94,120-123]. This method is capable of automatically processing large quantities 

of aerosol and can be mounted either in an aeroplane[122] or at ground sites[121]. However, 

this technique is generally limited to particles in a certain size range (typically between ~0.3 

and ~1 µm diameter) due to limitations in the mass spectrometer and as particles are 

classified as frozen if they exceed a certain size[33,120]. The same frozen-unfrozen particle 

size segregation can be used before analysis to allow for the direct measurement of cloud 

ice crystal residues[33], resulting in an instrument which successfully automates the earlier 

time consuming ice residue measurements of Kumai[117,118]. 

In observations of the composition of ice nuclei taken from ice and mixed-phase clouds and 

surface aerosols have shown that for America (North, Central and South) and Japan[33-

35,94,117-119,123], mineral dusts are a very important ice nuclei type. There were also significant 

contributions from biological sources[33,35], especially at higher temperatures. There is 

significant variation with location, for example, observations of ice nuclei composition from 

near the surface in Brazil found that biological and mineral dust nuclei were each 

responsible for around half of all ice nuclei[35]. Ice nuclei measured in Alaska were 46 –

 70 % mineral dust/metallic particles and 28 – 46 % biological[94] and observations of 
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residues from ice cloud around the Caribbean and Central America showed that mineral 

dust/metallic particles dominate[34]. However, as authors operating different instruments 

classify nuclei differently (For example, DeMott et al.[123] reports mineral dust and metallic 

ice nuclei separately, whereas Prenni et al.[35] reports a combined measure of dust and 

metallic ice nuclei), a collation of ice nuclei data is difficult. 

Observations of mineral dust ice nuclei currently do not resolve the mineralogical 

composition of the dust and the ice nucleating ability of the individual minerals which form 

atmospheric dust is not well known[30,31]. However, observations of mineral dust produced 

for other purposes have resolved the mineralogy and concentration of dusts around the 

globe. If the ice nucleating ability of the common dusts are investigated an estimation of the 

global distribution of mineral dust ice nuclei is possible. Specifically, with the aim of 

enabling the simple parameterisation of atmospheric mineral dust ice nuclei, in Chapter 7 

this project will answer the question, does one mineral dominate ice nucleation by mineral 

dusts? 

2.2.3.2.5. The effects of changing ice nuclei concentrations 

Changing the number of CCN in a cloud has several effects which are relevant to 

precipitation and also radiative transfer, as discussed in Section 2.2.2. Increasing the 

number of CCN reduces the mean droplet size, meaning that more droplet collisions are 

required to create rain drops via coalescence and the cloud is optically thicker[13]. Similarly, 

the presence of ice in a mixed-phase cloud can cause precipitation (Section 2.2.1, ref [32]). 

This means that precipitation, the lifetime and extent of the cloud are sensitive to the 

number of ice nuclei[25]. 

In large convective clouds which are precipitating, the response of changing ice nuclei 

number is complicated by a sensitivity to the number of CCN (liquid droplets)[124]. For 

example, in a cloud simulation over Central Europe there was no precipitation response to 

increasing ice nuclei concentrations by an order of magnitude above normal if the CCN 

concentration was 100 cm-3, but a 2.5 % increase in precipitation if the CCN concentration 

was 3200 cm-3. However, in the same study it was found that reducing ice nuclei to an order 

of magnitude below the normal concentration reduced precipitation by ~5 %, regardless of 

the CCN concentration[124]. The authors identified the source of the sensitivity to CCN was 

due to changes in the amount of warm rain – lower CCN numbers had higher amounts of 

liquid precipitation which reduced the water mass in the cloud at the initiation of freezing, 

resulting in a low sensitivity to ice nuclei[124]. Ultimately, the changes to ice nuclei had a 
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small effect on the mean precipitation rates in these clouds, likely as the mass of 

precipitable water in the cloud did not change. The principle effect of changing CCN and 

ice nuclei concentrations was to change the spatial distribution of precipitation[124]. Changes 

to the radiation balance still occurred, due to changes in factors such as ice/droplet size 

distributions and cloud lifetime[124]. 

There is a threshold number of ice nuclei in these clouds, below which there are insufficient 

ice nuclei to have an effect upon the cloud, resulting in significant homogeneous 

nucleation[43]. In a simulation of a cloud parcel in a 0.5 m s-1 updraft, at least ~0.1 % of 

droplets had to freeze heterogeneously before homogeneous nucleation became 

unimportant[43]. 

In persistent mixed-phase layer clouds, the effect of increasing ice nuclei concentrations is 

different. In such clouds, the rate of ice formation is slow enough that the loss of water and 

aerosol due to precipitation is balanced by addition due to updrafts and mixing from above 

and below. If the amount of ice in these clouds is increased, precipitation rates increase 

resulting in less convection and reduced cloud sizes or loss of the cloud altogether[125,126]. 

However, it has been suggested that changes to the lifetime of clouds is counteracted by 

increases to the cloud optical thickness due to a reduction in mean cloud particle sizes[127]. 

As persistent low stratus clouds have a strong cooling effect[11], the effect upon the radiative 

balance could be significant; this effect is referred to as the cloud glaciation indirect 

effect[25].  

2.3. Summary 

Clouds strongly affect the energy balance within the atmosphere and through precipitation 

they are responsible for the redistribution of water around the globe. Mixed-phase clouds 

are thought to be responsible for a large proportion precipitation, and persistent mixed-

phase layer clouds have a strong radiation impact especially at higher latitudes. However, 

the characteristics and lifetimes of these clouds are sensitive to the amount of ice they 

contain, and the concentration of aerosol particles capable of nucleating the ice phase is an 

important source of ice particles within clouds. Therefore, to accurately predict weather and 

quantify the natural state of clouds and the effects of humans have upon them, a good 

understanding of ice nucleation processes and the global distribution of ice nuclei is 

required. There is significant uncertainty in the rate of ice formation in pure water and the 

ice nucleating ability of mineral dusts, an important class of ice nuclei, is poorly known.  
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Chapter 3. Experimental technique 

Experiments were performed utilising a freezing assay methodology[29,41,47,67,112,128-131] with 

droplets of picolitre volume. In brief, an experiment proceeds by the creation of a sample 

suspension, which is then nebulised onto a hydrophobic slide and sealed from the 

environment. This slide is then transferred to an optical microscope which has an integrated 

cold stage, where it undergoes a controlled cooling cycle, typically to around 233 K – cold 

enough to ensure all droplets freeze. The progress of freezing is recorded via a digital 

camera for subsequent analysis. A complimentary experimental technique using microlitre 

size droplets, experiments from which appear in Chapter 7, was developed by others and is 

included in Section 3.2 for completeness. 

3.1. Description of the modified instrument and methodology 

The experimental technique used in this project is an evolution of one used previously to 

investigate ice nucleation[29,41,47,128] (Figure 3.1). During experiments performed before the 

ones described in this thesis, it became clear that there was scope for improving reliability 

and accuracy. Temperature gradients within the stage were reduced and cooling made more 

consistent by constructing a new stage with a cuboid shape. The quality of temperature 

measurements was improved by using more accurate measurement probes. Experimental 

efficiency was also increased by simplifying the experimental process, which in turn 

improved the consistency and reproducibility of experiments. The individual experimental 

steps are described in the following sections. 

 
Figure 3.1. Schematic of the experimental setup used prior to this project. The 

aluminium cold stage was disc shaped with the radius perpendicular to this diagram. 

Liquid nitrogen flowed into a coil on the outside of the stage and then around the radius 

of the aluminium disc. From Murray et al.[29]. 
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The water used throughout was distilled to 18.2 MΩ cm and filtered to 0.22 µm. Control 

experiments performed using pure water resulted in freezing temperatures consistent with 

the homogeneous freezing of water. 

3.1.1. Sample suspension 

For experiments in which a sample suspension was required its generation proceeded as 

follows. If necessary, coarse mineral samples were ground dry with an agate mortar and 

pestle (3 inch diameter mortar and ¾ inch diameter pestle) or an agate ball mill (a 

cylindrical vessel 2¼ inch diameter and 2¾ inch high, with two ½ inch balls) to obtain 

particles of an atmospherically relevant size. The mass of sample required for the 

suspension was accurately weighed out on a 4 point balance (manufacturer stated 

uncertainty of ±0.0002 g), according to the desired weight per cent and water quantity. The 

mineral dust was then added to between ~18 and 250 ml of water, measured gravimetrically 

below ~20 ml and volumetrically above. The amount of water was chosen to give a dust 

mass large enough that the uncertainty in the mass measurement was insignificant. 

Volumetric measurements were corrected to take into account the density of water 

(assuming standard conditions) and the volume taken up by the sample; volumes of 100 

±0.1 ml and 250 ±0.15 ml were used. The samples were then stirred with a Teflon coated 

magnetic stir bar for at least 16 hours, to distribute material evenly and break up aggregates. 

Stirring was maintained during droplet generation as well. The mineral weight per cent was 

used to convert the droplet volume into a sample mass, allowing calculation of the mineral 

surface area using its specific surface area determined using the gas adsorption technique 

(see Section 5.2). 

 

 
Figure 3.2. Schematic of a nebuliser in operation. The nebuliser is constructed from a 

thin Teflon pipe inserted into a glass pipette. A flow of nitrogen gas enters the top of the 

pipette and accelerates as it is forced through the pipette throat, creating a low pressure 

region in the pipette tip. This low pressure then draws fluid through the pipe and 

accelerates it out the tip, forming a mist of droplets. 
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3.1.2. Experimental substrate 

A siliconised glass cover slip was cleaned of particles and organic residues by rinsing with 

water, methanol and chloroform. A thin brass spacer was cleaned in the same way and 

attached to this slip with vacuum grease, taking care not to get grease near the centre of the 

slip and to get a complete seal around the edge of the brass spacer. The cover slip was then 

placed on a large clean microscope slide for nebulisation.  

The siliconised cover slips were commercially available and sourced from Hampton 

Research, USA (cat. no. HR3-278T, 12 mm diameter and 0.22 mm thick). As the 

manufacturer did not provide the water contact angle of these slides, it was necessary to 

perform measurements. To measure the water contact angle of the cover slips, water 

droplets tens of micrometres in diameter were deposited onto a slip and viewed with a 

magnified camera positioned approximately perpendicular to the slip. Due to the difficulty 

in determining the location where the droplet meets the substrate in the image, the whole 

image height, h, was combined with the width, w, to geometrically derive the contact angle 

(Figure 3.3). Assuming that the effect due to the deviation of the viewing angle from 

parallel is insignificant, h is double the actual droplet height and the contact angle in 

degrees is: 

      s    (
   

 
) Equation 3.1 

From measurements of 64 different droplets the mean contact angle was 100°16’ ± 2°50’ 

(±1 standard deviation). 

 
Figure 3.3. Methodology for calculating the substrate contact angle. A) Image of a 

droplet upon the substrate, a few tenths of seconds after droplet generation. The 

approximate location of the cover slip is marked by the white line. h and w are used in 

the calculation of the contact angle, and in this image w is approximately 50 µm. B) The 

geometry used to calculate the contact angle, θ. 
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3.1.3. Droplet generation 

The cover slip and microscope slide were positioned in the main opening of a large three 

necked flask (Figure 3.4). The flask interior is kept at water saturation using a flow of 

humidified nitrogen from a bubbler. The bubbler was immersed in water slightly above 

room temperature as it will cool slightly due to evaporation during extended use. The pipe 

from the bubbler to the nebulisation chamber is long enough to ensure that there is no 

super-saturation in the flask, evidenced by the observation of condensation in the pipe near 

the bubbler but not near the nebulisation chamber. A plastic bag was attached to the 

chamber neck to reduce the diffusion of dry air from the environment. 

The prepared suspension was then aerosolised into the chamber using a nebuliser through 

the second opening. The suspension droplets then exited the chamber through the neck, 

falling onto the slip in the process. The nebuliser was constructed from a small glass pipette 

and a 24 gauge Teflon pipe (Figure 3.2). It utilises Bernoulli’s Principle to create a region 

of low pressure at the end of the Teflon pipe which draws suspension fluid along the pipe 

and into the stream of dry nitrogen gas. The sudden acceleration of suspension breaks it 

down into a mist of micrometre size droplets. 

Nebulisation typically lasted for 2-4 minutes and consumed around 6 ml of liquid per 

minute, with a nitrogen pressure of 1.6 bars. At the end of this process the droplets were 

isolated from the environment by adding a drop of silicone oil. Examples of nebulised 

droplet distributions are shown in Figure 3.5. 

 
Figure 3.4. Schematic of the nebuliser chamber. The chamber is a large three necked 

flask maintained at liquid water saturation by a flow of N2 gas from a bubbler (blue 

arrow). The nebulised sample (red arrows) flows over the cover slip as it exits through 

the neck. A plastic bag is attached to the chamber to reduce the diffusion of air from the 

environment. 
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Figure 3.5. Examples of different nebulised droplet distributions. A) A good distribution 

of small pure water droplets, >600 droplets 5-30 µm diameter. B) A good distribution of 

large chlorite containing droplets, 5-50 µm, however this distribution was too large for 

the work in Chapter 7, as these distributions tend to have low numbers spread over a 

wide range of droplet sizes. C) A poor distribution – sparse droplets with some small 

and a few very large droplets, unsuitable for analysis. All images are to the same scale.  
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3.1.4. Isolation of droplets from the environment 

The calculations to estimate the ice nucleating efficiency of a mineral rely on accurate 

knowledge of the amount of mineral in each droplet. Therefore, it is important that no water 

evaporates from or condenses onto the droplets during or after nebulisation. At the end of 

nebulisation the droplets are isolated from the environment by adding a drop of silicone oil 

(Sigma Aldrich 146153) to the centre of the brass spacer (Figure 3.6). The term ‘cover slip 

assembly’ is used to refer to this sealed substrate. Once isolated, the droplets are transferred 

to the cold stage equipped microscope. 

If the material suspended in the droplets interacts with the silicone oil in some way, the 

droplets can be contained in a small pocket of air. Nebulisation occurs as described above, 

except a cover slip is used without the brass spacer attached. The spacer is instead greased 

on both sides and added to a second clean cover slip. After nebulisation this section is added 

to the nebulised cover slip, sealing droplets in the centre of the spacer (Figure 3.6). 

However, isolating in air allows water to transfer from liquid to frozen droplets in a manner 

similar to the Bergeron Findiesen process (Figure 3.7, e.g. refs [9,32]). As the oil isolates 

individual drops from each other and did not appear to interact with the mineral dusts, it 

was the experimental method used throughout. 

 
Figure 3.6. Schematic of the cover slip assemblies used. A different assembly is used if 

the droplets are to be isolated in oil or air. For experiments in oil a brass spacer is 

attached to a cleaned cover slip using grease, and after nebulisation the centre of the 

spacer is filled with silicone oil. In air, a cover slip without spacer is used for 

nebulisation and after nebulisation the spacer is added with a second cover slip to seal 

the droplets off from the environment. Not to scale. 

 
Figure 3.7. The results of vapour transfer between droplets in air. A) The small droplet 

in the centre of the image immediately after freezing. B) The same set of droplets some 

time later. Note the disappearance of the droplet at the bottom of the image and the loss 

of mass from the one to the left, resulting in a substantial increase in the size of the 

frozen droplet in the centre. 
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3.1.5. Droplet observation 

The cold stage is mounted to the z-stage of an Olympus BX51 optical microscope with 10× 

magnification and a trinocular observation tube. This tube allows simultaneous observation 

using the eyepiece and an attached digital camera (Hitachi KP-M1AP). In the centre of the 

stage there is a hole which allows observation of the droplets by transmission microscopy. 

As the droplets are positioned over this hole, there is a temperature difference between the 

droplets and the aluminium stage. At 0.22 mm thick, the glass cover slips are too thin to 

sufficiently conduct heat away from the droplets at the desired rate. Therefore, the hole is 

spanned by thermally conductive window (thermal management grade polycrystalline 

diamond: TM180, ~1800 W m-1 K-1, 0.25 mm thick, supplied by Element Six, UK) to 

minimise the temperature difference between the droplets and stage, while still allowing 

transmission microscopy. The diamond is smoothed (to 50 nm) on one side and rough (250 

nm) on the other. The smooth side is used to support the cover slip assembly and the rough 

side is in contact with the stage. The window is attached to the stage using a heat transfer 

paste (Omegatherm 201, ~2.3 W m-1 K-1), taking care not to get the paste in the hole in the 

stage. As this paste is a less efficient heat conductor than the other materials used to 

construct the stage as thin a layer as possible is used. 

 

 

Figure 3.8. Comparative images of A): liquid and B): frozen droplets. The droplets are 

isolated from the environment by oil (see section 3.1.2). In droplets larger than about 

10 µm the droplet outline is visibly distorted by freezing, whereas in smaller droplets a 

subtle contrast change is all that occurs. 
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Video recordings are stored on a large networked hard drive in .avi format. This format 

ensures that any potential loss of detail from compressed formats such as .mpg does not 

impact the analysis of smaller droplets. To keep the amount of data collected to a 

manageable size, recordings are made at ~5 frames per second; at this frame rate, a typical 1 

K min-1 homogeneous experiment creates a video file 3 GB in size. To facilitate the video 

recording and simultaneously record the time of each frame to millisecond resolution, a 

program with a simple GUI was written in the National Instruments LabVIEW environment 

(see appendix). The videos are then analysed to produce nucleation statistics (Chapter 4). 

In droplets larger than about 10 µm diameter, freezing is clearly noticeable as a change in 

the outline of the droplet. For smaller droplets generally the only visible change is a 

darkening of the droplet outline (Figure 3.8). The size of the droplet is measured prior to 

freezing and the time of freezing retrieved via the frame time. 

The shape distortions observed occurring in larger droplets in Figure 3.8 are an interesting 

feature. They are probably a side effect of performing these experiments in oil, as they are 

seen infrequently in experiments in air. After nucleation, the growth rate of the solid phase 

depends upon the rate of dissipation of the heat of crystallisation[57]. If nucleation does not 

occur in the very centre of the droplet, cooling by conduction to the surrounding oil will 

encourage the growth of the crystal phase towards, and then across, the surface of the 

droplet (e.g. refs [132-134]). The result is a core of supercooled water surrounded by a shell 

of ice[135]. As the ice grows into the liquid core, its expansion increases the pressure on the 

core until a fracture in the shell occurs, and a jet of liquid is ejected from the fracture. This 

jet rapidly freezes, resulting in a protrusion of ice, as has been seen by many in the past[135-

137], and can be seen in some of the larger droplets in Figure 3.8B. 

3.1.5.1. Droplet size measurements 

Droplet sizes are measured shortly before freezing directly upon a monitor using a ruler 

with 1 mm divisions. The on-screen image sizes are then converted to actual droplet sizes in 

µm, using the mm to µm ratio from the measurement of an image of a micrometre (Figure 

3.9). As the lines of the micrometre are approximately 2 µm thick an error in the size 

conversion can occur; to minimise this a long section of the micrometre (700 µm) was used 

to calculate this ratio. By assuming that any slight lack in focus caused by droplet sizes 

and/or contraction of the stage does not result in a significant error, the uncertainty in the 

droplet size is due to the ±0.5 mm accuracy of the on-screen measurement. The conversion 
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ratio on the screen used for the majority of analysis is ~2:5 mm:µm, resulting in a droplet 

size uncertainty of ±1.25 µm. 

3.1.5.2. Freezing time accuracy 

The time of droplet freezing is taken from the frame time records created by the computer. 

These records are at millisecond resolution and each frame is approximately 200 ms apart. 

Assuming that ice nucleation occurs and becomes visible during the same frame, the 

uncertainty in the time of freezing is ±100 ms. In a 1 K min-1 experiment this corresponds to 

a temperature error of ±1.67 × 10-3 K. However, the stage temperature is measured by a 

hand held temperature logger which does not have the capability to record directly to the 

computer, and it is necessary to synchronise the timing of the temperature logger to that of 

the stage. This synchronisation is performed shortly after beginning the video recording by 

sharply adjusting the light on the microscope in conjunction with starting the temperature 

logger, giving a frame time for the start of the temperature logger record. It is estimated that 

the error introduced by this synchronisation is about ±1 s, equivalent to ±0.02 K when 

cooling at 1 K min-1. In comparison with the temperature uncertainty due to the stage (see 

section 3.1.7.1) the temperature error due to timing in a 1 K min-1 experiment is small and is 

considered insignificant. 

 

 

 
Figure 3.9. A) Image of a section of the micrometre and B) an example of droplets with 

an overlaid 10 µm scale. The micrometre in A) provides 100 ticks, each 10 µm apart, 

for a total length of 1 mm. The image shown in B) has been magnified and contrast 

adjusted for clarity, and shows the largest droplet visible in Figure 3.8. 
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3.1.6. Cold stage 

The cold stage consists of an aluminium block mounted to an optical microscope. 

Significant heat conduction between the stage and the microscope was prevented by an 

insulating sheet of Teflon (see Figure 3.10 for a schematic of the stage). The block was 

cooled by liquid nitrogen, with the temperature controlled by counter-heating cartridge 

heaters. As the heaters have a power output of 15 W each, it was necessary to throttle the 

liquid nitrogen flow depending on the desired cooling rate. The cover slip assembly sits on 

a transparent window spanning a hole in the centre of the stage, which allows observation 

by transmission microscopy. The stage temperature is measured by two probes embedded 

into the stage close to the droplets. The new cold stage design is intended to give improved 

experiment quality through more consistent and accurate temperature control and improved 

productivity from increased usability and reliability. 

The overall size and thermal mass of the stage has been reduced, giving multiple benefits. 

Less input from the cartridge heaters is required to control the temperature, thus reducing 

the response time of the stage to heating by the temperature controller, allowing for more 

accurate control as can be seen in Figure 3.11. As there is also a corresponding reduction in 

the surface area of the stage, heating from the environment is reduced. By replacing the 

single circular nitrogen line around the stage with two smaller parallel internal lines, the 

cooling is much more reliable and symmetrical across the stage. This also has the advantage 

of reducing the amount of nitrogen used, reducing equipment running costs and downtime. 

Collectively, these changes have reduced the variability of the stage temperature. A 

comparison of temperatures recorded during ~1 K min-1 cooling runs show that the new 

stage design reduces the root-mean-square (RMS) variability of temperature by ~63 % 

(Figure 3.11). 

The compactness of the new design provides additional improvements to usability. The 

maximum  vertical  clearance  between  the microscope  objective  and  z-stage  is ~40  mm. 

 
Figure 3.10. Scale side view schematics of the cold stage. The stage consists of an 

aluminium block 5 × 40 × 30 mm.  
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In comparison the stage including window takes up 11.25 mm. After most runs it is 

necessary to remove and clean oil from the diamond window, and at the beginning of runs it 

is necessary to position the cover slip assembly to acquire the best possible droplet 

distribution. Increasing the available space makes these operations much easier. Also, the 

stage typically cools by around 50 K during an experiment, and there is significant thermal 

contraction especially in the Teflon. Moving the droplets vertically by a few µm will take 

them out of focus, resulting in the video gradually drifting out of focus. By reducing the 

thickness of the stage, the thermal contraction is correspondingly reduced by around 40 % 

to 46 µm, improving video quality. 

3.1.7. Temperature measurement 

Temperatures are recorded using two platinum resistance thermometer (PRT) probes 

embedded near to the hole in the centre of the block. These probes (Fluke 5622-05) have a 

reported accuracy of ±0.04 K. One probe is used to supply temperature data to a data logger 

(Fluke 1524) at 1 Hz, which has an additional reported error of ±0.01 K. The second probe 

supplies data to a Eurotherm 2416 temperature controller, which controls the counter-

heating in the stage. It also produces additional temperature logs at ~3 Hz as a backup, and 

the manufacturers quoted uncertainty for records taken using the Eurotherm 2416 is ±1 K. 

Both the Fluke 1524 and Eurotherm 2416 produce text file logs of temperature against time 

(1524: 0.001 K, 0.1 s resolution, 2416: 0.1 K, 1s resolution). 

 
Figure 3.11. Comparison of the cooling smoothness of the old and new stage designs. 

The new design gives a smoother temperature record with a lower frequency of 

significant deviations, as can be seen in the previous design (red) at around 150 s.  
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The PRT probes are additionally calibrated by comparison with a standard (Fluke 5608). 

This comparison is done by embedding the standard and PRT probes into a deep hole 

drilled into the centre of a large cylinder of aluminium (7.5 cm diameter, 20 cm long). This 

cylinder is wrapped in a coil of ¼” copper pipe and encased in a foam thermal insulator. 

Liquid nitrogen is then passed through the coiled pipework to cool the block. The 

calibration is performed by comparative analysis between the temperatures recorded by the 

probe and standard as the aluminium cylinder warms back up to room temperature over the 

course of several hours. 

3.1.7.1. Estimation of temperature uncertainty 

During an experiment the stage is not held at thermal equilibrium with cooling balanced by 

heating, which generates temperature gradients within the equipment. As such, cold stages 

of this general configuration have a temperature difference between the droplets and the 

location of the temperature measurement. This difference arises because cooling and 

heating are provided at specific locations in the stage. In the orientation shown in Figure 

3.10 a temperature gradient is formed between the centre (warmest) and the cartridge 

heaters near the outside. 

 

 

Figure 3.12. Comparison of repeat experiments at 1 K min-1. An ln-linear fit to all the 

data is provided (green) which is used in the estimation of the temperature variability. 

 

234.0 234.2 234.4 234.6 234.8 235.0 235.2 235.4 235.6 235.8 236.0 236.2
15

16

17

18

19

20

21

22

23

 Dataset 1

 Dataset 2

 Dataset 3

 Linear fit to all data

ln
 (

J
h

o
m
 (

c
m

-3
 s

-1
))

Temperature (K)



41 

 

 

Calibration of the temperature difference between the droplet and measurement locations is 

difficult. The stage temperature was calibrated using the calculated nucleation rate 

coefficients. The wide spread in the literature for homogeneous freezing (see Figure 2.4, 

Chapter 2) complicates matters, meaning that the stage can only be calibrated against itself. 

Freezing experiments at a range of cooling rates have been performed using the 

experimental and analysis methodology provided in this chapter and Chapter 4. Three pure 

water experiments containing in total 1111 droplets of 5 – 20 µm diameter were performed 

at a cooling rate of ~1 K min-1, nucleation rate coefficients from which are shown in Figure 

3.12. Calculating the RMS error between the data and an ln-linear fit (green line) to all three 

datasets, the temperature variability of the stage at 1 K min-1 is ±0.26 K (1 s.d.).  

Experiments at four faster cooling rates (not shown) were also performed to investigate any 

potential systematic temperature uncertainty. However, comparison of the offsets between 

these results and the 1 K min-1 experiments did not produce a clear trend with cooling rate, 

other than the suggestion of a positive bias. This bias means that, relative to 1 K min-1, the 

temperature difference between the droplets and the stage temperature measured by the 

probes is larger at faster cooling rates. As such, at 1 K min-1 the variability due to the stage 

is estimated at ±0.26 K, with a greater uncertainty (±0.5 K) at higher cooling rates up to 

~7 K min-1. Combined with the ±0.05 K temperature uncertainty from the measurement 

probes the overall uncertainty at 1 K min-1 is estimated at ±0.3 K, and all experiments 

presented in Chapters 6 and 7 were done at this cooling rate. 

3.2. Microlitre droplet cold stage 

To investigate ice nucleation at higher temperatures or by uncommon/less active ice nuclei, 

the observation of a larger surface area of suspended material is needed. At concentrations 

greater than about one weight per cent, it became difficult to keep the mineral particles 

suspended, meaning an increase in droplet size was required. By using droplets of microlitre 

volume (~1 mm diameter) experiments containing four to six orders of magnitude more 

particle surface area are possible. However, the droplet nebulisation system detailed in 

section 3.1.2 is incapable of creating consistent droplets of this size and concentration. 

Producing a sufficient number of droplets of microlitre size requires a much larger substrate 

area, meaning the experimental process described previously is not suitable. 

The microlitre experimental process is similar to that described above and is described in 

detail by Whale et al.[138]. The principle differences are summarised here. To create 
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microlitre volume droplets an electronic pipette was used, providing droplets of 1 ±0.1 µl. 

These droplets were deposited onto cleaned hydrophobic slides of the same type described 

previously (Section 3.1.2) except 22 mm diameter (Hampton Research, USA, HR3-231). As 

the droplets are much larger than in the picolitre droplets in microscope cold stage, 

evaporation and mass transfer are not significant issues and so isolation of the droplets from 

the environment and each other was not required. The slide of droplets was then transferred 

to the cold plate of an Asymptote-Grant EF600 Stirling-engine flat-plate chiller to undergo 

a cooling experiment. The larger size of the droplets allows them to be observed without 

magnification and they were recorded digitally for later analysis of droplet freezing. 

However, the size of the droplets greatly increases the likelihood of contaminants being 

present in the pure water used and the chance that droplet freezing is triggered by the 

substrate (Figure 3.13). The expected homogeneous freezing temperature (~239 K) could 

not be achieved, limiting this method to freezing events above 253 K, the temperature at 

which the first ‘pure’ water freezing events occur[107,138]. The statistical analysis of these 

experiments proceeded as described in Chapter 4. 

 

 
Figure 3.13. Freezing of ‘pure’ water droplets in microlitre experiments. These 

experiments form the baseline for differentiating heterogeneous freezing due to an 

added material from freezing due to contaminants in the water and the substrate. For 

comparison, the coldest freezing event recorded by this equipment in experiments 

shown in Chapter 7 is 257 K. The expected fraction frozen for 1 µl droplets calculated 

using the parameterisation of Murray et al.[29] is provided. From Whale et al.[138]. 
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3.3. Summary and conclusions 

A new cold stage was constructed for the observation and analysis of liquid droplet 

freezing. The updated stage provides a faster, more reliable and simplified experimental 

process. Changes to the equipment have resulted in a more thermally stable configuration 

and increased data quality through more accurate temperature measurement and higher 

droplet numbers. After calibration of the stage the temperature accuracy 1 K min-1 has been 

estimated at ±0.3 K.  

After an experiment has been performed, statistical analysis is required and is described in 

detail in the following chapter. 
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Chapter 4. Numerical analysis of freezing 

In this chapter the numerical analysis of droplet freezing experiments is described. After the 

measurement of the freezing time and size of each droplet (see the previous chapter), the 

data goes through a number of steps and processes. Briefly, these steps consist of 

converting the freezing times into freezing temperatures, after which fraction frozen plots 

are produced. Average droplet volumes are then calculated, which allows the calculation of 

nucleation coefficients; a schematic detailing the analysis steps is shown in Figure 4.1. 

There are a number of methods for estimating the volume of liquid, and the affect these 

methods have upon the resulting nucleation coefficients is detailed in section 4.3. In the 

calculation of nucleation rate coefficients it is necessary to make two assumptions, and the 

accuracy of these assumptions is investigated in section 4.4.  

4.1. Processing of experimental data 

The experimental process generates several data streams – the diameter and freezing frame 

number of individual frozen droplets, a temperature time series and video frame time series. 

 
Figure 4.1. Schematic summarising the statistical analysis. The four main experimental 

datasets are combined to create temperature and time dependent series (denoted (T ) and (t )) 

of freezing events and liquid droplets (ni and nL), which are then used along with the 

measure of the mean droplet volume, V  (converted to particle surface area in heterogeneous 

experiments), to calculate nucleation coefficients. Orange boxes denote intermediate data 

products and green boxes final data output. Flow lines are coloured for clarity. 
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The droplet freezing frames are converted to times by referencing the freezing frame 

number within the frame time record. From the freezing times the time series of the number 

of freezing events, ni(t) and nL(t) are then compiled. To calculate droplet freezing 

temperature series, ni(T) and nL(T), the freezing times are referenced against the Fluke 1524 

temperature log from the experiment. However, as the temperature records are at a lower 

time resolution than the freezing time data (1 Hz vs. 5 Hz), a simple look-up of the 

corresponding temperature is not possible. Instead, times are converted to temperature by 

performing a linear interpolation between each temperature data point. The fraction frozen 

curves of ni(T)/nL(T0) are then calculated from the temperature based event/droplet series, 

where nL(T0) is the number of droplets at the start of the experiment. The time and 

temperature dependent coefficients nucleation can then be calculated. 

4.2. Calculation of nucleation coefficients 

The first step in calculating nucleation coefficients is to estimate the quantity of nucleant in 

the droplets. Regardless of whether this quantity is estimated as a mass, surface area or 

number of particles of suspended material, the quantity of this material is dependent upon 

the volume of the droplets analysed. There are several methods for calculating the average 

droplet volume in the literature, based upon the mean[37,42,76,77,80,139,140] or median[29,41,47,75] of 

the initial volume distribution or by calculating a time (or temperature) series of the mean 

droplet volume[68]. The volumes calculated by these different methods can have an 

influence upon the calculated nucleation coefficients. To reduce the uncertainties that can 

stem from this, some authors[29,41,47,141] grouped droplets of similar sizes into a number of 

bins rather than performing the analysis on the droplet size distribution as a whole. The 

different methods of representing the droplet size average and the influence of the width of 

the droplet size distribution are discussed in greater detail in section 4.3. 

Once the time and temperature series of volume, frozen and liquid droplets have been 

compiled it is possible to calculate nucleation coefficients. The time series are used for 

calculation of stochastic coefficients (via Equation 2.17 for homogeneous nucleation and 

2.24 for heterogeneous nucleation). For calculation of the time-independent coefficients, the 

droplet temperature series are used and if the average droplet volume is constant then the 

cumulative nucleus spectra[68] (or ice-active surface site density[109], Equation 2.31) can be 

calculated directly from these series. If the droplet volume is not constant it is necessary to 
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first calculate the differential nucleus spectra[68] (Equation 2.28), from which the cumulative 

nucleus spectra can then be calculated (Equation 2.30). 

The equations from Chapter 2 discussed above are repeated here for convenience: 

  
  
       ( )    Equation 2.17 

  
  
          ( )    Equation 2.24 

  ( )

  
        ( )  Equation 2.31 

  
  
       ( )    Equation 2.28 

 ( )   
(  (     )    ( ))

  
 Equation 2.30 

Equation 2.17 describes volume based homogeneous nucleation (Jhom), Equation 2.24 

heterogeneous stochastic nucleation by a single component (Jhet), Equation 2.31 the 

cumulative time-independent nucleus spectra (ns), Equation 2.28 the differential time-

independent nucleus spectra (k ) and Equation 2.30 the derivation of the cumulative time-

independent nucleus spectra (K) from the differential nucleus spectra. ni is the number of 

droplets frozen during the time-step Δt or temperature-step ΔT, nL is the number of liquid 

droplets at the start of the step, ni(T ) is the cumulative number of droplets frozen at 

temperature T, n0 the number of droplets at the start of the experiment, V the average 

droplet volume and σ the average surface area of the nucleant suspended in the droplets.  

To calculate the stochastic nucleation rate coefficient it is necessary to define a time-step, 

Δt. In choosing the time-step the objective is to maximise the number of data points by 

minimising the length of the time-step. The actual time-step then depends upon the time 

taken for the whole droplet population to freeze. When cooling at 1 K min-1, experiments 

with freezing occurring over short temperature ranges, such as homogeneous, have time-

steps typically around 2 – 4 seconds, whereas in the wider temperature range heterogeneous 

experiments the time-step is longer, typically 4 – 10 seconds. Occasionally there are 

freezing events separated from the bulk of the droplet-freezing by several time-steps and it 

can be necessary to exclude these early events from the experiment to maintain a small 

enough time-step to optimise the quantity of data. The time-independent differential nucleus 

spectra (Equation 2.28) is derived in a similar manner to the stochastic coefficient, with ΔT 

analogous to Δt, and the same optimisation process used. During the calculation of 

stochastic nucleation rate coefficients some assumptions are necessary, which are examined 

in section 4.4. 
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4.3. Estimation of droplet size and its influence upon nucleation 

coefficients 

The probability of a droplet freezing is proportional to its volume (e.g. Equation 2.17), and 

in experiments with a droplet size distribution the largest droplets will tend to freeze earlier 

than smaller droplets. This causes the size distribution of the remaining liquid droplets to 

evolve during the experiment, with the mean droplet size gradually reducing as larger 

droplets freeze (Figure 4.2). Therefore, if a droplet size distribution exists care needs to be 

taken with how the average volume is represented. The impact of the width of the size 

distribution upon the magnitude of this reduction has been investigated. There are several 

methods for representing the droplet volume but no ‘best practice’ recommended within the 

literature. 

4.3.1. Averaging droplets of different sizes 

 It is possible to represent the droplet volume with a constant mean[37,42,76,77,80,139,140] or 

median (the volume at which 50 % of the volume of the distribution is in smaller droplets 

and 50 % is in larger. E.g. refs [29,41,47,75]) of the initial distribution, a mean which is 

updated during the experiment (see the appendix of Vali 1971[68]) or it can be explicitly 

modelled through the experiment[28,81,109]. As noted above, the probability of freezing is 

greater for larger droplets. This implies that as freezing progresses in populations with wide 

volume distributions there will be a greater variation in the average volume of the 

remaining liquid droplets than in populations with narrow volume distributions (Figure 4.2). 

 
Figure 4.2. An example of how freezing can change the size distribution in different droplet 

populations. In the three arbitrary droplet distributions shown, the largest droplet has the 

highest probability of freezing (e.g. Equation 2.17) and is assumed to be the only droplet 

frozen on cooling to T1. In a population of equal sized droplets (A) the mean does not 

change. In a narrow distribution (B) the mean changes a small amount and in the wide 

distribution (C) the mean changes significantly.  
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If an experiment contains sufficient droplets they can be separated into groups of similar 

sized droplets, referred to as size bins, to reduce the inaccuracies which can arise due to 

these representations[29,41,47,141], with the narrowest possible size bin limited to the 

measurement resolution[69] (referred to as the ‘measurement-bin’ here). 

As part of the work in Chapter 6, a homogeneous experiment containing a large number of 

droplets is described. This experiment included more than six hundred droplets in seven 

measurement-bins 2.5 µm wide, with bin centres ranging from 5 to 20 µm (Table 4.1). The 

large number of droplets throughout this distribution allows a thorough investigation of the 

effects of four different averaging methods, specifically: the constant median and mean of 

the whole width of the initial size distribution; a mean of the size distribution recalculated 

after each time/temperature-step (updating mean); and grouping the droplets into the 

narrowest possible size bin – the measurement-bin. Using homogeneous experimental data 

allows for analysis of these methods without the need to deal with additional complications 

from factors which could be experienced in heterogeneous experiments, such as particle 

size distributions. 

Each averaging method has associated assumptions about the droplet population. The 

constant mean and median both assume that the droplet volume distribution does not change 

during the experiment. In both of the constant averages and also the updating mean, it is 

assumed that the nucleating ability of each droplet scales directly with volume, which may 

not always be the case. For example, if both the surface and volume of the droplet are 

contributing to nucleation (see Chapter 6), the probability of freezing will not scale directly 

with volume and averaging a volume distribution is not appropriate. Alternatively, 

calculating nucleation coefficients for the narrow size distributions of each measurement-

bin separately would not only minimise the effects of the volume-scaling assumption, but 

may reveal detail in situations where this assumption is not appropriate.  

Bin width Number Volume (10
-10

 cm
3
) ln(J) parameterisation 

5.0 ±1.25 µm 135 0.42 -3.908T + 938.24 

7.5 ±1.25 µm 151 1.40 -4.226T + 1012.6 

10.0 ±1.25 µm 123 3.33 -3.969T + 952.35 

12.5 ±1.25 µm 93 6.50 -4.103T + 983.65 

15.1 ±1.25 µm 63 11.23 -4.512T + 1080.2 

17.6 ±1.25 µm 45 26.63 -3.804T + 913.43 

20.1 ±1.25 µm 23 37.91 -6.591T + 1570.2 

3.75 – 21.35 µm, constant median 633 9.31 -2.781T + 671.14 

3.75 – 21.35 µm, constant mean 633 5.38 -2.781T + 671.69 

3.75 – 21.35 µm, updating mean 633 0.42 – 5.38 -4.362T + 1044.8 

Table 4.1. Details of droplet distribution and volumes. For the updating mean the volumes 

provided are the initial mean volume and smallest droplet volume in the experiment. 
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A direct comparison of J values calculated using the four averaging methods described 

above is shown in Figure 4.3. The influence of the averaging methods is seen in the offsets 

between, and different curvature of, each data set. Assuming that wider bins will increase 

the deviation of the average volume from the actual volume, J values calculated using 

droplets in measurement-bins will be the most accurate. Therefore, if sufficient droplets are 

available and it can be assumed that the probability of freezing in different droplet sizes 

scales with volume alone, using the measurement-bins is the best option. If this is not the 

case, a decision needs to be made on which one of the remaining averaging methods is 

used. 

Inspection of Figure 4.3 suggests that, of the three droplet averaging methods, the updating 

mean is the most consistent with the measurement-binned data. This is an outcome 

supported by Vali in 1971[68], who stated that experiments with poly-disperse droplet 

populations are best analysed by either collecting droplets into groups with nominal 

volumes (e.g. the measurement-bins used here), or using a time/temperature series of the 

mean volume. In contrast, deviations can be seen when the constant mean and median are 

used. 

 
Figure 4.3. A comparison of nucleation rate coefficients calculated from the different 

droplet size averaging methods. The experiment starts at higher temperatures and proceeds, 

right to left, to lower temperatures. The legend labels refer to the bin widths in Table 4.1, 

with ‘All’ referring to the 3.75 – 21.35 µm wide bin.  
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At the beginning of the experiment, all four methods are numerically similar, but the 

methods utilising constant averages deviate from the updating mean and measurement-

binned data. This deviation is caused by changes in the volume distribution of the droplets 

by larger droplets freezing early in the experiment, and as the experiment progresses the 

width of the volume distribution narrows. The constant averaging methods cannot account 

for the change in volume distribution, resulting in the artificial curvature at lower 

temperatures. At the end of the experiment, the updating and constant means are more than 

an order of magnitude apart, which is similar to the difference between the smallest and 

mean droplet volumes of the updating mean (Table 4.1). There is an additional variation of 

~75% between the constant mean and median, caused by the non-normal volume 

distribution. The value of the difference the mean and median is dependent upon the shape 

of the volume distribution of the droplets (e.g. the more normal a distribution is, the smaller 

the difference and vice versa) and will vary between experiments. 

4.3.1.1. Constant vs. updating mean 

The cause and impact of the differences between the constant and updating averaging 

methods can be investigated mathematically. In the case of homogeneous nucleation, 

Equation 2.17 is revised by making the average droplet volume a function of temperature: 

  
  
  (     ( )   ( )  ) Equation 4.1 

where Vum (T ) is the updating mean volume. 

The effect upon J of using a constant rather than updating volume can be shown by equating 

Equation 2.17 and Equation 4.1 and then simplifying using the same fraction frozen and 

time-step (Equation 2.17 is on the left): 

   ( )          ( )   ( )    

 ( )      ( )   ( ) Equation 4.2 

with the subscripts cm and um referring variables calculated from the constant and updating 

mean droplet volumes respectively. Substituting in the ln-linear estimation of J (T ) from 

Equation 2.14 and rearranging: 

    
(        )      ( ) 

(        )  

 (              )   (            ( )    )  

                            ( )      Equation 4.3 

As the relationship between volume and temperature is not linear, the effects upon a and b, 

Δa and Δb, are approximate. Δa is derived by differentiating both sides of Equation 4.3 with 
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respect to temperature, and Δb from the observation that the two averages produce the same 

value of J at the start of the experiment: 

            
(  (  )    (    ))

  
 Equation 4.4 

                  
(  (  )    (    ))

  
   Equation 4.5 

 with V1 and T1 representing the mean volume and temperature at the beginning of the 

experiment, Vmin the volume of the smallest droplet in the experiment representing the 

smallest possible mean volume, and ΔT the temperature difference between the first and last 

freezing events. The effect of using a constant average can be quite marked - estimated 

using Equation 4.4 Δa is -1.35 (updating vs constant mean in Figure 4.3, ΔT = -1.8, V0 and 

Vmin as per the updating mean in Table 4.1). In comparison, the actual ln(J ) linear fits in 

Table 4.1 give Δa = 1.6 (using aum - acm), suggesting that Equation 4.4 is a good estimator 

of inaccuracy caused by using a constant mean. 

When deriving Equation 4.2, it is noteworthy that the time-step disappears from the 

equation. As the time-step is the principle difference between the stochastic and singular 

nucleation coefficients, its absence means that Equation 4.4 and Equation 4.5 apply to both 

coefficients. Additionally, as heterogeneous nucleation coefficients are derived from droplet 

volume, these estimations can be used for heterogeneous experiments. However, 

heterogeneous experiments tend to extend over a considerably wider range of temperatures 

than homogeneous, and a larger ΔT will reduce the impact of using a constant average. The 

connection between Δa and ΔT is demonstrated in Figure 4.4. 

 
Figure 4.4. The effect of a volume distribution upon the fitted slope of J. The value of Δa 

calculated using Equation 4.4 for a range of volume distributions (ln(V1) – ln(Vmin)) and 

experimental temperature durations (ΔT). The natural logs of the volumes in Table 4.1 

range from -23.9 to -19.4, and V1 for the updating mean is -21.3. Typical values of ΔT are 

~2 K for homogeneous experiments and ~4 – 7 K for heterogeneous. 

 

0 1 2 3 4 5 6
0.0

0.5

1.0

1.5

2.0


a

ln(V
1
) - ln(V

min
)

T

 1

 2

 3

 4

 5

 7.5

 10



52 

 

 

4.3.1.2.  Constant mean vs. median 

In some experimental situations, it may be impossible to record the variations of droplet 

size with time/temperature. In analytical systems which sample large numbers of droplets 

but can only detect if droplets are frozen or not, such as in flow tube experiments (e.g. ref 

[79]), knowledge of the changes in the droplet size distribution is not available. In such 

cases, as only the initial size distribution of the droplets added to the chamber is known, 

using a constant volume in the form of a mean or a median may be necessary. Similarly to 

Equation 4.3 to Equation 4.5, for the same fraction frozen, temperature and time-step, the 

difference caused by using a constant median can be calculated. As both averages are 

constant the temperature dependent variables, amed and amean, are assumed equivalent: 

      
(            )        

(          )  

 (                (     ))    (              (    )) Equation 4.6 

                  (    )    (     ) Equation 4.7 

with the median and mean denoted by the subscripts med and mean. The difference 

between the mean and median volume is manifested in the non-temperature dependent 

component, b, as the natural log difference of the mean and median. In the case of Figure 

4.3 Δb = 0.55, explaining the variation between the values of b shown in Table 4.1. 

While Figure 4.3 indicates that the constant mean is closer to the measurement-bin dataset 

than the constant median, it does not definitively show which is most appropriate. However 

the measurement-bin data uses the volume calculated from the diameter in the centre of the 

bin and may not be the most appropriate comparison to judge between the constant mean 

and median. Again, this question can be resolved mathematically, by rearranging Equation 

4.1, and substituting the Taylor series approximation of ln(1-x) = -x if x < 0.1[37]: 

   
   (  

  
  
)

   
 

  
     

 Equation 4.8 

The relationship between J and ni now depends upon nLV, the total liquid volume, for which 

V must be the mean not the median. Therefore, if a constant average has to be used this 

should always be the mean. 

4.3.1.3. Recommended droplet averaging method 

In summary, a mathematical analysis has been performed to guide the choice of the droplet 

averaging method. Where the droplet volume is constant, a constant mean is most 

appropriate. If the droplet volume varies during the experiment the validity of using a 

constant mean cannot be assured and should be tested for every size bin of every 
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experiment. If the evolution of the droplet/particle size distribution during the experiment is 

not available Equation 4.4 provides a framework for establishing appropriate size bins. The 

width of size bins should be minimised to reduce the artificial curvature in J due to the 

changing droplet size distribution, and where possible it is recommended that size bins are 

adjusted such that Δa is no more than 10% of the actual value of a. 

Estimations of this effect are shown in Table 4.2. Included are a range of size bins from the 

homogeneous experiment provided in this work, along with examples from the literature. 

The values of Δa from the homogeneous experiment in this work show that as the width of 

the bin increases the difference between a constant and updating mean increases. Two 

narrow bins both two measurement-bins wide – 5 µm –and are shown, one with small (row 

3.75 – 8.75) and one with large (row 16.35 – 21.35) diameters. In the small diameter 

example Δa is ~10 % of a, whereas in the large diameter example it is ~4 % even though 

the bin width in both of these examples is 5 µm. This demonstrates that the effect upon a is 

due to the volume rather than  size distribution, and  this effect is  also seen in the literature.  

Bin width 

(µm) 
Reference 

Volume 

(10
-10

 cm
3
) 

ln(Jcm) ln(Jum) 
Δa 

Equation 4.4 

Δa 
From ln(J) 

3.75 – 8.75 Hom., this work 0.94 - 0.42 
-3.973T 

+ 953.07 

-4.422T 

+ 1058.8 
0.525 0.449 

3.75 – 11.25 Hom., this work 1.66 - 0.42 
-3.549T 

+ 853.26 

-4.402T 

+ 1054.2 
0.847 0.853 

3.75 – 21.35 Hom., this work 5.38 - 0.42 
-2.781T 

+ 671.69 

-4.362T 

+ 1044.8 
1.398 1.581 

16.35 – 

21.35 
Hom., this work 

20.50 - 

17.65 

-3.995T 

+ 958.14 

-4.217T 

+ 1010.6 
0.181 0.222 

3.75-6.25 + 

18.85-21.35 
Hom., this work 4.23 - 0.42 

-2.404T 

+ 582.86 

-4.349T 

+ 1041.8 
1.410 1.945 

10-20 
Hom. exp. 2, 

Murray et al.
[29]

 

15.35 - 

3.29 

-2.696T 

+ 652.14 
- 1.111 - 

21-40 
Hom. Exp. 2, 

Murray et al.
[29]

 

82.15 - 

35.07 

-2.759T 

+ 668.74 
- 0.983 - 

10-20 
Kaolinite exp. vii, 

Murray et al.
[41]

 

11.93 - 

3.29 
-1.076 T 

+ 269.85 
- 0.237 - 

21-40 
Kaolinite exp. vii, 

Murray et al.
[41]

 

74.94 - 

35.07 

-0.782T 

+ 198.20 
- 0.190 - 

10-20 
NX illite exp. 2, 

Broadley et al.
[47]

 

15.28 - 

3.29 

-0.230T 

+ 65.97 
- 0.205 - 

21-30 
NX illite exp. 2, 

Broadley et al.
[47]

 

61.19 - 

35.07 

-0.386T 

+ 103.38 
- 0.133 - 

Table 4.2. Summary of sample Δa values from this work and the literature. Δa values are 

calculated using Equation 4.4 or by a comparison of a calculated using fits to the constant 

and updating means (i.e. acm - aum). For homogeneous data Δa is numerically large except in 

the narrowest volume distribution (16.35 – 21.35 µm), and small for heterogeneous 

experiments (Kaolinite and NX illite) due to the wide range of freezing temperatures in 

these experiments. The volumes shown are the mean droplet volume at the start and the 

smallest droplet in the experiment. Droplet volumes were calculated from the diameter of 

the measurement-bin centre.  
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For example, a homogeneous experiment[29] from the literature has similar values of Δa to 

the experiment described here. The values of Δa from heterogeneous experiments[41][47] are 

much smaller than homogeneous due to the wider temperature range of freezing in these 

experiments – heterogeneous experiments tend to occur over 4 – 7 K and homogenous over 

~2 K. However, in heterogeneous experiments Δa is still significant at 20 to 90 % of the 

fitted value of a. Therefore, the effect of droplet volume measurements on Δa is important 

in all experiment types. Where information on the evolution of the droplet size distribution 

is available, the mean droplet volume should be calculated using droplets the narrowest size 

bins possible (i.e. the measurement-bin) or using an updating mean if data is sparse. 

Nucleation coefficients in Chapter 6 and 7 are calculated using these methods. 

4.3.2. Uncertainty due to droplet size measurement resolution 

Having seen in section 4.3.1 that errors in the representation of droplet volumes can have 

significant effects, it is prudent to investigate whether the resolution of droplet size 

measurements could cause a similar problem. This is especially relevant to the work on 

homogeneous nucleation discussed in Chapter 6, in which subtle differences between the 

nucleation rate coefficients of individual measurement-bins are involved. To facilitate 

testing the droplet size distribution of the experiment shown in Figure 4.3 is interpolated 

into ~0.25 µm wide sub-sections (a tenth of the measurement resolution) by assuming that 

the droplet size distribution is continuous and linear (see Figure 4.5 and Table 4.3). While 

the absolute volumes and surface areas of each droplet size do not change significantly, 

there are relative changes between the different sizes. For instance, the interpolated volume 

of 5 µm size is 7 % larger than the non-interpolated volume, while for 20 µm droplets the 

interpolated volume is 2 % smaller. 

Table 4.3. Summary of the interpolation correction to droplet volumes and surface areas.

The ratios provided are interpolated/non-interpolated; see text and Figure 4.5 for details of 

the interpolation process. 

Diameter 

(µm, ±1.25) 

Volume 

(10
-10

 cm
3
) 

Interpolated vol. 

(10
-10

 cm
3
) 

Volume 

Ratio 

Surface area 

(10
-6

 cm
2
) 

Interpolated SA 

(10
-6

 cm
2
) 

SA 

Ratio 

5.0 0.4161 0.4480 1.077 0.8478 0.8736 1.030 

7.5 1.4043 1.4374 1.024 1.9075 1.9204 1.007 

10.0 3.3286 3.3312 1.001 3.3912 3.3756 0.995 

12.5 6.5012 6.4615 0.994 5.2987 5.2598 0.993 

15.1 11.234 11.139 0.992 7.6301 7.5697 0.992 

17.6 17.839 17.645 0.989 10.386 10.293 0.991 

20.1 26.629 26.095 0.980 13.565 13.366 0.985 
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As well as the minor changes to the mean droplet volume and surface, the interpolation has 

produced a simplistic approximation of the size distribution within the measurement-bin. 

Using Equation 4.4 the effect a droplet size distribution has upon the parameterisation of J 

can be estimated (Table 4.4). In the measurement-bins 10 µm or larger, the effect of this 

size distribution upon a is minor (~6 – 7 %). However in the smallest two sizes the effect is 

more pronounced and the change in a for the 5 µm measurement-bin is 23 %. 

4.4.  Stochastic nucleation rate coefficient assumptions 

During the calculation of the stochastic nucleation rate coefficients two additional 

assumptions are made: the temperature dependence of the pre-exponential is minimal, and 

that the change in J over the analysis time-step is not significant. 

 
Figure 4.5. Interpolation of droplet diameter. Linear interpolations were performed using 

the gradient between actual data points; below 5 µm the gradient from 5 – 7.5 µm was used, 

above 20µm the number of droplets recorded at 22.5 µm was used. After interpolation the 

droplet frequencies were normalised to the original total number of droplets. 

Diameter 

(µm, ±1.25) 

Mean Interp. Vol 

(10
-10

 cm
3
) 

Min. Interp. Vol 

(10
-10

 cm
3
) 

ln(Jcm) Δa aum 

5.0 0.4480 0.1937 -4.028T + 966.5 0.900 -4.928 

7.5 1.4374 0.8624 -4.245T + 1017.1 0.392 -4.637 

10.0 3.3312 2.3268 -4.008T + 961.4 0.285 -4.293 

12.5 6.4615 4.8991 -3.771T + 905.6 0.257 -4.028 

15.1 11.139 8.8912 -4.334T + 1038.3 0.242 -4.576 

17.6 17.645 14.615 -3.541T + 851.4 0.236 -3.777 

20.1 26.095 22.383 -6.635T + 1580.7 0.288 -6.923 

Table 4.4. An estimation of the effect of the droplet measurement-bin upon the 

parameterisation of J. The diameters and mean interpolated volumes are as shown in Table 

4.3 and ln(J) recalculated from experimental data based upon the mean interpolated volume. 

The minimum interpolated volume is the volume calculated for the smallest tenth-of-bin 

sub-section from each bin. aum is calculated as acm - Δa. 

4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
0

25

50

75

100

125

150

F
re

q
u

e
n

c
y

Diameter (m)

 Raw data

 Interpolated



56 

 

 

4.4.1. Pre-exponential temperature independence assumption 

In the use of the stochastic model it is usually assumed that the pre-exponential term in 

Equations 2.9 and 2.23 is constant over the range of droplet freezing temperatures. This 

assumption is necessary to allow the investigation of the terms residing within the 

exponential (e.g. calculation of the ice cluster-liquid surface energy using Equation 2.19). 

Denoting the pre-exponential and exponential terms as the temperature dependent functions 

A(T ) and β (T ) respectively, Equation 2.9 becomes:  

 ( )    ( ) ( ( ) )  

 ( )    ( 
( )   ( ( )))

 Equation 4.9 

Even though the temperature dependence of β (T ) is non-linear, as the temperatures are in 

Kelvin the relative change over a range of a few degrees is small. Therefore, similarly to 

Equation 2.14 (note a from this equation has become α here for clarity), Equation 4.9 can be 

approximated as log-linear: 

   (     (  )) Equation 4.10 

where A0 is the pre-exponential factor at T = 0 and α is the temperature dependence of J: 

   
d ( )

d 
  
d  ( ( ))

d 
 Equation 4.11 

in which it is assumed that there is no influence on J from the droplet volume distribution 

(e.g. Section 4.3.1). Over the range of temperatures relevant to a single homogeneous 

nucleation experiment, it is typically assumed that α is constant and that dln(A(T ))/dT is 

zero. Testing of this assumption is further complicated by the existence of several proposed 

forms of the pre-exponential (see section 2.2.3.1), repeated here for convenience: 

 
Figure 4.6. Estimations of the pre-exponential of J. The forms of the pre-exponential are 

from Huang and Bartell[58] (A = Equation 2.10, B = Equation 2.11), Pruppacher[62] (Equation 

2.12) and Tabazadeh, Djikaev and Reiss[44] (Equation 2.13). Parameterisations of ln(A) for 

each form are provided. 
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Equation 2.12 

(Pruppacher 95[62]) 

      
    

 
 

Equation 2.13 

(Tabazadeh 02[44]) 

The resulting values of the pre-exponential from these equations are shown in Figure 4.6. 

For all four versions of the pre-exponential dln(A(T ))/dT is less than 0.1. As literature 

values of α are significantly less than -2, using Equation 4.11 shows that it is appropriate to 

assume the pre-exponential is constant. 

4.4.2. Nucleation rate coefficient change during the time-step 

assumption 

To facilitate the calculation of the stochastic nucleation rate coefficients the experiment is 

split into a series of independent but short constant temperature time periods (Δt, Equations 

2.17 and 2.24). The resultant value of J calculated from the observations corresponds to the 

centre of Δt. In a true constant-temperature experiment this is equivalent to the actual value 

of J, but in a cooling experiment this approach requires the assumption that the observed 

value of J is equivalent to the mean value over Δt. As the change of J over Δt is not linear, 

the accuracy of this assumption will depend upon the change of temperature, ΔT, during Δt 

and the temperature dependence of J. Using the simplified representation of J in Equation 

2.14, the value of J observed at the centre of Δt is: 

      
(    ) Equation 4.12 

 
Figure 4.7. The maximum acceptable value of Δt with a, the temperature dependence of J, 
for two different cooling rates. The plotted lines show values of Δt calculated by Equation 

4.14 corresponding to a 10 % difference between the theoretical and average value of J. 
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Integrating J over the temperature step allows calculation of the mean value over the time 

step: 

       
 

  
∫  (    )   

   
  
 

   
  
 

 Equation 4.13 

Completing the integral and dividing by Equation 4.12 reveals the following relationship: 

     
    

  
 

   
( 
   
    

    
 ) Equation 4.14 

By defining the maximum acceptable error in Jmean as 10% (e.g. Jmean/Jobs = 1.1), Equation 

4.14 can be solved iteratively. This gives a maximum value of aΔT = 1.527, above which 

this assumption is inaccurate. Using the cooling-rate relationship between Δt and ΔT allows 

calculation of acceptable values of Δt (Figure 4.7). In homogeneous experiments a is 

generally less than -2, so this assumption limits Δt to 18 seconds maximum at 1 K min-1. 

The experiment shown in Figure 4.3 has aΔT ≈ 0.2, giving Jmean/Jobs = 1.002, equivalent to 

a 0.2% error. For homogeneous experiments at 10 K min-1 care needs to be taken to ensure 

this assumption does not become a problem – for a = -4, Δt should be no greater than 2 

seconds. For heterogeneous experiments -2 < a < 0 is usually the case, which allows greater 

freedom in deciding Δt. For the homogeneous experiments in Chapter 6 this assumption has 

no impact. 

4.5. Summary 

The numerical process for the analysis of freezing data has been described, in which the 

freezing times and temperatures are combined with the sizes of frozen droplets to calculate 

the temperature and time series of liquid and frozen droplet numbers. From these series the 

time dependent and independent nucleation coefficients can be derived. This requires a 

representation of the average droplet volume, and there are several methods that can be used 

to estimate it. Unless the volume distribution of the droplets is very narrow, the droplet 

averaging method used can have a significant impact on the calculated nucleation 

coefficients. In all cases where the grouping of droplets of different sizes is made it is 

recommended that the mean droplet volume should be recalculated after every time-step. 

Finally, an analysis of the two main assumptions made during the calculation of nucleation 

rate coefficients has been performed. Neither of these assumptions was found to invalidate 

the calculation method, and acceptable limits to the analysis time-step have been defined.



59 

 

 

Chapter 5. Mineral dust characterisation 

A principle aim of this project is to identify the ice nucleating ability of mineral dusts 

relevant to the atmosphere. Fundamental to this aim is the need to acquire mineral 

specimens which are of high purity, which can be quantified using X-Ray powder 

diffraction. Once this technique has identified a sample of sufficient purity, the surface area 

to mass ratio, termed the specific surface area, of the dust needs to be quantified to allow 

the calculation of surface area normalised nucleation coefficients. This specific surface area 

can be measured using gas adsorption techniques (section 5.2). 

The X-ray diffractometer was operated by Dr T.L. Malkin, who performed all steps of the 

procedure; the author contributed to the XRD analysis by assisting with the identification of 

minerals likely to be present in samples. Gas adsorption measurements were produced at 

Leeds by the Particles-CIC group in the Faculty of Engineering and the School of 

Chemistry. 

5.1. Mineralogy by X-ray powder diffraction 

When X-rays are incident upon an electron, the electric field of the X-ray causes the 

electron to oscillate[142]. This oscillation causes the electron to emit X-rays in all directions, 

at the same frequency as the original X-ray. If a beam of X-rays is directed upon a 

crystalline substance, the X-rays emitted by the electrons of atoms in the crystal will create 

constructive and destructive interferences at angles in three dimensions around the 

crystal[142]. The directions of the constructive interferences from crystals can be detected, 

and are related to the distance between atoms by Braggs law[142]: 

  s       Equation 5.1 

where d is the distance between interfering atoms, θ is the angle formed between the 

incident (and emitted) X-ray and a plane perpendicular to a line intersecting the two atoms 

(see Figure 5.1), and n is an integer number of X-ray wavelengths λ. With λ typical to this 

method of analysis (0.154 nm[142]) the distances between electrons in a single atom are not 

significant, and knowing θ and λ enables the derivation of the positions of the atoms within 

a crystal. In a single crystal, the constructive interferences create a pattern of points around 

the main X-ray beam. In a powdered sample containing many micron and sub-micron sized 

crystals of random orientation, the constructive interferences form rings around the central 
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beam. In modern instruments, the detector traverses the radius of the rings to produce the 

spectra.  

The direct analysis of the mineralogical composition of samples can be done using a 

Rietveld analysis, which fits the observed spectra by the summation of standard XRD 

spectra for a number of minerals to achieve a best fit. However, this is generally prohibitive 

in terms of time; instead the composition of mineral samples can be analysed using a 

relative intensity ratio method[143,144]. In this method the sample is doped with a known 

amount of a standard, in this case with ~20 % by mass of corundum which is rare in natural 

samples. By comparing the intensities (i.e. the area under the peak) of peaks due to the 

added corundum with peaks from the other minerals in the sample a reasonably accurate 

composition of the sample can then be gained: 

  
  
  
  
  

 Equation 5.2 

In this general case Ix and Is are the peak intensities for mineral x and the standard, k is the 

relative intensity ratio between the peak intensities and mx and ms are the mass fractions of 

mineral x and the standard[144]. Rearranging Equation 5.2 and using a corundum standard 

allows quantification of the mass concentration of the mineral content[144]: 

   
    
    

 (   ) 
 (   )   

 Equation 5.3 

in which mcor is the mass concentration of corundum, I(113)cor is the intensity of the 113 

corundum peak (~43.5 degrees in Figure 5.2), I(hkl)x is the intensity of a particular peak of 

the mineral and kcor is the relative intensity ratio of the mineral peak to the 113 corundum  

peak[144]. 

 
Figure 5.1. Schematic of X-ray diffraction. Incoming X-rays (top left) are incident upon 

atoms (orange circles) of the crystal structure. The electrons of these atoms emit X-rays of 

the same frequency as the incoming rays in all directions. At certain incident angles (θ), 

2dsinθ is equal to an integer number of X-ray wavelengths and constructive interference 

occurs. By controlling the position of the detector (and source) θ is observed and d can be 

derived. As well as the adjacent atoms shown, these diffractions will exist for all atom pairs. 

 



61 

 

 

Prior knowledge of kcor, which is dependent upon the equipment used, is required and can 

be measured independently of the sample under analysis. For common X-ray 

diffractometers values of k are already available for most minerals and standards. 

The mineralogies derived in Chapter 7 were performed using the relative intensity 

methodology described by Hillier[143,144]. Briefly, the sample is thoroughly mixed with 

around 20 % by mass of accurately measured corundum. It is then packed into a sample 

holder and placed into the XRD. The sample holder is rotated continuously during analysis 

to reduce the possibility of specific peaks being enhanced. The resulting diffraction peaks 

can be used to identify and quantify the minerals in the powder. The position and intensity 

of each peak of  the  individual  minerals relative  to  corundum  need  to  be known  before  

the  analysis (Table 5.1). 

Mineral Peak 2θ Peak k NX Illite composition (Figure 5.2) 

Corundum 

25.6 

35.2 

37.8 

43.5 

52.6 

57.6 

66.8 

68.4 

0.55 

0.88 

0.38 

1.00 

0.45 

0.92 

0.36 

0.55 

20.0/0.0 

Barite 

25.89 

22.85 

28.78 

1.80 

0.92 

1.79 

- 

Calcite 29.46 2.82 1.6/2.0 

Chlorite 
12.50 

10.89 

0.4 

0.71 
- 

Gypsum 14.76 0.84 - 

Halite 
31.71 

45.56 

3.98 

2.51 
- 

Illite 
26.59 

8.84 

0.49 

0.31 
46.8/58.5 

Illite-smectite 19.94 0.45 10.7/13.3 

Kaolinite 
12.34 

24.86 

0.64 

0.51 
5.6/7.0 

K-feldspar 
27.51 

41.80 

0.92 

0.19 
6.3/7.9 

Na-feldspar 
27.95 

22.04 

1.61 

0.48 
1.3/1.6 

Quartz 

26.68 

20.84 

50.39 

3.82 

0.76 

0.52 

5.1/6.4 

Table 5.1. Reference peak 2θ diffraction angles and intensity ratios relative to corundum (k) 

for a number of common minerals. Where multiple peaks are available for a mineral, the 

composition is calculated for each peak and averaged. The value of k is relative to the 

corundum 113 (43.5°) peak. Compositions calculated using Equation 5.3 for the NX Illite 

spectra shown in Figure 5.2 are provided: the composition including corundum (before the 

slash), composition excluding corundum (after the slash). See Chapter 7 for a description of 

the minerals. 
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Reference peaks for most minerals are available in the literature[145], allowing calculation of 

the sample composition using Equation 5.2. An example of an XRD spectra of NX Illite, a 

commercial mixed dust[47], is shown in Figure 5.2 and the resulting composition is shown in 

Table 5.1. 

XRD spectra were obtained using a Bruker D8, with a 2.2 kW Copper anode X-ray source 

and a VÅNTEC-1 detector with a resolution of 0.044°. Runs were typically performed over 

2θ ranges of 3-70°, with a step size of 0.021° and 2 seconds taken per step, giving a total 

run-time of around 1 h 40 m. With this setup it is possible to identify the components of a 

sample down to around 1 % by mass, below which the noise to signal ratio is too great.  

5.2. Sample surface area measurement by gas adsorption 

In a closed system containing a solid surrounded by a gas, molecules of the gas will adsorb 

to the surface of the solid. This adsorption process increases the mass of the solid, and 

concurrently reduces the pressure of the gas. This pressure reduction can be related to the 

number of gas molecules adsorbed by the solid, and the relationship between pressure and 

the number of moles of gas adsorbed describe an isotherm (see Figure 5.3: non-porous). It is 

possible to derive the number of molecules that would be required to form a monolayer (a 

constant layer of molecules one molecule thick) of adsorbed gas molecules on the solid, 

which allows the surface area of the solid to be calculated[146]: 

        Equation 5.4 

where A is the surface area of the solid and nm is the number of molecules of gas in a 

monolayer where each molecule occupies an area of am. nm can then be calculated from 

pressure observations using the Brunaeuer, Emmet and Teller (BET) equation[146]: 

 

 (
 
  
  )

 
 

   
 
   

   

 

  
 

Equation 5.5 

in which n is the amount of gas adsorbed onto the solid at a pressure of p, p0 is the 

saturation vapour pressure (the pressure at which liquid forms) and c is the BET constant. 

By plotting n(1-p/p0) against p/p0 (x axis), nm and c can be calculated from the slope (s) 

and intercept (i ) of the isotherm[146]: 

    
 

   
 Equation 5.6 

   
 

 
   Equation 5.7 
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The BET method measures the external surface area as well as any internal surfaces the gas 

can reach, such as pores and internal spaces in aggregates. The filling of these pores can 

change the rate of molecule adsorption and desorption, which can affect the calculated BET 

surface area, and the difference between the adsorption and desorption can be used to infer 

the volume and size of pores. These pores generally do not affect the isotherm at low values 

of p/p0 (Figure 5.3, ref [146]), which allows for measurement of the surface area without 

pore filling having a significant effect upon the measured surface area.  

As the BET method calculates a surface area to mass (and hence volume) ratio of the 

sample it can be used to calculate the radius r of a particle with the same ratio: 

where SSA is the measured specific surface area in cm2 g-1 and ρ the density of the 

substance (g cm-3). As well as features such as pores, the BET method takes into account 

surface roughness down to molecular scales. In comparison, surface areas calculated from 

size measurements assuming spherical particles usually do not take into account these 

features and sometimes neglect the sphericity of the particles, which can result in significant 

differences between BET and particle size surface area measurements[147]. 

 

Figure 5.3. Example BET isotherms. Shown are example isotherms for non-porous and 

porous substances in terms of an arbitrary amount adsorbed vs. the fraction of saturation 

pressure[146]. The difference between the adsorption (red) and desorption (blue) isotherms 

for the porous material is due to the filling and emptying of pores. At low values of p/p0 all 

three lines match.  
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In the Micromeritics TriStar 3000 used to measure the specific surface area, a known mass 

of dehydrated powder sample is placed in a flask of known volume and internal surface 

area. The flask is then evacuated and cooled to liquid nitrogen temperatures before a known 

mass of gaseous nitrogen is then added. The difference between the expected and observed 

nitrogen pressures allows calculation of the amount of gas adsorbed onto the sample and 

flask walls. Using Equation 5.4 toEquation 5.7 above, the sample surface area can be 

calculated and converted into a specific surface area by normalisation to a unit mass. For 

minerals that readily expand when absorbing water (e.g. montmorillonite[148]) it is assumed 

that the measured surface area and surface area available for immersion mode ice nucleation 

are the same.  

The specific surface areas for the minerals used in Chapter 7 appear in Table 7.5 and range 

from 2.7 m2 g-1 to 91.4 m2 g-1, with the clay minerals having specific surface areas above 

25 m2 g-1 and the granular minerals such as feldspar and quartz below 10 m2 g-1. Calculated 

using Equation 5.8 and a density of 2.6 g cm-3, 25 m2 g-1 corresponds to a mean particle 

diameter of 0.09 µm and 10 m2 g-1 to 0.23 µm.  

5.3. Summary 

With the methods described here, the characterisation of the bulk powdered sample can be 

performed. The mineralogy of a sample can be determined for components contributing 

down to around 1 % of the mass using X-ray diffraction, and the samples mean surface area 

to mass ratio can be estimated using gas adsorption. This characterisation allows for the 

normalisation of nucleation coefficients to the mean particle surface area and gives 

confidence in apportioning nucleation events to the intended mineral in Chapter 7. 
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Chapter 6. Homogeneous nucleation: surface vs. volume nucleation 

Knowledge of the homogeneous nucleation of ice within pure water droplets is important 

for a basic understanding of the formation of ice in highly supercooled liquid droplets. It is 

generally assumed that the probability of ice nucleation is dependent upon the volume of 

the droplet (e.g. refs [9,29,54,74,149]). 

In 2002 and 2003, Tabazadeh et al.[44,150] and Djikaev et al.[83,151] hypothesised that 

homogeneous nucleation occurred due to the surface of the droplet. The evidence 

supporting this hypothesis was a reanalysis of experiments containing different sized 

droplets, in which nucleation normalised to the droplet surface area produced a better fit 

than to the droplet volume. This hypothesis sparked some debate (e.g. refs [46,69] and the 

online discussion about ref [152]). Work by Duft and Leisner[77] in 2004 comparing the 

freezing of single droplets of 38 µm and 98 µm was unable to find conclusive evidence for 

or against the presence of significant surface nucleation and suggested that it was not 

present in droplets larger than 8 µm diameter. 

Recently Kuhn et al.[86] investigated nucleation in droplets <10 µm diameter using a 

cryogenic laminar flow tube. In three separate experiments using droplet distributions with 

mode diameters of 2, 3.4 and 5.8 µm, they found that droplet freezing was most accurately 

described using nucleation due to both the droplet surface and volume[86]. 

The new instrument developed in Chapter 3 is capable of observing droplets down to ~5 µm 

diameter, which in the region of the droplet sizes that surface nucleation has been suggested 

to be important[77,86]. This capability and the lack of certainty in the relevance of surface 

nucleation have motivated the further study of homogeneous ice nucleation. The following 

sections provide experimental results and derived nucleation rate coefficients, followed by a 

comparison with the literature and a discussion of the implications of this study for the 

atmosphere and future work. 

6.1. Experimental results and nucleation rate coefficients 

Homogeneous experiments were performed using the procedures outlined in Chapters 3 and 

4 at cooling rates between 1 and 4 K min-1. An example set of fraction frozen curves for a 

1 K min-1 experiment is shown in Figure 6.1. As predicted by the theory (e.g. Equation 
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2.17), these curves show that the probability of freezing depends upon the size of the 

droplet: larger sizes freeze at higher temperatures. Fraction frozen curves are only of use for 

describing the freezing of a specific population of droplets. To predict the rate of freezing in 

a different droplet population it is necessary to calculate a nucleation rate coefficient. 

Nucleation rate coefficients are calculated by normalisation of the probability of freezing to 

a property of the droplets, such as mean volume. To investigate if surface nucleation is 

active, the freezing data was normalised to the droplet volume (JV, cm-3 s-1) and surface area 

(Js, cm-2 s-1) separately for each of the droplet sizes in the experiment. The amount of scatter 

between the different droplet sizes in each normalisation then gives an implication of which 

normalisation is most accurate, and if the droplet volume or surface contributes to freezing.  

Example volume dependent nucleation rate coefficients for the 1 K min-1 data set, 

calculated using Equation 2.17, are shown in Figure 6.2. When this data is plotted on a log 

axis, the data approximately falls on to a straight line. 

 
Figure 6.1. Fraction frozen curves for homogeneous experiments at two cooling rates. The 

centres of the droplet diameter measurement-bins are provided in the figure legend.  

 
Figure 6.2. Nucleation rate coefficient for the 1 K min-1 homogeneous experiment. The 

coefficient (Jv) is calculated using Equation 2.17 using the measurement-bin interpolation 

corrected volumes (Table 4.3). The legend provides droplet diameter measurement-bin 

centres. Error bars are provided for the 5 µm droplet size; error bars provided for Jv display 

the maximum and minimum droplet volumes within the measurement-bin due to diameter 

measurement accuracy (± 1.25 µm) and are fractionally smaller for larger droplets. Sample 

temperature error bars (± 0.3 K) are also shown. 
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If nucleation due to the droplet surface is significant, normalisation to volume will cause 

differences between the nucleation rate coefficients calculated for each droplet size, 

especially at smaller sizes. As the individual data points in Figure 6.2 are scattered, linear 

regression fits are shown for each measurement-bin (Figure 6.3). This figure includes 

nucleation data normalised to the droplet surface area, s, calculated in a similar manner to 

the volume normalised nucleation coefficient (Equation 2.17): 

where JV and Js are the volume and surface area normalised nucleation rate coefficients. 

In some of the homogeneous experiments the number of droplets (~300) was insufficient to 

be able to calculate nucleation rate coefficients for individual droplet measurement-bins 

without significant amounts of scatter occurring (e.g. ‘exp 2’ in Figure 6.4). For these 

experiments no analysis was done beyond the calculation of the volume nucleation rate 

coefficient. The detailed analysis that follows concentrates upon a 1 K min-1 experiment 

with double the number of droplets (610). 

 

Figure 6.3. Nucleation rate coefficient fits to droplet volume and surface area broken down 

by droplet size for the 1 K min-1 experiment. The volume (surface area) normalised 

nucleation rate coefficient is shown on the right (left) axis. The fit to all six droplet sizes 

combined is also shown. For the volume rate coefficient most droplet sizes overlap, 

although the smallest (5 µm) is very slightly separated from the rest; for the surface area 

normalised coefficient the scatter is increased with a definite trend to higher values for 

larger droplets. Details of the individual fits are provided in Table 6.1. 
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When normalised to volume there is little discernible difference between each droplet size, 

though if one were critical it could be suggested that the data for the 5 µm measurement-bin 

is slightly separated (Figure 6.3). When normalised to surface area alone the scatter between 

the different droplet sizes increases, except for between the 5.0 and 7.5 µm 

measurement-bins. This implies that nucleation in droplets larger than 7.5 µm diameter is 

most accurately described using a volume based coefficient and in smaller droplet sizes 

nucleation due to the droplet surface may be occurring. However, in these small droplet 

sizes volume nucleation will still occur and nucleation by the volume and surface need to be 

considered simultaneously. 

 

Param. av bv as bs Dtot R2 
All -4.3714 1047.00 -3.7642 894.82 12.4/16.7 0.90/0.87 

5.0 µm -4.0281 966.52 -4.2193 1001.59 14.8/34.9 0.88/0.73 

7.5 µm -4.2446 1017.10 -3.9428 936.67 13.1/23.6 0.90/0.82 

10.0 µm -4.0075 961.38 -3.8939 925.36 12.3/17.3 0.91/0.87 

12.6 µm -3.7706 905.61 -3.6166 860.31 14.5/15.2 0.89/0.88 

15.1 µm -4.3338 1038.28 -4.2993 1021.29 11.9/36.2 0.91/0.72 

17.6 µm -3.5413 851.35 -3.8057 905.11 29.7/26.7 0.79/0.79 

Table 6.1. Parameterisations for the surface and volume nucleation fits shown in Figure 6.3. 

Dtot (calculated using Equation 6.4) and R2 values provided are for volume before the slash 

and surface afterwards. 

 
Figure 6.4. A comparison of volume normalised nucleation rate coefficients for two 

experiments. Both experiments were at 1 K min-1, the first containing 610 droplets and the 

second 302 droplets. Note the large scatter and variation in slope of the fitted nucleation rate 

coefficients for the second experiment. 
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6.1.1. Combined surface and volume nucleation 

To investigate the surface-volume nucleation relationship further, nucleation from the 

surface and the volume are combined by inserting Equation 2.20 into Equation 2.21[44,77,86]:  

  
  
        (  ( )    ( ) ) Equation 6.2 

which can then be solved iteratively to estimate JV and Js. V and s are the droplet volume and 

surface area respectively, using the interpolated values as provided in Table 4.3. The 

iteration uses the non-normalised nucleation rate, J’, for each measurement-bin: 

     
  (  

  
  
)

  
 Equation 6.3 

Iterative fitting was then performed by minimising the sum of the squares of the weighted 

difference in each of the x measurement-bins: 

      ∑(
  
    

(              )
 

)

   

 Equation 6.4 

where Dtot is the minimised value, summed over each measurement-bin x, which contain y 

data points in which ni droplets freeze and Jtot,y is the value of JVV + Jss calculated for each 

y from the fitted values of JV and Js. R2 values can also be calculated for each 

parameterisation for comparison. 

A weighting factor, ni/(ni + 1), is present in Equation 6.4 to represent the certainty of the 

value of each experimental data point. The nucleation rate is based upon the probability of 

freezing, calculated from the number of droplets which have frozen during a time step 

(Equation 6.3) via the Poisson distribution (Equation 2.16). However, as the value of J’ is 

calculated from a probability, there are a range of values of J’ which could result in the same 

number of freezing events[66]. The width of this range is inversely proportional to the 

number of events, meaning that values calculated from a small number of droplets can be 

more affected by experimental variability than higher numbers of events. For example, 

adding a freezing event to one analysis time bin, such as from a neighbouring time bin or 

measurement-bin, could cause a large change in the resulting value - adding an event to a 

time bin containing one event would approximately double J’, whereas adding a droplet to a 

bin with ten already present would result in a much smaller change. The weighting then 

gives a greater importance to the data points with greater certainty – a point with one event 

is given a 50 % weighting (1/(1+1)), whereas points with 10 events are weighted at ~91 % 

(10/(10+1)). 
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The results of minimisations using Equation 6.4 are shown in Table 6.2. Minimisations 

have been performed using surface only, volume only and surface and volume nucleation 

combined (S1, V1 and C1 in Table 6.2), and are shown in Figure 6.5. The Dtot values for 

each of these fits are similar, and the R2 values provided to give a standardised measure of 

the goodness of fit suggest that all three are of similar quality. This can be seen visually by 

the similarity of the fits in Figure 6.5: in comparison to the C1 fit, V1 gives slightly lower 

value for small droplet sizes and vice versa for large droplets. The surface only fit (S1) also 

gives a reasonable match to the data, but is disregarded as nucleation by the droplet surface 

alone has been previously disproved using larger droplets[28,69,76-78]. However, with the 

similar quality of the V1 and C1 fits to the data presented here it is not possible to 

categorically conclude that surface nucleation is or is not significant. If surface nucleation is 

inactive, the V1 fit gives an av value of ~-4.2, and if surface nucleation is active the C1 fit 

gives av is ~-3.7 and as is ~-4.9. 

The best minimisation (smallest Dtot) to the experimental data is C1, which utilises both 

surface and volume nucleation and is displayed in Figure 6.6. The parameterisation from 

this minimisation does a good job of replicating the nucleation rates calculated for both 

small and large droplets. It is consistent with Duft and Leisner’s[77] statement that at 

237.1 K surface nucleation and volume nucleation should be equivalent for droplets no 

bigger than 8 µm diameter. Figure 6.6 suggests that an equivalent diameter of 7.5 µm 

occurs at around ~234.5 K, though it must be noted that these droplets are not spherical. 

Param. Constraint av bv as bs Dtot R2 
S1 None n/a n/a -3.5270 839.15 14.62 0.8822 

S2 aS: Kuhn et al.
[86]

 n/a n/a -3.1853 758.75 16.16 0.8660 

V1 None -4.1716 1000.09 n/a n/a 11.40 0.9098 

V2 aV: Stan et al.
[76]

 -4.4746 1071.36 n/a n/a 12.61 0.9013 

V3 aV: Riechers et al.
[28]

 -3.574 859.47 n/a n/a 16.11 0.8693 

C1 None -3.7000 888.78 -4.8956 1159.63 10.65 0.9150 

C2 aV: Stan et al.
[76]

 -4.4746 1071.36 -4.4779‡ 1050.04‡ 12.61 0.9013 

C3 aV: Riechers et al.
[28]

 -3.574 859.07 -4.8687 1153.44 10.69 0.9145 

C4 None, 5-10 µm -3.9552 948.50 -4.2532 1009.03 12.04 0.9072 

C5 None, 10-17.6 µm -3.5141 845.00 -6.7194 1588.84 20.33 0.8423 

Kuhn Kuhn et al.
[86]

 -2.5961 628.49 -3.1853 758.58 24.39 0.7848 

Table 6.2. Summary of homogeneous ice nucleation parameterisations. Parameterisations 

are labelled as surface (S1, S2), volume (V1 – V3) and surface/volume combined (C1 – 

C5). See text for a description of the fitting process and constraints. C4 and C5 are 

unconstrained fits similar to C1, but with the minimisation stage only performed using a 

portion of the dataset: C4 drop sizes 5 – 10 µm inclusive, C5 10 – 17.6 µm inclusive. R2 

values have been provided for comparison. The parameterisation by Kuhn et al.[86] (labelled 

‘Kuhn’) is provided for comparison, along with the value of Dtot resulting from Equation 

6.4. ‡: This surface nucleation parameter produces values of Js too small for surface 

nucleation to occur in any of the observed droplet sizes. 
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Figure 6.5. A comparison between the nucleation rate coefficient parameterisations. J’ (y-

axis, Equation 6.3) is the non-normalised nucleation rate, with the experimental data Jexp. 

The parameterisations shown are the C1, V1 and S1 fits from Table 6.2. Note the minor 

differences between the C1 and V1 fits, as suggested by the similar goodness of fit for each. 

Each panel shows a measurement-bin, with labels providing bin centres ±1.25 µm. 

 
Figure 6.6. Surface and volume nucleation rates for the C1 parameterisation, as fitted using 

Equation 6.4. Similar to Figure 6.5, C1 and JVV and Jss from C1 are now shown. ln(JV) 

= -3.7000T + 888.78, ln(Js) = -4.8956T + 1159.63 (Table 6.2).  
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As mentioned above, evidence against surface only ice nucleation has been presented in the 

recent literature using droplets significantly larger (>50 µm diameter) than here[28,69,76-78]. 

Data from these publications could be used to constrain the volume nucleation rate in 

minimisations. However, of these publications some either provided data at a single 

temperature[77,78] or did not correct for changes in the droplet size distribution during the 

experiment (ref [69], Section 4.3.1). The datasets of Riechers et al.[28] and Stan et al.[76] 

provide the temperature dependence of JV and do not have these size distribution issues due 

to modelled droplet size distribution and a very narrow reported size distribution 

respectively. Fits have been produced using these data sets to constrain the temperature 

dependence of the volume rate coefficient (Riechers et al.[28]:V3, C3; Stan et al.[76]: V2, 

C2). The V2 minimisation (Stan et al.[76], no surface nucleation) produced Dtot and R2 

values similar to V1. Likewise, the C3 fit to surface and volume nucleation combined using 

the Riechers et al.[28] volume nucleation temperature dependence resulted in a similar Dtot 

and R2 to C1. For comparison with these fits, a minimisation using the Kuhn et al.[86] 

surface nucleation slope (S2) has been provided for comparison. 

6.2. Discussion 

6.2.1. Surface-volume equivalent radius 

The atmospheric relevance of surface nucleation depends on not just the absolute surface 

nucleation rate, but also the surface to volume ratio of the droplets in question. This ratio 

dependence can be taken into account by determining the radius at which nucleation due to 

the surface and volume are of equivalent (i.e. JVV = Jss, see Section 2.2.3.1.1 and refs 

[44,77,86]), req: 

   ( )  
   ( )

  ( )
 Equation 2.22 

As the ratio of JV and Js is not constant with temperature, req is temperature dependent. The 

resultant values of req are compared with that of Kuhn et al.[86] in Figure 6.7. For droplets 

smaller than this radius surface nucleation will be more important and vice versa for larger 

droplets. Note that the values of req displayed in Figure 6.7 are slightly different to those 

implied by Figure 6.6 as the experimental droplets are not perfectly spherical and thus have 

a different surface to volume ratio. 

The calculated equivalent radii for the C1 parameterisation imply that for droplets larger 

than ~5 µm diameter surface nucleation is not dominant. For larger droplets surface 
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nucleation will become increasingly important. However, Figure 6.7 does not account for 

the temperature at which droplets of those radii typically freeze, which increases rapidly 

with size (Figure 6.1). Therefore, expected fraction frozen curves for several droplet sizes 

including and excluding surface nucleation have been calculated (Figure 6.8). For droplets 

radius ≥5 µm surface nucleation has insignificant impact upon  the expected fraction frozen,  

but  in smaller droplets the impact is  significant. 

 
Figure 6.7. Temperature dependent equivalent radius of surface vs. volume nucleation. 

Calculated using Equation 2.22 for the parameterisations C1 from Table 6.2 compared 

with req from the parameterisation provided by Kuhn et al.[86]. Both  parameterisations are 

consistent with the upper limit of req = 4 µm at 237.1 K derived by Duft and Leisner[77]. 

The grey bars to the right provide typical droplet mode radii for maritime and continental 

clouds[153,154] and typical upper troposphere (UT) solution droplets[155]. 

 
Figure 6.8. Expected fraction frozen for different size droplets with and without surface 

nucleation. The surface and volume based nucleation rates recommended (C1 

parameterisation) were used with a cooling rate of 1 K min-1, assuming spherical droplets 

of the radius given in the legend. The presence of surface nucleation has no impact on 

large droplets but is important at small sizes. The nucleation rate coefficients have been 

extrapolated outside of the experimental temperature range (234.4 – 236.2 K). 
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If surface nucleation is disregarded for droplets of 0.5 µm radius this reduces the 

temperature at which 50 % of the droplets are predicted to freeze by ~0.5 K. This is greater 

than the change in freezing temperature  caused by doubling the droplet radius. This result 

implies that for the majority of lower tropospheric clouds surface nucleation can be 

neglected (e.g. Figure 6.7, refs [153,154]). In upper tropospheric solution droplets, which 

can be much smaller[155], surface nucleation may have a major impact – for a 1 µm diameter 

droplet at 234 K, surface nucleation contributes ~90 % of the overall nucleation rate. 

However, as ice nucleation in solution droplets is affected by the solute[156], the relative 

importance of surface and volume nucleation may be different in these droplets. 

In comparison to req calculated by Kuhn et al.[86], the req presented here is significantly 

smaller. However, the droplet sizes in the experiments[81] analysed by Kuhn et al.[86] are all 

smaller than ~6 µm diameter. The data presented here (e.g. Figure 6.6) suggests that surface 

nucleation is active in droplets of this size. It is possible the lack of larger droplets in the 

experimental data allows too much freedom for the volume nucleation coefficient within the 

fitting process. To illustrate the effect of the absence of large droplets constraining the 

volume  coefficient  in  the fitting  process, two  additional minimisations  were  performed. 

 
Figure 6.9. A comparison of the C1, C4 and C5 parameterisations with Kuhn et al.[86]. 

Shown are results of the parameterisations for the 5 µm experimental droplet size, with 

parameters based on all droplet sizes (C1), small droplets (≤10 µm, Kuhn et al.[86] and C4) 

and large droplets (≥10 µm, C5). The Kuhn et al.[86] and C4 parameterisations allow greater 

flexibility in volume nucleation, whereas C5 allows greater flexibility in surface nucleation. 
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The minimisation process (Equation 6.4) was then limited to droplets in specific 

measurement-bins (Table 6.2): C4 used droplets 5 – 10 µm inclusive (399 drops total) and 

C5 10 – 17.6 µm inclusive (312 drops). The values of Dtot and R2 presented in Table 6.2 are 

calculated using all six measurement-bins. This results in different balance between 

nucleation due to the droplet surface and volume in each fit. The lack of larger droplets 

removes the constraint to the volume nucleation rate coefficient in the C4 fit and vice versa 

for C5. This allows greater flexibility in the volume component (surface in C5) without 

having a significant impact upon the value of the minimisation (Figure 6.9). This suggests 

that experiments that lack droplets larger than ~10 µm, such as those done by Kuhn et 

al.[86], may result in parameterisations that significantly increase the relative importance of 

surface nucleation. 

To prevent such a bias towards surface or volume nucleation, the ideal experimental dataset 

for parameterising these nucleation coefficients would contain both droplets significantly 

larger and significantly smaller than 10 µm. Larger droplets are required to accurately 

parameterise volume nucleation, and smaller to parameterise surface nucleation. Observing 

and accurately measuring droplets smaller than 5 µm diameter in the current experimental 

configuration is not possible. 

6.2.2. Comparison of rate coefficients with the literature 

These new data can be compared with nucleation rate coefficients reported in the literature. 

The data for all the homogenous experiments are shown, including parameters calculated 

for volume nucleation (V1 and C1), and fall into the colder half of the reported values of JV 

(Figure 6.10). There is good agreement between the fitted parameters (C1 and V1) and 

some recent works[29,69,73,76,81,86], and especially with Riechers et al.[28] and the higher 

temperature data of Lüönd et al.[42] and Hoyle et al.[80].  

In comparison to volume nucleation, there are very few publications providing surface area 

normalised nucleation rate coefficients (Figure 6.11). The surface nucleation parameters 

presented here (C1, S1) are both lower than the data produced by Tabazadeh et al.[44] and 

the limit estimated by Duft and Leisner[77]. As Tabazadeh et al.[44] parameterised nucleation 

using the droplet surface area only, this data also represents an upper limit to the surface 

nucleation rate coefficient. The surface only parameterisation (S1) is very close to the 

parameterisation of Kuhn et al.[86], and the surface component of the C1 parameterisation 

(surface and volume combined) is around an order of magnitude lower at high temperatures.  
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Figure 6.10. Calculated volume dependent homogeneous nucleation rate coefficient 

compared to literature data. Updated from Figure 2.4, with the volume components of the 

V1 and C1 parameterisations (Table 6.2) and volume nucleation rates from three other 

experiments (listed by cooling rate), with error bars showing the experimental temperature 

uncertainty (note the larger uncertainty for the 2 and 4 K min-1 experiments). The volume 

component of the surface and volume combined nucleation parameterisation of Kuhn et 

al.[86] is also shown. Sample error bars for the literature data[28,29,42,69-82] are provided. 

 
Figure 6.11. A comparison of the minimised surface nucleation rate coefficient with 

literature data. The line for Kuhn et al.[86] corresponds to the surface component of their 

surface and volume combined nucleation parameterisation, and the line from Duft and 

Leisner[77] is an upper limit to the surface nucleation rate coefficient based upon their data. 

Tabazadeh et al.[44] reanalysed results produced by Taborek[72] by assuming all nucleation 

was caused by the droplet surface and hence this data represents an upper limit to the 

surface nucleation rate coefficient in that dataset. 
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The close match between the Kuhn et al. parameter and S1 was not expected, as surface 

only nucleation is inconsistent with observations of freezing in higher droplet sizes. As 

discussed in the previous section, the explanation for this is the lack of large droplets in the 

Kuhn et al.[86]/Earle et al.[81] experiments (0.5 – 5 µm radius) – the absence of larger 

droplets allows more freedom to the value of volume nucleation during the fitting process. 

6.2.3. Potential explanations for surface nucleation 

If, as suggested by Kay et al.[46], surface nucleation is assumed to occur in a near-surface 

rather than directly upon the surface interface, it is appropriate to calculate an ice-liquid 

surface energy for the volume within this layer. At the surface, there is a transition zone 

between the liquid and exterior phases (i.e. the bath gas or oil). The near-surface layer is 

then assumed to be a layer including this zone and thick enough to contain a critical ice 

cluster (e.g. a few nm at <240 K according to Equation 2.6). In this zone the concentration 

of water molecules, and hence density of water, rapidly changes from liquid to 

vapour/solution values[84]. While the surface transition zone is very thin, on the order of a 

few Angstroms thick, a critical ice cluster is also very small (radius ~1.3 nm at 235 K 

calculated using Equation 2.6). This may be sufficient to cause significant differences 

between the near-surface layer and the bulk volume. For example, based upon the density 

profile in Figure 6.12 (density changes from zero to bulk within 0.5 nm), the mean density 

of a spherical ice cluster 1.3 nm radius would be reduced by ~8 %. 

It has been suggested in molecular dynamics simulations that this low density region 

reduces the work done by the ice germ to expand the liquid phase into an ice-like phase[84]. 

The same simulations also showed that the outer-most layer of water molecules remained 

disordered and did not form part of the ice cluster, consistent with the suggestion of Kay et 

al.[46]. Conversely, Sun et al.[85] have observed a change in the oxygen-hydrogen bond 

length for water molecules with less than four neighbours (i.e. the layer of molecule directly 

upon the surface). They suggest that as well as reducing the density of this layer, it also 

gives the layer an ‘ice-like’ structure that is thermally more stable[85]. It has also been 

suggested that features are present in the charge profile near the surface (Figure 6.12, ref 

[84]). While it has been suggested that a bulk charge on a droplet has no effect on the ice 

nucleation rate[78], charges at the surface of a droplet may be important[157].The minimising 

process detailed above uses the droplet surface area rather than the volume of this surface 

layer. This is suitable for defining the temperature dependence of nucleation within this 

layer but is not suitable for describing the non-temperature dependent component. As 
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pointed out by Kay et al.[46], in such a scenario the volume of the surface layer is on the 

order of 0.1 % of the total droplet volume. Therefore, for the probability of freezing due to 

the surface layer to be equal to that from the bulk droplet volume the surface layer 

nucleation rate coefficient must be in the region of a thousand times larger than that of the 

volume. Mathematically this would require either a shallower slope of J, which was not 

observed, or an increase in the pre-exponential in Equation 2.14 (Equations 2.10 - 2.13). 

Within the different descriptions of the pre-exponential a reduction to the density of the 

liquid, equivalent to an increase in the molecular volume, results in a smaller pre-

exponential. This implies that the representations of the pre-exponential for the droplet 

volume are inappropriate for describing nucleation within the droplet surface layer. 

6.3. Summary and conclusions 

The analysis of a homogeneous experiment has been performed at a cooling rate of 

1 K min-1 with droplets of between 3.75 and 18.75 µm diameter. This slow cooling rate has 

been used to minimise any systematic temperature uncertainty as one of the goals of this 

experimental work has been to reduce the uncertainty in the homogeneous nucleation rate 

coefficient, rather than to investigate the time dependence of nucleation. When considering 

the whole range of droplet sizes, it is possible to describe ice nucleation using a solely 

volume dependent parameterisation. However, there is some scatter between different size 

droplets. 

 
Figure 6.12. Charge distribution and density profile through a small mass of liquid water. 

From a molecular dynamics simulation of a slab of water molecules 30 Å across, showing 

the density-transition surface layer and surface features in the charge profile. From Vrbka 

and Jungwirth[84]. 
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It has been suggested in the literature that the surface of a pure water droplet may cause the 

nucleation of ice[44,83,86,150,151]. Water molecules in the layer near the surface of the droplet 

have different properties to those in the bulk droplet volume[84,85] and will therefore have a 

different ice nucleation rate coefficient. However, this rate coefficient is not necessarily 

high enough for the surface layer to be a significant source of nucleation events[46]. 

Calculating nucleation rate coefficients by normalisation to the droplet surface area 

increases the scatter between droplets 10 µm diameter and larger, but improves agreement 

at smaller sizes. This implies that both the surface and volume of the droplets are 

participating in ice nucleation. Fitting to a two component (surface and volume) nucleation 

scheme using a minimising process has produced a parameterisation with a smaller 

minimisation and greater R2 value than the volume only fit. 

From the data and fits presented here it is not possible to clearly conclude that surface 

nucleation is occurring at rates sufficiently high to compete with volume nucleation. This is 

because both the volume only and combined minimisations have produced rate coefficients 

that are consistent with the literature data, and both have a similar goodness of fit.  

When the nucleation coefficient is normalised to the droplet surface area, there is a good 

agreement between the smallest droplet sizes. Based upon this and the results of the fitting 

process (i.e. the smallest Dtot), the recommended parameterisation for homogeneous ice 

nucleation in pure water droplets is the C1 minimisation. This combines nucleation by the 

droplet volume and surface and is valid at 234.4 – 236.2 K: 

The volume component of the parameterisation, Equation 6.6, agrees very well with a 

number of literature datasets, especially those of Riechers et al.[28], Kuhn et al.[86], Hoyle et 

al.[80] and Lüönd et al.[42] (Figure 6.5). At above ~235 K, the surface nucleation rate is lower 

than that published by Kuhn et al.[86]. This is explained by the lack of droplets larger than 

10 µm in the Kuhn et al.[86] experiments, which allows too much flexibility in the 

assignment of nucleation events between the surface and volume nucleation rates. 

In the majority of clouds in the troposphere, especially maritime clouds which tend to 

contain less droplets than continental, droplet sizes tend to be too large for nucleation by the 

droplet surface to be significant[153,154]. In many continental clouds droplet radii are too 

large for surface nucleation to be important, although cases with median droplet radii below 

  
  
        (  ( )    ( ) ) Equation 6.2 

     
                Equation 6.5 

     
                 Equation 6.6 
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2 µm are seen[153,154] in which surface nucleation may be important. In comparison, the 

solution droplets present in the upper troposphere are much smaller[155], and fall in the range 

of droplet radii where surface nucleation is significant. However, the effect of high 

concentrations of solute molecules upon surface nucleation is not clear and may not have 

the same concentration dependence as volume nucleation[156]. 
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Chapter 7. The ice nucleating behaviour of atmospherically 

relevant mineral dusts 

7.1. Introduction 

Atmospheric mineral dusts are inorganic particles of rock and soil that have been lifted into 

the atmosphere, predominantly from arid regions such as the Sahara[158,159]. Mineral dusts 

from these regions are considered an important source of ice nuclei in mixed-phase clouds 

due to their nucleation efficiency[37,47,109] and abundance in the atmosphere[158]. The 

importance of mineral dust as an ice nuclei is also supported by its enhanced concentration 

within atmospheric ice crystals relative to the background aerosol[33-35,123,160]. 

Previous studies have investigated the ice nucleating behaviour of dusts sampled from arid 

source regions or dusts selected as proxies for natural dust (see Murray et al.[30] and 

references therein; Hoose and Möhler[31] and references therein). Studies of ice nucleation 

by individual minerals of varying purity immersed in water have focused on the clay 

minerals[30,31,38-42,114]. However, minerals are rarely available in a pure state and 

quantification of secondary minerals associated with a particular sample is often neglected. 

This characterisation is necessary because a minor component may dominate ice 

nucleation[40,161], and the individual components of mineral dust responsible for ice 

nucleation are poorly constrained. 

7.1.1. Chapter contributions 

Large parts of this chapter repeat or closely resemble material produced by the author for 

two publications. The majority of the discussion of the different mineral types in section 

7.2.2 appeared in Section 6 of Murray et al. 2012[30] and was the work of this author, with 

proofing by the other authors of that article. Some parts of section 7.2.2 did not appear in 

Murray et al.[30]: additional discussion in 7.2.2.1 referring to mixed layer clays, the 

difficulties in acquiring pure illite samples and the description of muscovite mica, along 

with further discussion in section 7.2.2.2 regarding acid weathering of feldspar. Figure 7.7 

to Figure 7.10 and Figure 7.12 were published in Murray et al.[30]. 

The majority of the rest of this chapter is based upon Atkinson et al.[107]. As this publication 

was in letter format the text was necessarily brief and some expansion and clarification has 

been added when producing this chapter. The main discussion and overall conclusions of 
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this chapter and Atkinson et al.[107]  are equivalent and figures from this publication appear 

within this chapter. 

The main published figures appear here as Figure 7.14, Figure 7.16A, Figure 7.17, Figure 

7.19C+D and Figure 7.21. The published supporting figures and tables are included here as 

Figure 7.5, Figure 7.16B, Figure 7.19A+B, Figure 7.22, and Table 7.1, Table 7.4 and Table 

7.6. A number of authors contributed to this paper. The experiments using microlitre sized 

droplets (Figure 7.17) were performed and analysed by Mr T.F. Whale; Drs K.J Baustian 

and D. O’Sullivan assisted with some of the laboratory work. Dr B.J. Murray helped devise 

the whole study and Dr M.T. Woodhouse helped to devise and performed the modelling 

work. The maps of model output were created by Dr M.T. Woodhouse and reformatted by 

this author; all other figures were created by this author. Mineralogical identification was 

performed by Dr. T.L. Malkin. All the authors assisted with the proofing of the manuscript. 

 
Figure 7.1. Mean monthly dust concentrations at eight sites around the north Atlantic, in 

µg m-3. The arrows, which are not to scale, indicate the magnitude and principle direction of 

dust transport. Taken from Prospero et al.[162]. 
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7.2.  Atmospheric mineral dust 

As the rocks of the Earth’s surface are broken down by the effects of physical and chemical 

weathering, small particles are formed[163]. In many locations, moisture and vegetation bind 

this dust together as soil. However, in arid and semi-arid regions, such as deserts and scrub 

land, these particles remain loose and mobile and can be lifted into the atmosphere by 

surface winds[164,165]. They are then distributed around the globe by atmospheric circulation 

patterns[166]. The concentration of airborne dust at any location therefore depends upon the 

local winds and distance from source. 

 
Figure 7.2. Locations of surface dust concentration measurement sites operated by the 

University of Miami during the 1980’s and 90’s. See for example, the Global Aerosol 

Climatology Project administered by NASA[167]. 

 
Figure 7.3. Global distribution of the seasonal mean number of days where the dust aerosol 

optical depth was greater than 0.2 during 2003-2009. Spring (Mar-Apr-May) and autumn 

(Sep-Oct-Nov) are shown. The dust aerosol optical depth, a proxy for the actual dust 

concentration, is retrieved from the Deep Blue data produced by the MODIS satellite, 0.2 is 

a threshold value used to classify a day as dusty. Taken from Ginoux et al.[158]. 
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In the last two decades of the previous century, surface concentrations of atmospheric dust 

were recorded with standardised equipment at a number of sites around the globe (Figure 

7.2) by a group from the University of Miami[167]. This observation network was globally 

dispersed and provided annual average dust observations, which were used by 

Woodward[168] and appear in section 7.4. The monitoring stations of this network were 

concentrated around the edges of the oceans (Figure 7.1), and the expensive and time 

consuming methodology for dust measurements prevented their extended use. For example, 

the observations taken at Iceland (the northern-most location in Figure 7.2) were produced 

using filters exposed for ~2 days each and then shipped back to Miami for laboratory 

analysis[162]. 

In absence of a wide network of surface and lower atmosphere monitoring sites satellite 

observations are used, but the ability of early satellite retrievals of atmospheric dust was 

limited. For example, early instruments used the overall aerosol concentration to estimate 

dust aerosol over desert regions, but such an estimation is inappropriate in locations where 

other aerosol is present and in some cases produced measurements limited to specific times 

of day[169]. With the 2004 launch of the first of the Meteosat Second Generation satellites 

carrying the SEVIRI instrument, frequent (15 minutes) high resolution dust measurements 

are available[169]. However, contemporary satellite instruments do not measure an absolute 

dust concentration but rather the dust aerosol optical depth[158]. This is an estimate of the 

amount of light which is absorbed or scattered as it passes through the atmosphere and is 

affected by variables such as particle number, size, shape optical properties and altitude[170]. 

Figure 7.3 shows an example analysis using such data, where the number of days per  

season where  the dust aerosol optical  depth exceeds a level  is quantified[158]. 

 
Figure 7.4. Annual mean modelled surface dust mass concentration, in µg m-3. Annual mean 

surface dust mass concentration measurements are provided (circles). From Mann et al.[171]. 
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As high resolution absolute dust concentrations are not currently available, especially at 

altitude, numerical models are used to estimate concentrations. Modelling is typically done 

using a chemical transport model which includes aerosol, such as the TOMCAT chemical 

transport model combined with the GLOMAP aerosol module[171]. Briefly, these models 

predict the atmospheric concentration of trace gases and aerosol by simulating sources (the 

surface and upper atmosphere), sinks (deposition to the surface), and the conversion of mass 

between species due to chemical and physical processes. These gases and aerosol are then 

transported around the atmosphere using a historical meteorology case, providing accurate 

values of parameters such as wind and precipitation which are used for transport and 

deposition. 

Table 7.1. Summary of aerosol mineralogy observations, in weight per cent. See also Figure 

7.5 and Figure 7.6 for a summary of the observation locations and mean observed dust. 

Mineral type abbreviations (see section 7.2.2 for mineral descriptions): IL – illite, MI – 

Mica, KA – kaolinite, MO – montmorillonite, CH – chlorite, QU – quartz, KF – K-feldspar, 

NCF – Na/Ca-feldspar, CA – calcite, OT – other minerals includes less common minerals, 

such as gibbsite, goethite, gypsum, haematite, halite, palygorskite and unidentified material. 

Column ‘Tsp.’ shows if observations have been identified as transported a large distance 

from source (100s of km).*: These authors only tested for the six mineral types provided 

and did not report the K-feldspar or calcite fractions. †: only total feldspar content reported. 

Reference Location IL/MI KA MO CH QU KF NCF CA OT Tsp. 

Glaccum
[172]

 Cape Verde 53.7 6.6 0.0 4.3 19.6 2.2 5.4 8.2 0.0 Y 

Glaccum
[172]

 Barbados 64.3 8.3 0.0 4.1 13.8 1.5 4.1 3.9 0.0 Y 

Glaccum
[172]

 Miami 62.3 7.1 0.0 3.9 14.2 1.1 4.5 6.9 0.0 Y 

Prospero
[173]

 French Guiana 62.0 10.0 0.0 5.0 8.0 2.0 5.0 1.0 7.0 Y 

Prospero
[173]

 French Guiana 26.0 5.0 0.0 4.0 21.0 1.0 8.0 5.0 30.0 N 

Blank
[174]

* NW. Pacific 39.5 15.5 1.1 2.7 10.5 -* 11.2 -* 19.5 Y 

Schutz
[175]

 Niger 2.0 6.0 8.0 1.0 54.0 8.0 10.0 8.0 3.0 N 

Schutz
[175]

 Mali 4.0 7.0 7.0 3.0 59.0 4.0 6.0 7.0 3.0 N 

Schutz
[175]

 Senegal 6.0 5.0 2.0 4.0 58.0 3.0 10.0 10.0 2.0 N 

Schutz
[175]

 N. Atlantic 4.0 6.0 6.0 2.0 57.0 4.0 8.0 6.0 7.0 Y 

Leinen
[176]

* E. Pacific 37.2 17.6 5.4 2.3 7.3 -* 10.7 -* 19.5 Y 

Leinen
[176]

* W. Pacific 38.6 15.0 0.9 2.6 9.4 -* 13.8 -* 19.7 Y 

Arnold
[177]

* NW. Pacific 68.7 9.1 3.0 5.0 7.1 -* 7.1 -* 0.0 Y 

Jeong
[178]

 South Korea 19.0 1.0 1.0 2.0 28.0 8.0 11.0 8.0 22.0 N 

Kandler
[179]

 
Morocco (dust 

storm) 
11.0 2.0 0.0 2.0 67.0 10.0 4.0 3.0 1.0 N 

Kandler
[179]

 Morocco 26.0 4.0 0.0 3.0 24.0 25.0 4.0 14.0 0.0 N 

Kandler
[180]

 Cape Verde 14.0 35.0 6.0 0.0 11.0 20.0 6.0 2.0 6.0 Y 

Díaz-

Hernández
[181]

 
Spain 7.1 7.9 9.1 3.6 21.3 0.8† 14.2 36.0 N 

All observations mean 30.3 9.3 2.8 3.0 27.2 5.0 7.2 5.4 9.8  

All observations st.dev. 23.7 7.8 3.2 1.3 21.2 7.1 3.4 4.6 11.6  

Transported observations mean 44.4 13.0 2.2 3.2 15.8 3.1 7.6 2.8 7.9  

Transported observations st.dev 22.0 8.7 2.6 1.6 15.0 6.1 3.3 3.2 8.6  

 



87 

 

 

An example surface dust concentration predicted by GLOMAP is shown in Figure 7.4. 

Once dust concentrations and size distributions have been predicted the dust aerosol optical 

depth can be calculated for validation against satellite data (e.g. Ginoux et al. 2012[158], 

Figure 7.3). The modelled dust is consistent with the principle dust sources being the major 

deserts of Northern Africa and Western/Central Asia, along with minor seasonal sources in 

the smaller deserts of Australia, Northern America and Southern America. 

Two different versions of the GLOMAP model exist, which simulate the size distribution of 

each aerosol species as either a series of lognormal distributions (GLOMAP-mode) or 

classified into a number of size bins (GLOMAP-bin). GLOMAP-bin has the advantage of a 

more explicitly quantified aerosol size distribution, at the disadvantage of a greatly 

increased computational cost. GLOMAP-mode does not explicitly carry the aerosol size 

distribution – mass is apportioned to a lognormal mode, and any mass loss/gain is applied 

proportionally across the whole mode. Therefore, in situations which require as accurate as 

possible knowledge of the aerosol size (and surface area) distribution GLOMAP-bin is the 

preferred option and is the version used in the work appearing in section 7.4. 

 
Figure 7.5. Locations of the sampling campaigns listed in Table 7.1. Left to right: black 

cross: Jeong[178]; blue squares: Leinen et al.[176] red crosses: Blank et al.[174]; red lines: 

Arnold et al.[177]; black squares: Glaccum and Prospero[172]; red square: Prospero et al.[173]; 

brown (squares: land stations; cross: approximate location of ship-borne observation): 

Schütz and Sebert[175]; purple square: Kandler et al.[180] (2011); green square: Kandler et 

al.[179] (2009); blue cross: Díaz-Hernández et al.[181]. 

 
Figure 7.6. The average composition of atmospheric mineral dust by mass. This is limited to 

observations where dust has been transported 100s – 1000s km from source (Table 7.1, Tsp. 

= Y). The yellow arc denotes clay minerals, the blue arc framework silicates (quartz and 

feldspar). The category ‘Others’ is as defined in Table 7.1. 
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7.2.1. Composition of atmospheric mineral dust 

While atmospheric dust concentrations and mineralogy vary spatially and temporally, a 

large fraction of observed atmospheric dust mass around the world is made up of just a few 

minerals. Individual minerals are classified by their crystal structure and chemistry and can 

be identified with X-ray diffraction techniques (see section 5.1). The average mineralogical 

composition of dust sampled from the atmosphere using filters is shown in Table 7.1. These 

observations originate from a number of locations around the world, mainly in the northern 

hemisphere tropical and sub-tropical regions (Figure 7.5). As with the dust concentration 

observations in Figure 7.2, the majority of observations are oceanic or coastal, with some 

observations taken from within Africa. The average composition of mineral dust that has 

been transported a distance from source (as denoted by the final column in Table 7.1) has 

been summarised in Figure 7.6. The clay minerals contribute approximately two thirds of 

dust mass (kaolinite 13%, montmorillonites 2%, chlorites 3% and micaceous minerals, such 

as the illites, 44%), with quartz (16%), feldspars (sodium/calcium feldspars 8%, potassium 

feldspar 3%) and calcite (3%) responsible for much of the remainder. 

7.2.2. Description of mineral types 

7.2.2.1. Clay minerals 

The clay minerals, so called because their fine grained particles give clay its plastic quality 

when wet, are principally composed of layers of silicon and aluminium[148,182]. They usually 

form as alteration products of minerals such as feldspars and other igneous minerals[148,182]. 

Due to this, combined with their general softness and ability to be split along the layered 

structure, they are typically found as small particles[148,182]. The layered structures are 

typically based upon tetrahedra and octahedra containing 4+ and 3+ metal ions respectively, 

usually Si4+ and Al3+. Substitutions within the structure can then occur, typically replacing a 

4+ ion with a 3+, or a 3+ ion with a 2+ (e.g. Al3+ replacing Si4+, Mg2+ replacing Al3+). 

Kaolinite has repeating aluminium and silicon layers in a 1:1 ratio (Figure 7.7). It is a 

common component of soil and has a density of approximately 2.65 g cm-3, with a chemical 

composition of Al4Si4(OH)4O10. The substitution of the silicon and aluminium ions within 

kaolinite is infrequent, and hydrogen bonds provide inter-layer attraction. The relatively 

high strength of these inter-layer attractions prevents additional ions or molecules such as 

water from entering this region[148]. 
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Montmorillonite is a common mineral of the smectite group, with a density of 2.35 g cm-3 

and a 2:1 layered structure (see Figure 7.8). There are frequent substitutions within the 

aluminium octahedral layer, principally Mg2+ replacing Al3+. The resulting charge 

imbalance is countered by the presence of cations within the interlayer region, usually Ca2+ 

or Na+. The chemical composition   resulting  from  these   substitutions  is   

(Na,Ca)0.7(Al,Mg)4Si8O20(OH)4•n(H2O)[148]. 

The size of the interlayer ions, combined with their distance from the negatively charged 

inner layer, results in weakly bound layers[182], with the consequence that the interlayer 

regions can be easily infiltrated by ions and polar molecules (especially water). As a result 

montmorillonite is a swelling clay with a high capacity for ion exchange[182,183]. This 

swelling characteristic can make identification of montmorillonite difficult via XRD as the 

layer separation, and therefore the diffraction pattern, can vary with humidity[148]. 

 

Figure 7.7. Representations of the structure of kaolinite. A) Ball and stick structure 

depicting the explicit location of the atoms within the structure: Light blue – Al3+, dark blue 

– Si4+, red – O2-, dark red – OH-. B) Polygonal representation: Light blue octahedrons 

represent AlO0.5(OH)2, dark blue tetrahedra representing SiO2. In each polygon, the cation 

is positioned centrally and anions, which are shared between neighbouring polygons, 

occupy each point. As shown in the spherical representation OH- ions occupy Al octahedra 

points not connected to Si tetrahedra. The grey frame represents the unit cell of the crystal 

structure. Drawn using the XtalDraw software package[184]. 

 

Figure 7.8. Polygonal representations of montmorillonite. A) the unit cell; B) an expansion 

of the structure showing the layering and hexagonal arrangements within the structure. 

Light blue octahedra represent AlO(OH), dark blue tetrahedra SiO2 and yellow spheres 

interlayer Ca2+. All polygon points represent O2-, except for positions on Al polygons not 

connected to silicon tetrahedra, which represent OH-. 
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Illite is one of the most prevalent minerals identified in the atmosphere (see Table 7.1) and 

has an average density of 2.75 g cm-3. Its 2:1 structure is similar to that of montmorillonite 

(see Figure 7.9A) and muscovite. It has more frequent substitutions overall than 

montmorillonite, resulting in a higher layer charge and consequently stronger interlayer 

bonding and non-swelling structure, but less substitutions than muscovite[148] (Table 7.3). 

The layer charges are usually balanced by the addition of potassium ions between the 

repeating layers, with a general chemical composition of K1.5Al4(Si,Al)8O20(OH)4
[148]. Due 

to the similarity in structure between montmorillonite and illite, these minerals frequently 

form mixed layer clays such as rectorite, a 1:1 illite-smectite clay. A number of other forms 

of illite-smectite mixed layer clays exist; as exact classification by XRD of these clays is 

difficult, they are usually classed as illite-smectite mixed layer clays. 

 

 

Figure 7.9. Polygonal representation of illite and chlorite. A) Illite, with the same colour 

coding as montmorillonite (Figure 7.8), but with red spheres representing K+. Note the 

smaller separation between layers of illite vs. montmorillonite. B) The unit cell of chlorite, 

with green octahedra representing a range of metal ions, typically Mg2+, Fe2+ or Al3+. The 

majority of octahedron points in chlorite represent OH- groups, with O2- at positions 

connected to Si tetrahedra (blue). 

Mineral ‘X’ ‘Y’ ‘Z’ OH
-
 O

2-
 

Muscovite K2 Al4 Si6Al2 4 20 

Hydro-muscovite A (K,H3O
+
)2 Al4 Si6Al2 4 20 

Hydro-muscovite B K2-x Al4 Si6Al2 4+x 20-x 

Illite K2-x Al4 Si6+x Al2-x 4 20 

Phengite K2 Al4-x (Mg,Fe
2+

)x Si6+x Al2-x 4 20 

Table 7.2. The relationship between muscovite and the illite mineral group. The minerals in 

this table have the same basic structure composed of atoms/ions in set positions ‘X’, ‘Y’ 

and ‘Z’ and the complete mineral composition is the sum of all five columns. x represents  

substitution relative to muscovite, 0.5 is often assumed for illite. From Deer et al.[148]. 
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Illite is primarily formed by the weathering of feldspar[182], and is found as a component 

member of shale rocks[148]. Examples of shale have been found to contain up to 30 %, but 

generally more around 5 %, feldspar by mass[163]. Due to this formation method there was 

difficulty in locating a sample of illite which did not contain significant amounts of other 

minerals (Table 7.3). A number of the observations of atmospheric mineral dust (Table 7.1) 

did not differentiate between illite and the mineral mica. Therefore muscovite, the mica 

most resembling illite, was used as a proxy for illite in the experiments described in section 

7.3. 

Muscovite mica is a layered silicate structurally and elementally very similar to illite[148]. 

The principle difference is the lack of any ion substitutions in muscovite, with a chemical 

composition of K2Al6Si6O20(OH)4. Substitutions within this structure result in several 

minerals (hydro-muscovite, illite and phengite, Table 7.2) dependent upon the number and 

form of these substitutions. While hydro-muscovite and phengite are technically not illites, 

they are sometimes included in what is referred to as the illite group of minerals. As micas 

can be formed from igneous and metamorphic processes[148], it can form very large single 

crystals weighing several tons[185] allowing the acquisition of high purity samples. As its 

crystals also tend to be larger it is generally not referred to as a clay mineral, despite the 

similarities to illite.  

 

Sample Source IL/MI KA MM CH QU FNC FK CA Others 

NX 

Illite 
Arginotec 60.5 7.2 ND ND 6.6 1.7 8.1 2.1 I-S 13.8 

Illite Wards, USA 92.7 ND * ND 2.3 1.1 2.0 ND Unidentified 1.9 

IMT 1 
Clay Min. Soc., 

USA 
90.5 ND ND ND ND ND 7.7 1.8 ND 

Illite 
Arkansas, private 

collection 
58.7 ND ND 5.1 18.6 1.0 2.1 ND 

I-S 14.1 

Dolomite 0.3 

Illite ‘Marblehead’ 17.0 ND * 9.6 4.1 3.8 13.7 ND 

I-S 40.5 

Unidentified 4.4 

Halite 2.6 

Barite 1.6 

Pyrite 1.4 

Dolomite 1.3 

Table 7.3. XRD mineralogies of a number of illite samples, in weight per cent. Several 

other ‘illite’ samples were acquired but either had obvious contamination or were not illite 

but actually a mixture of montmorillonite and illite-smectite mixed layer clays. Mineral 

abbreviations as per Table 7.1, ND means this mineral type was not detected by the XRD. 

I-S: illite-smectite mixed layer clay. *:montmorillonite was not directly observed and is 

included in the unidentified material. Mineral compositions were produced using XRD (see 

Section 5.1) by Dr T.L. Malkin as part of work for Atkinson et al.[107]
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Chlorite is not always classified as a clay mineral[148], but as it is a phyllosilicate (layered 

structure) mineral and is usually found in the same size range as typical clays (i.e. typically 

less than 2 µm) it is often included in the classification[175,182,186]. Chlorite refers to a group 

of minerals with a layer structure which is similar to a 2:1 clay, but with some important 

differences. Ion substitutions are more frequent than in illite and muscovite, but unlike these 

rather having single atom ions in the interlayer region chlorite contains a layer of metal 

hydroxide octahedra resulting in a 2:1:1 structure (see Figure 7.9B). This structure is 

strongly bound and non-swelling. Members of the chlorite group are classified by the 

primary non-aluminium-silicon ion present, such as clinochlore (magnesium, 

(Mg10Al2)(Al2Si6)O20(OH)16) and chamosite (iron(II), (Fe2+
10Al2)(Al2Si6)O20(OH)16), with 

densities in the range of 2.6-3.3 g cm-3 (refs [148,182]). 

7.2.2.2. Framework silicates 

In comparison to clays the framework silicates (e.g. quartz and feldspar) lack the clearly 

layered structure and thus tend to be harder. This hardness gives a resistance to physical 

erosion which makes them common in sedimentary rock formations, especially in the case 

of quartz[148]. 

 

 

 
Figure 7.10. Polygonal representations of quartz and feldspar. A) quartz, which consists of 

SiO2 tetrahedra arranged in six membered loops. B) the feldspars albite and microcline, 

with dark blue tetrahedra representing SiO2 and light blue representing AlO2
-, arranged in 

loops of four. Orange spheres represent Na+(albite) or K+ (microcline) which balances the 

AlO2
- charge. In anorthite, a Calcium feldspar, these ions are instead Ca2+ and double the 

number of Al3+ for Si4+ substitutions. 
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Quartz is a primary mineral which is present in most igneous rocks, with a structure formed 

exclusively of silicon dioxide tetrahedra arranged into six membered loops (see Figure 

7.10A). This results in a chemically resistant and very strong (Mohs hardness of 7) crystal 

structure which has a density of 2.65 g cm-3 which breaks up into granular particles with a 

lower surface area to volume ratio than the layered clays. In contrast to the softer clay 

minerals this hardness results in a resistance to erosion resulting in the presence of quartz in 

most sedimentary rocks, including clay formations[148]. 

The feldspar group of minerals are the most common crustal minerals[186]. They are primary 

minerals usually of igneous origin, which are found in most volcanic ashes and constitute a 

large proportion of common rocks such as granite[148]. Similarly to quartz the feldspars are 

composed of a framework of tetrahedra, except with some silicon replaced by aluminium 

and the resulting negative charges balanced by the addition of a cation. Potassium and 

sodium feldspars have Al:Si ratios of 1:3, calcium feldspar Al:Si = 1:1. The structure of the 

sodium feldspar albite is shown in Figure 7.10B. The hardness of the feldspars (6-6.5 on the 

Mohs scale) means they are resistant to physical erosion[148]. The feldspar minerals all have 

densities around 2.5-2.7 g cm-3. The chemical compositions of the feldspars are KAlSi3O8 

(orthoclase/microcline), CaAl2Si2O8 (anorthite plagioclase) and NaAlSi3O8 (albite 

plagioclase); the plagioclase feldspars form a series of minerals composed of mixtures of 

anorthite and albite[148].  

 
Figure 7.11. Scanning electron microscope images of the surface of a microcline crystal 

after a laboratory based acid weathering experiment. The platy structures visible are crystals 

of kaolinite. The experiment lasted for 27 days at 200 °C and a pressure of 300 bar in a KCl 

and CO2 solution. Taken from Zhu et al.[187]. 
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When weathered by acids the feldspars form clay minerals such as kaolinite, 

montmorillonite and illite[148,182,187-189]. As this weathering occurs at the accessible surfaces 

of the feldspar, any clay products can precipitate onto this feldspar surface (see refs 

[187,188], Figure 7.11). This may result in the reduction of the feldspar surface area 

available for ice nucleation. 

7.2.2.3. Calcite 

Calcite (CaCO3) is a common carbonate mineral and is the principle component of a 

number of common sedimentary rocks including limestone and chalk[163]. Due to its 

softness (Mohs hardness of 3, see Figure 7.12 for its structure) it easily breaks up into small 

grains[148]. It reacts readily with acids, and via reactions with atmospheric sulphuric acid 

may be processed into gypsum[190], potentially buffering the chemical weathering of any 

accompanying feldspar. It has a density of 2.7 g cm-3 (ref [148]). 

7.2.3. Ice nucleation by mineral dusts in the literature 

The principle source of atmospheric mineral dust is desert regions (Figure 7.3), and 

laboratory investigations into immersion mode freezing by mineral dust has concentrated 

upon samples collected in these regions[30,31,37,40,96,109]. Additionally commercially available 

mixed dusts have been analysed as a proxy for field samples[37,40,47,80,109,139,191,192]. Of the 

natural and commercial mixed dusts the commercial dust mixture Arizona Test Dust (ATD) 

gives the highest measured nucleation coefficients[37,80,109,139] (Figure 7.13), followed by 

natural dusts[37,40] and the commercial mixed dust NX illite[40,47]. The mineralogy of ATD is 

a mixture of feldspar (~30 %), quartz (20 %) and clays (40 %), whereas NX illite is ~80 % 

clays (illite, kaolinite and illite-smectite mixed layer clay) with less than 10 % each of 

feldspar and quartz[47]. The composition of the natural mineral dusts used was not reported. 

 

Figure 7.12. Polygonal representations of Calcite. Yellow octahedrals represent Ca2+ and 

blue triangles represent CO3
2-. All polygon points are occupied by O2-. 
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As well as mixed mineral dusts, there have been immersion mode freezing experiments 

performed on a number of clay samples, specifically of kaolinite[38-42], montmorillonite[38-

40,114] and illite[38]. In some measurements the mineral concentrations[38,39] and surface 

areas[38,39,114] were not provided; for these studies a range of values has been plotted in 

Figure 7.13 corresponding to the reasonable ranges of mineral concentration (0.01 – 10 

wt%) and specific surface area (5 – 30 m2 g-1 for kaolinite, 10 – 100 m2 g-1 for illite, 10 – 

300 m2 g-1 for montmorillonite). There have been two further studies of kaolinite which 

supplied ns values or enough information to calculate them[41,42]. The ice nucleating 

activities of the majority of these clays is lower than that for ATD and the natural dust 

samples, though some exhibit similar ns values to ATD (Figure 7.13). 

 

Figure 7.13. Nucleation coefficients for mineral dusts from the literature. Where shown, 

error bars represent the range of possible values based upon reasonable estimations of 

mineral concentration and surface area; the points shown for these data sets are for 

identification only and do not correspond to a reported or suggested value. Where only the 

freezing onset was provided, as by Pinti et al.[40], a fraction frozen of 5 % was assumed. 

Murray et al.[41] and Broadley et al.[47] were the only authors to provide mineralogy. The 

results from Connolly et al.[109] have been reduced by a factor of 10 as per Niemand et 

al.[37].[37-42,47,80,109,114,139] 
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Of the single mineral data sets only the kaolinite analysed by Murray et al.[41] has a known 

mineralogical composition (96 % kaolinite). In comparison, the kaolinite observed by 

Lüönd et al.[42] produced ns values 2-3 orders of magnitude higher, and the difference was 

not thought to be due to contrasting experimental techniques alone[41]. Additionally, 

experiments by Pinti et al.[40] using differential scanning calorimetry imply that in some 

minerals (e.g. montmorillonite SWy-2, kaolinite K-SA) ice nucleation may be due to two 

different particle types. 

Of the eight minerals listed in Section 7.2.1, the immersion mode ice nucleating ability of 

only three have been investigated as single mineral samples, of which only one has a 

quantified mineralogy. To improve our understanding of atmospheric mineral dust ice 

nuclei, the ice nucleating ability of high purity samples of the remaining 7 minerals have 

been analysed. 

7.3.  Experimental study of the ice nucleating ability of mineral 

dusts 

The characterisation of the mineral samples preceded the analysis of their ice nucleating 

behaviour, with X-Ray diffraction used to determine the sample mineralogy (Section 5.1) 

and nitrogen gas adsorption used to estimate the specific surface area (Section 5.2). The 

characteristics of the mineral samples are summarised in Table 7.4. The specific surface 

areas of the clay minerals are generally around an order of magnitude higher than the other 

minerals, which results in much smaller estimated mean particle diameters. The 

montmorillonite was used as supplied whereas all other minerals were supplied as coarse 

powders or pebbles and required grinding (in an agate ball mill or mortar and pestle, see 

Section 3.2.1) to generate a fine dust, with specific surface area measurements and XRD 

analysis (during which no agate was detected) performed after grinding. The ice nucleating 

behaviour of each mineral was then determined using the droplet freezing technique 

described in Chapters 3 and 4. 

7.3.1. Results and discussion 

The freezing of hundreds of micron-sized droplets containing a known amount of each 

mineral was observed in experiments using a cooling rate of 1 K min-1, the details of which 

are summarised in Table 7.5. In experiments with very similar dust surface areas, the 

temperature at which 50% of droplets were frozen was 250.5 K for K-feldspar (Figure 
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7.14A), followed by Na/Ca-feldspar at 247 K, quartz at 242.5 K, with calcite and the clay 

minerals at below 237.5 K. The surface area of mica had to be increased by around an order 

of magnitude relative to the other experiments as it froze at temperatures very similar to 

homogeneous. These results suggest that it is the feldspar minerals, in particular K feldspar, 

that cause mineral dust to be effective immersion mode ice nuclei in the atmosphere. This 

data contrasts with the prevailing view (see for example Murray et al.[30] and references 

therein, Hoose and Möhler[31] and references therein) that clay minerals are the most 

important component of atmospheric mineral dust for ice nucleation. 

Droplet freezing temperatures are dependent on experimental parameters such as droplet 

volume and the surface area of the material immersed in the droplet. This makes 

comparison with other experiments and samples of the same mineral difficult as droplets 

with different quantities of suspended material will freeze at different temperatures[30]. To 

normalise the efficiency with which a material nucleates ice, the surface density of 

nucleation sites per unit surface area is determined[30,68,109] (ns; see Chapter 2, Equation 

2.31). 

Mineral Source 
SSA 

(m
2
 g

-1
) 

BET dia. 

(µm) 

X 

(%) 

Composition 

(%) 

Calcite In house 6.0 0.4 2.8 99.6 calcite 

0.4 unidentified 

Chlorite In house 25.0 0.08 3.2 99.6 chlorite 

0.4 unidentified 

K-feldspar 

BCS 376, Bureau 

of Analysed 

Samples, UK 

3.2 0.7 3.1 
80.4 K-feldspar 

16.0 Na/Ca-feldspar 

3.9 quartz 

Na/Ca-feldspar 

BCS 375, Bureau 

of Analysed 

Samples, UK 

5.8 0.4 7.6 

76.6 Na/Ca-feldspar 

16.7 K-feldspar 

4.0 quartz 

Ilmenite 1.8 

unidentified 0.9 

Mica SJ Mica, USA 28.2 0.08 44.4 
98.2 mica 

1.8 unidentified 

Montmorillonite 
STx-1, Clay Min. 

Soc., USA 
91.4 0.03 2.2 

67 montmorillonite
[193] 

30 Opal-CT  

3 quartz 

Quartz 
Riedel-De Haën 

(Sigma Aldrich) 
2.7 0.8 15.8 

98.6 quartz 

1.4 unidentified 

Table 7.4. Characteristics of experimental mineral samples. Na/Ca feldspar is an example of 

albite, a low calcium plagioclase feldspar, and K-feldspar an example of microcline. SSA: 

specific surface area of the sample measured by BET N2 adsorption (Section 5.2) after 

grinding. BET dia.: the surface area estimated mean particle diameter (Section 5.2, 

Equation 5.8). X: the contribution of this mineral to the mean observations as per Table 7.1. 

Mineral compositions were produced using XRD (Section 5.1), by Dr T.L. Malkin as part 

of work for Atkinson et al.[107] except montmorillonite (ref [193]). 



98 

 

 

 

This method of quantifying ice nucleation neglects the role of time dependence in 

nucleation, on the basis that ice nuclei particle-to-particle variability is more important than 

the time dependence of nucleation[30,68,109,110]. As the focus was to determine the ice 

nucleation abilities of the minerals relative to each other, experiments to investigate the 

time dependence of freezing by the different minerals were not performed and such 

investigations would be beneficial in the future. The ns values derived for 9 - 19 m size 

droplets are shown in Figure 7.14B. As suggested by the freezing temperatures, the 

feldspars are the most efficient of the minerals common to atmospheric dust, by surface 

area. 

From these ns values it is possible to calculate a statistical uncertainty in the fraction frozen 

data. While freezing events are observed explicitly and do not have an uncertainty, they 

occur due to a probabilistic process and therefore have some natural scatter. It is not 

possible to directly estimate the magnitude of this scatter by comparison to a fit of the 

fraction frozen. Instead, a log-linear fit to the ns values is used to predict the fraction frozen, 

and the uncertainty in the fraction frozen is calculated as the root-mean-square difference 

between the predicted and observed fractions frozen (Figure 7.15). 

 

 

Mineral 

 
MI MM CH QU NCF KF CA 

Wt. % 0.760 0.028 0.101 0.916 0.434 0.798 0.419 

10 µm # 64 17 46 70 38 31 18 

10 µm SA 7.13 0.84 0.84 0.85 0.84 0.84 0.85 

12.5 µm # 60 21 28 60 30 23 36 

12.5 µm SA 13.92 1.64 1.64 1.67 1.63 1.63 1.67 

15 µm # 41 20 20 39 23 19 30 

15 µm SA 24.06 2.84 2.83 2.88 2.82 2.82 2.88 

17.5 µm # 21 - - 18 21 19 24 

17.5 µm SA 38.21 - - 4.58 4.48 4.48 4.57 

Table 7.5. Summary of the experimental parameters. The experiment weight per cent 

(Wt. %), number of droplets in each measurement-bin (X µm #) and the surface area of 

mineral dust immersed within droplets of each size (X µm SA, in 10-7 cm2) are provided. 

There were insufficient droplets in the 17.5 µm diameter size for both montmorillonite and 

chlorite. See Table 7.1 for mineral abbreviations. 
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Figure 7.14. Experimental freezing results for the individual minerals. A) Fraction of 

droplets, 14-16 µm diameter and containing a range of mineral dusts, frozen as a function of 

temperature during cooling. An experiment where droplets froze homogeneously is shown 

for comparison. Temperature uncertainty is not shown and is estimated at ±0.3 K (section 

3.2). The indicated uncertainty in the measured fraction frozen is the root-mean-square error 

(68 % confidence limit, see Figure 7.15). B) Nucleation site densities (ns, cm-2) for droplets 

between 9 and 19 µm diameter calculated individually for each measurement-bin. The 

uncertainty in ns is primarily due to droplet size measurements and temperature uncertainty 

is as in A). The kaolinite parameterisation is from Murray et al.[41]. 

 
Figure 7.15. Comparison of the observed fraction frozen with the calculated fraction frozen. 

The calculated fraction frozen is derived from the ln-linear fit to ns (Figure 7.14B). The 

errors provided in Figure 7.14A are the root-mean-square of the differences between the 

calculated and observed fraction frozen (blue lines). The experimental data shown is for K-

feldspar immersed in 10 ± 1.25 µm diameter droplets freezing. 

247 248 249 250 251 252
0.0

0.2

0.4

0.6

0.8

1.0

 Observed fraction

 Calculated fraction

F
ra

c
ti
o

n
 f
ro

z
e

n

Temperature (K)



100 

 

 

In natural airborne dusts the abundance of each mineral can vary greatly and the clay 

minerals tend to be much more abundant than feldspar. Therefore, it is not immediately 

clear which mineral, if any, will dominate ice nucleation in the atmosphere. To investigate 

this, the ns values presented in Figure 7.14B were combined with the average mineralogical 

composition of atmospheric dust to estimate the temperature-dependent ice nuclei 

concentration (shown in Figure 7.16A). To enable surface area estimation it has been 

assumed that all particles are spherical. 

Two limiting calculations have been made, one assuming that dust particles are internally 

mixed (i.e. all particles contain the same mixture of all eight minerals) and the other 

assuming they are externally mixed, where each particle is entirely composed of a single 

mineral: 

       (    
∑          ) Equation 7.1 

           (    
      ) Equation 7.2 

 
Figure 7.16. An estimation of atmospheric ice nuclei concentrations due to various 

minerals. Ice nuclei concentrations were estimated using Equations 7.1 and 7.2 with the 

abundance of each mineral from Table 7.1, taking an annually and globally averaged dust 

concentration (1.4 cm-3) from the GLOMAP model (see Section 7.4) and the ns values in 

Figure 7.14B. A) Particles are assumed to be spheres with a size distribution from the 

GLOMAP model. B) Particle size distributions are as in A), except with the surface areas 

of clay particles (kaolinite, mica, chlorite and montmorillonite) enhanced by a factor of 

100. Lines with specific mineral names refer to externally mixed individual minerals. Thick 

lines denote the range of experimental data and thin lines extrapolations outside this range. 
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where nx is the number of dust particles of size x, my is the mass fraction of mineral y 

within size x, and ns,y is the time-independent surface area normalised ice nucleation 

coefficient of mineral y. In the internally mixed case (Equation 7.1) the sum of the 

contribution to the freezing probability from the surface of each mineral is calculated, 

whereas in the externally mixed case (Equation 7.2) the number of frozen droplets due to 

particles of each mineral is calculated. The actual mixing state of atmospheric dust is poorly 

constrained but will fall between these two limiting cases (e.g. ref [178]). 

Despite only accounting for 3% of atmospheric dust by mass, K-feldspar dominates the 

number of ice nuclei above 248 K in both the internally and externally mixed cases. The 

overall number of predicted ice nuclei is higher in the internally mixed case, as a small part 

of the surface of every dust particle is classified as K-feldspar. However, it has been 

suggested that clay mineral particles will typically be a smaller size than feldspar or 

quartz[172], and therefore may have a greater surface area per unit mass which would 

increase the concentration of clay ice nuclei. If these calculations are reproduced with the 

surface area of the clays increased by two orders of magnitude, which may be an 

overestimate[47], the feldspars remain the dominant ice nucleating minerals (Figure 7.16B). 

 
Figure 7.17. Nucleation site density (ns, cm-2) for K-feldspar and natural dusts. Data from 

Figure 7.14B (pL) extended to higher temperatures by use of L sized droplets in 

experiments using the microlitre stage (section 3.3) performed by T. Whale. A log-linear fit 

is provided (ln(ns) = -1.038T + 275.26, valid between 248 and 268 K). Experimental K-

feldspar concentrations in weight per cent are provided in the key, temperature uncertainties 

for L experiments (not shown) were estimated at ±0.4 K, ns ±25 %. Literature data for 

several natural dust samples from Niemand et al. (N12)[37] and Connolly et al. (C09)[109] are 

provided. 
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Since clouds glaciate over a wider range of temperatures than is achievable in the 

experiments presented above, it is important to further quantify the nucleating efficiency of 

atmospheric ice nuclei over a broader temperature range. For example, Crawford et al.[194] 

suggest that a concentration of as few as 10-5 cm-3 ice nuclei in a cloud at ~266 K could 

trigger substantial glaciation via the Hallett-Mossop ice multiplication process[195]. 

Therefore, measurements are needed at these higher temperatures. In order to extend the 

data for K-feldspar to this temperature regime, a series of experiments was performed with 

larger droplets (see section 3.3), which allows for a larger particle surface area per droplet 

and correspondingly lower value of ns to be quantified. Results for K-feldspar using 

droplets of 1 L volume are shown in Figure 7.17, which extends the range of experimental 

data up to 268 K. Combining the two techniques allowed ns values to be determined over a 

range of eight orders of magnitude.  

For comparison, cloud chamber derived ns values for a range of natural mineral dusts 

sampled from arid source regions by Niemand et al.[37] and Connolly et al.[109] are provided 

in Figure 7.17. Since feldspar is a major component of the Earth’s crust it is ubiquitous in 

soils around the globe[148]. K-feldspar makes up as much as ~24% by mass of soils 

throughout the Asian and African dust belt[196] (see Figure 7.18) and is also present in 

airborne dust in concentrations ranging from one per cent[181] to as high as twenty five per 

cent[180]. As the mineralogical compositions of the dusts used by Niemand et al.[37] and 

Connolly et al.[109] are unknown, scaled ns values for K-feldspar are also shown. This 

scaling has been done by assuming the contribution to the natural dust particles’ surface is 

the same as it is to the mass of dust, which ranges between 1 and 25 % in Table 7.1. 

The mineralogical composition of soils in arid regions around the world varies 

substantially. To quantify the global distribution of ice nuclei concentrations due to K-

feldspar beyond simple global calculations such as Figure 7.16 it is necessary to use a 

global aerosol model. 

7.4. Global modelling study 

7.4.1. Description of model 

GLOMAP is a size- and composition-resolving two-moment microphysical aerosol 

scheme[197] run within the TOMCAT chemical transport model[198], which has previously 

been used to study the atmospheric processing of mineral dust[199]. The model is driven by 
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ERA-40 reanalysis meteorology for the year 2000[200] and has been extended to represent 

nine mineral types (see section 7.4.1.1). Typically the model only contains tracers tracking 

sulphate, sea-salt, mineral dust without any mineralogical detail, black carbon and organic 

carbon aerosol. To enable the expansion to nine dust tracers while maintaining the ability to 

run the model in a usable amount of time these original tracers were removed and the 

processes of nucleation scavenging (e.g. cloud condensation, ice nucleation and 

precipitation) disabled. Sedimentation and dry deposition processes were still modelled. 

Dust emissions are prescribed from AEROCOM recommendations for the year 2000[201] 

(section 7.4.1.2). The model was run with a horizontal resolution of 2.8°, with 31 vertical 

levels between the surface and a pressure level of 10 hPa. 

7.4.1.1. Model mineralogy 

 A global map of the mineralogy of arid and semi-arid regions has been produced by 

Nickovic et al.[196]. This map, an update of an earlier map by Claquin et al.[202], provides the 

contribution of a number of minerals to the clay (<2 µm) and silt (2 – 50 µm) size fractions 

of soils in these regions. The minerals detailed are quartz, hematite, calcite (in both size 

fractions for all three), illite, kaolinite, smectite/montmorillonite (clay fraction only), 

gypsum, total feldspar (both silt fraction only, see Figure 7.18 for the feldspar distribution) 

and total phosphorous. The map is based upon a soil type map produced by the Food and 

Agriculture Organisation, part of the UN. 

 

 
Figure 7.18. Global distribution of feldspar of the silt size fraction of arid soils, in weight 

per cent. From Nickovic et al.[196].  
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The clay and silt fraction of each soil is then assigned a typical mineralogy from the 

literature (see for example Table 1 of Claquin et al.[202]). In compiling this map, it has been 

assumed that the mineralogy of a soil is independent of the geology of a region. However, 

while the ratio of silt to clay particles is a specific part of the soil classification, the ratios of 

the minerals within these size ranges will vary from location to location. To date there is no 

comprehensive surface mineralogy map using in-situ measurements available, so this 

assumption has to be accepted. The soil mineralogy map has been made available as a 

global database with 30 seconds of a degree resolution. 

 

 

Figure 7.19. Comparison of modelled mineral dust with observations. A) Modelled surface 

dust mass concentrations compared with measurements from Woodward[168], from 

modelling work by Dr M. Woodhouse as part Atkinson et al.[107]. B) Modelled near-surface 

dust compositions compared with observations (Table 7.1). Vertical error bars represent the 

range of modelled monthly mean values. 1:1 and 2:1 lines are also shown for convenience. 

C) Modelled total dust number concentration at 600 hPa altitude. D) Modelled feldspar 

mass fraction of dust at 600 hPa. 
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Dust is represented in GLOMAP by 12 size bins ranging from 0.1 μm to >20.0 μm 

diameter, with the clay fraction placed in bins below 2 µm diameter. Each mineral type 

listed above has its own set of bins. As the mineralogy within the Nickovic et al.[196]  

database does not add up to 100 % in all locations a ninth mineral ‘type’ called others is 

included to carry the remaining material. For undeclared reasons, likely due to a lack of 

evidence in the soil mineralogies, Nickovic et al.[196] and Claquin et al.[202] did not include 

feldspar in the soil clay fraction. However, observations of atmospheric dust (e.g. Kandler 

et al.[179] and Arnold et al.[177]), show that feldspar is not absent from this size fraction. To 

adjust for this it was assumed that the ratio of quartz to feldspar in the clay fraction is the 

same as the silt fraction, after which the clay fraction composition was re-normalised to 

100 %. This is based upon the principle that the particle size below which quartz and 

feldspar cease to be  present is linked to  the degree of weathering experienced by  the 

soil[203]. However, this may be an over estimation as quartz tends to be present at smaller 

sizes than feldspar[203]. 

The soil feldspar content was provided without apportionment between K-feldspar and 

Na/Ca-feldspar. Therefore, 35 % of the feldspar mass was apportioned to K-feldspar based 

upon the ratio of these minerals in the atmospheric dust observations of Table 7.1, where 

the observation specified the feldspars individually and the observation was classed as 

transported. The transported classification gives a feldspar ratio unaffected by local 

variations in mineralogy and thus more representative of a global average. Chlorite was also 

not included in the surface mineralogy due to its low concentration[202]; as the atmospheric 

concentration (Table 7.1) and measured ice nucleation ability (Figure 7.14) are also low 

chlorite was not included in the modelling. 

The mineralogy of modelled atmospheric dust is compared with observations (Table 7.1) in 

Figure 7.19B. The modelled mineralogy is close to the observations, especially for quartz 

and kaolinite. The amount of feldspar in the model is approximately double that of the 

observations. In Figure 7.19D the feldspar mass fraction can be seen to reduce with distance 

from source. This spatial trend is because in the model a large proportion of feldspar is in 

the larger size bins, which have higher deposition rates than the smaller size bins, resulting 

in the preferential loss of feldspar relative to the clay minerals which are only included in 

the model at smaller sizes. Also, as noted above nucleation scavenging was not active in the 

model, and as feldspar is an efficient ice nuclei in the real atmosphere its deposition rate 

may be fast. There were also discrepancies in the amount of illite and montmorillonite; 

however the sum of these two minerals matched well between the model and observations. 
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7.4.1.2. Dust emission scheme 

The dust emission scheme used in GLOMAP is the AeroCom scheme specified by Dentener 

et al.[201]. This scheme provides the monthly dust emission in g m-2 at a 1 degree resolution 

(Figure 7.20). The primary dust sources within the scheme are the deserts of Northern 

Africa, the Middle East and Central Asia, with less intense sources from deserts in North 

America and the southern hemisphere. The seasonal variation, while present, is not strong 

and there is also no emission from non-arid regions, for example due to farming activity[158] 

or glacial regions[162]. 

The dust mass and number concentrations resulting from the use of this scheme is shown in 

Figure 7.19A and C. The highest dust concentrations are at source regions and locations 

down-wind, such as in the easterly flow out of North Africa and the westerly flow from 

China. In comparison to the dust concentrations measured by the University of Miami (see 

Woodward 2001[168]), the model results are higher than observations, especially in regions 

of lower dust concentration. The modelled results are also approximately a factor of five 

higher than previously modelled results (Mann et al.[171], Figure 7.4), suggesting that rather 

than the emission scheme and modelled meteorology this discrepancy is caused by the 

absence of nucleation scavenging processes. 

 
Figure 7.20. Global monthly dust emission rates for the months of January, April, July and 

October from the AeroCom scheme, in g m-2 per month. Taken from Dentener et al. [201]. 
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7.4.2. Results and discussion 

Knowledge of the dust number concentration, size distribution and mineralogy (Figure 

7.19C and D) enables the estimation of the expected number of ice nuclei. It is assumed that 

the mineral dust is externally mixed and spherical. For each model grid-cell Equation 7.2 is 

used to combine the K-feldspar concentration and size distribution with the 

parameterisation of ns for K-feldspar (Figure 7.17) to calculate the concentration of active 

ice nuclei expected. Figure 7.21A and B show the horizontal  and vertical distribution of the  

estimated  ice nuclei  concentration  at 253 K. 

 

Figure 7.21. Dust aerosol modelling study results. A) Ice nuclei concentration due to K-

feldspar at 253 K and 600 hPa, calculated using the ns parameterisation from Figure 7.17 

and modelled particle surface areas. B) Latitudinal zonal mean values of ice nuclei from A). 

C) Comparison of A) versus ice nuclei concentrations calculated at 253 K and 600 hPa 

using a mineralogy independent parameterisation by Niemand et al.[37] based on desert dust 

samples. Negative numbers mean the Niemand et al.[37] parameterisation predicts a higher 

concentration. D) Comparison of modelled K-feldspar ice nuclei concentrations with field 

measurements of total ice nuclei. Modelled concentrations are for the same pressure level as 

the observation, with the observation temperature used to calculate ns. Only observations 

between 248 K and 258.15 K are shown, see Figure 7.23 for higher temperatures. Vertical 

error bars represent the maximum and minimum modelled monthly mean values. See Table 

7.6 for field campaign details. 
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The model data clearly shows larger ice nuclei concentrations close to the major dust 

sources in North Africa and Asia, with concentrations three orders of magnitude lower in 

the regions furthest down-wind from the sources (i.e. the western and central Pacific). 

When comparing similar latitudes the predicted dust ice nuclei concentrations in the 

northern  hemisphere are 1-2  orders of magnitude  larger than the  southern hemisphere. 

 

Figure 7.22. Spatial comparison of model feldspar ice nuclei concentration with field data. 

The model ice nuclei concentrations are for the specific temperatures shown, whereas the 

field ice nuclei measurements indicated by coloured circles are for the range of 

temperatures as specified in each plot. See Table 7.6 for details of the observations. 

 
Figure 7.23. Comparison of modelled K-feldspar ice nuclei concentrations with 

observations at temperatures above 258 K. A 1:1 line (solid) and 10:1 line (dashed) are also 

shown. Vertical error bars show the range of modelled monthly mean values. See Table 7.6 

for field campaign details. 
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This is consistent with observations of stratiform clouds in the southern hemisphere, which 

have been found to typically glaciate at lower temperatures[102,204,205], potentially due to this 

lower concentration of ice nuclei than in the northern hemisphere. These trends are largely 

consistent through a range of temperatures (Figure 7.22). 

To investigate the importance of dust mineralogy for modelling ice nuclei, ice nuclei 

concentrations in Figure 7.21A were compared with those predicted by a parameterisation 

for natural dusts sampled from arid source regions from Niemand et al.[37]. The mineralogy 

of these dusts was not reported. Therefore, ice nuclei concentrations from this 

parameterisation were calculated using the total dust concentration rather than the feldspar 

concentration. The two parameterisations are in agreement close to dust sources (Figure 

7.21C). This is consistent with the locations the dust samples used by Niemand et al.[37] 

were collected from.  

However, the natural dust parameterisation predicts ice nuclei concentrations up to 60 % 

higher in regions remote from sources. This is because feldspar is more common in the 

larger particle size fractions (>2 m) and therefore sediments out more rapidly than the 

minerals in the small size bins (Figure 7.19D), changing the mineralogy of the dust during 

transport. As a consequence, atmospheric mineral dust becomes less efficient at nucleating 

ice during transport through a non-chemical ageing process. 

 

Campaign Location Lat. Long. 
Altitude 

(hPa) 
T (K) 

No. 

obs 

Measurement 

technique 

Amaze-

08
[115]

 
Brazil -2.595 -60.209 Surface 241 – 255 63 CFDC 

Bigg 73
[206]

 
S. of 

Australia 
-20 – -75 -70 – +140 Surface 258 102 Filter 

Clex
[115]

 E. Canada +45 -78 450 – 920 238 – 259 60 CFDC 

Ice-L
[115]

 C. USA +41.1 -104.8 385 – 724 238 – 252 32 CFDC 

Inspect I
[115]

 C. USA +40.455 -106.744 Surface 239 – 246 13 CFDC 

Inspect II
[115]

 C. USA +40.455 -106.744 Surface 241 – 258 11 CFDC 

Rosinski 

87
[207]

 
C. Pacific +7 – -10 

-110 – 

+150 
Surface 254 – 270 33 Filter 

Rosinski 

95
[208]

 
E. China Sea +30.5 +127.5 Surface 253 1 Filter 

Schnell 

77
[209]

 
E. Canada +43 -62.5 Surface 258 2 Filter 

Wisp 94
[115]

 C. USA +41.1 -104.8 340 – 880 254 – 264 20 CFDC 

Table 7.6. Summary of ice nuclei observational campaigns. The temperatures reported are 

the aerosol processing temperatures rather than the ambient temperature at the sampling 

location. Only measurements at or above water saturation are shown. 
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GLOMAP mineral dust ice nuclei concentrations are also compared with field 

measurements of ice nuclei concentrations (where the aerosol processing temperature was 

below 258 K) from around the world in Figure 7.21D and 7.23. The data are scattered 

around the 1:1 line, suggesting that feldspar is one of the most important ice nuclei active in 

the Earth’s atmosphere at below 258 K. The model tends to over-predict ice nuclei 

concentrations at temperatures below ~249 K, possibly because of the over-predicted dust 

concentrations due to deactivation of nucleation scavenging processes within the model. 

Additionally, the cluster of data at 258 K, from a ship-borne study in the oceans around 

southern Australia[206]
 (see Figure 7.22C), is consistently below the 1:1 line. This suggests 

that in addition to mineral dust other ice nuclei sources are important in this region. At 

temperatures warmer than 258 K, feldspar mineral dust is much less important as an ice 

nuclei and is unable to account for the observed ice nuclei concentrations (Figure 7.23). 

This result implies that at these warmer temperatures other ice nuclei types, possibly of 

biogenic origin[210], become increasingly important. 

7.5. The implications of feldspar ice nucleation 

In comparison with the literature, the results presented here may explain discrepancies in 

existing experimental data for ice nucleation by mineral dusts (Figure 7.24). Mineralogy 

determined by XRD for examples of a number of the mineral dusts used in the literature has 

shown the presence of feldspar (Table 7.7) . The dusts are: K-SA, a kaolinite provided by 

Fluka/Sigma Aldrich used by Lüönd et al.[42] and Pinti et al.[40], and four montmorillonites: 

M KSF supplied by Sigma Aldrich, M K-10 from Alfa Aesar and M SWy-2 supplied by the 

Clay Mineral Society (all used by Pinti et al.[40]) and M APC, a montmorillonite treated by 

aluminium pillaring and supplied by Sigma Aldrich, which was examined by Conen et 

al.[114]. Other mineral dusts from the literature is shown for comparison – KGa-1b[41], 

ATD[37,80,109,139,191,192] and NX illite[40,47] provided by Murray et al.[30]. 

Figure 7.24 is an updated version of Figure 7.13, with green centres denoting mineral dusts 

which were found to contain feldspar. The mixed natural dusts used by Pinti et al.[40] and 

Niemand et al.[37] have unknown mineralogy but likely contain feldspar due its ubiquitous 

nature[163]. In general, the more K-feldspar a mineral sample contains the higher the 

nucleation coefficient and/or freezing temperature. For example, of the literature mineral 

samples ATD has the highest measured K-feldspar content (20.3 %) and high ns values, 

followed by kaolinite (K SA), the illites and the montmorillonites. All of the data above the 
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quartz parameterisation (black dot-dashed) contains feldspar, as does the high temperature 

montmorillonite work by Conen et al.[114]. This highlights the need to characterise sample 

mineralogy in ice nucleation work. 

Notable exceptions to this generalisation are two montmorillonites tested by Pinti et al.[40] 

(M KSF and M K-10), which both produced relatively low nucleation coefficients. Both of 

these samples, as well as the one used by Conen et al.[114], were acid washed by the 

manufacturer, which may have affected the surface of any feldspar particles present (see 

section 7.2.2.2).  

The high nucleation coefficient of the montmorillonite used by Pitter and Pruppacher[39] 

implies it contained feldspar. However extrapolation of the kaolinite[41] and quartz 

parameterisations suggests the Pitter and Pruppacher[39] kaolinite result could be due to 

either of these minerals. The measurements by Hoffer[38] are consistent with the nucleation 

coefficients measured during this work. However, the lack of surface area data from both 

Hoffer[38] and Pitter and Pruppacher[39] makes it difficult to conclude with any certainty. For 

example if the montmorillonite used by Hoffer had a low surface area then it is more likely 

that nucleation was caused by contamination. 

 

Mineral 

 

Sample 

IL/MI KA MM CH QU NCF KF CA Others 

K-SA 5.4 82.7 ND ND 5.9 0.4 4.5 0.3 
Dolomite 0.5 

unidentified 0.2 

KA ND 96 ND ND ND ND ND ND 
Anatase 3 

crandallite 1 

M KSF 10.3 3.3 57.0 ND 4.3 1.6 1.7 0.9 

Illite-smectite 18.3 

barite 1.3 

anatase 1.2 

M K-10 17.6 ND 40.1 ND 10.5 6.5 3.2 ND 

Illite-smectite 20.6 

zincite 0.9 

halite 0.5 

M SWy-2† <1 <1 75 <1 8 16 (combined)† ND Gypsum 1.0 

M APC ND ND <93.3 ND 1.4 2.0 3.2 ND Unidentified <93.3 

ATD 7.5 2.0 ND ND 17.1 12.4 20.3 4.3 

Illite-smectite 10.1 

dolomite 1.3 

hematite 0.7 

unidentified 25.0 

NX Illite 60.5 7.2 ND ND 6.6 1.7 8.1 2.1 Illite-smectite 13.8 

Table 7.7. Mineralogies of several mineral dusts used in the literature. The proportion of 

each mineral is expressed in weight per cent, mineral abbreviations as per Table 7.1. 

Mineral compositions were produced using XRD (see Section 5.1) by Dr T.L. Malkin. ND 

– not detected except: †: data from Chipera and Bish[193], who provided total feldspar rather 

than K-feldspar and Na/Ca-feldspar separately. 
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These results may also help understand the chemical ageing process of dust ice nuclei, 

which is known to reduce the ice nucleating efficiency of dust[191,211]. As discussed 

previously (Section 7.2.2.2) in an acidic environment the surface of feldspar grains can be 

converted into clay minerals. This suggests that gases which can be converted to acids in 

the atmosphere, such as SO2, may reduce the surface area available for nucleation and 

reduce the efficiency of feldspar as an ice nucleus. This provides an explanation for the 

observed sensitivity of mineral dust ice nuclei to acid processing[191,211]. 

 

 
Figure 7.24. Nucleation coefficients from this study in comparison with literature values. 

Fits to the ns values from Figure 7.14B are shown. Literature data[37-42,47,80,109,114,139] which 

has been shown to contain feldspar is displayed with a green centre. The illite used by 

Broadley et al.[47] also contained feldspar. The composition of the minerals used by 

Hoffer[38], Pitter and Pruppacher[39] and the mixed dusts used by Niemand et al.[37] and Pinti 

et al.[40] is unknown.  
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Finally, recent work suggests human activity has led to a substantial increase in atmospheric 

dust concentrations and that the source locations of this dust have changed[158,212]. For 

example, anthropogenic dust emissions have been estimated to be responsible for ~23 % of 

the total atmospheric dust burden[158]. The principle source regions for this anthropogenic 

dust are Northern India, Southeastern Australia, Central USA, Argentina, Kazakhstan and 

the Saharan margins in Africa (e.g. Figure 16 of ref [158]). Since potential dust sources 

around the world have very different feldspar contents[196], these and future changes may 

have consequences for the concentration of ice nuclei in the atmosphere and the associated 

aerosol indirect effect. 

7.6. Summary and conclusions 

The ice nucleating abilities of seven of the most atmospherically common minerals have 

been determined. The samples of these minerals have had their bulk mineralogy identified, 

and compliment the work on the well characterised kaolinite already in the literature[41]. 

This new data has shown that the feldspars are the most efficient of the common minerals. 

The ns values presented here suggest that per unit surface area K-feldspar is two orders of 

magnitude more efficient than Na/Ca-feldspar and in the region of four orders of magnitude 

more efficient than kaolinite. This implies that the answer to the third project objective is 

that K-feldspar dominates ice nucleation by mineral dusts. 

The feldspars and quartz are major components of igneous rocks and as such are found in 

most soils and sedimentary rock types. This makes the acquisition of samples of other 

minerals which are free of these more efficient ice nuclei difficult, and can explain the 

variations between, and high activity of, some of the literature ice nucleation data. It is 

strongly recommended that in all future work the mineralogy of dust samples is determined 

as standard. 

The atmospheric importance of feldspar has been confirmed by comparisons using globally 

averaged dust compositions and concentrations as well as a modelling study. The modelling 

work has shown that, although feldspar is predominantly present in the larger dust size 

fractions it is present globally. Maximum contributions to the dust mass are near source 

regions and minimum contributions furthest down-wind from sources, with a similar trend 

to the expected concentration of ice nuclei. Comparison with a mineralogy-independent ice 

nucleation parameterisation, the change in feldspar contribution to the dust mass results in 

an over-estimation in expected ice nuclei concentrations of up to around a factor of three. 
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The modelling was performed without wet-deposition processes, the impact of which 

should be looked at in future work. The lack of these processes may result in an over-

estimation of the total dust and feldspar concentrations. However as these processes occur 

over time, the impact is likely strongest at locations far from sources, where Figure 7.22 

implies that dust is not the most important ice nuclei. In the future, satellite observations 

may be able to directly observe feldspar in the atmosphere (e.g. ref [213]), which would 

enable the validation of such modelling work. 

It is now known which of the major components of atmospheric mineral dust is the most 

active as an ice nuclei. It has been suggested that a match in the crystal structure between 

the ice nuclei and growing ice cluster is a characteristic of an effective ice nuclei[9,214-216]. 

The crystal structure of K-feldspar and Na/Ca-feldspar are similar and very different from 

those of the clay minerals. Experiments to determine if nucleation occurs at a specific 

location or crystal face[217], and also molecular dynamics simulations[218], may provide some 

new insights into the fundamental process of ice nucleation. This new knowledge will also 

allow better focus in experiments studying factors such as the chemical ageing of ice nuclei 

(e.g. refs [211]). 
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Chapter 8. Summary and conclusions 

In this project the ice nucleating behaviour of particles relevant to mixed-phase tropospheric 

clouds has been investigated. Mixed-phase clouds are thought to produce a large proportion 

of global precipitation. Clouds and precipitation are part of the hydrological cycle, and the 

prediction of rainfall amounts and intensities is of vital importance to various sectors of 

society. They are important for the Earth’s radiation budget and their size and lifetime is 

sensitive to the concentration of ice crystals in them. The addition of aerosol particles, 

referred to as ice nuclei, to a cloud can catalyse the formation of ice. This study took place 

in three main steps. Firstly, to develop a laboratory instrument capable of investigating ice 

nucleation by pure water droplets and droplets containing atmospherically relevant 

particles. Secondly, to study the ice nucleating ability of pure water to determine if 

nucleation due to the droplet surface occurs at significant rates, and thirdly to investigate the 

ice nucleating abilities of atmospherically relevant mineral dusts. 

8.1. Development of a laboratory experiment for studying ice 

nucleation 

A new instrument was constructed to investigate the nucleation of ice in liquid water, based 

upon a cold stage droplet freezing assay. Water droplets containing suspended mineral 

particles were deposited on a hydrophobic glass surface and then cooled to freezing 

temperatures using a cold stage. The new stage is more reliable in comparison to previous 

designs, with an estimated temperature uncertainty of ±0.3 K in a 1 K min-1 cooling 

experiment. Simplifications to the experimental process have made experiments faster and 

more repeatable. 

The statistical processes which need to be undertaken after a freezing experiment to produce 

ice nucleation coefficients have been described. The relationship between the size 

distribution of droplets and the nucleation coefficient has been investigated. The method 

used to represent the average liquid droplet volume in an experiment can have a large 

impact upon the calculated coefficient. A framework has been described for ensuring that 

the method used does not have a significant impact upon the calculated nucleation 

coefficients. 
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8.2. Homogeneous nucleation 

The existence of nucleation at the surface of a pure water droplet was hypothesised by 

Tabazadeh et al.[44,150] in 2002 using laboratory measurements, and described theoretically 

in 2003[83,151]. As the surface to volume ratio of a droplet changes with the droplet diameter, 

nucleation due to the droplet surface is thought to be equal to that due to the volume only 

for small droplets[46] – no bigger than ~4 µm radius at 237.1 K[77]. This finding was 

supported by Kuhn et al.[86], who measured the nucleation rates of droplets <6 µm radius 

and determined that the radius of surface-volume equivalence was 5.1 µm at 235.5 K. 

Parameterisations of the nucleation rate coefficients for both the surface and volume of pure 

water droplets were derived for temperatures between 234.4 and 236.2 K. Droplet freezing 

due to volume nucleation represented the data well, but nucleation was best described by 

the combination of the droplet surface and volume. The derived volume nucleation rate 

coefficient (ln(JV) = -3.7000T + 888.78) is in good agreement with the literature, especially 

with Riechers et al.[28], Lüönd et al.[42] and Hoyle et al.[80]. The reported surface nucleation 

rate coefficient (ln(Js) = -4.8956T + 1159.63) is in agreement with Kuhn et al.[86]. These 

parameterisations suggest that surface nucleation can be neglected for droplets >~5 µm 

radius. This is consistent with limitations to surface nucleation within the literature[44,77], 

and includes a large proportion of observed cloud liquid droplet sizes[153,154]. For much 

smaller droplets the effect of surface nucleation is significant, with a 0.5 K lower predicted 

freezing temperature for 1 µm diameter droplets without surface nucleation. If the data is 

stressed, the change in freezing temperature due to surface nucleation can be calculated for 

a 100 nm diameter droplet and is ~1.5 K. 

8.3. Ice nucleation by mineral dusts in the immersion mode 

Atmospheric mineral dusts are an important class of ice nuclei. However, of the eight 

minerals most common to the atmosphere, only one has reported ice nucleating ability and 

mineralogical details. In the literature the nucleating coefficients for different minerals 

range over many orders of magnitude and tens of degrees kelvin, with no clear trends 

between individual mineral types. 

Examples of seven of the most atmospherically common minerals have had their bulk 

mineralogy and ice nucleating abilities determined. Evidence of a wide range of ice 

nucleating abilities was found. Counter to the prevailing view that the clays are the main 
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mineral dust ice nuclei in the atmosphere (e.g. refs [30,31]), the derived nucleation 

coefficient for K-feldspar was orders of magnitude higher than the other minerals. This 

result implies that K-feldspar dominates ice nucleation by mineral dusts. 

The K-feldspar data has big implications for the analysis of mineral ice nuclei, both past 

and present. Feldspar is a major component of igneous rocks[148] and is found in most soils 

and most rock formations from which clay mineral samples are often sourced[163]. This can 

make acquiring feldspar-free samples of some minerals difficult, especially illite (e.g. Table 

7.3), and could explain the differences between mineral samples in the literature. 

K-feldspar is relatively uncommon in the atmosphere, contributing on average only 3 % to 

the atmospheric mineral dust mass. A global chemical and aerosol transport modelling 

study has been combined with a surface mineralogy database to estimate the concentration 

of K-feldspar in the atmosphere. In comparison with field observations of total atmospheric 

dust, the model simulation estimates are within about a factor of two, and the predicted 

feldspar mass fractions are within a factor of four of the observations. These results were 

combined with the parameterisation for ice nucleation by immersed K-feldspar to estimate 

the concentration of ice nuclei active at a range of temperatures. 

Annually averaged K-feldspar ice nuclei concentrations range from as high as 1 cm-3 in 

Northern Africa at 248 K, to less than 1 × 10-7 cm-3 in most areas of the globe at 263 K. 

Concentrations are at a maximum near the dust source regions (North Africa, Southern and 

Western Asia), and at a minimum in the locations furthest down-wind from these locations 

(the Western and Southern Pacific Ocean). In comparison to field observations of ice nuclei 

concentrations, it was found that K-feldspar ice nuclei are sufficient to explain the 

observations at below ~255 K. At temperatures much lower than this the predicted K-

feldspar ice nuclei concentration is too high, suggesting the removal of dust from the model 

is too slow. At higher temperatures ice nucleation by K-feldspar is insufficient to explain 

the observations, suggesting another source of efficient ice nuclei is required. 

In the future global models could predict the concentration of ice nuclei due to K-feldspar. 

For example, the global circulation model developed by the Monitoring Atmospheric 

Composition and Climate project[219] is capable of forecasting the concentration of dust in 

the atmosphere (e.g. Figure 8.1). If this model was updated to include tracers for the 

individual minerals characterised it would be capable of predicting the concentration of 

mineral dust ice nuclei. Satellite observations of dust mineralogy are currently being 

developed[213], and could be used to initialise and validate such a model. 
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It is now known which major component of atmospheric mineral dust is the most active ice 

nuclei. This presents interesting questions for future investigation. For example, 

experiments to investigate the chemical ageing of ice nuclei can now focus upon feldspar. 

Feldspar slowly dissolves in acids, which alters any exposed crystal surfaces[188,220]. The 

time and pH required to alter feldspar sufficiently to affect its ice nucleating ability is 

poorly constrained, as such experiments have concentrated on mixed mineral samples 

which may contain buffers[191,211]. Additionally, feldspar dissolution rates are faster in the 

presence of organic acids[189]. 

K-feldspar also represents an avenue of investigation into the fundamental ice nucleation 

process. Ice nucleation has been suggested to occur due to a match between the crystal 

structure of the mineral particle and the growing ice cluster[9,214-216]. However, K-feldspar is 

a more efficient ice nucleus than Na/Ca-feldspar which has a similar structure. Additionally, 

muscovite mica has a similar elemental composition to K-feldspar but a much lower ice 

nucleating efficiency. Molecular dynamics simulations[218] and experiments to determine 

why K-feldspar is more effective and if nucleation occurs at a specific location or crystal 

face[217] may give further insights into ice nucleation. 

 

 

 
Figure 8.1. Example model prediction of column dust aerosol optical depth. Predicted as 

part of the Monitoring Atmospheric Composition and Climate project[219]. 
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Appendix – LabVIEW video recording program 
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