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Abstract

This thesis presents a novel approach to representing asdnieg about geographic
phenomena which can be interpreted based on changes raffespatial extensions of
geographic features. Of particular interest in this work geographic features whose
extensions can be described as 2-dimensional regionssponiding to portions of the
earth surface under a specified projection, such as defegsts and oceans.

The work resulted in the development of a logical framewak representing ge-
ographic events and processes. In developing such a frarkeigsues have been ad-
dressed regarding the relationship between these conaegtalso between them and
geographic features. Other crucial issues are how to ddimeeiation between event
and process types and their particular instances, and hdvwaridle different kinds of
vagueness to associate specific spatial and temporal beesidath those instances.

Of particular interest in this work is the development of amoe of explicitly linking
the formalism to spatio-temporal data. This requires wdrknaltiple levels, both in
consideration of how the data can be represented and irdsgaiow primitive elements
of the logical framework can be defined.

Although data can be regarded as a faithful reproductiorhgéigcal elements of the
world, some conceptual elements are not always explicbregsented within data. For
that reason, a logic-based approach to representing gpatigoral geographic data was
also developed and is presented in this thesis. Repres¢h&rdata in a logical fashion
allows implicit data to be derived by means of logical inferes, and provides a natu-
ral way of explicitly connecting the data to a semantic-bafemalism. Derived data
may include spatial extensions of geographic featuresfiareit times, based on exist-
ing data describing, for example, portions of the earthifase associated with different
observable properties.

Furthermore, a system has been implemented to evaluatpphieadbility of the pro-
posed theory. The system takes time-stamped topograptéacadaan input and allows
logical queries to be formulated about the data, returrém¢ul and graphical informa-
tion on geographic events, processes, and features whitibijpate in them.
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Chapter 1

Introduction

1.1 Introduction

There has been an increasing awareness of the importanesahic models as an effec-
tive resource for representing knowledge in the geograbdi@main, providing a precise
conceptualisation of the entities present in geograplacespnd the relationships between
them [28, 55, 89]. Moreover, the Geographical InformaticreSce (GIScience) commu-
nity has increasingly realised the role that semanticdbapproaches play in developing
modern Geographic Information Systems (GIS). Coupled with, tsubstantial efforts
have been made by many scientists to include time and thegeptation ofeographic
phenomenas fundamental constituents of GlScience [46, 49, 67, 94].

In GIS, significant contributions have been made towardsribdelling of different
kinds of geographic phenomena, and an assorted terminblgyipeen applied (e.g. geo-
processes, geo-phenomena, dynamic GIS, spatio-temptBal I8 the field of Knowl-
edge Representation (KR), spatio-temporal reasoning [189@2and reasoning about
spatio-temporal changes [51, 84] have been investigated.

Representing geographic phenomena in termsvehtsand processe$ias been sug-
gested by many authors [20, 27, 38, 91, 92], and such conappé&sar to be significant in
the way humans reason about changes affecting geogratte.dpstablishing a suitable
representation for geographic events and processesesqléaling with issues regarding
the relationship between these concepts, between theis gpd particular instances, and
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also between them and geographic features. Other impassums are how to define
the relation between events and process types and theigiypartinstances, and how to
associate specific spatial and temporal boundaries wigethmstances.

Geographic information can be affected by different kinflsagueness, leading to
considerable representational difficulties [9]. Such aesentation task becomes partic-
ularly challenging when the temporal dimension is congdef hus, associating specific
spatial and temporal boundaries with instances of eventpaotesses requires an appro-
priate method of handling spatio-temporal vagueness.ofith many approaches have
been proposed for dealing with vagueness in geographyersehat methods of han-
dling spatio-temporal vagueness for representing anebngag about geographic events
and processes have not yet been sufficiently investigated.

Formal theories for modelling spatial changes, events aodegses have been pro-
posed. Nonetheless, most approaches are not particuidalgd to the geographic do-
main and their applicability to geographic space would megiurther developments. In
addition, although some works provide important diretjomost of them are not yet
implemented, and therefore their suitability for procegsieal-world data is not often
discussed. Implementing a system to evaluate a logicakinark with real data requires
establishing a method of grounding the symbols upon elesneintlata. This requires
work at multiple levels, both to select the appropriate $qgiredicates to be grounded
and to formulate a suitable representation for the datahi= of grounding geographic
ontologies upon the data have been already proposed [13h@dkver, approaches to
developing a semantic-based formalism grounded uponcspatiporal data have not
been sufficiently discussed in the literature, and theeeforther investigations are still
required.

Geographers have been making notable contributions toelikedi geostatistics, and
have been producing an increasing amount of useful dateedeta a variety of fields
(e.g., hydrology, geology, climate, urban planning, ltigss and epidemiology). Further-
more, the advance in remote sensing techniques, geo-segisarks and other areas of
computer science has contributed to the production of &fienechanisms for generat-
ing spatio-temporal geographic data. Nevertheless, satzhain be fully exploited only
when we provide intelligent ways to enrich data semantcall

Although data can be regarded as a faithful reproductiorhg$igcal elements of the
world, descriptions of certain conceptual elements areoftein explicitly represented
within data. For example, a dataset containing values abaesprecipitation at different
times could be useful for analysing changes affecting taéaextension of deserts, even
though such extensions are not explicitly given in the dBlience, a system that intends
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to link a spatio-temporal formalism to real world spatioaf@ral data, should therefore
include methods of deriving coherent descriptions of cptwa entities of geographic
space.

This thesis examines how geographic phenomena can bergtedpvithin a logical
framework for representing and reasoning about events awgses, with focus on ge-
ographic phenomena which can be described in ternchahges affecting the spatial
extension of geographic featurdsxamples of geographic phenomena are ‘urbanisation’,
‘desertification’ and ‘deforestation’, which can be delsed in terms of spatial changes
affecting ‘urbanised areas’, ‘deserts’ and ‘forests’ mxtjwely. Of particular interest in
developing this framework is the phenomenon of vaguenes$iaw it affects the mod-
elling of geographic events and processes.

Moreover, this work investigates how a logic-based apgrazan be developed to
representing spatio-temporal geographic data. Repregeihté data in a logical fashion
allows implicit data to be derived by means of logical infagzes, and should provide a
natural way of explicitly connecting the data to a semahtised formalism. Derived data
may include spatial extensions of geographic featuresfarelnt times, based on other
data describing, for example, values of observable prigsegissociated with particular
portions of the earth’s surface.

This work also pays special attention to the representatfarhanging geographic
features as an appropriate modelling of these entities can provaeswf defining other
conceptual elements of dynamic geographic space (e.qitseaad processes) in a high
level of abstraction. That is, the approach to represergewgraphic features aims to
enable the grounding of the logical framework upon the sg&timporal data, by estab-
lishing an abstraction layer between them. In that approtehconcept of geographic
feature is defined in terms of primitive data elements (ggometries, timestamps), so
that other conceptual elements (e.g., events, procesaed)ecdefined only in terms of
geographic features, and therefore without any concerosgtatata structure. Finally,
the applicability of the proposed theory is evaluated bygis system prototype which
implements the formalism and can operate on different ggatnporal datasets.

1.2 Research Questions

The main goal of this research is to develop a knowledge septation approach to
identifying geographic events and processes in time-stanppographic data. In this
work, focus is placed on events and processes that can bebdesm terms of spatial
transformations affecting spatial extensions of geogafgatures.
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To achieve this goal, a formalism for representing eventsponcesses has been de-
veloped, as well as methods of representing spatio-terhdata and to explicitly link
the formal framework to the data. Moreover, a system has lmeplemented to evaluate
the applicability of the proposed theory. This system takegporal series of topographic
data as an input and is able to answer different logical geexbout the data.

The following principal research questions are addregs#us thesis:

e What is the most appropriate approach to representing esadtprocesses in the
geographic domain? How are events and processes relatadhather, and how
are they related to geographic features? How can eventsrandgses be defined
in terms of changes affecting spatial extensions of gedgedpatures? What kinds
of geographic features can be considered? What changesfeahtheir spatial
extensions? Is there a single solution that fits all typegafures and changes?

e How flexible must a logical framework be in order to repressm@ints and processes
relating to different geographic phenomena? What is the swttble logical lan-
guage to use within such a logical framework? Can approachesiidling spatial
and temporal vagueness help represent a larger numbemefisits? What ap-
proaches to vague reasoning could be incorporated to timaldgamework? What
requirements should be considered in order to choose thesuitable approach?

e How can temporal topographic data be represented efféciv@an spatial exten-
sions of geographic features be defined in terms of obseryaioperties of the
earth’s surface? Can features’ extensions be derived frampdeal topographic
data where such extensions are not explicitly given? Whahoakst of represen-
tation can be used, and what information will this allow usitract? How can
the spatial relations between parts of the data be modedledi,can this be done
efficiently?

e How can a logical framework be explicitly linked to the dats?hat work is re-
quired at both levels to ensure the levels can be properlgexied? How can this
framework be implemented to work with the data? How can vagasoning ap-
proaches be incorporated into the representation of tleda&that information can
be extracted from the data using this approach?

1.3 Achievements

The principal achievements of this work can be summarisdadliasvs:
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e Development of a novel logical framework for representing eeasoning about
geographic events, processes and their participant ggaycafeatures
This framework, named REGEP (REasoning about Geographict&aeal Pro-
cesses), comprises formal descriptions of space, timegrgpbic features, events
and processes and some relationships which hold betwesn tierovides pre-
cise definitions for predicates to represent event occaegras well as to represent
processes which are said to proceed on certain periods deldotive/inactive at
different times. Moreover, the framework includes a metbblandling vagueness
which allows different instances of event or process typdset determined based
on individual viewpoints.

e Development of an approach to representing temporal togolgic data in a logical
fashion
This modelling approach has been named STAR (Spatio-Texhpttributed Re-
gions). In this approach, portions of the earth’s surfaeerapresented as spatial
regions associated with different attributes (e.g., avadgd). Moreover, spatial re-
lationships that can hold between regions associated wgtimck attributes are ex-
plicitly determined (e.g. ‘a region associated with atitd A1l can be part of a
region associated with attribute A2’). Then, based on thels¢ionships, a number
of different inferences can be performed to derive addaiamplicit data. Implicit
data include spatial extensions of geographic featuresffateht times, derived
from other data describing distinct attributed regionsisEpproach also includes
a method of handling spatial vagueness which allows theadgatension of a ge-
ographic feature to be represented at different levelsarfgarities.

e Development of a method of explicitly linking the logicanfrework to spatio-

temporal data

In this method, a geographic feature is represented as @y which endures over
time and that is said to have a life, during which its spati&esion can be affected
by different types of transformations. Thus this groundimgthod consists of rep-
resenting geographic features and their lives based ontpenelements of data,
allowing higher level concepts (e.g., events, processesg defined only in terms
of changing features, and therefore without concerns adtetatstructure.

e Implementation of a system to evaluate the practical appbo of the proposed
formalism using real spatio-temporal data
Beyond the contributions of the work to theory, it also resalin the development
of a system named Progress. The system takes time-stanguepgtdphic data as an
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input and allows logical queries to be formulated about & dreturning textual
and graphical information on events, processes, and thgrgeloic features which
participate in them.

1.4 Thesis Overview

This thesis is organised as follows:

Background Chapter 2 discusses the background to the thesis, givinyenview
of the research that was required to form this thesis. Tlhikide a general considera-
tion of semantic models for modelling geographic phenomanaview of logic-based
approaches to representing events and processes; themrobgrounding a geographic
ontology upon the data; and a discussion of approaches thihgiwvagueness. The chap-
ter also overviews some other topics related to this worghsas qualitative spatial and
temporal reasoning; approaches to dealing with informagi@nularity; methods of de-
termining spatial aggregates and defining suitable coatenclosing all elements of a
particular aggregate.

Representing Spatio-temporal Data and Modelling Changirg@saphic Features
Chapter 3 presents a logic-based approach to representiggagdic spatio-temporal
data that allows implicit data to be derived. The chapteo glesents an approach to
representing geographic features whose spatial extensignsubject to changes over
time. Moreover, the chapter discusses how this approa@ptesenting features can help
establish a explicit link between data and a logical frantéior representing geographic
events and processes.

Logical Framework Chapter 4 presents thegical frameworkfor representing and
reasoning about geographic events and processes. Thisviaky named REGEP (REa-
soning about Geographic Events and Processes), comprsesl fdescriptions of space,
time, geographic features, events and processes and statienghips which hold be-
tween them. In addition, the chapter describes how thisdvemnk can be used to iden-
tify events and processes within the data, by employing thiad of linking these levels
(presented in Chapter 3).

System Implementatio@hapter 5 presents Progress, a system prototype implethente
to evaluate the applicability of the theory proposed in thissis. A description of the
system’s architecture and an overview on its main compaenam given. Then specific
discussions are conducted on the approaches to implergahgnspatial and temporal
reasoners; the logic-based approach to representinggpatporal data and geographic
features (presented in Chapter 3); and the logical framewasented in Chapter 4.
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Results of Using the System with Spatio-temporal D&taapter 6 describes the ex-
periments carried out using the system prototype (predent€hapter 5) with temporal
series of topographic data, and examines the results edt&iom these experiments.

Conclusions and Future Workr he final chapter summarises the most important as-
pects of this research, highlighting the main contribigignesented. The chapter also
discusses the strengths and limitations of the work, andtpéd future work that might
be conducted in the field of research.
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Background

2.1 Introduction

This chapter presents an overview of the background to theusaaspects of this work,
which later chapters will expand upon. First, an overviewii&n on the fields of qual-
itative spatial and temporal reasoning. Then Section Z8udises the representation of
objects, fields, and their relation to the representatiageofyraphic features. A discussion
of semantic models for events and processes is given indbezb. The representation of
events and process in the geographic domain is discussedtio®s2.7. Then Section 2.8
overviews approaches to handling vagueness. Section 8.9.40 introduce the notion
of granularity and aggregates, respectively. Finallyti8ac2.11 overviews the problem
of ontology grounding.

2.2 Qualitative Spatial Reasoning

Of particular interest in this thesis are qualitative ajygites to reasoning about space, and
the mereological and topological relationships involvegatial elements of geographic
space. Qualitative Spatial Reasoning (QSR) allows reasatiogt relations that hold
between spatial objects. This is done without the need fecipe quantitative informa-
tion.
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Whitehead et al. [87] presented a theory of extensive alisirabased on the two-
place predicate, ‘x is extensionally connected with y’. dratn, Clarke [22] presented a
calculus of individuals based on the Whitehead’s primitivedicate. Following White-
head, Clarke interprets the individual variables as rangiey spatio-temporal regions
and the two-place primitive predicate, ‘x is connected withas a rendering of ‘x and
y share a common point’. The author used most of Whitehead’'satagical definitions
and proposed an axiomatisation for Whitehead's theory. Tond& wf Clarke [22] has led
to the development of the well-cited Region Connection Cak(iRCC) [25, 69]. Other
theories have also been developed based on the Clarke'y tlsech as the theory of
common-sense geometry [86].

Perhaps the most popular approaches to qualitative spatiabning nowadays are
the RCC [25, 69] and Egenhofer and Franzosa’s 9-Intersectitcul@a [29, 30]. The
former has its roots on logic (i.e. QSR), whilst the latter @séd directly on point-set
topology. RCC proposes a set of mereotopological relationshmmay hold between
a pair of regiongri,r2). These relations are derived from a primitive relatiofx, y),
which means that the regioms andr, are connected. This initial relation holds when
the topological closures of regiongandr, share a common point [69]. RCC-8 consists
of the eight relations listed below (and illustrated in Fg2.1). Depending upon the
requirements, this set can be restricted or expanded.

e DC(ry,rp) (Disconnected);

e EC(rq,r2) (Externally Connected);

e PO(rq,rp) (Partially Overlapping);

e EQ(ry,r2) (Equals);

e TPP(rq,r2) (Tangential Proper Part);

e TPPi(r1,r2) (Tangential Proper Part Inverse);

e NTPP(r1,r2) (Non-Tangential Proper Part); and

e NTPPi(ry,r2), (Non-Tangential Proper Part Inverse).
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OOROONCD

DC(ry,r2) EC(r4,r2) PO(ry,r2)

(o) () (D) (@ (&)

EQ(r4,r2) TPP(ry,r;)  TPPi(rq,r;) NTPP(ry,r;) NTPPi(ry,rp)
Figure 2.1: RCC-8 Relations.

2.3 Qualitative Temporal and Spatio-Temporal Reason-
ing

According to Peuquet [67], ‘The passage of time is normafigarstood via changes
we perceive occurring to objects in space — their transfoona over time and their
movements in relation to one another’ (p. 01). In this conteansiderable efforts have
been made by many researchers to incorporate time as artiassemponent of Gl-
Science, aiming to develop a suitable representation afjrgebic phenomena. Galton
[37] maintains that ‘our most basic notions of temporality assentially qualitative: the
idea that one event preceded another is conceptually modafuental than the idea that
the temporal separation of the events is a certain numbeowfh(p. 172). Qualitative
approaches to representing time are of particular intémebts work.

Qualitative Temporal Reasoning (QTR) allows inferences tmmbde about the rela-
tions that hold between temporal elements (i.e., instamdsatervals) without requiring
guantitative measurements. The most popular approactoisrkas Allen’s Interval Al-
gebra [1, 2]. This is a calculus for temporal reasoning whiefines possible relations
that hold between two time intervals and provides a comjposiable that can be used as
a basis for reasoning about temporal descriptions of evdiits Algebra consists of the
following 13 relations (illustrated in Figure 2. 2Before(i1,i2), After(i1,i2), Meets(i1,i2),
Met-By(i1,i2), Overlaps(ii,iz), Overlapped-By(i1,i2), Starts(iy,iz), Started-By(is,i2),
Finishes(i1,i2), Finished-By(i1,i2), During(i1,i2), Contains(i1,i2), Equals(i1,i2).
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Before(i1,i2) i "1 i, After(i2, i1)
i
Meets(i1,i2) | —— i, Met-By(i2, i1)
i
Overlaps(i1, i2) — iy Overlapped-By(i2, i1)
........ |1
Starts(i1, i2) i Started-By(i2, i1)
!
Finishes(i1, i2) i Finished-By(i2, i1)
|1 .........................
During(i1, i2) i Contains(i2, i1)
o I
Equals(i1, i2) :
2

Figure 2.2: Allen’s Interval Algebra: 13 base relationsttimay hold between two inter-
vals.

Qualitative Spatio-Temporal Reasoning (QSTR) encompassiss @SR and QTR
techniques. Numerous models have been proposed in thaditerin the field of QSTR.
Perhaps one of the most influential is the mereotopologiedry presented by Muller
et al. [63], in which primitive entities are spatio-temploragions, on which temporal
spatio-temporal relations are defined. In addition, theephof temporal slice introduced
by Muller et al. [63] and Muller [62], wher&S(x,y) means that ‘X is a temporal slice of
y’ (i.e., the maximal component part corresponding to aatetime extent) is important
for modelling spatio-temporal interactions and to definatrens changing through time.
Another important contribution of Muller's mereotopologl theory of space-time was
an explicit qualitative definition of continuity.
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2.4 The Frame Problem

The frame problem was first introduced in 1969 by McCarthy aagdd [59]. In the field
of Artificial Intelligence (Al), the problem correspondstlee challenge of representing
the effects of an action without having to represent exghficts many accompanying
obvious non-effects. In its technical form (i.e., mathepstlogic), the frame problem
deals with the question: how is it possible to specify foraeuthat describe the effects
of actions without having to specify many other formulaet tth@scribe their mundane,
intuitive non-effects of those actions? In philosophy, fitzene problem is described as
the problem of limiting the beliefs that have to be updatetesponse to actions. In the
logical context, actions are traditionally specified by Wy change, with the implicit
assumption that everything else (the frame) remains urgethfv9].

Within classical Al, a number of workable solutions to thanfre problem have been
proposed, and this is no longer regarded as an obstaclef(awbiose working in a strictly
logic-based paradigm [60, 78].

The frame problem is solved in various formalisms, inclgdin

e The event calculus solution [77];

The default logic solution [4];

The fluent calculus [85];

The successor state axioms [71];

The fluent occlusion solution and its similar solution knagrpredicate completion
[73I;

e Answer set programming [44];

Solutions to the logical frame problem developed by Al resears normally appeal
to the common sense law of inertia. According to this lawperties of a situation by
default are assumed to remain unchanged as the result dbancaetion. In the technical
point of view, the frame problem can be regarded as the tadkrofalising this law
[78, 79].

2.5 Material Objects and Fields

In this work, geographic features are regarded as a pati¢ithd of endurant entity.
Here geographic features share some of the charactedstscsibed in the literature for
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material objects such as: they are discrete individuals; they have welkhddfispatial
extensiony they are able to undergo change; and they can change sorheiopéarts
while keeping their identity. Therefore, this section disses some key concepts related
to the representation of objects and their relation to threept offields

Galton [34] argues that ‘apbjectis defined by some abstract notion of identity which
(a) defines (to an appropriate degree of precision) its @patient at any one time, and
(b) enables it to persist through changes in spatial looatia other attributes. Thus con-
sidered, an object has spatial parts but not temporal pattsgr existing as an entirety
at each moment of its history’ (p. 02). Spatial objects amenatly referred to asontin-
uants from the philosophical tradition. Galton [39] identifiesuf categories of objects:
‘(i) mobile objects (e.g., people, cars), (ii) fixed objedistinct from their environment
(e.q., trees, buildings), (iii) fixed objects that form paftthe environment (e.g., roads,
rivers, mountains), and (iv) conventional (fiat) objectsahonly exist by virtue of human
convention (e.g., administrative units, land registrycets)’ (p. 08).

Jacquez et al. [52] state that ‘fields typically represenasueements on a variable
whose value varies through geographic space. The altititleecsurface of the Earth
is an example of a spatial field’ (p. 222). As described by &@a[B4], ‘like objects,
fieldschange over time, but unlike with objects there do not seearise any issues of
identity’ (p. 2). Fields are generally represented by dgoosing geographic space in
minimal regions (which are not further divided into subiogg) and then assigning to
each region a value from some range. There is no restrichdh@type of information
which can be associated with a particular location. It caa hamber (e.g., real, integer),
a string or any other type of information. The nature of tiferimation that these values
represent vary according to the problem in hand. A few examate temperature, level
of precipitation, humidity, pressure, water salinity,valton, vegetation type, tree density
and a variety of population statistics (e.g., number of ie&om tuberculosis per month,
number of births per 1000 girls aged 15 to 19).

Traditionally, objects and fields have been presented inlitbature as two non-
overlapping views of spatio-temporal data, and authorsl tgalefend one of them as
the most appropriate way to represent geographic spaceser®lg the need for both
views to do justice to the numerous ways of representingtyaalgeographic domain is
generally accepted. Assuming that any spatial data arerderaldy weak and that one

IActually, determining the spatial extension of a geogragbature is a matter of vagueness, as dis-
cussed in Section 2.8.3. However, it is assumed here that Bsegure in the model can be associated with
a precise spatial extension. Methods of handling vaguermsd be applied to assign precise spatial ex-
tensions to vague features. An example of such an approatgatmg with this issue based on standpoint
semantics [10] is presented by Bennett et al. [12, 13].
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of the roles of geospatial semantics is to provide solutimnsemantic enrichment of
spatial data, it can be realised that the development ofogpiate methods of deriving
useful information from existing data has become essential

Peuquet et al. [66] support the idea that intermediate faringpresentation between
the pure views of objects and fields should be provided. Amgpa is the ‘object-field’
representation [33]. Galton [34] identifies several inb@rections between object-based
view and field-based view. These interconnections are ibestbelow, together with
additional cases in which fields can be created from fields:

e Objects can be created from field§here are many cases in which we can single
out certain features from a field data and designate themjastsbFor example, if
the field values express the average annual precipitatien, tnaximal connected
regions within which the precipitation rate is less than 2a0imetres per year
might be designated as a deserts.

e Fields can be produced from objector instance, from individual trees, which are
naturally conceived as objects (to each of which a fixed lonas assigned) we can
produce different fields describing types of vegetation.

e Objects can be generated from other objedtiscan be done either by aggregat-
ing/disaggregating them [81], or by detaching them, by mErgg the idea of
parts (objects as component of other objects, such as wingels and windscreen
as parts of a car).

¢ Fields can be created from field$his consists of converting from a continuous to

a discrete value field by banding. This conversion procedss@issed by Galton
[33], who names discrete value fields as ‘categomcakragdields’. For example,
values of field data comprising a single variable descriltivegaverage annual pre-
cipitation can be redefined in value bands (e.g., 0-50 mn2%Dmm, and 250-500
mm of annual rainfall) and then a new field could be generatesicribing climate
types (e.g., extremely arid, arid, semiarid), commonlyligdpto distinguish dif-
ferent types of deserts. Furthermore, one can still comtwweeor more field data
covering the same spatial region to produce a new field. Btaumte, values of pre-
cipitation might be combined with other values, such as oifgerature, humidity,
evaporation, distance to the ocean, soil type, and elavaiioprovide a new field
containing a more accurate climate/geological classifinat

Finally, the operations discussed above might be combiredinstance, from a field
created from other fields (e.g., precipitation, tempeggthumidity, elevation), one can
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single out desert objects of more accurate types, such atameodeserts, rain shadow
deserts, cold deserts, coastal deserts, monsoon desestmuld be noticed that, in this
case, objects would correspond to maximal connected @gedicertain fields.

Reasoning about certain kinds of geographic phenomenaesdtacking the changes
affecting the spatial extension of geographic features.ekample, the phenomenon of
deforestion is associated with changes affecting the siderof a forest. However, fre-
guently, the extensions of geographic features are notoithprepresented in the data.
In these cases, feature extensions might be derived frothdagtlh. Consequently, dif-
ferent forms of mapping field values to objects lead to ddférinterpretations of geo-
graphic phenomena being examined. The study of numerogsa@tuc phenomena may
be based on the examination of objects generated from fi@lgdamples are pollution,
drought, and spread of a disease.

In agreement with Galton [34], the discussion given in teisti®n leads to the conclu-
sion that field-based and object-based are complementespquives and not poles of a
sharp dichotomy. The the relationships presented heraist@jsmall portion of a com-
plex network of interrelations involving these views. Magyestions remain open, both
in relation to fundamental problems and in regard to aspedtsplementation. There-
fore a more appropriate understanding of these intercaiomscis critical to conceive
comprehensive representational approaches to geogreipéomena.

2.6 Semantic Models for Events and Processes

A wide variety of terminology has been applied to describenés and processes. Par-
ticular disagreements can be observed about what the tewast' and ‘process’ refer
to and what are the distinctions and relations between ti@fparticular interest in this
work are some remarks made by Galton [34, 36]. concerningesiesirable elements
for developing a comprehensive formalisation for eventsc@sses and a spatio-temporal
geo-ontology. Another important contribution in the fielastbeen made by Grenon and
Smith [47], who outlined a system comprising two kinds ofaagiies, called SNAP
(for continuants, e.qg., individuals and objects) and SPRIX dccurrents, e.g., processes,
events and changes), and a meta-ontological frameworkiwdeals with the relations
between them.

A large number of formalisms have been proposed to deal wights. Among the
most influential are th&vent Calculug54, 77] and theSituation Calculug59]. The
Event Calculus is a logical language for representing ansloréag aboutctionsand
their effects. The basic components of this languagdlaeats which describe the state
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of the world, and actions that can be performed in the woridhé Event Calculus, it is
possible to specify the value of fluent at given time poirttg, actions that happened at
given time points, and the effects of actions. The preditids-At(f,t) specifies that
the fluent holds at time poirit Happens(a,t) means that the action takes place at time
t. The predicates Initiates and Terminates determine tleetsfbf actions. For instance,
Initiates(a, f,t) means that, if the action a happens at tigthen the fluenf will be true
aftert. In the Situation Calculus, other basic elements are addibe ielements presentin
the Event Calculus: objects and situations. The former issdgiment upon which actions
can be performed and the latter represents a history ofrectiourrences.

Bennett and Galton [6] proposed a formal semantics for reptesy temporal rela-
tionships and events. In this approach, a highly expresanguage is proposed, which
is calledVersatile Event Logic (VEL.encompassing the essential insights of many other
approaches. To express the versatility of this languageilitistrated how Situation Cal-
culus and Event Calculus can be represented within VEL. BéandtGalton [6] suggest
a branching tree structure to determine relationships éetvdifferent times, which com-
prehend all possible histories of the world. A world stade determines all properties of
the world at timet in historyh. Event-types are distinguished from event-tokens, where
the latter are occurrences of the former. It also providesasgics to model the identity
of individuals which inhabit the time structure.

Bennett [8] presents an extremely expressive logical laggar describing physical
situations and processes, which brings together a varfgtyewiously developed theo-
ries. This formalism is an ontologically well-founded bgotund theory and therefore
contains several desiderata for a comprehensive ontolbggagraphic phenomena. It
incorporates the theory of Region-Based Geometry [7, 11{,ath@awvs the modelling of
spatially-extended physical objects naturally. RGB camaggnt arbitrary geometrical
properties and configurations of regions and so subsumestgsessive theories such as
RCC [25, 69].

In the formalism proposed by Bennett [8], time is modelled astaf histories which
correspond to possible alternatives to the actual histbtigeoworld. This rich structure
enables the employment of modal operators to distinguisivdsn analytic and contin-
gent propositions. In this structure, the truth of a prof@siis evaluated relative to an
index ( h, t ) specifying a history and a time point. A history is modellgdabfunction
from time points to physical states. This branching treecstre is also employed in the
Versatile Event Logic (VEL) language proposed by Bennett@ation [6] for represent-
ing temporal relationships and events. Bennett and Galfotig6uss this model in more
detail and point out some useful references for furthenstud
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Bennett [8] models the world in terms of a vocabulary of basatter types, each of
which having a spatial extension that may change (contisiypwver time. A state is
modelled as a function from matter types to spatial regitmdeed, at a given time, each
matter typem denotes a regionwhich can be referred to using the relatiext(m,r). In
this terminology, temporarily persistent objects are régd as individuals (e.g., a cat, a
person, a forest). Individuals do not exist at a single tim@fin a single history. They
are modelled by employing a function which maps historiestane points to the spatial
extension of the individual. This formalism also incorgesathe Gupta’s theory of count
nouns [48]. In Gupta’s theory, the count noun is evaluatesoate possible world to
give a set of individuals which are instances of the counnn&ach individual in turn is
evaluated relative to a possible world to yield an entitysgrg at that world.

It is generally accepted amongst philosophers and logicthat, as with objects,
events and processes are subject to the distinction betwyeesandtokens which sepa-
rates abstract entities (types) and their particular imcsta (tokens). However, particular
distinctions can be observed in the way authors specifystgpel relate them to their cor-
respondent tokens. Some authors describe a type as arcabstity which is not related
to any specific participant, and particular instances o tyype may involve distinct par-
ticipants. For example, the event type ‘knocking on a do@yrave a particular instance
‘John knocked on Mary’s door today at 1 pm’. On the other hartder authors argue
that a type should incorporate the participants. For icgadohn can knock on Mary’s
door at different times, and such occurrences can be regjasidistinct instances of an
event of type ‘John knocks on Mary’s door’. This is the viewismlered in the work of
this thesis.

Galton [36] surveys a number of approaches to describingteand processes and
states that ‘there has been an unfortunate terminologa&tion, in particular disagree-
ments about how process is related to events’ (p. 324). THwaproposes a classifi-
cation encompassing a variety of previously proposed teslogy (e.g., activities, ac-
complishments, achievements, procedures, transitiahsaron). In that classification,
processes are classified regarding:

¢ their homogeneitythat is, some processes are most nearly homogeneous (e.g.,
falling, cooling, or sliding) and others are more ‘granu(atg., walking or playing
the piano);

¢ their open-endednesse., while openended processes can in principle be contin
ued indefinitely (e.g., walking or vibrating), closed presare generally associated
with an definite result (e.g., making a cup of tea or refugllnmotor-car).
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A set of operations to interrelate events and processesomoped by Galton [36],
such as ‘composition’, ‘specification’, ‘chunking’, ‘trations’, ‘constituency’, and ‘rep-
etition’. In agreement with Galton [36], the work presentedhis thesis considers the
following relationships between events:

e A process can be regardedamstitutecf events (e.g., a process of type ‘walking’
can be regarded as a sequence of events of type ‘taking & step’

¢ An event can be regardedmasde of(or as achunking o) processes (e.g., the event
‘Paul swam to the island’ can be regarded as a bounded iretantof a process
‘Paul swimming’);

Given what has been discussed in this section, it could hesdrthat a semantic-based
formalism to representing geographic phenomena shouldde@ppropriate logical re-
lations to represent the interrelations amongst eventspanckesses. Such a complex
network of interrelations might include those described3ajton [36], and also other not
covered by the author, such as possible typological irdmesé involving types of events
and processes. For instance, processes of types ‘swimmigking’, and ‘running’
may be regarded as a specialisation of a process of type figovirurthermore, a flex-
ible method of describing composite processes and evegts Event Pattern Language
(EPL) [42, 43], appears as another crucial component of adohmalism.

2.7 Representing Events and Processes in the Geo-
graphic Domain

There are many dynamic phenomena that may occur in geogrsypace, from ‘the falling
of a rain drop’ to ‘the flow of cars along a road’. Some modejlapproaches conceive
events and processes based on series of spatial changesevée.g., changes of lo-
cations, change of land coverage) involving geographitieste.g., features, objects).
These changes may characterise, for example, movementenftiy or shrinkage of a
geographic feature. Other approaches take into accousiqathyprocesses and chemical
reactions involved in a geographic phenomenon. For instamben investigating bush-
fires, one might aim to model some physical processes (angradesses) that cause its
ignition, such as lightning strikes or spontaneous combustThe latter, for example,
also involves other sub-processes, such as oxidation mefaation of substance with a
relatively low ignition temperature.
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The representation of geographic phenomena in terms oft®ewa processes has
been investigated by researchers from several areas, s@&lsaience, Knowledge Rep-
resentation, and Spatio-Temporal Databases. Approachesdelling such events and
processes have been presented based on different methgd$o@c-based, object ori-
ented, cellular automata, or agent-based), with diffepemposes (e.g., semantic inte-
gration, reasoning about process properties, simulatomrediction), and sometimes
developed to meet the requirements of a particular appitarea (e.g., urban spreading,
wildfires, meteorology, human population studies, ecalggpmorphology).

Claramunt and Tériault [19, 20] have made significant contributions to thebfem
of representating of geographic events and processes9)tiik authors define a typol-
ogy of spatio-temporal processes comprising three maayoaks:

e Evolution of a single entitybasic changes (appearance, disappearance, stability);
transformations (expansion, contraction, deformatiomyements (displacement,
rotation);

e Functional relationships between entitiegplacement (succession, permutation);
diffusion (production, reproduction, transmission);

e Evolution of spatial structures involving several enstigestructuring (split, union,
re-allocation).

Additionally, Claramunt and Tériault [20] propose an event-oriented model to de-
scribe the evolution of spatial entities. This model is lase a relational formalism,
extends theersioningconcept (in which object ‘versions’ correspond to suceesstates
of the represented entity) and distinguishes between ttienb@mporal, and spatial do-
mains. A semantic formalism is presented for describingrandelling spatio-temporal
processes within the geographic domain. The approach edb@s Event Pattern Lan-
guage (EPL) [42, 43].

More recently, Devaraju and Kuhn [27] presented a processric ontology to rep-
resent relations between geographic processes and othg@ogerties originating from
Geo-Sensor Networks (GSNSs), by defining a controlled teotomy which allows an ex-
plicit representation of a process and its participantsG#o-Sensor Network (GSN) is
a network of sensors that monitors the properties of nagmaronments in different lo-
cations at different times’ [27, p. 01]. Devaraju and Kuhfi][2rgue that ‘facts about
geo-processes can be inferred from sensor data. Howewlisthot easy to achieve
due to the nature of sensors, which return huge amounts afidalifferent formats and
semantics’ (p. 01). Thus the main goal of Devaraju’s and Kaihesearch is to define
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controlled terminologies that can be used to present a dniiewv over heterogeneous
sensor data.

The work described by Devaraju and Kuhn [27] is focused ordthelopment of an
ontology to represent concepts of surface hydrology, basddOLCE Ontology Library
[41, 58]. The authors align the concepts and relationsHips@processes in the hydro-
logical domain (precipitation and evapotranspirationthi® general categories defined in
DOLCE, such agnduranf perdurant andquality. This initiative represents an impor-
tant step to overcomimg the challenge of filling the gap betwlew-level measurements
and high-level conceptualisations in the geographic domadowever, developing an
ontology comprising a fully characterisation of geographiocesses, their participating
endurants and related temporal and physical propertigdllithe subject of exhaustive
research.

Galton and Worboys [40] maintain that it is generally acedpthat object, event
and process are key concepts for modelling dynamic geograplenomena; besides, of
course, an appropriate representation for space and time clapter now discusses im-
portant issues and points out several desiderata for theeptunalisation of space, time,
object, event, and process for the development of an ontdlmgdynamic geographic
phenomena.

In the modular ontology of dynamic features of reality préed by Grenon and Smith
[47], continuants are described as the class of entitiestwlexist in full in any instant
of time at which they exist at all and they preserve their idgrover time through a
variety of different sort of changes’ (p. 140), such as a@ershe planet Earth, a rock
and Leeds. This is the concept normally attributed to spabgcts which inhabits a
spatio-temporal model. On the other hand, the authors statewhile ‘continuants are
themselves subject to constant change, occurrents depecahtinuant objects as their
bearers’ (p. 140). According to the authors, occurrentsafirbound in time and this
classification comprises events and processes. Continagntommonly referred to as
endurants, and occurrents are usually referred to as @erur

Galton [36] agrees with Grenon and Smith (2004) in the vieat tontinuants are
time-dependent entities and occurrents are time-indepgnd his is to say that, whilst
the properties of a continuant can be different at diffetanes, the properties of an
occurrent are possessed timelessly. Galton (2007) sursesattie distinction between
continuants and occurrents by saying that continuantsrditees which ‘(a) can undergo
change, (b) have spatial parts but not temporal parts, graréovholly present at each
moment of its existence’ (p. 329). In contrast, occurrenéseantities which ‘(a) cannot
undergo change, (b) has temporal parts, and (c) are notyymakent at any time short



Chapter 2 21 Background

of its entire duration’ (p. 330).

Nonetheless, Galton [36] disagrees with Grenon and Smithifdthe point that pro-
cesses are regarded as occurrents by the latter. Galtogij&g] several compelling ar-
guments and examples to support the view that a processdsbeuegarded as an entity
which undergoes change. Thus, the author suggests to detthsi distinction between
continuants and occurrents, and proposes a new dichotoooyrgrassing two ontologi-
cal views, called EXP (experience) and HIST (history), oopuated by time-dependent
entities (objects and processes) and the other by timgerdient entities (events), re-
spectively.

Following Galton [36], in the work of this thesis, a processegarded as an entity
which is subject to change over time and to which we can asodtain properties (for
example, a process may be described as being slowing downgelerating). Therefore,
a comprehensive ontology of geographic processes shoolddprthe appropriate con-
ceptualisation for these distinct ontological views (i@e comprising time-dependent
entities and the other comprising time-independent esditiand the appropriate mecha-
nism to do justice with the complex interrelations involyithese views.

2.8 Approaches to Vague Reasoning

‘Vagueness arises from lack of definite criteria for the aytlility of certain linguistic
terms’ [9, p. 02]. The most evident type of vague express@djectives, such as ‘large’,
‘small’, ‘tall’, ‘short’. Bennett [9] states that the vaguess of count nouns (e.g., table, car,
lake, mountain) differs from that of adjectives as to the hanof parameters of variation
that are usually involved. For example, whilst the talindepends on the height, the
definition of table depends on many factors, such as its itoest material, flatness of its
surface, existence of legs, and various other constraints.

The existence of vagueness in the geographic domain leaals tadeterminacy of
spatial extension of some geographic feature types [9]. prbblem of individuation is
discussed by Bennett [9], who defines the problem as ‘the metation of the class of
entities to which the predicate might be applied’. Bennélttl[@strates possible forest
demarcations for a given tree distribution, based on diffechoices for a threshold on
the tree density. This example is reproduced in Figure Zhgrevinner and outer contours
are based on higher and lower thresholds, respectively.
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Figure 2.3: Possible forest demarcations for a given trstiblution [9].

2.8.1 Fuzzy Logic in Geography

Several approaches have been proposed to handle vaguéoessime and space. An
influential approach to modelling spatial vagueness isah&izzy logic and the theory
of fuzzy sets, originated with the works by Zadeh [95, 96]. ajpproaches to spatial
vagueness based on fuzzy logic, the degree of membershipahtin a vague region

corresponds to the degree of membership in the fuzzy set.mporitant approach has
been proposed by Schockaert et al. [76], which consists otzayfversion of the Region
Connection Calculus. In this approach, the degree of cororeimodelled by taking

the primitive relationC as a fuzzy set and replacing all other relations using fuagicl
operators.

2.8.2 Supervaluation Theory in Geography

Other important approaches have been developed based sagéevaluationist account
of vagueness, in which each completely precise interpogtatf a vague predicate is
defined as a precisification. The standpoint semantics El@hiextension of superval-
uation semantics. The main idea of standpoint semantias define a finite number
of parameters (standpoints) related to observable piepert order to describe each
possible precisification of a vague predicate, and thergassifferent threshold values
to these parameters. In standpoint semantics, the syntalefming a predicate allows
additional arguments to be attached to it correspondingnuasitic variation parameters.
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Specifically, where a vague n-ary predicstdepends om parameters we write it in the
form:

V[p]_, . pm] (X]_, ,Xn)
The following example illustrates the use of this syntax:
Talltall thresH(x) =4t heightx) > tall thresh

Bennett et al. [12, 13] proposed to apply standpoint sematdiground vague terms
of a geographic ontology upon a spatial dataset, which wagbperforming geometric
analyses and data segmentation. For instance, by defidndstints for the predicates
elongation and expansiveness, it was possible to maketafivadi distinctions between
water features, such as rivers (elongated) and lakes (six@dn

2.8.3 Handling Vagueness in Geography

Section 2.5 discussed the importance of providing ways pfesenting the numerous
interconnections existing between field-based and oljaséd views. However, several
issues may arise when manipulating these relationshipsaifudarity and the phenom-
ena of vagueness are not disregarded. First, some couns ifewn, a ‘cat’, a ‘table”)
have reasonably precise boundaries and consequently aepixed and assigned as a
detached object straightforwardly.

On the other hand, the delimitation of some other count ngergs, a ‘mountain’, a
‘river’) rely on human judgements and therefore requiresippropriate method of han-
dling vagueness to provide the most suitable object reptasen according to the prob-
lem in hand. For example, a mountain can be characterisesdi lmasits height relative
to a given point taken as reference (i.e., field values), siscthe sea level or the nearest
flat surface (in this case flatness is another vague conceépthanefore should also be
associated to a range of precisification values).

Rivers are similarly problematic. As illustrated by Benné&f, the same section of
an extended water body can be interpreted either as a riggose¢hat is rather irregular
in width and includes a number of bulges; or as a water bodgisting of three lakes
connected by short rivers. We have also seen that adje¢évgs short, tall) are classical
examples of a vague terminology. Thus, if we are to developdainof geographic phe-
nomena in which adjectival classifications change over {grg, a mountain can become
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higher or lower over the years), methods of handling vagseshould be considered as
significant component of such model.

Second, issues related to vagueness are also raised whemeg operations be-
tween fields and objects. The basic example is that preeisdit values for vague fea-
tures (e.g., mountains) can be originated from fields (e.dield containing values of
elevation). A similar problem is observed when creatingeoty from objects. For in-
stance, different forests may be characterised accorditiget distinct tree densities, as
illustrated in Figure 2.3.

Moreover, if it is considered that a forest may be composeddigiched forested re-
gions(which may be separated by rivers, for example), then aa@latoblem is to specify
precisification values to define the regions which belondhéosame forest (i.e., regions
which should be considered as elements of an aggregateg thittthese examples in-
volving forests can also be regarded as a matter of spasialgarity. Furthermore, if we
take into account the temporal dimension (in which trees beagut down, roads can be
built crossing forests, land coverage may change, amongstrous other transformation
which can be observed in geographic space), even more lietatipns may arise regard-
ing the identification of the set of objects participatinginertain process instance or the
exact spatial extent in which a process goes on.

Important issues regarding the conceptualisation of ggigc events and processes
are how to define the relation between their types and péaticostances, and how to
associate specific spatial and temporal boundaries withisgtances. Vagueness, granu-
larity and aggregation are intrinsically interconnectad defining an appropriate model
of handling them is crucial to provide an appropriate intetation of dynamic geographic
phenomena. To illustrate how these concepts affect thendation of the spatial and
temporal boundaries of a process, let us suppose a regionidR whdergoes urbanisa-
tion during a certain period of time I. Nonetheless, thispagition raises a number of
issues: is this equivalent to saying that such a processng @n in every non urbanised
sub-region of R at every instant inside I? How long can thscpss be inactive for to
maintain that this is the same process, and not an aggrefyaé¥eral processes? How
close should each urbanised sub-region of R be in ordertifyjtisat R is a homogeneous
region, instead of an aggregate of several urbanised r&giand how close should these
urbanised sub-regions be in order to say that there is ordypoocess proceeding, and
not several processes going on in parallel?

A characteristic of some geographic processes is theira$paid/or temporal vague
boundaries. When dealing with a process such as a car crasdingdge, it is easy to
envisage its end, that is, when the car reaches the otheoSithe bridge, which is a
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precise spatial boundary of the process. On the other hiaisdhot always clear to define
when or where an urbanisation process ceases. Additiomalbe it is ceased, it may
restart later. Moreover, the fact that a process may ceakthan restart is controversial,
and leads to the discussion of spatio-temporal continnityeiographic space, which has
been investigated by Cohn and Hazarika [23]. In additiorretlaee theories in which a
process is an entity which cannot contain spatial or spgatigporal gaps [47], and others
which allow a process to be regarded as active or inactivieglulistinct periods of time
Galton [36].

From the discussion given in this section, it can be realisatian appropriate method
of handling vagueness should be incorporated to any approaepresenting dynamic
geographic phenomena, in order to do justice to the cowsays in which reality may
be sampled and observed. Standpoint semantics appearsgdaand flexible solution
to deal with vagueness in the geographic domain.

2.9 Dealing with Information Granularity

In the geographic domain, vagueness is often related teetted df granularity at which
spatial and temporal information are dealt with. Inforraatgranularity refers to the ex-
tent to which a piece of information can be broken down int@len parts. In other
words, it refers to the level of detail the information refgecA higher level of granu-
larity (or fine-grained information) means more detail, istha lower level of granularity
(coarse-grained information) means less detail.

Section 2.8.3 discussed whether the same section of ardextevater body should be
interpreted either as a river section that is rather irragul width and includes a number
of bulges; or as a water body consisting of three lakes cdadduy short rivers. How-
ever, it should be noted that the same person could changeidepoint if the spatial
resolution of the geometrical representation is changadinktance. Granularity may
also affect the temporal perspective. For instance, a teahperies of spatial information
may be produced by satellite images generated daily or morfimilarly, geo-sensors
may provide values of measurements made for different nsgit different times (and,
for some problems, these pieces of information should beidered in conjunction).
Vagueness in spatio-temporal information is directly agged with the granularity of
the information considered to define the objective factautlbgarticular domain. That
is, by changing the way information is provided to an inteter (i.e., a person or a ma-
chine), their standpoints may also change for a particutiaatson.

Spatial granularity has been considered in GlScience atfikeifield of spatial data
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mining, respectively, to improve the capability of the gystto work appropriately with

different map scales and to develop clustering algorithrhglRvgroup spatial regions
according to a set of characteristics (which include spatid aspatial characteristics),
Examples can be found in [3, 5, 93]. In GIS, granularity isallsutreated as a matter of
resolution, that is, the finer is the granularity, the lartier map scale is. However, the
meaning of granularity within a semantic model also conséne level of detail at which

reality is sampled and observed [45]. Granularity affecsanly space [75], but also
affects time [31] and both simultaneously [17].

Three important concepts associated with granularity exmgextent and frequency.
Extent is concerned with the temporal duration over whicthen@menon operates and
with the spatial size of a phenomena [57]. For instance tinental glaciers operate over
a much larger extent, both spatial and temporal, than thstatens’ [72, p. 14]. Grain
refers to the level of detail at which data is recorded. ‘Barmple, the spatial grain of
a remotely sensed image is the size of each pixel in its ogldt the patch of the Earth
it represents’ [72, p. 14]. ‘Frequency is traditionally defdl as the number of cycles
a phenomenon completes within a specified time interval. ekample, the movement
of a glacier occurs at a much lower frequency than the ephamasp formation at a
beach’ [72, p. 15]. In this context, low and high frequen@esreferred as slow and fast
behaviours, respectively.

In geography, vagueness is intimately related to the geaityibf spatial and temporal
information, so that different interpretations may arispehding upon the level of granu-
larity at which dynamic entities of geographic space (@gents, processes) are observed.
The work of this thesis aims to interrelate these conceptsinvihe representational ap-
proach to geographic events and processes, in order taderavogical framework which
can accommodate multiple interpretations for a given gaagc phenomena.

2.10 Spatial Aggregates

Aggregation or agglomeration [81] consists of bringingettger a group of individual
objects so that they can be considered as a single objectcriteea for collecting these
objects can be based on many factors, such as spatial ptpxaiisal interaction, coher-
ent motion, shared history or administrative fiat [34]. Galf34] underlines that ‘some of
these involve time and therefore would not be available inraly static model’ (p. 03).
Spatial aggregates are considered in this work as a formpoésenting a group of
spatial objects which are disconnected in space, but tlmatldhbe regarded as a single
element within the interpretation of a geographic phenameAn example of the use of
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aggregates for analysing geographic phenomena is deddnb8teenbergen et al. [83],
who examine the evolution of mussel beds between spring amemwThey argue that a

mussel bed consists of a collection of smaller patches, laatcatmethod of determining

the group of patches that should be regarded as a particedbiskessential for the inter-

pretation of the phenomena. There are a number of other geligrfeatures which could

be represented as a set of disconnected regions. For iestafurest might be crossed by
rivers and highways and still be regarded as the same forest.

2.11 Ontology Grounding

Grounding an ontology means establishing an explicit lisknteen ontology and data.
A characteristic of ontologies of geographic domain is titety are likely to contain
concepts which can be effectively grounded upon data. Famele, as discussed by
Scheider et al. [74], the abstract concept of ‘depth’ in thegyaphic sub-domain of ‘water
networks’ could be defined in terms of water level measurdésngrovided by a gauge.
Then other concepts such as ‘shallow’ and ‘deep’ might benddfin terms of ‘depth’.
These terms, in turn, might be used in the definition of riviedees, amongst others.

Furthermore, as noted by Jakulin and Mladenic [53], ontplggounding ‘is es-
pecially suitable for problem domains where extensive dai@available, and where it
would be time consuming to manually convert unstructuretd dt#to structured meta-
data’ (p. 01), which is therefore applicable to the geogimagbmain. However, as pointed
out by Bennett et al. [12], ‘the process of grounding an omgplapon data requires work
at multiple levels, both in consideration of what predisateed to be grounded and how
the data can be represented’ (p. 06).

‘Grounding gives meaning to ontological primitives by telg them to qualities out-
side the symbol system, and thus stopping infinite regré&sg’ p. 01]. Approaches to
grounding geographic ontologies have been already prdpé®e instance, Bennett et al.
[13] presented an approach to grounding vague geographs t@.g., river, lake) based
on geometric characteristics of water bodies (e.g., lihgaxpansiveness). Scheider et
al. [74] suggested to ground symbols for qualities (e.gotldef a lake) by defining them
from perceptual/observable primitives (e.g., ‘length ofstically aligned path from the
water surface to the bed of a particular water body’ [74, }).02

In this work, ontology grounding is considered not only asethnd of linking prim-
itive symbols to elements of data. The grounding layer shatdo allow high level con-
cepts to be defined in terms of the primitive ones, that isheut concerns about the
data structure. For instance, within an arbitrary geogaphtology, a primitive symbol
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for ‘proximity’ could be grounded upon data elements camsgjsof geographic points
(pairs of coordinates), so that higher level concepts, sisctmeighbourhood’, could be
defined without any reference to geographic coordinatasil&iy, in the logical frame-
work developed in this thesis, a number of primitive symlaostsdetermined, so that high
level concepts representing dynamic elements of geographice can be defined without
concerns about the data structure.

2.12 Summary

This chapter has summarised the background required ferthigisis. The main ap-
proaches to qualitative spatial and temporal reasoning messented. The representation
of objects and fields was considered. Semantic models fortewnd processes were
discussed, both in the general sense and within the geagrdpmain. The problems
of handling vagueness and granularity were consideredndtien of spatial aggregates
was introduced. Finally, an overview on the problem of amgglgrounding was given.
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Representing Spatio-temporal Data and
Modelling Changing Geographic
Features

3.1 Introduction

This chapter presents a logic-based approach to repregeggographic spatio-temporal
data and to representing geographic features whose spat&hsions are subject to
changes over time. Section 3.2 gives an overview of the problThen Section 3.3 intro-
duces some elements of the logical framework which are sacg$or understanding the
approach described in this chapteFollowing this, Section 3.4 introduces the approach
to representing spatio-temporal data of geographic damEwen Section 3.5 describes
the axiomatisation specified to determine integrity caists and to derive implicit data.
Then the method of modelling changing geographic featuyesskablishing an explicit
link between data and ontology layers is presented in Se&i6. Finally, Section 3.7
summarises the most important points discussed in thigehap

This chapter presents the main fundamentals and concegspatts of the proposed
approach. Logical descriptions of the developed formabsenpresented. However, rel-
evant algorithms will discussed in Chapter 5, where the aysteplementation is de-

1A complete description of the the logical framework will bigen in Chapter 4.

29
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scribed.

3.2 Overview of the Problem and Motivation

Of particular interest in this work is the modelling of geaghic phenomena which can
be described in terms @hanges affecting the spatial extensions of geographicifes
such as forests, deserts, rivers and oceans. Hence, saiterdlon is drawn to the rep-
resentation of geographic features, since an appropriatieling of these entities can
provide a natural way of defining other dynamic elements aiggaphic space, such as
events and processes. Geographic features have some biattaeteristics described in
the literature formaterial objectge.g., [38, 58]). In particular, geographic features are
discrete individuals with well-defined spatial-temporaiemsions and can change some
of their parts while keeping their identity. This work ainesgroduce a formalism whose
concepts are grounded upon the data, and a number of refaseal difficulties are
encountered in modelling such a kind of dynamic entity byleisthing an explicit link
between the data and logical levels.

Many spatio-temporal models have been proposed to refrdgeamic geographic
space, and these models often include entities whose seemsaatresponds to the con-
cept of spatial objects conceived here (e.g., [16, 18, 5}, 8kevertheless, most existing
spatio-temporal models do not usually address issuesnglad the representation of
these conceptual entities at the data level. Thus, in ooddesign a system that imple-
ments such a formalism, it is often assumed that the objdtishvinhabit the model are
spatially well defined in data (such as a desert represestadoaecise polygon). How-
ever, as discussed in Section 2.5, geographic data can tielgulan a variety of other
forms, such asields In this case, objects could be inferred from fields, as ssiggeby
Galton [33]. For instance, the boundaries of objects regr@sg deserts can be deter-
mined from field data consisting of average precipitatide raeasurements distributed
on a grid-based spatial dataset.

Furthermore, there are a number of spatial and spatio-texhgatasets that consist
of a set of precise demarcations of portions of the earthfaese (e.g., using polygons
or multi-polygons), but whose portions do not necessaejyesent spatial extensions of
particular objects. For instance, remote sensing teclesiguovide means of demarcat-
ing boundaries of different land use or land cover units lycpssing satellite imagery
containing multiple bands of the electromagnetic spectrama an increased number of
datasets have been made available as an output of studiess ifietd. Although this
type of dataset does not often describe spatial objectscekplthey contain meaningful
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data that can be used to infer many different objects (eagnfér ‘farms’ from data on
cultivated and pasture areas, or to infer rivers from datavater bodies). Nonetheless,
such kinds of inference mechanisms are not yet fully deveelgmd further investigations
are still required. Thus the contributions of this work umi¢ the provision of a method
of inferring the spatial extension of distinct objects.(igeeographic features) at different
times so that the spatial changes they undergo over timee&orimally modelled.

Particular focus is placed on geographic features whostagpatension at a given
time corresponds to a portion of the earth’s surface. Addilly, it is considered that
these portions of the earth’s surface can be describednmstef certain semantic char-
acteristics. There are many different ways in which thehésagurface can be described,
which depends on the objectives pursued in obtaining sudserghtion. These descrip-
tions may vary, for instance, in terms of the range of elesegppiresented. For example,
the same portion of the earth’s surface can be describegr @itterms of land use or in
terms of average precipitation rates. In GIS, these distiogceptual classes of elements
are usually represented using separate map layers, whichpadally overlap each other.
Descriptions of geographic space may also vary in termseofebel of details adopted.
For instance, whilst one might describe a certain regiofoassted’, the other might need
to describe the same region in a greater level of detail, bgi§png sub-regions covered
by different types of vegetation.

Moreover, numerous topological and mereological relatgps may hold between
the types of coverages which constitute geographic spackaavariety of constraints
could be specified to restrict the set of relations which cacamnot hold between dis-
tinct types of coverage. For instance, it could be definetlahtorested’ region can be
composed by any region containing types of vegetatioor v,, but may never be com-
posed by a region containing a type of vegetattgnFurthermore, it could be said that
an ‘urbanised’ region can never overlap a ‘forested’ regidme approach described here
includes a method of defining these relationships and aingty which constitutes the
basis of a mechanism for inferring geographic features eauking their changes over
time. In addition, this approach intends to provide repmées#onal flexibility, so that
a wide range of geographic elements can be identified byantes performed upon a
simple and uniform storage structure. Furthermore, thig@gch aims to facilitate the
linking between the conceptual and data layers, by definiset af primitive conceptual
elements in terms of the data context, so that higher levedeuts can be defined in terms
of these primitive ones, without any concern about datacgira.

Spatial and spatio-temporal datasets are usually limdeal particular area and to a
particular range of elements of interest. Hence, by compimformation from multiple
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datasets (e.g., one produced by processing satellite inagel another by processing
data from other geo-sensors, such as temperature andygalnwider range of objects
can be inferred and a higher accuracy can potentially beeaetii However, when the
temporal dimension is taken into account, that is, when plagial changes performed by
the objects which inhabits the model are relevant, a numbiesoes are raised. Distinct
datasets may contain distinct information about diffepartions of geographic space, in
distinct periods of time and at different temporal granities. For example, while one
dataset may consist of data about rivers within a portiorpater;, collected weekly be-
tween the calendar years 2005 and 2012, another datasdtcoighin data about lakes
within a portion of space, (which partially overlapg,), collected monthly between
2001 and 2008. Besides the other characteristics alreadyiled, the approach pre-
sented in this chapter can also be used as a mechanism fitafeng the integration
of spatio-temporal data originated from distinct souraed based on different temporal
granularities, allowing the interpretation of high levehcepts to be supported efficiently
thorough continued updates in the database.

3.3 Introducing the Logical Framework

Formal descriptions are used in this thesis to present a auoflcharacteristics of the
proposed theory. Most of these formalisms are presentdusrchapter and in Chapter
4. The formalism presented here is described in terms ofidefia and axioms in first-
order logic, where free variables are implicitly univehggjuantified with maximal scope.
These definitions and axioms are indexed by D and A, reshgtiv

A complete description of thimgical frameworkdeveloped to represent and reason
about geographic events and processes will be given in Qhépkeowever, this chapter
introduces some elements of the logical languagesed within that framework. These
elements are particularly relevant to the understandirtgeoproposed approach to mod-
elling geographic features, and to the comprehension ofmthivations behind the pro-
posed method of representing spatio-temporal data. Namhelyelements introduced in
this chapter are timmstantsandintervals spatial regionsand theircoveragesandgeo-
graphic featuresnd theirtypes

3.3.1 Space

The Region Connection Calculus (RCC) [69] is employed as the thafospace An
overview on the RCC relations mentioned in this thesis is gimeBection 2.2. Spatial
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regions are used here to represent portions of the earttisceuunder some specified
projection, and explicit variables are used to denote spatial regions. These variables can
be quantified over in the usual way (eg:[@(r)] or 3r[@(r)]).

The logical languagél also includes a number @finctionsto exchange information
between variables and to perform spatial operations betweggons. The complete set
of functions will be presented in Chapter 4. However, theofslhg auxiliary functions
are used in definitions presented in this chapter and threrafe introduced now.

e union : (% x ¥)— % which returns a spatial region that corresponds to thealpati
union of a pair of spatial regions.

e distance: (% x %) — R, which returns a non-negative number representing the
2-dimensional Cartesian minimum distance between two nsgioprojected units.

e concave-hull: (% x %) — ¥, which returns a concave region that encloses the
two specified regions. The concave hull of a set of geomeate@esents a possibly
concave geometry that encloses all geometries within the>se can think of the
concave hull as the geometry obtained by ‘vacuum sealinggtaokgeometries.
Many different algorithms for calculating concave hulls aurrently available, and
they normally work based on the value of a parameter. Roughity,parameter
corresponds to the target percent of area of convex hulllgoeithm solution will
try to approach before giving up or exiting. Different aljoms often compute
different results (even when equal values are assignedtesponding parameters).
The concave hull algorithm used to implement the systenopype is described in
Chapter 5.

3.3.2 Spatial Region Coverages

A spatial region can be described in terms of charactesisti¢he portion of the earth’s
surface it represents. The logical languagencludes a special type of element to de-
note a certain semantic description which can be assocrdthdspatial regions. These
descriptions are called here ‘spatial regmoverage’s and are denoted by explicit vari-
ablesc;. The meaning of ‘coverage’ employed here is not restrictddrd coverages. It
can also denote qualities which can be measured (by sensbyshmman observation),
such as ‘urbanised’, ‘arid’, ‘temperature 10 °C’, ‘water covered’, or ‘heavily popu-
lated’. The way coverages can be associated with spati@negvill be further clarified
throughout this chapter.
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3.3.3 Time

It is assumed a total linear reflexive orderingtone, and explicit variableg andi; are
used to denotéime instantsand proper intervals respectively. A time intervalis con-
sidered goroper interval if the time instant which represents its beginnmmgcedes the
time instant denoting its end (i.eb(i) < e(i)). These temporal variables can also be
guantified over in the usual way.

The following functionsare used to exchange information between these temporal
variables:

e b(i), which returns an instamtcorresponding to the beginning of an interial

e ¢(i), which returns an instantcorresponding to the end of an interval

Time instant variables can be compared by equatlity{ to) and by orderingt{ < to
andt; =< ty) operators. Allen temporal relations [1, 2] are employetiieen time in-
tervals. These relations are described in Section 2.3. @laéansin(i1,i2) andin(ty,iz)
are also defined, meaning that a time intefygbr time instant,) is inside a proper time
intervalio. These relations are defined as shown below, in Definitiong B3d D3.2.

D 3.1 In(i1,i2) =det (Starts(i1,iz) V During(i1,iz) V
Finishes(i1,i2) V Equals(i,i2))

D3.2 In(t,i) =get b(i) <t < e(i)

The logical languaggl also includes othdunctionsto exchange information between
variables and to perform spatial operations between temhpariables. These functions
will be presented in Chapter 4.

3.3.4 Geographic Features

Geographic featurewill be regarded as a particular kind efdurant entityand therefore
they are able taindergo changever time. Special attention is paid to changes affecting
their spatial extensions. Of particular interest are gaplgic features whose spatial ex-
tension at a given time instahtan be modelled as the maximal well-connected region
of some particular coverage tatThe expression ‘well-connected region’ is used here in
agreement with the discussion and definitions given in Colal.ef24]. Examples of
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geographic features are forests (which can be regarde@ asakimal extension of a cer-
tain type of vegetation), deserts (which can be defined baisdide level of precipitation)
and sea (represented as the maximal extension of water b@&dyacspecified level of
salinity). Section 3.6 further discusses the fundamentaderlying the representation of
geographic features.

In the logical languagél, variablesf; andu; are used to denote, respectively, indi-
vidual geographic features (e.g., Amazon rainforest, fitaocean) and feature types
(e.g., sea, forest). This language also includestionsto exchange information between
features and other types of variables. These functionsheilpresented in Chapter 4.
However, the following function is introduced now as it ismtiened in logical defini-
tions presented in this chapter.

e ext(f,t), which returns the spatial region corresponding to theiapattension of
a featuref at time instant denoted ly

Relevant predicates relating to the representation of gebge features will be pre-
sented in Section 3.6.

3.4 Spatio-Temporal Attributed Regions

This section presents a logic-based approach to modelpagostemporal data. This
approach, name8TAR(Spatio-temporal Attributed Regions), provides a way ofeep
senting spatial regions in association with their respeatoverages at different times,
and a mechanism for performing inferences with respectta, diased on given semantic
relationships between regions. A system which implemédmgsapproach becomes capa-
ble of inferring the spatial extension of geographic feasuat different times from data
describing arbitrary spatial regions and their coverages.

In the STAR model, the spatio-temporal data are stored@esrof the form/a, g, s),
which corresponds to the fact that attribatkolds for geometryg at time instant denoted
by timestamps. Currently, geometries are restricted to 2-dimensionapkpolygons
(also called Jordan polygons), which are those polygonsw/oundary does not cross
itself. Here the term ‘polygon’ refers to a plane figure tisabounded by a closed path,
composed by a finite sequence of straight line segmentday.a.closed polygonal chain).
Therefore, this contrasts with the view held by some mathieraas that a polygon cor-
responds to a shape made up by those straight line segmdmth @@oes not include the
enclosed region).



Chapter 3 36 Representing Data and Geo-Features

A wide range of attributes can be associated with geometiibgy can be used to
describe either types of region coverage (e.g., ‘forestadd’, ‘water covered’) or types
of geographic features (e.g., ‘ocean’, ‘desert’, ‘forgsPolygons may denote either spa-
tial regions or spatial extensions of geographic featudepending on the type of at-
tribute they are associated with. Those triples are reptedet the logical level as facts
of the Knowledge Base (KB) by using the predic&gatio-temporal Attributed Region
Star(a,g,s). For simplicity, a fact represented by the predicaig (a,g,s) is referred to
in this thesis as ‘&tarfact’ or just ‘aStar.

A Star can either be asserted explicitly or resulting from infeeshperformed by
the system. If a given spatio-temporal dataset consistseaningful data which can
accurately and consistently describe spatial extensibgseagraphic features at different
time instants, facts of the forStar(a, g,s) are therefore regarded as explicitly asserted in
the KB in association with feature attributes. However, igsuksed in Section 3.2, this
kind of dataset is not frequently produced and made availabl

On other hand, facts representing spatial extensions @frgpbic features (i.e.,atar
associated with feature attributes) can be inferred fratsfdenoting spatial regions (i.e.,
a Starassociated with coverage attributes), as will be desciiibeétail in Section 3.5.2.

3.4.1 Types of Attributes

There are many different ways in which an attribute can bel igedescribe a spatial
region with respect to a time instant. Since an attritalie treated as a special kind
of entity, sortal predicates can be used to classify atiegband first-order formulae to
axiomatise semantic characteristics and inter-depemekentattributes.

The STAR model currently supports a geographic KB in whi@hftilowing kinds of
attributes are recorded.

e CAtt-Hom(a) — homogeneous coverage attributesare applied to denote spatial
regions which are regarded as covered by a single type ofragege.g., ‘water
covered’, ‘forested’, ‘paved’).

e CAtt-Het(a) — heterogeneous coverage attributesare employed to denote spa-
tial regions which may contain multiple types of coverageg.( ‘urbanised’, ‘agri-
cultural’).

e FAtt-Sim(a) — simple feature attributes— are applied to denote geographic fea-
tures, where every region which is part of it must have theesaoverage (e.g.,
‘ocean’, ‘road’, ‘desert’).
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e FAtt-Com(a) — compound feature attributes- are applied to denote geographic
features which normally contain regions with different emages (e.g., ‘city’,
‘park’, ‘beach’).

These attributes arautually exclusiveThe actual denotation of these distinct types of
attributes depends on the intended application. For ex@raplattribute named ‘forested’
can be employed to denote either a homogeneous or a hetemgetype of coverage.
The former might be applied when different types of vegetetiare not relevant to the
problem at hand, whilst the latter might be employed in assion with several homo-
geneous coverage attributes denoting types of vegetalioa.spatial extension of a ge-
ographic feature at a certain time instant can be asser@itifly or can be inferred as
a maximal well-connected region of some particular cover&pr example, a forest can
be inferred as a maximal well-connected region whose cgedsaregarded as ‘forested’.

More general predicates are also used to describe typetriblitds. The predicate
coverage attributeCAtt(a) denotes any type of coverage attribute, either homogeneous
or heterogeneous. The predic&ature attributeFAtt(a) denotes any type of geographic
feature attribute, either simple or compound. Finally,riwst general predicatgtribute
Att(a) denotes any type of attribute. Formal descriptions of tipesdicates are given in
Definitions D3.3, D3.4 and D3.5, respectively.

D 3.3 CAtt(a) =qet CAtt-Hom(a) v CAtt-Het(a)
D 3.4 FAtt(a) =get FAtt-Sim(a) v FAtt-Com(a)

D 3.5 Att(a)=get CAtt(a) V FAtt(a)

3.4.2 Formal Description

In the STAR model introduced above, the spatio-temporal gastructured as follows:

2 C AxGx S where:

e Ais the set of attributes;
e Gis the set of geometries;

e Sis the set of timestamps;
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¢ A datumis a tuple assuming the forfa, g, s), whereg is a polygonais an attribute
ands is a timestamp. These data elements are stored as asseteddmg the
predicateSpatio-temporal Attributed Regidtar(a, g, ).

A formal model® of a geographic dataset can be specified as follows.

& = (R (T, <), A 2),where:

R? is the real plane, which represents a portion of the eartifse under some
specified projectioh

T is the set of all time instants over the time sequeficed), where< is a total
linear order ovei .

Ais a set of geographic attributes.

2 C Ax Poly(R?) x T represents the geographic attributed data as a subset of all
possible triples of the fornia, g, s), wherePoly(RR?) is the set of 2-dimensional
simple polygons oveR?,

3.5 Axiomatisation

The axiomatisation specified in the STAR model comprisesrham groups of axioms.
The first determines a numberiotegrity constraintswhich constrain th&tarfacts that
can be asserted in the KB. The other set of axioms specifiesetwaf derivation rules
which can be applied on facts stored in the KB to derive newsfag means of logical
inferencing. Since the first set of axioms defines how difiefacts can co-exist in the
knowledge base, it also constrains the inference mechaitismis, their axioms restrict
the ways in which facts can be implicitly generated.

As discussed in Section 3.3, the logical framework develdpehis work includes
variables to represent time instants, time intervals,igp@ggions, region coverages, ge-
ographic features and feature types, which are mapped toeels of the domain by
appropriate assignment functions (presented in Chapte®a@e of these variables can

2In the implementation of this model, the data is stored intafsse within a spatial DBMS (Database
Management System), and the predic#tie (a, g, s) is implemented so that each solution for this predicate
represents either a record stored in the database or arcinf@bt derived by the system. Further details of
the system implementation is presented in Chapter 5.

3Clearly, one might want to use a different coordinate sysiea2.5D surface model. For simplicity we
just assume that the space is modelledR8y however, this could easily be changed without modification
to the rest of the semantics.
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be directly linked to data elements that are associatedigifwrtheStar predicate: region
coverages and feature types correspond to coverages duacefattributes, respectively;
whereas spatial regions correspond to geometries (paty@om time instants correspond
to timestamps. Hence, to help establish the explicit linkveen the data and logical lev-
els, the framework also includes predicates of the f6ear(c,r,t) andStar(u,r,t), that
are mapped to appropriate facts of the fd¥tar(a, g,s) within the STAR model.

Given this direct mapping between data elements and pviersbncepts of the logical
framework, some derivation rules are described in this@eat terms of elements of the
logical framework, although definitions and axioms actualpecify relations between
facts of the formStar(a,g,s). Moreover, some definitions and axioms presented in this
section ascribe to timestamps and geometries relatiorgwvelatually hold between times
and spatial regions, respectively (e.g., Allen's and RCClicela). Furthermore, spatial
and temporal relationships betwe8tars(e.g., ‘Star ais part of Star B or * Star ais
beforeStar B) are mentioned in the text referring to the relationshipat thold between
their geometries and timestamps, respectively.

Furthermore, the predicafeStar(a, g, s) is used to indicate that the fdgtar(a, g, s) is
explicitly assertedn the knowledge base, whereas the trutldei(a, g,s) is determined
by the semantics of attribute and the geographic characteristics of the geo-referenced
polygong, whether or not it is actually asserted in the knowledge b&mnsequently,
the Axiom A3.1 is specified to assure tibr(a,g,s) is true if the corresponding fact
(explicitly asserted) is true.

A3.1 A-Star(a,g,s) — Star(a,g,9)

3.5.1 Integrity Constraints

The first axiom presented here is specified to ensure thatahyf the formStar(a, g, s)
actually relates the correct types elements: attribusngtries and timestamps. This is
shown in Axiom A3.2, wherd\tt(a) ensures the attribuehas been previously asserted
(explicitly) in the KB; the predicatéolygon(g) is employed to assure thgtis a two-
dimensional simple polygon; animestamp(s) assures represents a timestamp in ISO
8601 format (e.g., ‘2011-03-30 02:15:0%)

A 3.2 Star(a,g,s) — Att(a) A Polygon(g) A Timestamp(s)

4For convenience, the 1ISO 8601 format has been chosen foeingsiting this model; however, this
could easily be changed without modification to the rest efgamantics. Further implementation details
are discussed in Chapter 5.
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Beyond the facts which can be explicitly asserted using tleelipateStar(a,g,s),
other facts can also explicitly assertedising logical relations between pairs of attribute
types. By specifying how two types of attributes are relatedach other, it is possible
to define derivation rules which determine how t&@arsassociated with these attributes
can co-exist in space and time.

The asymmetriclogical relations Can Contain CC(a;,a2) and Must Contain
MC(a1,ay) are used to specify, respectively, the cases where pad-tesationscan or
musthold betweerStarsassociated with attributeg anday.

The semantics ofC andMC can be described as follows:

e A fact of the formCC(ay,az) is meant to be understood as saying that there may
exist instances in which a region associated vethis part of a region associ-
ated witha;. For exampleCC(urbanised paved means that there may exist in-
stances in which urbanised regions have paved regions amgp#re In addition,
if CC(urbanisedpaved doesnot hold, means that there may exisb instance
in which a paved region is part of an urbanised region. It Ehbe noticed that
CC(urbanised paved does not meathat there exists at least one instance in which
a paved region is part of an urbanised region.

e A fact of the formMC(ay,ay) is meant to be understood as saying that every region
associated witla; must contain a a region associated vagh For example, the fact
MC(urbanisedbuilt — up) means that every urbanised region has a built-up part. It
should be noticed th&tC(urbanisedbuilt — up) does not meathat every built-up
region is part of some urbanised region; aredtherthat there exists at least one
instance in which a built-up region is part of an urbanisegar.

Hence, since the relatiol&C andMC establistpossibilityandobligatorinessrespec-
tively, it can be said that ifC(ay,a,) holds, thenCC(ay,a,) also holds. This is therefore
specified in Axiom A3.3. These relations will be explainedriare detail throughout this
section.

A 3.3 MC(C(a,a2) — CC(ag,ar)

These relations are key instruments for deriving impliait§, such aStarsinferred
from explicit facts representing oth8tarswhich contain (or are part of) them. A number
of rules which enable the system to derive implicit data ascdbed in detail in Sec-
tion 3.5.2. On the other hand, this section focusses on tisensxspecified to assure the
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integrity and consistency of facts explicitly assertedha knowledge base, in order to
prevent the inference mechanism from performing anomafdasznces and from gener-
ating contradictory facts.

Facts usingCC(a1,a2) andMC(az,a2) relations can be explicitly asserted when at-
tributesa; anday are (respectively) of types:

¢ heterogeneous and homogeneous coverage attributes; or
e simple feature attributes and homogeneous coverageudsitor

e compound feature attributes and heterogeneous covettaitpeltais.

The first case above ensures that a heterogeneous regioe adweErage type is de-
noted by an attribute; can contain a homogeneous region whose coverage type is de-
noted by an attributey; Similarly, the second case ensures a simple feature d:byte
an attributea; can contain a homogeneous region whose coverage type iteddmpan
attributea,. The last case ensures that a compound feature whose typeaged by an
attributea; can contain a heterogeneous region whose coverage is ddno#a attribute
a.

Thus Axiom A3.4 is specified to restrict the types of attrésitvhich can be related
using these relations. In addition, Axiom A3.4 specified thase relations can be re-
garded aseflexiveif they are used to relate a region coverage attribute t.itdewever,
facts self-relating coverage attributes do not need to bertesd explicitly, as the relation
between them is already specified in Axiom A3.5. This reflgxiallows the system to
consider a given region as having the same coverage of a regignf r1 is a sub-region
of rp, as described in detail in Section 3.5.2.

A3.4 CC(ap,a2) — ((ag=a) A CAtt(ap)) V
(CAtt-Het(ag) A CAtt-Hom(ap)) V
(FAtt-Sim(a;) A CAtt-Hom(ap)) V
(FAtt-Com(ag) A CAtt-Het(ap))

A35 CAtt(a) - MC(a,a)

For convenience, the fact of the foi@€ (ay, ay) is described here as ‘attribuég can
contain attributeay’, referring to the part-hood relation which can hold betwespatial
regions associated with these attributes.
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Afact of the formCC(ay, ay) is asserted to determine that a part-hood relatarhold
(but does not necessarily hold) betwestarsassociated with attributeg anday. In other
words, a fact of the forn€C(ay,ay) doesnotmean that &tar x associated with attribute
ax, only exists if it spatially contains &tar associated with attributay. For example,
a forestedregion might be modelled as composed by any combination géte¢ions
of typesvl, v2, v3, andv4. In this case, 4 fact§C(forestedvl), ..., CC(forestedv4)
should be explicitly asserted. Howeverf arestedregion could exist without any region
covered by vegetatiov3, for example.

On the other hand, a givestar x (associated with attributey) only exists if, for
any Star y (associated with attributey, whereay # ayx) which is part ofx, a fact of
the form CC(ay,ay) is explicitly asserted. This integrity constraint is sfied in Ax-
iom A3.6. In the example above, this is to say that a fact $peg that a certain
forestedregion exists in a certain spatio-temporal location andiaiae regions cov-
ered by vegetationgl andv2 will only be true if facts using the relatio6C are as-
serted relating attributes which describe these vegetatjes and a forested region (e.qg.,
CC(forestedvl), CC(forestedv2)).

A3.6 (a1 #az) A 301028Star(as,d1,S) A Star(a,g2,8) A
P(92,01)] — CC(ay,az)

The MC relation distinguishes from@C by the fact that ifMC(a,,a,) holds, aStar
x only exists if it spatially contains at least of¢ar associated with attributg This is
specified in Axiom A3.7. For example, it might be coherentdeeat that a forest must
contain at least one area covered by vegetatiprand that the remaining forested area
might be covered by any combination of vegetations of tydes2, v3, andv4. On the
other hand, the integrity constraint specified in Axiom Ai3.&pplied to botlCC andMC
relations, without the need to specify other axioms. Thajiien the existence of Axiom
A3.3, the Axiom A3.6 will be satisfied if attributesy anday are related by facts using
eitherCC or MC.

A 3.7 daj[Star(a1,01,5) A MC(a1,a2) A (a1 # ap)]
—  302[Star(az,02,5) A P(92,01)]

Axiom A3.6 ensures that &tar can contain (or can be equals to) anotS&rassoci-
ated with a different attribute only if these attributes maiated byCC. Nevertheless, this
axiom does not prevent@tarassociated with a feature attribute from being proper dart o
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a Starassociated with the same feature attribute. Since geogrégatures are regarded
here as the maximal well-connected extension of a certam oy coverage, this situation
should be prevented. For this reason, Axiom A3.8 specifistivo Starsassociated with
the same attribute can be a proper part of each other onlysmtbés attribute is a region
coverage attribute.

A 3.8 Star(a,g1,S) A Star(a,02,S) A PP(01,02) — CAtt(a)

Figure 3.1 shows a simplified Entity-Relationship DiagranR[(g where all edges
denotepart-of relations which may hold between instancesStdrsassociated with the
attributes specified in the boxes. Therefore, the subsebsdiple instances of these
relationships for a particular domain is determined bydaserted using eith€C or
MC relations.

In this ERD,Starsassociated with different attributes are representediaseht types
of entities. Numbers represent the cardinality of the ra@heship, which indicates the
number of distinct instances of one entity which can be aatest with an instance of
the related entity. This cardinality represent the numlb&©or MC facts which can be
explicitly asserted to relate pairs of distinct attributes

1 1
U catt-Hom =N 0.1 catt-Het P
1 1
0..1 0..1
Fatt-Sim Fatt-Com

Figure 3.1. Cases where part-hood relations may hold bett@is associated with

distinct types of attributes. Boxes represent an er8tgr associated with the specified
type of attribute. Numbers represent the cardinality ofrélationship, which indicates
the number of times an instance of one entity can be assdorath instances of the

related entity.

According to the ERD exhibited in Figure 3.1, each attribut@ating a simple ge-
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ographic feature must be related to one (and only one) atéribkepresenting a homo-
geneous type of region coverage. Similarly, attributesotieg compound geographic
features must be related to one (and only one) attributesepting a heterogeneous type
of region coverage. On the other hand, region coveragéuaii®s can be related to only
one geographic feature attribute; however, instancesisfréhationship may not exist.
These constraints are specified in Axioms A3.9 to A3.11, Bavis.

A 3.9 FAtt(al) — Haz[CAtt(az) N CC(al,az)]

A3.10 FAtt(a) A CC(a,a1) A CC(a,ap) — a1 =&

A3.11 FAtt(a;) A CC(ag,a) A CC(ag,a) — ag =ap

The ER diagram (Figure 3.1) shows that compound featurdatiss cannot be di-
rectly related to homogeneous coverage attributes singr MC relations. This means
that such features must be specified by relating homogemevesage attributes to a het-
erogeneous coverage attribute and then relating the tattecompound feature attribute.
Although compound features must be specified in terms ofrbgémeous coverage at-
tributes, a homogeneous region might still be regardezhesof a compound geographic
feature. In this case, the attribute that represents theogeneous coverage must be as-
sociated (byCC relation) with a heterogeneous attribute which, in turgsociated with
the attribute that represents the compound feature type.

Furthermore, the diagram shows that geographic featum@sotde composed by
other features, as a feature is regarded here as the maxiellatamnected extension
of a certain type of coverage. However, it can be observedifteagiven homogeneous
coverage attribute is related to both a heterogeneousageeattribute and a simple fea-
ture attribute, it would allow a compound feature to be cosaalby simple features. This
situation is prevented by specifying Axiom A3.12.

A 3.12 CAtt-Hom(a) A CC(az,a) A CC(ap,a) — a1 = &

Moreover, it can be seen in the diagram that attributes demdiomogeneous and
heterogeneous region coverages are always related toegha&ssmeaning that regions
associated with these attributes are composed by regiotie (fame type (see Axiom
3.5). However, as these relationships must hold for all Gy attributes, a subset of
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possible instances of these self-relationships does mat tocbe determined by explicitly
asserting facts usinGC or MC relations. The importance of these self-relationship$ wil
be further discussed within the description of the derbratules in Section 3.5.2.

The relationship between homogeneous and heterogenegrage attributes shown
in the ERD (Figure 3.1) means that a heterogeneous coveraipei@ must be related to
at least two homogeneous types of coverages (Axiom A3.18%wthere may be homo-
geneous coverage attributes which are related to no heteeogs coverages.

A 3.13 CAtt-Het(a) +» Jazap[CAtt-Hom(ag) A CC(a,az) A
CAtt-Hom(az) A CC(a,a2) A
aZzagNa#a \ag#a]

Although heterogeneous attributes must be relate@®yr MC to at least two ho-
mogeneous attributes, there is no axiom restricting tharaqolar instance of a hetero-
geneous region, at a particular time instant, is coveredogemeously. For example, one
might define a heterogeneous coverage attribute ‘agri@litio represent regions com-
posed by the aggregation of regions with different culiowag, each of which represented
by a different homogeneous coverage attribute. In this,¢ae®uld be admissible that
one might wish to consider a region as ‘agricultural’ eveih dontains only one type of
cultivation over a certain period of time.

This assumption could be dropped by adding an axiom to gpaatfiore strict sense
of heterogeneity, in which at any one time instant a hetareges region should contain
at least two sub-regions associated with distinct homogenattributes. However, this
would impact the semantics of the axioms 3.4 and 3.5 as wedbage derivation rules
described in Section 3.5.2.

For convenience, the logical relati@@annot OverlapCO(a;,az) is also defined. It
relates two distinct attributesg anday, meaning that regions whose coverages are denoted
by these attributes cannot overlap (spatially). For shbrs, is often described here as
‘attributesa; anday, cannot overlap’. Facts using this relation are not intenbele
explicitly asserted in the KB. This is in designed to be usekdioms presented in Section
3.5.2. This relation is defined in terms©€ relation between these attributes, as follows.

D3.6 CO(a1,a2) =qet —CC(ag,a2) A 7CC(ap,a1)
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3.5.2 Derivation Rules

This section presents a number of rules which determine #ne the system derives
implicit Star facts. These derivation rules are specified in the form obrasi and, in
conjunction with the axioms presented in Section 3.5.bvwalmplicit facts representing
spatio-temporal attributed regions to be derived from othets explicitly asserted in the
KB.

Derived facts can be related to the originating ones in spae or in both. For short,
in the cases where only spatial relations betwStarsare relevant to derive new facts,
their temporal aspects are ignored. That is, they are notioma&d in the description of
the rules or in the examples given. Thus, in these casegqutdbe assumed that all facts
cited refer to the same instant of time (i.8tarsare associated with the same timestamp).

Some facts inferred by the system are then explicitly asdent the knowledge base
at preprocessing time, so that these facts can be quicklyatea at query time. A de-
scription of the preprocessing mechanism is given in Chdgptalong with a discussion
on the appropriate facts to be considered within this mashan

Some of the properties denoted by the association of atishwith spatial regions can
be regarded as downwards- or upwards-inheritable. Dowasniaheritance refers to the
transfer of properties from wholes to their parts. For exiamip x is (completely) made
of mud, then its parts are also (completely) made of mud. @rother hand, upwards
inheritance refers to the transfer of properties from partsholes. For instance, if a part
of x touches the ground, thettouches the ground.

Hence, this model includes axioms which specify expliditlg cases where property
inheritance is applicable amongst spatio-temporal atteithregions, so that implicBtars
can be inferred by inheriting the properties of the origimgiStar(s) The downwards
inheritance is described in derivation rule DR1, describeldw.

Derivation Rule (DR1) : if a spatial region has the coveragethen every sub-region
of this region also has the coverage

That is to say that, iStar(a,g,s) holds (wherea is a coverage attribute) then any

Star(a,d’,s) (whered' is part ofg) will be evaluated as true. This derivation rule is
specified in Axiom A3.14, as follows.

A 3.14 Star(a,g,s) A CAtt(a) — Vd'[P(d',g) — Star(a,d,9)]
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It is important highlighting that DR1 cannot be appliedStarsrepresenting geo-
graphic features, since it is assumed here that a featuretanntain another feature.
Moreover, it can be seen that Axiom A3.14 is specified usirgy gredicateCAtt(a),
meaning that both homogeneous and heterogeneous regmmssilgiect to downwards
inheritance. Notice that this derivation rule takes intoamt the assumption that a sub-
region of a region described by a heterogeneous coveragritdtcan be described using
the same attribute, even if such a sub-region presents ad@mous coverage over a
given period of time, as discussed in Section 3.5.1.

Figure 3.2 shows examples 8tarsinferred by DR1. In the scenario of this figure,
two spatio-temporal attributed regions with the same cyerare explicitly asserted in
the KB. The spatial extension of theS¢arsare demarcated using solid outlines, whilst
their coverages are illustrated using fills of the same shageey. Additionally, the figure
shows two otheBtarswhose spatial extensions are demarcated by dotted outliihes,
it can be said that these two (last mention8tjrshave been inferred by DR1, since each
of them is located completely inside one of those origli@rs On the other hand, it is
not possible to say that@tar whose extension corresponds to the region demarcated by
the dashed line has been inferred by DR1, even though it caedreis the picture that
any one part of it is also part of the original stars. This estecause &tarcan only be
inferred by DR1 if it is part of a particulaBtar.

Star(a,g2,s)
Star(a,g1,s)

e Star(a,g4,s)

Star(a,g3,s)

Figure 3.2: Two connecte8tarsare illustrated using solid outlines. BoBtarshave the
same coverage (represented by using fills of the same shgdey®f Moreover, twdtars

inferred by DR1 are shown using dotted outlines. Howevemf2R1, it is not possible
to infer aStardemarcated with a dashed outline, since this region is moptetely inside
a particular existingstar.
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DR1 determines how downwards inheritance is establishaédmihe STAR model.
The following derivation rule (DR2) describes how impli&itar facts can be derived by
upwards inheritance. This is as follows.

Derivation Rule (DR2) : If at a certain time instant there exists a coveragehich
can contain the coverages of two spatially connected regipandr,, then there exists
a spatial regiorrz whose coverage at that time instantiand whose spatial extension
corresponds to the spatial union of the extensions @ndr, (subject to the condition
that, for allc’ thatc must contain, there exists a subregiomptovered by).

In other words, ifStar(as,01,S) andStar(ay, g2, S) hold, whereg; andgy are spatially
connected (i.e.C(g1,92) holds); and there exists an attribidg where CC(ag,a;) and
CC(ag,a2) hold; then the facbtar(ag,gs,s) can be inferred (where geometyy corre-
sponds to the spatial union betwegnandgy) if for all attribute a that a3 must con-
tain, Star(a, g,s) A C(gs,9) holds. This derivation rule is specified in Axioms A3.15 and
A3.16, shown below.

This derivation is completed by performing two repeategstd-irst, Axiom 3.15
derives &Starbased on the coverage of two conneciarswhich are part of the former.
However, since &tarassociated with attributa; will only exist if it contains at least one
subregion covered by each attribatsuch thaMC(ag, az), the derivedStaris associated
with an indefinite coverage attribugeso thatCC,.q(as,a) holds. The relatiofCC.q IS
employed to mean that tieC relation betweeias anda is subject to a certain condition.
That is, if CCqonq(a3,a) holds butCC(az,a) does not hold, the system will not consider
such a containment relationship to perform other inferen8econgdAxiom 3.16 checks
whether the derive&tar contains all required subregions (i.e., whose coveragesear
lated to the coverage of the deriv8tiar by MC). If so, Axiom 3.16 derives &tar that
is associated with attributas and has the same geometry of tBtar generated in the
previous step.

It can be observed that, if the relatidC did not exist, then DR2 could be performed
by applying only Axiom 3.15 (where the head of the formulaewti be replaced by
Jg3[Star(az,d3,S) A g3 = union(g1,d2)]). Moreover, in Axiom 3.15, each occurrence
of the CC relation in the body of the formula should be readC&#sx,y) V CCeonf(X,Y)
(this was omitted for readability). Similarly, in Axiom 3.éhe head of the formula (i.e.,
CCeonf(a1,a2)) should be read aSC(ag,az2) V CCeonf(az,a2). This was omitted for im-
proved understanding of the Axiom when it was presented.
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A 3.15 dajap[Star(az,01,S) A Star(az,92,S) A
CAtt(a1) A CAtt(az) A CAtt(ag) A
CC(ag,a1) A CC(ag,a2) A C(01,02)]
— Jdag[CAtt(a) A CCeond(@z,a) A
Star(a,g,S) A g = union(g1,092)]

A3.16 CCg(ag,a) A Star(a,g,s) A
va[MC(ag,a) — 3¢'[Star(&,d,s) A C(9.9)]]
— Star(ag, g,S)

In Axiom A3.15, the auxiliary functiomnionis used. This function takes two geome-
tries as an input and returns a geometry which correspontietspatial union between
the other two. This axiom is specified in such a way that it carajpplied to the cases
where the originatingstarsare associated with the same or with different coverage at-
tributes (denoted by, anday). This is possible because this axiom uses the general
predicate for coverage attribut€dtt. In this axiom, attributea; anda, may correspond
to:

1. the same homogeneous coverage;
2. the same heterogeneous coverage;
3. different homogeneous coverages;
4. one a homogeneous and the other a heterogeneous coverage.

For the cases 1 and 2 above, whareinda, correspond to the same attribute (either
homogeneous or heterogeneous), the derivation of Axioml#A\8an be performed even
if no CC(az,ap) or MC(ay,ap) facts are explicitly asserted relating them. This is possi-
ble because Axioms A3.3 and A3.5 ensure tB@ta, a) always holds (i.e., where both
attributes are the same), and therefaye- a, = a3 will hold.

Regarding the cases 3 and 4 above, wiagr@nda, correspond to different attributes,
it should be noted that Axiom A3.4 ensures that &@(a,a) or MC(a,a) fact asserted
between different coverage attributes will necessarilgteeca homogeneous to a hetero-
geneous coverage attribute (where the former is the pattaridtter is the whole). Thus,
if two connectedstarsfall in one of these cases, so that they are combined to deresv
Starby Axiom A3.15, this means that varialdg in this axiom corresponds (necessarily)
to a heterogeneous coverage attribute. For variahles a, one of the following options
will hold:



Chapter 3 50 Representing Data and Geo-Features

e case 3a; anday are both homogeneous coverages and the heterogeneousgmver
andag can contain both of them;

e case 4. eithea; or ay is a homogeneous coverage (and the heterogeneous coverage
az can contain it); and the remaining variable (i.e., eitherr ay) is the same
heterogeneous coverage assigneakt(ihereforeaz can contain it too).

Figure 3.3 illustrates 3 different situations in which arplicit Starcan be derived as
determined by derivation rule DR2. In each of these illugiret, thicker solid outlines
are used to identify spatial boundaries of th&tarsinvolved in the logical inference
specified by DR2. Therefore 2 of them are regarded as alrea$gptin the KB (body
of formula in Axiom A3.15) and the other one corresponds wittferred fact (head of
formula in Axiom A3.15).

On the other hand, thinner solid outlines determine spbbtahdaries of otheBtars
which already exist in the KB but are not involved in the ladimference demonstrated
in the examples. Thes&tarscould have been either explicitly asserted on resultinmfro
any other logical inference. It is assumed that there arstthdi homogeneous coverage
attributes which can be associated w#tiars These attributes are illustrated by using dif-
ferent shades of grey. Moreover, just one heterogeneouwsage attribute is considered
in these examples, which can contain any of those homogsrws.
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(d)

Figure 3.3: Examples of logical inferences which follow DR23.3a, the combination of
two regions with the same homogeneous coverage resultsaw &aomogeneous region.
In 3.3b, two regions with different homogeneous coveragesambined to derive a new
region covered heterogeneously. In 3.3c, a homogeneous hetkrogeneous region are
combined to originate a new heterogeneous region. In 3w heterogeneous regions
coalesce into a new heterogeneous region.

In Figure 3.3a, two homogeneoBs¢arsassociated with the same homogeneous cov-
erage attribute are combined to derive a new fact repreggatStar associated with
the same homogeneous coverage attribute as the origifattgy In 3.3b, twadStars
associated with different homogeneous coverages are ceahlbd produce a neBtar
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associated with a heterogeneous coverage attribute. imé=8j3c, a heterogeneous and a
homogeneouStarare combined to derive a new fact representing a heterogs&tar,
whose coverage is the same as the originating heterogestaud-inally, Figure 3.3d
shows the combination of two heterogene@&tarsto derive another one with the same
coverage.

In the example of Figure 3.2, it has been discussed that gherreemarcated using a
dashed line cannot be derived (though DR1) from the two homemesStarsexplicitly
asserted in the KB. However, this inference is possible biyappDR2 followed by DR1,
as illustrated in Figure 3.4. In this figure, the f&etr(a, gs,s) is derived (though DR2)
from two other fact$tar(a, g1, S) andStar(a, gz, S), given thatC(g;, g2) holds. Then, from
this derived fact, it was possible to derive (though DR1) thet $tar(a, g4,S), Wwheregy
is the geometry illustrated by the dashed outline (assuthiaid® (g4, g3) holds).

Star(a,g1,s) Star(a,g2,s) Star(a,g3,s) Star(a,g4,s)  Star(a,g3,s)

D-O-©

Figure 3.4: Example of a logical inference wher8tarfact is derived by applying DR2
followed by DR1.

The derivation rules presented so far (DR1 and DR2) are notconad with the tem-
poral relations between premise facts and derived facsjghall facts are said to hold at
the same instant of time. Differently, the following ruleRB) is proposed to determine
how facts which hold at a given time instant can be used tovedacts which hold at
other time instants. This rule is based on dmmmon sense law of inert{@verything
remains the same until explicitly changed) and ondlosed world assumptiofwhat is
not currently known to be true is false). This is as follows.

Derivation Rule (DR3) : ifitis true that a spatial regionis covered byc at a given
time instant, then it is true that this region is covered bgt any time instart’ aftert if

no fact asserting thatdoes not have coveragdan the meantime (betwednandt’) can
be derived.

That is to say that, iftar(a, g,s) holds, and no fact of the forrstar(a’,d’,s) holds
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(wheres' is betweers ands’, ¢’ is part ofg, anda cannot overla@'), thenStar(a,g,s”)
also holds. This is specified in axiom A3.17 and definition3s follows.

A 3.17 3ds[Star(a,g,s) A —Clipped(a,g,s,s)] — Star(a,g,s)

D 3.7 Clipped(a,9,51,S2) =def JAJ'S[Star(a,g,51) A Star(@,d’,s) A
(s1 < § < ) ACO(a,d) AP(d,9)]

This derivation rule (DR3) resembles the method proposeeriEvent Calculus [54,
77], to solve the frame problehfwhich in turn is similar to the successor state axioms
of the Situation Calculus [71]): a fluent is true at a certametiinstant if it has been
made true in the past and has not been made false in the meaQitmerwise, the fluent
is false.

An example of logical inferences drawn according to DR3 idtasdd in Figure 3.5.
Starsare illustrated in this figure by using solid outlines andetiént coverage attributes
are denoted by distinct shades of grey fills. Dashed outbmeshown just to improve
the visualisation, and therefore do not represtair facts. In this example, tw&tars
are asserted explicitly (whose predicate is describedarfijure using A- prefix), and
coverage attributea anda’ cannot overlap. The first facA(Star(a,g,s)) asserts that
the region denoted by geomeigyhas the coverage denoted by attribatat time instant
denoted by timestamp. Thus, according to DR3$tar facts associating geometry
with attributea also hold at all time instants after that and until the insté@noted by
timestamps/, as the other explicit fact shown in the figure associatefferent attribute
a with the same geometryat that time instantA-Star(a’,g,s)).

5The frame problem is introduced in Section 2.4.
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DR ;oa 2 A-Star(a’,g,s')'/\
A-Star(a,g,s S & D > —1Star(a,g,s')
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Figure 3.5: Example of logical inferences drawn accordm®R3. A Starfact explic-
itly associates geometiy, attributea and timestam. Thus any proposition using the
predicateStar to associat@, a, and any timestamp betwesmnds' will be evaluated as

true.

A more elaborated example is shown in Figure 3.6. In this &glines and fills
have the same meaning as in Figure 3.5. This example is sitnithe example exhib-
ited in Figure 3.5, however, in this last example, the secsiad fact explicitly asserted
associates timestang and attributea’ with a geometry which is different frorg (i.e,
A-Star(d,d,s)). Sinced partially overlapg, the factA-Star(a,g,s) is false, meaning
that the region denoted by does not have the coverage denotedabgt time instant
denoted bys, even though it can be said this region has this coverageyatirae in-
stant between those denoted $rnds (DR3). Nonetheless, the example shows that
A-Star(a,g”,s) is still regarded as true, whegg represents the sub-region of the region
denoted byg which does not overlag. Finally, the figure shows that the regions denoted
by g andg” have the same coverage at the instants denotsddngs’ (and at all instants
between them), since there is no fact in the meantime whighesathis to be false.
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A-Star(a',g',s')

Star(a',g',s"
A " Star(a,g,s') (/\ 9"

Star(a,g",s")

\/

Figure 3.6: Example of logical inferences drawn accordm®R3. Starsthat associate
attributea and geometry with any timestamp betweesnands' are true. The geometry
g”, which denotes a region that does not ovedapan also be associated widrands'.
Finally, the samé&tarsevaluated as true faf are also true fos’.

Figure 3.7 illustrates in more detail the inferences dranthé example of Figure 3.6.
On the right of Figure 3.7 can be seen the final scenario de=tiin the example of
Figure 3.6, where 2 regions with different coverages aréapaconnected. On the top
of Figure 3.7, it is shown that Star associated with timestangas first derived through
DR1 from anotheiStar which contains it, and then it is used to infer other facts nehe
the same geometry and attribute are associated with othestamps representing time
instants after the instant denoted $YDR3). On the other hand, at the bottom of the
figure, it can be seem that ti8tar derived by DR1 causes the fétar(a,g”,s) not to
be inferred by DR3 (and be regarded as false, sti@a, a') holds). Other examples that
illustrate inferences involving multiple derivation relare described later in this Section.
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A- Star(a g,s Star(a g S) Star(a,g",s')
g " T N T Star(a,g",s'
! \ DR1 , DR3 | ‘: (,\g )
\ | — |  — U ' Star(ag ,S")
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Figure 3.7: Inferences drawn in the example of Figure 3.®elson arrows indicate the
rule followed to draw certain inferences.

Rules DR1-3 are applied to derigtarswhere both known and derived facts repre-
sent spatial regions. On the other hand, the following ralesapplied to deriv&tars
representing geographic features from others repregespitial regions, and vice-versa.

Derivation Rule (DR4) : if there exists a spatial regioncovered byc at time instant;

if there exists no other region whichs part of this and whose coverage can be composed
by c; and if there exists a type of featuvewhich can be described in terms of regions
covered byc; then there exists a geographic feature of typghose extension at time
instantt corresponds to the extensionrofi.e., the geographic feature is regarded as the
maximal well-connected region whose coverage is denotex). by

That is to say that, if there existsS&tar associated with a coverage attribatege-
ometryg and timestams (i.e., Star(a, g,s) holds); there existao Starassociated with
timestamps, attributea’, and geometry’, wherea can containa andg is proper part
of ¢ (i.e.,CC(a',a) andPP(g,d’) hold); and there exists a feature attribatewhich can
containa (i.e., CC(at,a) holds); theng represents the spatial extension of a geographic
feature denoted by attribugg at time instant denoted by timestarsfi.e., Star(as,g,s)
holds). This is specified in Axiom A3.18 (right-to-left imphtion), as follows.
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Chapter 3

A 3.18 Star(a,g,s) A FAtt(a) «» 3a'[CAtt(a') ACC(a,a) A Star(d,g,5)| A
—3g'd[Star(d,d’,s) A CAtt(a) A

CC(a,a) A PP(g,d)]

Different examples of the application of DR4 are exhibitedrigure 3.8 (where dif-
ferent lines and fills are used as described for Figure 3m6thd example of Figure 3.8a,
‘forested’ is regarded asl@mogeneousoverage. In this example, an implicit fact con-
cerning a homogeneous region is inferred by applying DR2 (tmes), which in turn
is used to derive aimplegeographic feature by applying DR4. In the example of Fig-

ure 3.8b, different interpretations are given to ‘forestatt ‘forest’. The former is now
regarded as &eterogeneousoverage type which can be composed by homogeneous
coverages of type ‘veg-a’, ‘veg-b’, and ‘veg-c’ (denotindferent types of vegetation),
whereas the latter denotesampoundype of geographic feature. However, the same
derivation rules are applied to derive the compound feaflinat is, first DR2 is applied

(two times) to derive the ‘forested’ region, then DR4 is applio derive theeompound

geographic feature ‘forest’.

~“FQRESTED ~ _.---~-FOREST

-

1

-

-

N

(b)

Figure 3.8: Examples of logical inferences where geog@afdatures are derived from
spatial regions. In (a), a simple feature ‘forest’ is dedifieom homogeneous regions
(‘forested’) by applying DR2 and DR4. In (b), ‘forested’ is até@geneous region de-
rived (through DR2) from homogeneous regions representiifeyent types of vegeta-
tions (‘veg-a’, ‘veg-b’, and ‘veg-c’). This heterogeneaegjion is then used to derive a

compound feature ‘forest’ through DR4.
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The following derivation rule can be considered as the sevef DR4. This is applied
to derive spatial regions from geographic features.

Derivation Rule (DR5) : if there exists a geographic feature at a certain time msta
then there exists a spatial regionvhose spatial extension corresponds to the extension
of this feature and whose coveragis the one which determines the type of this feature.
Moreover, if such a geographic feature exists, there ersisther region which is part

of and whose coverage can contain

In other words, ifStar(as,g,s) holds (wherea; is a feature attribute), then
Star(ac, g,S) also holds (where is a coverage attribute relatedag by CX(as,ac)) and
there is ndStar (&g, d',s) (wherea(, is a coverage attribute ardC(ag.,ac) andPP(g,d)).
The biconditional used in Axiom A3.18 allows inferences ¢&rbade as described in this
rule (left-to-right implication).

This rule (DR5) is useful as facts representing geographitifes can also be asserted
explicitly in the KB. Thus implicit spatial regions can be nted from these geographic
features by applying DR5. However, notice that such a deowahechanism is specified
in the first part of the rule description given above. On thHeeohand, the second part
described above acts as an integrity constraint to premeahsistenstarsto be explicitly
asserted, which might contradict the assumptions that grgphic feature is denoted by
the maximal extension of a particular coverage and thanihgacontain or be contained
by other features.

In the example illustrated in Figure 3.9 Star fact concerning a geographic feature
Is used to deriveStar facts about spatial regions, by applying DR5 and then DR1. If
the geographic feature of this example is regardedsaisiplefeature, then this example
illustrates the reverse of the process shown in Figure JBat is, differenhomogeneous
regions ‘forested’ are derived from the feature. On the oki@ad, if such a geographic
feature is regarded ascampoundeature, it would not be possible to perform inferences
which corresponds to the reverse of those shown in Figuile, 3iice the extension of
each differenhomogeneousegion (covered by ‘veg-a’, ‘veg-b’, or ‘veg-c’) could noeb
determined. In this case, the result obtained by applying BfRbDR1 to the compound
feature would be exactly as shown in Figure 3.9, that isetiffitheterogeneousegions
(‘forested’) could be derived from the feature.
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Figure 3.9: Example of logical inferences where spatiaiomgjand their coverages are
derived from a geographic feature (by applying DR5 then DR1).

The derivation rules described above enable the systentdgrate spatio-temporal
data based on different temporal granularities (e.g, dagsiths). By performing infer-
ences determined by DR3, facts which hold at a certain timamhsre used to derive
implicit facts which hold at successive time instants. Thiegse implicit facts can be
combined to originate other facts. An example is given iruFég3.10 to illustrate a way
these derivation rules can be combined to integrate dataide different portions of
space at two distinct time instants (denoted by timestanpadsy). In this figure, lines
and fills have the same denotation as described for FigureaBB dotted outlines are
given just to provide improved visualisation of the illuton.

In this example, the KB consists of 7 expli@tarsrepresenting regions covered ho-
mogeneously by 3 different types of coverages. In addifitois,assumed that there are
CC facts asserting that a certain heterogeneous coveragentaircthese homogeneous
coverages. These explictar facts are illustrated in boxes 1 and 2, on the top of Fig-
ure 3.10 (containing SStarsassociated with timestang@ and 2 Starsassociated with
timestamps,, respectively). The arrow from box 1 to box 3 illustrates@fieience drawn
(according to DR2) to derive two new facts representing logemeous regions from ex-
plicit facts associated witk,. These derived regions are then used to infer (through DR3)
Starsfacts associated witkp (see boxes 2, 3 and 4 in Figure 3.10). Finally, these inferred
facts are then combined with facts explicitly assertedsjdio originate new facts repre-
senting heterogeneous regions, by applying DR2 successies {see boxes 4, 5 and 6
in Figure 3.10). Moreover, notice that the fact which repres the last scenario of this
example, could still be used, for instance, to infer (via DB®Ber facts which hold in the
future or to infer the extension of a compound geographitufea



Chapter 3 60 Representing Data and Geo-Features

Figure 3.10: Combining derivation rules to integrate datcdbing different portions of
space at two distinct time instants. FirStarfacts associated witky are used to derive
(through DR2) new facts associated with the same timestarnpsélnew facts are then
used to infeiStarsassociated witls, (via DR3). Finally, these inferred facts are combined
with other explicit facts associated with the same timegtémderive othe6tars(thruogh
DR2).



Chapter 3 61 Representing Data and Geo-Features

3.5.3 Aggregated STARs

It has been discussed that space is conceived in the STARIincalecordance with the
RCC theory of space, with the additional constraint that apeggions have to be inter-
nally connected, that is, they may not consist of multipicdnnected pieces. Nonethe-
less, as discussed in Section 2.10, there are a number ofpemhere representing
geographic features as a set of disconnected regionsitatfir representing and rea-
soning about certain geographic phenomena.

Therefore the STAR model is extended to add the capabilifeai/ing a fact repre-
senting a spatial region from a set of facts representingpdisected spatial regions. The
formation of aggregated spatial regions is illustratediguFe 3.11, where two spatial re-
gions are derived from distinct sets of disconnected dpatigons of the same coverage
(in this figure, lines and fills have the same denotation asriexi for Figure 3.5).

Figure 3.11: Example of spatial regions derived by aggregatisconnected spatial re-
gions.

From the example of Figure 3.11, it can be seen that evexytietween those discon-
nected regions are completely abstracted in the reprasente# derived regions. This
abstraction is similar to the traditional method of repregsg maps at different scales,
where details are removed from the map as the scale decreégsisamethod is usually
called ‘generalisation’ — though that term is not exactlgrapriate. However, the motiva-
tion for the formation of such aggregates is not just a maiteata visualisation. In fact,
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the criteria for determining aggregates relate to the dageographic phenomena that is
intended to be analysed based on changes affecting them.e@angly, these criteria
depend on factors such as the type of coverage associatedpdtial regions and the
distance tolerated between them. That is, by changing flaesers, distinct aggregates
can be obtained from a particular spatial dataset (i.ehouitt modifying the map scale).

Determining the appropriatdistancebetween spatial regions for the formation of
aggregations depends on many variables, and thereforeatuis could be specified by
an expert, such as an ecologist. Clearly, this is a probleect&il bysorites vagueness
where different interpretations might arise regarding pneper distance between the
elements of an aggregate. Therefore the method of derigggegates proposed within
the STAR model is based @tandpoint semanti¢csvhere such a distance is regarded as a
standpoint parameter. This parameter allows precisifinatalues to be specified so that
Starsderived by different aggregation criteria can co-existhia KB. In this approach,
the predicat&tar(a, g, s) takes the following form:

Star[d](a,g,s), whered is the distance standpoint parameter.

Star facts of the form described above are called here ‘aggrddsii@s, whereas
the distance parameter is also referred to as the ‘aggoegiittor’. Additionally, facts
where the standpoint parameter is not applied are considgeyeivalent to those where
the distance parameter is zero (i%ar(a,g,s) = Star[0](a,9,9)).

AggregatedStarsare derived as specified in DR6, which can be understood as an
extension of DR2. This is as follows.

Derivation Rule (DR6) : if the distance between two spatial regionsandr, is less
thand at a certain time instant, and there exists a cove@agéich can contain the
coverages of bothy andr», then there exists a spatial regiyat that time instant, which
has the coverageand whose spatial extension corresponds to a concave mufiresing
the extensions of the originating regiomsg &ndr,).

The vague connectivity between regions is defined as a matiificof the RCC rela-
tion Externally Connecte@C(x,y), as follows.

D 3.8 EC[d]|(X,y) =gef [(distance(x,y) < d) A =O(X,Y)]

In Definition D3.8, the auxiliary functionlistance(x,y) has been employed. This
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function returns a non-negative number representing tdem2nsional Cartesian mini-
mum distance between two regions in projected units. Anymagative real number can
be assigned to the parametkrin order to be compared with the value calculated by the
distance function. In addition, when the relati&é@[d](x,y) holds for two spatial regions

x andy, it is said that these regions are ‘vaguely connected’.

Once this new relation has been introduced, DR6 can be dedciiba different
manner: ifStar(a1,g1,S) and Star(ag,g2,S) hold, whereg; and g, are vaguely con-
nected by the factod (i.e., EC[d](g1,02) holds); and there exists an attribiag where
CC(ag,a1) andCC(ag,ap) hold; then the facktar|[d](as, gs,s) is derived, where geometry
gs corresponds to a concave hull comprisgagandg, (subject to the condition that, for
all & thataz must contain, there exists$tar associated with attribute g/ and whose
geometry is connected tp).

This derivation rule is specified in Axiom A3.19 (which is a difeed version of Ax-
iom A3.15), as follows.

A 3.19 dHajap[Star(az,01,S) A Star(az,02,S) A
CAtt(ag) A CAtt(ap) A CAtt(ag) A
CC(ag,a1) A CC(ag,a2) A EC[d](01,092)]
— Jag[CAtt(a) A CCeond(az,a) A
Star(a,g,S) A g = concave-hull(g1,02)]

A3.20 CCcnd(ag,a) A Star(a,g,s) A
va[MC(ag, &) — 3g'[Star(a’,d',s) A EC[d](9,9)]]
— Star(az,g,s)

Starfacts derived though DR2 and DR6 are semantically equivaléetwvthe param-
eterd is zero, assuming the functiaoncave-hull calculates the same result as function
union where input geometries are spatially connected (which ofsmis an idealisation).
Hence, when the formation of aggregated regions are interidR6 should be used in
replacement of DR2. Then derived facts can be applied to drer derivation rule given
above to produce other implicit facts.

For brevity, the axioms that specify those derivation rud@snot be re-written using
the the notatiorbtar|d](a,g,s). However, it must be highlighted that this is the actual
notation used in those axioms. That is, wherever a term dbiime Star(a, g, s) appear in
those axioms, this should be readSasr[d](a,g,s). Nevertheless, this does not include
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facts of the formA-Star(a, g, S), Since aggregatestarsare always resulting from an infer-
ence and never explicitly asserted in the KB. Moreover, atingrto the way standpoint
semantics is used within axioms, it should be noticed thaaggregatedstar derived
from other aggregate8tarsis always associated with the same standpoint parameter of
the originating facts (except, of course, for facts deritredugh aggregation). However,

a Starwhose aggregation factor és(and whose attribute corresponds to a region cover-
age), can also be represented by a factor greatedth@his is specified in Axiom A3.21,

as follows.

A 3.21 Star[d](a,g,s) A Catt(a) A d <d" — Star[d](a,g,5)

Evidently, the inclusion of DR6 may lead the system to deriwerlappingStarsde-
noting spatial extensions of geographic features of theestyme (associated with the
same feature attribute). However, as they are associatbdlistinct aggregation factors,
theseStarscan be independently retrieved from the KB. Hence, as will iseussed in
detail in the next section, the way a geographic featurevegas modelled based on a set
of Starsassociated with a particular aggregation factor, and theralistinct modelling
of a feature evolution express different standpoints.

3.6 Modelling Geographic Features

Geographic features will be regarded as a particular kinénofurant entity Although
they differ in some way from artefacts or organisms, theyehmany properties with
other kinds of endurants, for instance:

e Geographic features are regarded herdissrete individualsand can be referred
to by a proper noun (e.g., Amazon Forest, Atlantic Oceanasic Desert), a
count noun (e.g., a glacier or even an olil slick on the seajpyomore complex
sentences, such as ‘mountains over 1,500m in height’. Bhany maximal well-
connected spatial region with explicit and well-definedtspaxtension, which
can be individuated based on a certain aspatial and atehgbanacteristic (i.e., a
region coverage) can be regarded as a feature.

e Geographic features haweell-defined spatial extensidhs

6Actually, determining the spatial extension of a geogragbature is a matter of vagueness, as dis-
cussed in Section 2.8.3. However, it is assumed here that faagture in the model can be associated with
a precise spatial extension. Methods of handling vaguermsd be applied to assign precise spatial ex-
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e Geographic features are ableundergo changée.g., changes in shape or area);
and they can change some of their parts while keeping itheintity (e.g., a forest
can be partially deforested while being still the same fijres

e Geographic features can have spatial parts, but do not kaweadtral parts. This
means that one could not refer to something like ‘the edntiag of a feature’, or
‘the last 10 minutes of a feature’.

Although a geographic feature is regarded as having no texhparts, it is said to
have alife, which in turn is conceived as having temporal parts. Thagiiseen a geo-
graphic featuref, the temporal parts of its life can be referred to by usingresgions
such as ‘the first 10 minutes &fs life’. The period of time in which a geographic feature
is said to live corresponds to tin@aximal intervathroughout which the feature maintains
its identity. This is regarded as the interval on which thetdee exists (i.e., it is ‘alive’).
Theidentity criteriaof a geographic feature is defined in terms of connectivityben
its spatial extensions over a time interval, as follows.

D 3.9 Lives(f,i)=get
Vtr[(ext(f,t) =r) — In(t,i)] A
Vir[(b(i) <t <e(i)) A (ext(f,t)=r)
< [t <t <e(i)) A (ext(f,t") =1')
V[t <t <t) A (ext(F,t") =1") A
VAN

— C(r,r") A C(r" ]

According to Definition D3.9, a spatial regiancorresponds to the extension of a
featuref at time instant only in case this time instant is in the intervalwhich in
turn corresponds to the feature’s life. Moreover, this diédin assures that, for all time
instantst, so thatb(i) <t < e(i), f occupies a spatial regianatt if and only if there
exists a spatial regiorf occupied byf at a time instant’ (wheret <t < e(i)); and all
spatial regions” occupied byf fromt’ tot” are connected to bothandr’.

From Definition D3.9, it can be realised that if the spatigkesion of a geographic
feature is known at time instantandt’ (i.e. ext(f,t) =r andext(f,t’) =r’) and noth-
ing is known about the extension of that feature in the maantihen the spatial regions
corresponding to those extensions (iteandr’) must be spatially connected. This is true
because DR3 specifies that if nothing is known about the cgeesér in the meantime,

tensions to vague features. An example of such an approatdatmg with this issue based on standpoint
semantics [10] is presented by Bennett et al. [12, 13]
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the region is said to maintain its coverage over that timerva. 1t can be perceived that
this assumption reduces the range of problems the STAR nocaddde applied for practi-
cal purposes. That s, this assumption is particularlyiapple to geographic phenomena
which can be described in terms of changes affecting théasatension of geographic
features (e.g., expansion of a forest), rather than phenardescribed in terms move-
ments performed by an object (e.g., movement of a car).

Of course the applicability of this model depends on the sdtased, which may
vary in many aspects, such as in terms of their temporal ¢patys In fact, the main
goal of using this model is to extract knowledge from the set@rovided, and therefore
this model should only be applied to problems where the afergioned assumption is
appropriate. For example, some problems which involvesettiag the trajectory of a
certain person may be represented by a dataset which is paigpte for this model.
To illustrate, suppose a person (of type scientist) ocaupieertain seat on 01/01/2013
andanotherperson (also scientist) does two weeks later, on 15/01/284@ these are
the only facts known about anyone occupying that seat ingeigod. Then these two
facts give a patfr.

(Star(scientist the seat 01/01/2013); Star(scientist the seat 15/01/2013))

In this case, the system would infer that both people (ocogphe seat on 01/01/2013
and on 15/01/2013) are the same individual, which is not touehe problem that the
dataset is intended to represent. In contrast, if it is kntiva that a particular region on
the earth surface is occupied by a forest on 01/01/2013 awmdah 15/01/2013, they will
probably be the same forest.

Conversely, suppose suppose it is known of a certain persariitey are in Leeds
(UK) on 01/01/2013 and in Scarborough (Jkdn 15/01/2013, and nothing is known
about their whereabouts between these two times. This @eadn the KB by the pair

(Star(scientist LeedsUK, 01/01/2013);
Star(scientist ScarborougHJK, 15/01/2013))

In this case, the system would infer that both people (beingeeds on 01/01/2013
and in Scarborough on 15/01/2013) are different individaVven if they are of the same

’In fact, Starsshould contain a geometry rather than a place descriptien‘ie seat’), but an abuse of
the language was used here to facilitate the descriptiomeoéxample.

8These cities are approximately 67 miles far from each other.

9Place names were used here instead of geometries to faciliedescription of the example.
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type — a scientist, since Leeds and Scarborough are not ctaahi® each other). Clearly,
this is not true for the problem at hand. Contrastingly, i§ known that a particular region
on the earth’s surface (e.g., near Leeds) is occupied byeadal)1/01/2013 and another
region (e.g., near Scarborough) is occupied by a lake onl1ZiQ3, these features will
surely correspond to different lakes. In the kind of phenoeanehich are the target of this
work, features’ movements are more frequently modelleda@maequence of successive
extensions and contractions affecting the boundary of grgedbic feature, but not as an
action intentionally performed by the feature. Howevels tk not a restriction imposed
by the model, since movements can still be modelled if thas#dtcontains the regions
occupied by an object throughout the trajectory so that #wgirement of continuity
imposed by the identity criteria (specified in 3.9) is met.

A feature'sLife Part (LP) corresponds to any sub-interval of the lifetime in&drv
(i.e., this is a ‘slice’ of a feature’s life). Whereddinimum Life Parts(MLPS) repre-
sent LPs where the extension of the feature is known onlyeab#ginning and end of
the LPs, but not between them. This represents the mostetkiaformation known
about a geographic feature. At the data level, an MLP coomdpto a pair of the form
( Star(a,01,51), Star(a,g2,S2) ), wherea s feature attributes; is befores; (s1 < %); the
geometries are connected to each otli€gq{,g2)); and there existao fact Star(a, g, )
wheres is betweers; ands, andd’ is connected to bot); andg,. A feature life, in turn,
is represented as a sequence of consecutive MLPs.

Figure 3.12 exhibits an illustrative scenario containifffedent spatial regions cov-
ered by a variety of different types of coverages (wherardistypes of coverages are
represented by using different colours). Thus, as discuasiseve, from these regions and
their coverages, spatial extensions of different geogcafiglatures could be identified at
different time instants, as the maximal well-connectedamesg) of particular coverages.
Then Figure 3.13 illustrates $tars(associated with a given feature attribute), repre-
senting the spatial extension of a particular feature tyderred from regions shown in
Figure 3.12. As thes8tarsmeet the identity criteria of a geographic feature, they are
regarded as the spatial extensions of an individual fedtatdives fromt; to t;.



Chapter 3 68 Representing Data and Geo-Features

t1 t2 t3

Figure 3.12: DifferentStarsrepresenting regions with distinct coverages (at differen
timesty, o, t3,...,t,). Different colours are used to distinguish distinct typésoverages.
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Figure 3.13: Spatial extensions of a particular geografdature identified amongst the
regions shown in Figure 3.12.

The geographic feature whose extensions over time are simokigure 3.13 is illus-
trated in Figure 3.14 as a spatio-temporal volume, reptagean object which occupies
a portion of geographic space at any instant of its existertgure 3.14 provides a vi-
sual representation of the 6 MLPs which constitute the giaigc feature, represented as
different slices of the spatio-temporal volume. Extensiohthe feature at the beginning
and end of each MLP correspond to those shown in Figure 3.13.
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Figure 3.14: Visual representation of a geographic feadsra spatio-temporal volume.
This feature contain 6 MLPs, illustrated as slices of theisgamporal volume. Exten-
sions at the beginning and end of each MLP correspond to gfasen in Figure 3.13.

The main goal in defining the concepts fefature life life part and minimum life
part is to provide an abstraction layer which allows higher le@icepts describing dy-
namic elements of geographic space (e.g., events and pex)das be defined in terms
of changing extensions of geographic features, that isowitthe need to refer to lower
level concepts (i.eStar9. This makes the logical framework more independent froen th
data structure and allows the definitions of concepts rejdt events and processes to be
simpler and clearer.

The bridge between the logical and data levels is estalliblgehe definition of the
predicate Minimum Life PamILP(f,ry,ty,re,te) wheref, r, t are variables of the logical
language denoting, respectively, individual geograpbatdres, spatial regions and time
instants. For each instance of this predicate, the valusgral tory, andre correspond
to the spatial extensions of an individual featdirat time instants, andte, respectively,
which represent the beginning and the end of eactioMLPs.

The MLP predicate is defined in terms $far facts, of the fornStar(u,r,t), where
u, r, t are variables of the vocabulary denoting, respectivelgggaphic feature types,
spatial regions and time instants. This predicate is ireduic the logical framework to
help establish the connection between the data and logials, by mapping them to the
appropriate facts of the fori$tar(a,g,s), and consequently mapping primitive concepts
of the framework (, r andt) to elements of the domain (respectively, feature attebut
geometries, and timestamps). The MLP predicate is definéallaws.

D 3.10 MLP(f,rp,tp,re,te) =det Ju[u = feature-type(f)
Star(u,rp,ty) A Star(u,re,te) Aty <te A C(rp,re)] A
-3’ t[(tp < t' <te) A C(r',rp) A Star(u,r’,t")]
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Figure 3.15 illustrates different levels of abstraction éonnecting the logical and
data levels. In the middle layer, it can be seen both the pwenconcepts of the logical
framework and the concept of MLP, which is defined in termdheht. The next section
describes another concept present in this layer — Spatiaigéha which also helps es-
tablish the link between the top and bottom layers, so tleaetbments of the framework
(e.g., events and processes) can be defined in a high levieswéation.

Event, Process, etc.

Logical
* Framework
Feature
Minimum Spatial
Life Part \Ch:mi Linking Layer
Feature Time Spatial
Type Instant Region
¢ ¢ ¢ Data
Attribute ~ Timestamp Geometry Layer

Figure 3.15: Layers of abstraction for connecting the laband data levels.

3.7 Summary

This chapter presented a logic-based approach to repmgepatio-temporal data and
to modelling changing geographic features by establisamgxplicit link between the
logical and data levels. It has been shown that modellingspiaio-temporal data in
a logical fashion enables the derivation of implicit datal gmovides a way to define
changing geographic features so that they can be autohaiteEntified at the data level.
The next chapter gives a complete description of the lodgremhework introduced
here, which includes formal descriptions of events andgssclt will be described how
these concepts can be defined in terms of other abstractmsmresented in this chapter.
Hence, although this grounding layer provides an explick between the data and the
logical framework, it also makes the framework independiemh data structure, as high
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level concepts can be defined without referring to data ehsnee.Stars.



Chapter 4

Logical Framework

4.1 Introduction

This chapter presents lagical frameworkfor representing and reasoning about geo-
graphic events and processes. This framework, named REGE®¢RIBg about Geo-
graphic Events and Processes), comprises formal desoigptif space, time, geographic
features, events and processes and some relationships dict between them. Chap-
ter 3 introduced some elements of the logical languagased in this framework. This
Chapter gives a complete description of all the elemenis.of

This chapter is organised as follows. An overview on the nmagtivations for the
development of the REGEP framework is given in Section 4.HoWwing this, Section 4.3
discusses the main fundamentals underlying the repregenti events and processes
Then Section 4.4 introduces its formal specification, bysengéing its basic syntax and
semantics. Other relevant predicates and relations aneptiesented in Sections 4.5, 4.6,
4.7,4.8 and 4.9. Then Section 4.10 presents the approaetiming) processes so that the
framework becomes explicitly linked to the data level, bingghe apparatus presented
in Chapter 3. Finally, Section 4.11 highlights the main peofiscussed in the chapter.

1The fundamentals underlying the representation of otheceptual elements of this framework (i.e.,
space, time, and geographic features were discussed inetisap

72
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4.2 Overview of the Problem

The Geographic Information Science community has been déimg more conceptu-
alised ways of representing and querying geographic irdtciom, in particular informa-
tion describing both space and time, enabling more compsae analysis of dynamic
elements of geographic space. Representing geographiomieaa in terms oévents
and processedias been suggested by many authors [20, 27, 38, 91], and sacke
tual entities appear to be significant in the way humans reabout changes affecting
geographic space.

Foundational ontologies have been proposed to representseand processes, such
as BFO [15, 47, 58], DOLCE [41, 58] and SWEET [70]. Undoubtedpper-level on-
tologies can be used as useful guidelines for the developofesemantic models and
applications; however, they are mostly descriptive theiraepts are not defined in suffi-
cient level of detail to allow their use for reasoning pugms

Formal theories of spatial changes [51, 84] and for modgléwents and processes
[6, 36, 47] have also been proposed. However, events andgses are often approached
in the general sense, and their applicability to the gedgcagiomain still requires further
extensions and refinement. Moreover, although some wodksd®s important directions,
most of them are not yet implemented, and therefore thefalsility for handling real-
world data is not often discussed.

Thelogical frameworlpresented in this chapter places a particular focus on tire+e
sentation of geographic events and processes, encompdssinrelationship with geo-
graphic features, which are said to participate in them. &figular particular interest are
geographic phenomena which can be described in terms ofelaffecting the spatial
extension of geographic features. Examples are defoi@statrbanisation and deserti-
fication, which can be described, respectively, in termshainges affecting the spatial
extension of forests, urbanised areas (e.g., cities) asertde

As discussed in Section 2.6, defining an appropriate reptaisen for geographic
events and processes requires dealing with issues regadhdimelationship between these
concepts and also between them and geographic featuresoiwy as discussed in Sec-
tion 2.8.3, other crucial issues are how to define the reldiietween event and process
types and their particular instances, and how to handlereifit kinds ofvaguenesso
associate specific spatial and temporal boundaries wittegsoinstances.

Hence the REGEP framework includes an approach to handliagosigmporal
vagueness based on standpoint semantics [10], which enti@eproposed reasoning
mechanism to define temporal boundaries for geographiepses so that particular in-
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stances of a given process type can be determined basedivaduadlviewpoints.

There has been many disagreements in the literature almapthropriate represen-
tation of events and processes. The debate covers issagageb the classification of
these entities either andurantsor perdurantsand tackles questions such as whether
these entities can be affected by temporal gaps, or whetbgmossess the characteris-
tic of undergoing change over time. Particular disagreasare also related to the way
events and processes are interrelated (e.g., whether @nsuisclass of the other). For
this reason, many existing approaches have avoided pngvptiecise logical definitions
for these concepts and the relations between them.

However, the objective of the development of the formalisespnted in this Chapter
Is not to enter into this debate by defending that this apgra@the most appropriate from
the philosophical point of view. Differently, the aim of shiork is to develop a formal
approach which considers the semantic analysis discuasgeevious work and which
provides representational flexibility for accommodatingtidct viewpoints. Moreover,
it is intended to produce a formalism in which the concepts defined in a level of
detail that enables reasoning; and that provides a compsafesformal apparatus for the
implementation of a system which can process real geograjaita, as a contribution for
the development of modern GIS with stronger basis on theory.

4.3 Events and Processes

Events are regarded here@erdurant entitiesthat is, entities whose properties are pos-
sessed timelessly and therefore are not subject to chamgdime. This is perhaps the
most accepted view amongst different authors (e.g., [1538547, 58]). On the other
hand, a process is regarded as an entity which is subjectaiogehover time (e.g., a
process may be said to be accelerating or slowing down), leeréfore a process st
regarded as perdurant entity as defended by some authgrs[4d., 47, 58]). Processes
are conceived here in agreement with the concepbha-dependent entitiekescribed by
Galton [35, 36].

In the work of this thesis, events are conceived in agreemihtGalton’s [35] view
that “event is not something that can be said to exist from ermnbto moment in this
way, rather it is something that, once it has happened, weeatapspectively ascribe to
the time interval over which it occurred” (p. 04). Thus ‘thardst is shrinking’ does not
describe an event, but rathepebcess activat a certain time instant. An event is usually
associated witlprecise temporal boundarieg/hich may be denoted by tleaiimination
of a procesgi.e., when the goal in initiating it is realised). Hencegerafter determined
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this instant of culmination, one can retrospectively dsethe shrinkage event to the time
interval over which it occurred.

Some authors support the view that processes are entitieb afe regarded as self-
connected wholes, and therefore cannot contain tempopa. gkor instance, Grenon
and Smith [47] state that ‘processes have beginnings andgsdorresponding to real
discontinuities, which are their bona fide boundaries’ §3)1 Moreover, the authors
argue that ‘a given process may not be occurring at two distimes without occurring
also at every time in the interval between them’ (p. 153). éMtheless, this assumption
is still the subject of controversy for the modelling of gemghic processes, since there
are many examples of natural language descriptions of gpbgr processes where the
existence of gaps seems to be acceptable.

To illustrate, suppose one intends to monitor deforestatia given forest based on
spatial data collected once a day, every day. Then it waswdxdéhat the forest shrank
every day during 300 days, except between tHeedl the 88 days, and between the 145
and the 16%days. Deciding whether the same instance of a process pled@eser such
10-month period or distinct instances were separated Isetperiods of inactivity might
depend on many factors. Judgement variables include thefsgeographic phenomena
which is being analysed (e.g. deforestation), the agentdvied (e.g. human action or
wildfire originated from spontaneous combustion), the pagy(e.g. deforestation caused
by human actions with purpose of wood trading), amongstrethe

Hence, in the REGEP framework, a process is regarded as ay which may be
affected by temporal gaps. The approach to determiningegs®s’ boundaries aims to
provide a flexible mode of representing and reasoning abeagrgphic processes. This
approach is based on standpoint semantics and therefeshtidd parameters are given
to determine the range of variation over which the preditsagedged to be applicable.

4.4 Syntax and Semantics

This section describes the syntax and semantics of thedblgicguagdl employed in
the framework. Relevant predicates and logical relationpleyed in this framework
shall be introduced in Sections 4.5, 4.6, 4.7, 4.8 and 4.% fdhmalism is described
using definitions and axioms in first order logic, indexed bamdl A, respectively. Free
variables are implicitly universally quantified with maxahscope.
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4.4.1 Syntax

This section describes the basic syntax of the logical laggumnamed] employed in the
framework. Relevant predicates and logical relations eygalan this framework shall
be defined in Sections 4.8, 4.9 and 4.10.

The logical languagél used in the framework comprises variables ofridninal
typeswhich can be quantified over. These types of variables atedliselow, and the
denotation of some of them shall be discussed later in tlsisose The vocabulary of]
can be specified by a tupt€ = (%, 7, %, 7%, Ve, Yo, "o Ve, Ve, Vo, Vp, V), including:

e Time Instantst = {....t;,...}

e Time Intervals¥f = {...,ij,...}

e Spatial Regionsy; = {&,....rj,...}
e Geographic Featureg; ={..., fi,...}
e Coverage Typesic={...,G,...}
e Feature Typest, ={...,u;,...}

e Event-classifiersyy = {...,vi,...}

e Event-typesye=1{...,8,...}

e Event-tokensy: ={...,&,...}

e Process-classifierdp = {...,b;,...}
e Process-types/p={...,pi,...}

e Process-tokens/z={...,7,...}

4411 Functional Terms

The logical languagél contains the followindunctionsto transfer information between
distinct semantic types.

e event: (W X ¥;) — Ve that gives the event-type corresponding to the assoniatio
between the specified event classifier and participant gpbgr feature.

e process: (¥, x ;) — ¥p, Which returns the process-type corresponding to the
association between the given process classifier and iparitageographic feature.
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e f-type: 75 — ¥, that returns the type of a certain geographic feature.
e c-type: % — ¥, which gives the coverage type of a certain spatial region.

e ext: (¥ x %) — ¥, which returns the spatial region corresponding to theiapat
extension of a featuré at time instant denoted ly

e ext: Vs — ¥, that returns the spatial region corresponding to the upioall
spatial regions occupied by a featuréhroughout its life.

e b: ¥ — 7, whichreturns an instahtorresponding to the beginning of an interval
i;
e ¢: 7/ — ¥, which returns an instanitcorresponding to the end of an interval

corresponding to the beginning and the end of a given tinezvat.

4.4.1.2 Auxiliary Functions

The followingauxiliary functionsare employed to perform calculations over elements of
the domain:

e length: ¥ — 7Z, which gives an integer value representing the length ofangi
intervali. 2

e area: ¥/ — R, thatreturns a real number representing the area of a region

e distance: (¥ x %) — Z, which returns a non-negative number representing the
2-dimensional Cartesian minimum distance between two nsgioprojected units.

e union: (% X %) — ¥, which returns a spatial region that corresponds to the
spatial union of a pair of spatial regions.

e concave-hull (% x %) — ¥, which returns a concave region that encloses the
two specified regions’

2The value returned by this function is an integer number thigy vary according to the temporal
granularity (e.g., days, microseconds) adopted to reptedements of domain, however this change does
not affect the semantics.

3The concave hull algorithm used for implementing the systemtotype is described in Chapter 5.
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4.4.1.3 Atomic Propositions

Atomic proposition®f [ include the following binary logical relations:

e The 13 Allen relations between time intervals [1, 2] (dased in Section 2.3).

e The operators<, =, and=, employed to represent temporal precedence and equal-
ity between instants.

e In(iy,i2), which is true if the time intervdl is in the time interval, (see Definition
D3.1in Chapter 3).

e In(t,i), which is true just in case the time instarns in the interval (see Definition
D3.2 in Chapter 3).

e The following RCC relations between spatial regiorcannectedC(a, 3), dis-
connectedDC(a, ), overlapsO(a, ), externally connectedC(a,f), part of
P(a,B), proper part of PP(a,B) andequals toEQ(a,f), wherea and 3 are
region terms which may be either a region variafpje term of the formext(fi,t;)
or the empty region constagt

e '] =cl2,I'1 F#cIpare true, respectively, just in case the spatial region tewhenotes
a region with the same type of coverage of region denotad;by denotes a region
with different type of coverage ab.

e f1 = f, which is true if f; and f, are geographic features which have the same
identity criteria.

4.4.1.4 Propositional Constructs

O also includegropositional constructsvhich have one of the following forms:

e Holds-At(¢,t) andHolds-On(¢,i) assert that formula is true, respectively, at the
time instant denoted kty and at every time instabtwhereln(t,i).

e Occurs-On(e,i) asserts that an event of typ®ccurs on a time interval

e If ¢ andy are propositions of], then so are the following=¢, (¢ AY), (¢ V),
(¢ — @), Vu|¢], whereu is a variable of one of the nominal types described earlier.
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4.4.2 Semantics

An attributed geographic modés a structure# = (&, 7, <7), where:
o & =(R? (T,<),A 2)is aformal model of a geographic dataset:

— R?is the real plane, which will represent a portion of the éaghrface under
some specified projection,

— T is a set of time instants,
— < is atotal linear order over,
— Ais a set of geographic attributes,

— 2 C Ax Poly(R?) x T represents the geographic attributed data as a set of
tuples of the forma, p,s), which correspond to the fact that attribatéolds
for polygonp over instans. 4'®

o V= (V5 Ve M M Ve Ve, Yo, Vo, V), SPecifies the vocabulary of the
representation languade. Each element of this tuple is the set of all symbols
of a given type (as specified in the syntax section).

o o/ = (&,8;,ar,ar,ac,ay,ay,de,a¢,ay,ap, 8x) IS a tuple of assignment functions
specifying the denotations of all symbols in the vocabussyollows:

— & : % — T maps time instant variables to time instants.
—a: % —Int(T) 6 maps interval variables to intervals.

— a : ¥ — Reg-Closed(R?) maps region variables to regular clo$eegions of
the plane.

— as : 7t — (T — Poly(R)) maps each feature symbol to a function from time
instants to polygons (giving the spatial extension of theiee at each time
instant).

“Here,Poly(RR?) is the set of well-connected polygons ow#.

5In the geographic attributed dataset, attributes are eyaglto represent possible types of region cov-
erage and types of feature. Therefore, in the semantic metighents of typdeature typeandregions
coverage typare used to represent existing corresponding attributdeidata model.

BInt(T) = {(t1,t2) | t1,t € T Aty <t} is the set of all proper intervals over the time sequeTced).

A regionr is said to be regular closediifis the closure of its interior, i.et,= closurginterior(r’)),
whereinterior(r’) specifies the topological interior of a spatial region ahwsurer’) the topological clo-
sure. Roughly, this means that the region contains no “lpog&s” and no “hanging lines”.
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— ac: ¥ — (T — Reg-Closed(R?)) maps coverage types to functions from time
instants to regular closed regions of the plane. This give€ktension of the
region having a given type of coverage at each time instdntgeneral this
will be a multi-piece region.

— ay: W — 2(T=Polv(R)) maps each feature type to a set of mappings from time
instants to polygons.

—av: W= (Y — 2'“t(T)) maps each event-classifier symbol to a function from
features to intervals (giving, for each feature, an inteovar which an event
occurs involving that feature).

—ag: Ye — (W x ¥; xInt(T)) maps each event-token symbol to a triple con-
sisting of an event-classifier, a feature (the participant) an interval (the
interval over which this particular event-token occurs).

Where ifas(e) = (v, f,i) theni € ay(v)(f).

— ap: % — (¥ — 27) maps each process-classifier symbol to a function from
features to set of time instants (giving, for each featusgtaof time instants
corresponding to the time intervals over which a processq®ds involving
that featuref

—an: Yn— (Y x ¥ x Int(T)) maps each process-token symbol to a triple
consisting of an process-classifier, a feature (the ppatit) and an interval
(the interval over which this particular process-tokenceexs).

4.5 Representing Events

This section describes the elements of the logical framleemployed to represent events
(i.e., event classifiers, types and tokens) and presentsalary logical relations which
hold between events and geographic features. The semaigorisation used in this
formalism is based on that used in Versatile Event Logic (Y] The representation
of event occurrences shall be discussed in Section 4.8 abedtion 4.9.1.

Event classifiergdentify general categories of events, independently diqdar oc-
currences or participants. That is, it describes sometthiagmight happen in space and

8As discussed later in this Chapter, a process is regardedier temporal entity which may lactive
for certain time intervals within which an interviabver which the process is said to proceed. Thus, since
the logical language deals with convex time intervals, #gsignment function maps processes to set of
time instants corresponding to subintenialsf i where a process &ctive
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time without specifying any temporal information or retagiany type of geographic fea-
ture. Natural language verbgn the third person singular conjugation) are usually egapl
to name these classifiers. Examples of such verbs are /faddgdands’ and ‘shrinks’.
Verbs whose denotation is attached to a particular sortatfapbject are avoided, such
as ‘rains’. In this case, it would be preferred to represtrd faining event’ in terms of
the ‘fall of raindrops’, for instance.

This sort of abstraction is desired in the representatiavehts so that a wider range
of geographic phenomena can be represented by associaiimgtigeographic features
with events classifiers. For example, ‘desertification’ ambdanisation’ could be repre-
sented in terms oéxpansiorof ‘arid’ and ‘built-up’ regions, respectively. This is par
ticularly applicable to model the type of phenomena ad@wss this work, which are
those which can be represented in terms of spatial transtavns of geographic features.
Nonetheless, defining event classifiers at this level ofrabsbn is not a requirement for
the applicability of this representational approach. Tisamore specific event classifiers
can be adopted in cases where the knowledge engineer findsappropriate their use
for modelling a particular domain or situation.

Events are also structured in termstgpesandtokens An event typenvolves a
particular instance of geographic featuras its participant. On the other hand,arent
tokendenotes garticular occurrenceof an event type, and is therefore associated with
atime intervalon which it occurs. For example, ‘Amazon rainforest shrirdesscribes
an event type, since this might occur different times, cgpoading to different instances
of this event. Whereas ‘Amazon forest shrank from May/2008ulg/2006’ describes a
particular occurrence of this type, that is, an event tokenseen in this last example, an
event token can be referred to by using the past simple tdribe werb corresponding to
its classifier, together with an explicit specification ofrad interval.

A reified representation for event classifiers is adopted. erdfore an event
type e denoting an expansion, for example, is related to an evesdsitier by
Event-Classifier(expandse). On the other hand, an event type is treated as complex nom-
inals (i.e. functional terms). Thus an event tygis represented by = event(v, f ), where
vis an event classifier antda geographic feature which participates in this event.
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The relation between an event classifiend an event typeis defined as follows:
D4.1  Event-Classifier(v,e) =qef 3f[€=event(V, )]

For convenience, the following relation is also defined:

D4.2  Participant-In-Event(f,e) =get Iv[e=event(V, f)]

An event token is represented by a paie (e i), whereeis an event type anids the
interval of occurrence of this event token. However, nopaBsible pairge,i) denote an
existing event token. Thus, the subset of existing everdrisks given by those pairs for
which the propositiof©ccurs-On(e,i) is true.

4.6 Representing Processes

This section describes the elements of the REGEP framewaploged to represent pro-

cesses (i.e., process classifiers, types and tokens) asehpseessential logical relations
which hold between processes and geographic features. & extensive discussion on
the representation of geographic processes shall be giveeadtions 4.8 and 4.9.

As discussed for eventgrocess classifierare used to describe processes without any
association with temporal information or participants.od&rsses are also structured in
terms oftypesandtokens Whereas a process type denotes a series of changes involving
a particular feature, a process token denotes an instanaeceftain type of process.
Hence, tokens are said pyoceedon a specific time interval. The structure employed
to represent process classifiers, process types, prodessstand the relation between
processes and their participants is analogous to the ongaapfor events. Thus the
following relations are also defined.

D 4.3  Process-Classifier(b, p) =qet 3f[p = process(b, f)]
D4.4 Participant-In-Process(f, p) =qet 3b[p = process(b, f)]

A process token is represented by a pait (p,i), wherep is a process type arids
the interval over which this process token is said to proc&edrefore the subset of valid
process tokens is composed by those pairs for which the pitigroProceeds|ag|(p, i)
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is true (&) is a standpoint semantics parameter applied to handle tain@mueness in
this predicate and is described in detail in Section 4.9).

4.7 Relating Events and Processes

There have been disagreements in the literature aboutphovessesndeventsare re-
lated to each other. While Sowa [82] defines event as a submiggecess, Pustejovsky
[68] defines process as a subclass of event. They are alsobaégisas non-overlapping
categories [2] or as subclasses of the same class (occe)yri@ig. Galton [36] suggests
that events and processes can be related in many differest (e@ents can be described
in terms of other events or in terms of processes, while [axeE® can be described in
terms of events or in terms of other processes).

According to Galton [36], some processes can be describeéerimns of their con-
stituent events, whilst some events can be described asuakabf a process’. These
relations between events and processes are of particiéaest here. In the REGEP
framework, the relatio€onstituted-Of (b, v) associates an event classifier with a process
classifier. Asserting a fact using this relation means thatirences of an event classified
by v over a certain interval denote that a process classifidalgrpceeds in that interval.
Conversely, the relatiois-Chunk-Of(v,b) associates a process classifier with an event
classifier. Asserting a fact using this relation means tiabtccurrence of an event (clas-
sified byv) on given time interval, is determined by the fact that a process (classified by
b) proceeds om. The meaning of these relationships between events andgses shall
be further clarified in Section 4.8 and in Section 4.9.1.

4.8 Process Activeness and Event Occurrences

Existing spatio-temporal datasets do not usually congisixplicit assertions of events
occurrences or process activity. Rather, they often comrti@iments describing changes
of objects’ properties over time, from which events and psses can be inferred. For
example, movements of objects can be identified from dathepdasition of such objects
at different time instants. Similarly, the expansion of athup region can be inferred
from data describing its spatial extensions at differanes.

Deciding on whether data best reproduce the intended denotaf events or pro-
cesses is a crucial issue for the development of a thedriaoaework which is supposed
to be implemented to operate on real datasets. On the onedprete of data represent-
ing a single change affecting a feature (e.g., an increageesbetween two distinct time
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instantst; andty) is not sufficient to infer the occurrence of an event, simfermation

on the feature’s area afterwould be required to determine the precise temporal bound-
ary which is expected for an event. On the other hand, suckeemf data would not
reproduce the density and homogeneity characteristios@$sd with a process. That is,
whereas it can be inferred that an expansion process was &atisome time betwedn
andty, it is not possible to ensure that the process was activagltine whole interval.

The approach taken for building this logical framework dstssof abstracting away
from the lack of information for representing the activesxesprocess. This is to say that,
if it is known that a geographic feature changes from indtatttt, and nothing is known
about the period between them, it is assumed that the pred@sh characterises this
change is active at all time instants frémio t,. Theactivenessf a process is represented
by the predicatedctive-At(p,t) andActive-On(p,i). Whilst the former determines that
a process of typ@ is active at a time instart the latter specifies that a process is active
on a time interval, meaning it is going on at every time instant within that nage.

Since the former is defined in a low level manner, that is,arlts the way data is rep-
resented, a discussion on its definition shall be given ini@ed.10.2, after introducing
some other required. Whereas the latter is defined as follows.

D45  Active-On(p,i) =get Vt[In(t,i) — Active-At(p,t)]

Beyond the predicates to represent the activeness of a gracissalso convenient to
define a predicate which verifies whether a process is iraatia certain time instant or
on a given time interval. The latter is particularly usefo élefining the predicate which
determine event occurrences (presented later in thiosgend the predicate which spec-
ifies whether a process proceeds (presented in Section4sBhuld be noticed that there
is a difference between a process being inactive duringtenval and it not being active,
that is,Inactive-On(p,i) # — Active-On(p,i). For instance, if an interval includes some
parts where a process is active and others where it is noeattien— Active-On(p, i)
will hold, but Inactive-On(p,i) should not hold. Hence, the predicates denoting a process
inactivity are defined as follows.

D4.6  Inactive-At(p,t) =get —Active-At(p,t)

D 4.7  Inactive-On(p,i) =qgef Vt[In(t,i) — —Active-At(p,t)]

It was discussed that an event can be said as ‘made of’ a graues that the culmi-
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nation of the process (i.e., when the goal in initiating iteialised) denotes the occurrence
of an event. Therefore, in this logical framework, an evekeh is modelled as a chunk
of a process bounded by temporal discontinuities, meahiigthe process is inactive on
both time intervals which meets and is met by the interval bicivthe event occurs.

Furthermore, since it is accepted that events can also laeded) as constituent of
processes, this might lead to a continuous cycle. Thusmrtant to distinguish event
tokens which cannot contain other events of the same typeseThre callegrimitive
event tokens. Expressly, if a primitive evesbccurs on an intervdl there is no sub-
interval ofi on which an event of the same typeexbccurs.

It can be seen that allowing the existence of nested eveehfokf the same type
implies that events can also affected by gaps, since an et is necessarily bounded
by temporal discontinuities, as discussed above. Therefoother property of primitive
event tokens is that they are not affected by temporal gapanmg that the process of
which it is made must be active throughout the whole inteovalvhich the event is said
to occur. The predicate to represent a primitive event seoge is defined in D4.8, whilst
the representation of non-primitive ones is discussed ati@e4.9.

D4.8  Occurs-On-Prim(e,i) =ges Ivpbii”|
e=-event(V, f) A p=process(b, f) A
Is-Chunk-Of(v,b) A (Vt[In(t,i) — Active-At(p,t)]) A
Meets(i’,i) A Met-by(i",i) A
Inactive-On(p,i’) A Inactive-On(p,i")]

Figure 4.1 exhibits a stretch of the timeline to illustratsgible primitive event tokens
for an event type (bold lines). In this figure, 3 occurrences of the same ewg@e are
shown (on the intervalg, i andi3). On the other hand, no event of typeccur (as a
primitive token) on intervalg,, is or ig, as such occurrences would not be in accordance
with the properties of primitive event tokens discussedrabo
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Occurs-On-Prim(e,iy) Occurs-On-Prim(e,i;)  Occurs-On-Prim(e,is)
- - -~ S - e -~
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=0Occurs-On-Prim(e,iy)  7Occurs-On-Prim(e,is) ~0ccurs-On-Prim(e,ig)
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Figure 4.1: Stretch of the timeline exhibiting primitiveest tokens of type (bold lines).
3 distinct occurrences of the same event tygeafe shown (on intervalg, i» andis,
respectively. Primitive event tokens are modelled as bedity temporal discontinuities,
containing no temporal gaps, and no event of the same typeazam in a sub-interval of
the interval on which it occurs. Thus no primitive event tokd typee is identified on
intervalsiy, is orig.

Notice that the possibility of two event tokens of distingpes occurring in parallel
was not ruled out. That is, given two intervajsandi, on which tokens of two different
event types occur, propositiolerlap(i1,iz) or During(i1,i2) might hold. For example,
since different event types can affect the same geograpatare, such events could rep-
resent an object which expands and rotate over the sameadpdrione. Similarly, the
definitions presented here do not rule out that an event toaerbe followed by another
token of a different type, that is, propositideets(iq,i») might hold wheréd, andi, are
time intervals on which two events of different types occewe if they affect the same
geographic feature).

4.9 Determining Process Boundaries

Section 4.8 described an approach to representing an evemntrence based on the fact
that a process is active throughout the whole interval orcivthie event occurs. However,
as discussed in Section 4.3, a process may be affectezhiporal gaps Such temporal
gaps are represented hergoasiods of inactivityof a process. Thus a given process may
be regarded as active and inactive at different times wahiimterval on which it is said
to proceed. Such interval determines the explicit boureddir a process and is applied
to identify distinct instances of a certain process type.

The approach to determining such boundaries of geograpbimepses is based on
standpoint semantics, so that particular instances of engivocess type can be deter-
mined based on individual viewpoints. Therefore it is shil ta process of typp pro-
ceeds on a time intervaif any subinterval’ of i on which it is inactive is of length less
than a giveractiveness thresholdia(i.e., & is a standpoint parameter for that predicate).
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This definition, however, leads to another important regméstional issue. As dis-
cussed so far, it seems acceptable to say that a process aw@ggrover relatively short
time intervals between its constituent events, represgrieriods of inactivity of that
process. However, it seems controversial to say that a gsqueceeds on a time interval
I which is started or finished by periods of inactivity, withdaking into account the past
or future to look for occurrences of constituent events eerirals outside. To illustrate,
suppose a process whose inactivity threshold is 2 weeksn agsume the process has
been inactive for 5 days until the present time. It could be #& process is still active,
since 5 days< 14 days. However, how could one guess the process has nberkds
culmination point?

This issue is addressed by defining a predidaigceeds-On-Max[a|(p,i), which
captures the maximum intervalover which a process proceeds. Hence the intarval
must be bounded by temporal discontinuities whichlangerthan the thresholé. In
other wordsj is the maximum interval on which there exists no significantporal gaps
(longer than the specified threshold) in the process. Tladipate is defined as follows.

D4.9  Proceeds-On-Max[aw|(p,i) =def
3i'i"”[Starts(i’,i) A Active-On(p,i’) A
Finishes(i”,i) A Active-On(p,i”) A Before(i’,i”)] A
3i'i"”[Meets(i’,i) A length(i") > ah A Inactive-On(p,i’) A
Met-by(i”,i) A length(i”) > an A Inactive-On(p,i”)] A
Vi'[In(i’,i) A Inactive-On(p,i’) — length(i’) < a]

According to the predicate described above, there may bey midferent intervals
I on which a process of the same type (and consequently aifettte same individual
geographic feature) proceeds. Therefore each of theswatdaletermines the tempo-
ral boundaries of amdividual process, whose spatial boundaries are established by the
spatial extension of participant geographic features. eQumocesses are individuated,
it is possible to determine different (and possibly nonftagping) intervals on which
the same individual process is said to proceed. This is Bpediy the the predicate
Proceeds-On[a](p, i), which is defined as follows.

D4.10  Proceeds-On|ai]|(p,i) =det Ji’[Proceeds-On-Max[aw](p,i’) A In(i,i’)]

Figures 4.2 and 4.3 illustrate different situations in vhecprocess of type is said
to proceed. Figure 4.2 shows a process token which proceeddgeyvali. Although



Chapter 4 88 Logical Framework

two periods of inactivity are identified within the procesken, they are ignored as their
duration are shorter than the specified activeness thi@shpl The example of Figure
4.2 also exhibits how the logical constructs that appeahénRefinition 4.9 match the
illustrative situation.

R v
v & SENS
A CQ 4@(9 &AQ’ Ao .‘\v Q;&Q
S L O D QY
2 v & S F e 3 RN
SN D M S AN SO D
S D AT O N &N L Q
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¥ N T T v ~
& had N /& / / °
LN ) 4_—M—H—M H o0 0
| || | —
— I 1 1
ath f dth ath ath

Proceeds-On-Max[a,,] (p,i)

Figure 4.2: Stretch of the timeline exhibiting a processypktp which proceeds (maxi-
mally) on an interval, whereas, represents the specified activeness threshold. The pro-
cess token shown contains 3 distinct intervals on which tbegss is active; contains two
intervals on which the process is inactive but whose lengthsshorter than the thresh-
old; and is bounded by intervals over which the process i&iveand whose lengths are
longer tharg.

On the other hand, in the example of Figure 4.3, a smalleskiuid is specified (com-
pared to that shown in Figure 4.2), meaning that shorteogsiof inactivity are permitted
to regard that the process token exists. Figure 4.3 alssiridites distinct cases in which
Proceeds-On(p,i) would hold for the proposed scenario.
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Ay Ay fag Ay

Proceeds-On-Max[a,,](p,ir) Proceeds-On-Max[a,](p,iz)

Figure 4.3: The same stretch of the timeline shown in Figuze However, in this exam-
ple, a shorter activeness threshajglhas been specified. Consequently, now two distinct
process tokens are identified for intervalandi, (both of typep). These tokens are sep-
arated by an interval over which the process is inactive anos& length is longer than

Sth-

4.9.1 Deriving Events from Processes

It has been shown that primitive events are defined in ternpsamfess activeness. More-
over, it has been discussed that an interval on which a psasesaid to proceed may
contain intervals on which a process is active or inactivertiermore, it has been dis-
cussed that any interval on which a process proceed, boumdéedervals on which it
does not proceed, can be regarded as a chunk of this proakHseaefore can be used to
represent an event occurrence. Hence, an additional pteditust be used to represent
non-primitive event occurrences. In the REGEP frameworkiegipate is employed to
represent event occurrences in general (including nanifive ones), which is defined
in terms of processes they are made of. From Definition D4tkBn be seen that the
interval on which an event occurs is equivalent to the theimas interval on which a
process is said to proceed.

D4.11  Occurs-On[ap](e,i) =qet IV phfe=-event(v, f) A p= process(b, f) A

Is-Chunk-Of (b, v) A Proceeds-On-Max[asn](p,i)]

Finally, the Axiom A4.1 is specified to determine that a ptiwe token is also re-
garded as a event token in general where the activenessidldas zero, meaning that
the event is made of a process which is not affected by terngapes.

A4.1  Occurs-On-Prim(e i) <» Occurs-On[0] (e, i)
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4.10 Identifying Processes in Spatio-temporal Data

It was discussed that the process activeness can be ideritifi@ primitive elements
grounded upon the data. This section presents a method afirdefihe predicate
Active-At(p,t) in such a way that processes can identified in a temporalssefiéo-
pographic data. This approach uses the logical apparadssmed in Chapter 3, so that
the REGEP framework becomes explicitly linked to the datellev

4.10.1 Spatial Changes

Since the aim is to represent processes in terms of spatabels affecting geographic
features, the relatio8patial Chang&C(b, ry, re) is employed to capture the intended de-
notation of a given process classifier. As for geographitufes, this relation is defined
in terms of primitive elements of the logical framework. Hower, a distinct definition
of this relation should be provided for each process clasgifi wherer, andr, repre-
sent spatial regions of a certain feature’s MLP. Hence elieginitions determine how
geometric computations should be computed at data levélad@tspatial change can be
identified within a feature’s MLP.

To illustrate how a spatial change can be defined, definitidrise SC relation for 4
different process classifierexpandingshrinking extendingandcontracting(Definitions
D4.12 to D4.15) are presented below. These changes areatled in Figure 4.4.

A R 4 A R4
v A 4 A
t 1 t 2 t 1 t 2 t 1 t 2

@) (b) (©

Figure 4.4: Examples of spatial changes. In (a) a featurgacis and shrinks; in (b) a
feature extends and expands; in (c) a feature extends amchcts) but neither shrinks or
expands

As shown in Definitions D4.12 and D4.1&¢pansiorandshrinkagecan be determined
by comparing the area occupied by two given spatial regions.

D4.12 SC(expandingri,ra) =qef area(rz) > area(ry)
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D 4.13 SC(shrinkingry,r2) =qet area(rp) < area(rs)

Whereasexpandsand shrinksare defined quantitativelygxtensionand contraction
can be defined qualitatively, in terms of mereological reteghips between two given
spatial regions. These spatial changes are specified figrmdefinitions 4.14 and 4.15
respectively. In these definitions, PP, PO, EC are the RCGae$giroper-part partially
overlapsandexternally connectedespectively.

D4.14 SC(extendingri,r2) =qef PP(r1,r2) V PO(ry,r2) V EC(rq,r2)

D 4.15 SC(contractingry,r2) =qgef PP(r2,r1) vV PO(rq,r2) vV EC(rq,r2)

4.10.2 Defining Process Activeness

Section 4.8 discussed the assumption held for represethingctiveness of a process: if
there is a piece of data that describes a change affectinggaagghic feature between time
instantst; andt, and nothing else is known between them, then a process thiasad
by this change is said to be active framto t,. Here such a piece of data corresponds
to a feature’s MLP, which represents the most detailed mé&tion held about changes
affecting a geographic feature.

Thus the approach to defining process activeness is nownpegse The predicate
Active-At(p,t) is defined in a general manner so that it can be applied to ameps
classifier associated with a spatial change affecting ggate features. In this definition,
a process-type associated with a process clasbifgesaid to be active at a time instant
having a geographic featurfeas its participant it is between the time instantgandte
representing the beginning and end of a cerf&rMLP, in which f changes as described
by the process classifier.

D4.16  Active-At(p,t) =get Ibrptprete|
p = process(b, f) A MLP(f,rp,tp,re,te) A
SC(b,rp,re) A (tp <t <te)]

4.11 Summary

This chapter presentedlagical frameworkfor representing and reasoning about geo-
graphic events and processes, encompassing their ralaifpoto participant geographic
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features.

The framework comprises an approach based on standpoiatsesto handling spa-
tial and temporal vagueness in order to associate spec#i@mbpnd temporal boundaries
with event and processe instances. Whereas temporal vaguisronsidered explicitly
in the definitions ofOccurs andProceeds predicates, spatial vagueness is handled for rep-
resenting geographic features (Chapter 3), whose spatiaidasies correspond to those
of the event and process tokens they participate in. Furibw, it could be seen the
REGEP framework can be adapted for representing and regsabout many different
geographic phenomena, and is flexible to enable reasonsegllmn distinct standpoints.

The next chapter presentsystem prototyp@hich implements the theoretical frame-
work presented in this chapter and the STAR model describ€&thapter 3.



Chapter 5

System Implementation

5.1 Introduction

This chapter describes a system prototype which implemiietdheory presented in
Chapters 3 and 4. This is structured as follows. Section ¥%@sgan overview of the
system prototype. This is followed by a discussion in Secb@3 on the approach to
managing data within the system. Then Sections 5.4 and Sd&ilde the approaches to
implementing spatial and temporal reasoners, respegtiVien Section 5.6 discusses the
implementation of the STAR model presented in Chapter 3.ofxatlg this, Section 5.8
describes the implementation of the logical framework @nésd in Chapter 4. Finally,
Section 5.9 summarises the Chapter.

5.2 The System Prototype

A system prototypthat can process real geographic data has been implementeelt
uate the applicability of the theory proposed in this thedikis system prototype has
been named Progress. The system takes temporal serieogfdppic data as an input
and allows logical queries to be formulated about the datarming textual and graphical
information on events, processes, and the geographiaésatthich participate in them.
The system prototype’s main screen is shown in Figure 5.thisrfigure, the smaller
window shown on the front is a command-line terminal usedtmiilate user queries and

93
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to visualise textual results. The window on the back costaminteractive map for visu-
alising spatio-temporal results in a graphical way. Beytmdhechanism for formulating
and answering logical queries, the system provides sestaatiard GIS functionalities
which can improve the visualisation and analysis of resaolteany different forms. For
example, query results can be overlaid on other thematiclayaps.

& — O **** DROGRESS v0.25 ***+ h,
File Edit View SHP DBMS Map Query Help
%)) 4] D) X

& — O PROGRESS Prolog Terminal - v0.16

‘Welcome to PROGRESS Prolog Terminal - v0.16 —
To redirect the output to map area, use the following prefixes:
- Geometry: G_

- Feature: FT_

- List of Features: LSFT_

- Life Part; LP_

- No printing: NO_

|

Figure 5.1: System prototype’s main screen.

5.2.1 The System Architecture

The system architectures shown in Figure 5.2. The system is structured in three main
layers, nameddata, processingand visualisationlayers. Thedata layer comprises
the KB and the deductive mechanism described in Chapter 3is leae stored in a
spatially enabled Database Management System (DBMS), ithi#sdeductive mech-
anism is implemented in the Prolog programming languagee DBMS used was
PostgreSQL (www.postgresql.org). PostgreSQL is a fremysband well documented
DBMS which contains a specialised module for managing dpaf@mation (PostGIS,
www.postgis.net). The Prolog implementation used for tgyag the propotype was
SWiI-Prolog (www.swi-prolog.org). This is a free Prolog irapientation which is bun-
dled with interface libraries for Java and for ODBC (the Mewét standard for Open Data
Base Connectivity).
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Presentation Layer

Query Formulation v v
(Command-line Terminal) ap Viewer

GIS Engine

REGEP Framework <
», | Map Renderer

L 7

Processing Layer L

Interpretation Engine

| <
Grounding Module _,T Geometry Processor
Y
Data Layer 3
Spatio-temporal Attributed Regions
(STAR Model)

Figure 5.2: Architecture of the system prototype.

Theprocessing layecomprises thénterpretationandGIS EnginesThe former, also
implemented in SWI-Prolog, includes the REGEP logical fraowvpresented in Chap-
ter 4, which processes the user queries; and a mechanisraundythe framework upon
the data. Th&IS Engindas implemented in Java programming language and usesibuilt-
spatial functions provided by the DBMS. This module providendard GIS function-
alities, processes geometric computations required bgrimending module and renders
maps (which may contain spatial information representiegésult of a user query). The
implementation of this module makes use of GeoTools (Wwwet@@s.org), a Java code
library for manipulating geospatial data.

Thevisualisation layemprovides mechanisms for formulating user queries and lsisua
ising their results. The user interaction can be perfornat textually (via a Prolog-like
command-line terminal) and graphically (via an interaztmap). Further details of the
mechanisms for formulating and handling queries, as wetlifalse mechanism for gen-
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erating and outputting results are described later in thapter. Results obtained from
experiments using the system with real-world topographita ére described in Chapter
6.

5.2.2 Logical Language Choice

As described in Section 5.2.1, Prolog has been chosen asdagemming language to
implement both the STAR approach presented in Chapter 3 anbtbgiical framework
presented in Chapter 4.

Prolog is a programming language that originates from fotogic, and is broadly
used today for building applications which carry out taslsniaking use of artificial
intelligence techniques. The factor that primarily digtirshes Prolog from other popular
programming languages is that it is based on declarativgranoming, whilst others are
usually based on procedural programming. This declarajpgoach provides ways of
representing the knowledge using a rule structure whictesgjaate for implementing the
theory proposed in this thesis. Moreover, Prolog has logdg@mmming as its backbone
and is based on proof theory, so that it enables a computgrgroto draw conclusions
by means of logical inference.

Although Prolog is considered a declarative programmimgulge, it also allows
some imperative programming elements to be implementethvi$ particularly useful
for writing programs that process numeric data, such asegtigns which manipulates
spatial and temporal information. In addition, as a genptapose language, Prolog
provides a number of built-in predicates to perform commasks, such as input and
output.

The most popular implementations of Prolog are SWI-Prolog) &iCStus Prolog.
The former is a free and open source, whilst the latter is anceroial implementation.
Both implementations provide a variety of built-in functeofor manipulating many dif-
ferent data types and offer interfaces for connecting tergthogramming languages (e.g.,
Java, C) and to Database Management Systems. The facts thaR8laf) is a free im-
plementation, is well maintained and extensively docueeiias contributed to choose
this to develop Progress. However, revising the system to@asure that it works in
both implementations would be fairly straightforward.

5.2.3 Query Handling

The central component of Progress’ architecture is anprgation mechanism which
implements the theory presented in Chapters 3 and 4. This@oempis implemented as
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a Prolog-style theorem-proving system, with the aim of arévg queries about chang-
ing extensions of geographic features by means of logidalences. Prolog provides
logical reasoning via Horn clauses, and offers a mechamsrhandling logical queries
by attempting to find resolution refutation of the negatiémhe query. That is, it denies
the alleged conclusion and then proves that this is inctargisvith the initial statements.

A Prolog program is executed as the user specifies a certaipnggled a query. By
submitting a query to the Prolog interpreter, one asks vératitan prove that the query
Is true. If so, it answers ‘true’ and displays any variabledimgs that it made in coming
up with the solution. That is, if the negated query is refutets means that the query is
a logical consequence of the program (with the appropriat@ble bindings in place).
On the other hand, if it fails to prove the query true (i.e.hé thegated query cannot be
refuted), it answers ‘false’.

Prolog’s interpretation mechanism assumes that its deg¢adzntains complete knowl-
edge of the domain it is reasoning about. This is known a€thsed World Assumption
— that is, the Prolog interpreter concludes something gefdlit cannot prove it is true
given the facts and rules in its KB. This is also knowmagation as failure

The following query asks Prolog whether it can prove an eweétgpe E occurs on a
time intervall .1

?- occurs_prim(on,E,I).

Notice that, differently from first-order logic, Prolog kgnises ordinary words be-
ginning with a lower case letter as constants, whereashiagare represented by words
beginning with a capital letter. The query above contains tminstantiated variables
andl , and therefore Prolog will try to find values that match thosasistently. Given
the closed-world assumption, if Prolog cannot find any v&lwem the existing KB that
makes the statement true, then it fails.

If it can find from the existing KB any values that match the Igoa
occurs _prim(on,E,I) , it displays the values for the first solution found, as for ex

1The constant ‘on’ shown in the query is required due to a cedse technique adopted. The use of
this kind of constant will be discussed in Section 5.8.
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ample?

?- occurs_prim(on,E,l).
E = event(expands, feature(...)),
| = [2004-07-01 00:00:00’, '2004-11-01 00:00:007 .

If the user press the ‘;’ key (semi-colon), then Prolog wii to find the next solution
for the query, that is, another set of values bound to thealbbes which made the state-
ment true. For example, this might be another interval orcivan event of the same type
occurs. This command can be repeated until Prolog finds aflipe solution. Alterna-
tively, at any time the user can press the ‘. key (period)doraithe query processing.

5.2.3.1 Argument Passing and Control

The unification algorithm of Prolog inference engine getesr@ahe most general unifier
between two formulae. This provides a single mechanism for:

e passing parameters into and out of functions and predicates
e constructing and accessing compound terms;

e comparing and assigning variables [26].

Prolog queries may contain free variables or not. When a qoenyainsno free
variables the output of results is not of interest. Rather, it is of ieg¢ whether the
proposition represented by the query holds within the model example query would
be to confirm that an event of a given type occurred on a spedifterval. Thus the
expected result for a query of this kind consists of a sintple or falseresponse. On
the other hand, when a query contagme or more free variableshe objective is to find
and displayvariable bindingsthat the system made in coming up with the solution for
the proposition represented by the query. In Progressaharivalues may be visualised
either textually or graphically (additional details abthe# mechanism for outputting and
visualising results will be described in Sections 5.2.3:@ &.2.4).

An important characteristic of Prolog is the flexibility ing manner arguments of a
predicate can be used. That is, a predicate can be implethengeich a way that any
argument can be queried and consequently the reasoningecpertormed in different
directions. This is known as the ‘reversibility’ of Prologoggrams. An example is the

2For short, in this example and in other examples in this Secgome details of the representation of
geographic features were omitted (were replaced by The method of representing geographic features
in prolog is discussed in Section 5.6.



Chapter 5 99 System Implementation

form in which the built-in predicatappend(X,Y,L)  can be used. This predicate defines
the relation between three lists such that the third is theat@enation of the first two.
With this predicate, it is possible to construct the liggiven as a free variable) from lists
XandY (given as constants):

?- append([re,mi], [fa, sol, la], L).
L = [re, mi, fa, sol, la] .

Alternatively, one might try to prove the relation with thesfiargument free and the
other two constant. In this case, the system returns thx tisat should be concatenated
to the second to get the third. This is illustrated below.

?- append(X, [fa, sol, Ia], [re, mi, fa, sol, la]).
X = [re, mi] .

Similarly, the predicat®ccurs _prim(on,E,I) of the example above can be used
in a query with just 1 or with no free variables:

?- occurs_prim(on,event(expands, feature(...)),
[[2004-07-01 00:00:00’, '2004-11-01 00:00:007).
true.

For readability, the same query can also be written usingmisted variables:

?- E = event(expands, feature(...)),
| = [2004-07-01 00:00:00’, '2004-11-01 00:00:007,
occurs_prim(on,E,I).

true.

There can be more than one goal in a query. In this case, tbesaad to be different
subgoals of the query. Subgoals must be separated by conmdansuwst be terminated
with a period. Prolog will try to find a solution to the first s3dml and continue to the next
subgoal only after the first subgoal is reached. For exantipdefollowing query checks
whether an event of a given type occurs on a time intervalrbedspecified interval.

?- occurs_prim(on,event(expands, feature(...)), ),
before(l, ['2010-01-01 00:00:00’, '2010-01-01 00:00:00’ D-
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5.2.3.2 Searching for Solutions

In responding to queries, the Prolog interpreter uses attzading search process, as
follows:

¢ If a goal matches with a fact, then it is satisfied.

¢ If a goal matches the head of a rule, then it is satisfied ifdigeals of the rules
body are satisfied.

e When a subgoal fails, Prolog traces its steps backwards tpréhaous goal and
tries to satisfy it again. In doing that all variables thate/bound to a value when
that goal was satisfied are now made free again. Then thegRras to satisfy that
goal again by binding its variables to different values.

e This continues until either the subgoal is satisfied or thehéB been exhausted. If
the latter occurs, Prolog backtracks yet again to the sulpgstebefore the current
subgoal.

Three Prolog’s built-in predicates are of particular iet#rin queries formulated
within Progressifindall, bagof andsetof . These predicates are employed to re-
tain multiple values bound to a certain variable for comipgaith different solutions to
a given goal. These values are unified with a specified variabtype ‘list’. In these
predicates the existential quantifier is represented bynfheoperator .

For example, the goalagof(A,G"S star(A,G,S),Bag) asks for the ‘Bag’ of A's
such that there exists a G and there exists an S suclstthé,G,S) . Since these
predicates take a goal as an argument, they are also cabémpredicates While the
solution list output byiindall  andbagof may contain repeated valuastof removes
all duplicate itemsfindall  is equivalent tdagof with all free variables automatically
bound with the existential operator “”, and succeeds wittempty list if no solution is
found to a given goal. On the other habdgof andsetof fail in that situation.

5.2.3.3 Progress’ Command-line Terminal

The command line terminal was implemented in Java and ieslide usual function-
alities of a Prolog terminal. However, this terminal is ceoted to both the GIS and
Interpretation Engines, so that results of queries prackby the latter can be visualised
either textually or on the map pane. This terminal distisgas from other Prolog ter-
minals by the fact it provides to the user additional formgaftrolling the way values
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bound to variables are processed by the system. That ispl@sican be named by using
several special prefixes, which are used to inform the sysitesse variables should be
processed in a different manner. The following prefixes aszlu

e G_, which informs the system that the values expected to bgrasdito the vari-
able correspond to geometries. Thus, whenever a value isignad to the vari-
able named using this prefix, the graphical representatiothé geometric value is
shown on the map pane and its textual representation is esgga from the termi-
nal.

e FT_, used to indicate that values assigned to the variable smorel to geographic
features. Therefore, values assigned to a variable nantbdhis prefix are dis-
played on the map pane and their textual form are not showhestetminal.

e LFT_, that indicates that the value held by the variable cornedpdo a list of
geographic features. These values are therefore showreanah pane and hidden
from the terminal.

e LP_, used to inform the system that a variable will hold valuesesponding to a
feature life part. Therefore, these values are displayett®@map pane and are not
shown textually.

¢ NO_, which informs the system the values assigned to a variablald be displayed
neither in the terminal nor in the map pane.

As will any usual prolog terminal, Progress’ prolog ternidigplays the solutions for
a given query, by default, as a list of variables specifiechenquery and the respective
values assigned to them. However, displaying values of géwrelements in a textual
form is not usually helpful for users’ analysis. Even if gezines are displayed using
Well-Known Text (WKTY, their representation often consists of a long list of cowtes
which is difficult for a human to comprehend. Hence, by nanaingriable using prefixes
G_, FT_, LT or LP,, the user instructs the system to hide the value from theinatrand
to display it on the map pane, allowing them to visually asalthe solutions.

Furthermore, there are cases where the values assigneat@ble are not relevant
to users, but where the variable is required to formulate eryquin these cases, one
could just ignore the values shown at the terminal; altéralyt the user can order the
system to hide these variables from the output, by namingn theing the prefix NQ
This is particularly important for hiding unwanted geonwtrariables containing long
text strings.

3Well-known text (WKT),http://en.wikipedia.org/wiki/Well-known_text
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5.2.4 Result Visualisation

Progress provides several visualisation tools to supperahalysis of results of queries
formulated using the prolog terminal described in Sectidh®3. A number of results
evaluated by using these tools are discussed in Chapter 6.

As described in Section 5.2.3.3, it is possible to displayttenmap pane values of
variables denoting either geographic features or fedtlifeparts (LPs). The visualisa-
tion mechanism are the same for both situations, that isnwheuser requests to display
a geographic feature, the systems actually displays a LEBhadarresponds to the whole
life of the feature.

Two visualisation modes are provided for LPs. The first, ndméls, aims to provide
more syntactic information about the portion of space ommlipy the feature throughout
the LP. In this mode, jusbne geometrys displayed, which corresponds to the concave
hull comprisingall regionsoccupied by the feature during the LP. This visualisatiomeno
is useful when the spatial information at every time instaittin the LP is not essential
for performing the intended visual analyses. For exampies, inode can be used to
visualise the result of a query for retrieving event ocaoees, so that the whole region
affected by each individual event can be easily identifidtese hulls are displayed using
translucent polygons.

The second mode, namedvigation provides more analytical information about the
space occupied by the feature. In this mode, two buttons ranaded to the user for
navigating along the LP, so that they can visualise each krepatial region occupied by
the feature at different time instants throughout the LFs Titode is useful when the way
a feature evolves during a given interval is relevant foritiended visual analyses. In
this mode, these different regions are displayed usinguwpaqlygons

The user can switch between those visualisation modes dima@wfter the results are
displayed. Moreover, when the analytical mode is active simtactic information is also
displayed on the background for reference. Each piece dfaspaformation redirected
from the terminal to the map pane is represented as a diffenap layer, so that they
can be shown or hidden when convenient. Figure 5.3 showsanmg of a query result
visualised using mode ‘navigation’. In this example, regi@ccupied by a geographic
features at different time are shown using opaque polygahgreas the whole region
occupied by the feature throughout its life is shown usiagstucent polygons.
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(@) (b) (©

Figure 5.3: Example of results visualised using mode ‘retvig’, where regions occu-
pied by a geographic features at different time are showngugpaque polygons; and
the whole region occupied by the feature throughout itsiifshown using translucent
polygons.

5.3 Building a KB upon a Relational Database

The importance of DBMSs for applications developed in Pradogften underestimated,
since Prolog itself can manage significant amounts of dateebheless using a DBMSs
within these applications can provide numerous advanti&@fds Advantages of using
DBMS include their support for transaction management aad tinproved mechanism
for integrity and consistency check. Of particular int¢iasusing a DBMS for develop-
ing Progress was the use of its facilities for storing, malapng and accessing spatial
information.

In Progress, modules developed in Prolog are connectectDBMS via the SWI-
Prolog ODBC Interface. ODBC (Open Database Connectivity) isddieware API for
accessing DBMSs, which is independent of database systeaingpanating systems, so
that an application written using ODBC can be easily portestiter platforms. Animpor-
tant feature of ODBC explored within Progress is its suppmrpirameterised execution
of SQL strings. Whilst direct execution of literal SQL strgig a simple practical solution
for infrequent calls, parameterised execution allows ti@lobse to pre-compile the SQL
query and store the optimised code, making it appropriatarfee-critical operations.

When processing a SQL ‘SELECT’ statement via a SWI-Prolog ODBé€rfiace,
rows are returned one-by-one on backtracking as terms aé@fgpfunctor. The library
pre-fetches the next value to be able to close the statemdméturn deterministic success
when returning the last row of the result-set. In additidms interface provides support
for retrieving multiple rows via théndall ~ predicate, where the result-set is returned as
a list of user-specified terms.

Below is an example of a Prolog code which uses a ODBC connegctmBBMS (i.e.,
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pgconnection ) to retrieveStar facts explicitly asserted in the KB (i.eA-Star(a,g,s),
as described in Chapter 3). This example describes a sindpligiesion of the actual code
used specified the system.

astar(A,G,S) :- odbc_query(pgconnection,
'SELECT attribute, geometry, timestamp FROM star’,
row(A,G,T).

Facts of the Progress’ KB are stored within in a relationabbase. The database
contains tables for storin§tars attributes,CP relations,MP relations, features and fea-
ture lives, each of those corresponding to a specific taldemprove efficiency, records
stored in these tables are indexed by a numeric identifier {TBese IDs are also used to
cross-reference elements between those tables. In add#icords stored in table ‘star’
are indexed by the column ‘geometry’, using specialiseebint structures for geometric
data types provided by the DBMS.

5.4 Implementing the Spatial Reasoner

As discussed before, the Region Connection Calculus (RCC) hasebagoyed as the
theory of space for developing the formalism presentedigittfesis. Moreover, as noted
in Section 5.2.1, Progress prototype uses PostgreSQIGF®&t store and manage spatial
data. Therefore, RCC has been implemented within Progresd baghe spatial relations
provided by PostGIS

On the one hand, RCC comprises a set of qualitative spatidiametabased on the
concept of ‘connection’ between regions (described iniSBe@.2). On the other hand,
PostGIS provides many different spatial relations, botalitative and quantitative. Al-
though some of their relations have similar or identical aanthere is no direct mapping
between them. For example, the RCC relatioerlapsO(ry,r2) holds between two spa-
tial regions if they share any common region. Divergentigdverlapsrelation provided
by PostGIS holds for two geometries if they share space but@rcompletely contained
by each other. The latter, in turn, corresponds to the RCQaalpartially overlaps

Therefore, in Progress, each RCC relation is defined in termgohjunctions or dis-
junctions of PostGIS relations. For instan©ég;, g2) will hold if ST_Contains(g1,02) or
ST _Contains(gz,d1) or ST _Overlaps(g1,92) holds, whereST _Contains are ST _Overlaps
are spatial relations provided by PostGIS.

4PostGIS 2.0 Manual, Section 8.8 (Spatial RelationshipsMadsurements)ttp://postgis.
net/docs/reference.html#Spatial_Relationships_Measu rements
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In the current version of Progress, spatial regions aresgmted at the data level using
PostgreeSQL Polygon geometric typ&eometries are stored and internally manipulated
using the Well-known Binary (WKE) format. Whereas the Well-known Text (WKT)
format is used for friendly visualisation of data and for kifly asserting facts in the
KB containing spatial information. An example of a polygapresented in WKT is
‘POLYGON((60 95, 95 95, 95 110, 60 110, 60 95))'.

5.5 Implementing the Temporal Reasoner

The temporal reasoner implemented in Progress is an egteokihe reasoner developed
as part of theContext Broker Architectur6CoBrA)8. CoBrA's temporal reasoner consists
of two main components: thBase Temporal Reasoneromprising rules for processing
ISO 8601 date and time descriptions, following the stansldescribed in [14]; and the
Extended Temporal Reasonénat provide support for more sophisticated temporal rea-
soning, such as thimterval Calculus The latter is based on the ontology and axioms
described by Hobbs et al. [50].

The reasoner implementation is based on two temporal&titiamely, time instants
and time intervals. These entities are represented asdrlists. A list representing an
instant should contain a single element; whereas a lisesgptting an interval should
contain two elements, corresponding to the instants thginkend end the interval (in
this order). Elements in a list are assumed to be singleegudate-time descriptions
in the 1ISO 8601 format. An example of a time interval whichduals this structure is
[2006-10-11 01:30:00’, ‘2013-05-15 12:00:00’].

5.6 Implementing the STAR Model

Chapter 3 presented a logic-based approach to represemtggagphic spatio-temporal
data, which allows inferences to be made for deriving imip8patio-temporal Attributed
Regions from other explicitly asserted in the KB. This sectlescribes relevant aspects
relating to the implementation of this approach.

SPostgreSQL  Geometric  Types, http://www.postgresql.org/docs/8.2/static/
datatype-geometric.html

SWell-known Binary (WKB),http://en.wikipedia.org/wiki/Well-known_binary

"Well-known Text (WKT),http://en.wikipedia.org/wiki/Well-known_text

8Context Broker Architecture (CoBrAttp://cobra.umbc.edu/about.html
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5.6.1 Implementing Axioms for Integrity Checking

As noted in Chapter 3, the STAR model comprises two main sedgioms, one for de-
termining integrity constraints amondStarfacts and another which comprises rules for
deriving implicit Stars These axioms have been implemented using Prolog, and there
fore are based on Horn Clauses. For this reason, integriyresxare specified based on

a special predicataxiom(Name, Formula) , whereNameis an identifier for a given
axiom andrFormula is a formula that contradicts that axiom. Hence, the KB 8a8is

an integrity axiom referred to bMameif the propositioncheck _axiom(Name) is true,
where the predicateheck _axiom is implemented as follows.

check_axiom(Name) :- axiom(Name, Formula),
\+check_formula(Formula).

In check _axiom , the predicateheck formula is used to search for some violation
of the formulaFormula . Therefore the negation as failure succeeds if no fact isistent
with the formula is found.

Below is an example of a formula implemented to check AxionD3described in
Chapter 3. In this Prolog code, it can be seen the conneatitteis represented as a
function symbol. Its logical meaning is captured by the iempéntation of the formula
checking mechanism. This connective has been implementezlt specify conjunctions
of sub-formulae within a given formula. Other similar conties (e.g.or ) have also
been implemented to help specify formulae.

axiom(axiom_cp_catt_fatt cardinality 2,
and([
fatt(AF), cc(AF, AC), cc(AF,AC1), AC\==ACl1
1)

The predicateheck _multi _axoms(L) has been implemented to check whether the
KB satisfies a list. of axioms (where each element ofis an axiom identifier). Thus
the truth of a proposition using this predicate, withreferring to all integrity axioms,
is verified for Star facts explicitly asserted in the KB. This predicate is impégted as
follows.

check_multi_axoms(L) :- loop_multi_axioms(L).

loop_multi_axioms([]).

loop_multi_axioms([Hd|TI]) :- check_axiom(Hd),
loop_multi_axioms(Tl).

To gain performance efficiency, integrity axioms are notfiext for each new fact as-
serted in the KB. Rather, the KB is often updated using batchesvofacts, and therefore
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check _multi _axoms(L) is checked only after each batch update.

5.6.2 Implementing Derivation Rules

Derivation rules (presented in Section 3.5.2) are impldetm the system in usual form
head :- body , where the head always consists of the predis&té¢3 and the body
consists of calls to predicates representing the rule’ss§odhese goals must include
at least one call to predicatesar/3 or astar/3 . In addition, it should be noted that
astar/3 must not appear in the head of a rule, since this predicateteéeaStarthat is
explicitly asserted in the KB, whereas the head of a rule denitte element derived by
the rule. An example describing a simplified version of thel&®y code used to retrieve
explicitly assertedstarsfrom the KB in given in Section 5.3. Sections 5.6.3 to 5.6.6
describe relevant aspects of the implementation of désivaitiles.

5.6.3 Explicitly Asserting Derived Facts

There are certain cases in which deriving implicit factgrfrother existing ones requires
performing costly spatial calculations. Therefore thegerences are not suitable to be
made at runtime (i.e., query time). For this reason, Pregmedudes mechanisms for
explicitly asserting certain derived facts in the KB, allagiithem to be quickly recovered
at runtime.

In the current version of the STAR model implementation witRrogress, the fol-
lowing elements are explicitly asserted in the KB after geiferred from other existing
facts.

e Star facts describing spatial extensions of geographic featateparticular time
instants. These facts are produced by performing Derwa®ioles DR2 or DR6,
and then DR4 (presented in Chapter 3).

e Star facts produced by the Derivation Rule DR3 (presented in Ch&)texhich
deals with the principle of inertia.

e Facts describing geographic features and their lives.

Beyond the fact that these elements require significant tinetinferred, they have
been chosen to be explicitly asserted in the KB because tnepe finitely produced by

9Predicates specified in Prolog are described in the foredicate _name/arity . Therefore,
star/3  refers to the predicatstar(A,G,S) , whose arity is 3. Variable8, G, andS denote, respec-
tively, attributes, geometries and timestamps.
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the derivation rules. Contrastingly, derivation rules vihean produce an infinite number
of elements are only used in the system to check whether a diypothesis is true.
However, inferences performed by the latter usually respugr small amount of time to be
performed.

For instance, since a certain region may contain an infinilenber of sub-
regions, DR1 is only used in the system to evaluate propaositilm which
the variable representing the sub-region is instantiatedTo illustrate, sup-
pose the propositiostar(’hot’, 'POLYGON((6 6, 9 6, 9 9, 6 9, 6 6)),

[2012-01-01T00:00:00']) (where ‘hot’ is a homogeneous coverage attribute) is
given to the system and suppose it can destag’hot’, 'POLYGON((2 2, 11 2,
11 9, 2 9, 2 2)), ['2012-01-01T00:00:007) , such that the first polygon is

part of the second. Thus, once the latter is derived, thesysan prove the given proposi-
tion is true considerably quickly by a single execution of DREvertheless, deriving the
latter might require significant amount of time. Hence, # thtter is explicitly asserted
in the KB, the whole proof could be quickly completed.

Therefore, by explicitly asserting deriv&darsrepresenting extensions of geographic
features at particular time instants, the system can «ftigieerive Starsvia DR5. Then
these implicitStarscan be used to derive othBtarsvia DR1 (also quite efficiently). The
reasoning performed by the system is similar for facts desicy extensions of simple
or compound features. However, facts describing homogenesgions used to derive
extensions of simple features can be removed from the KB afigerting derived facts
explicitly. This is possible because the originating faga be derived back from the new
fact. However, the same does not applies to compound feasiree it is not possible to
infer (from a single fact representing the extension of #aure) the exact extensions of
their constituent regions with different types of covermge

Given the fact that derive8tarsrepresenting spatial extensions of geographic features
are explicitly asserted in the KB, it should be noted thatpadiog to Axiom 3.18, when
the inference is made from the left-hand side to the rigtdhside (DR5), theStar fact
which appears in the body of the rule can also be considered@essed in the form
A-Star(a,g,s), meaning that the fact is explicitly asserted in the KB.

According to the axioms presented in Chapter 3, it can be edtihat DR3 could
derive an infinite number d@tarsfrom an existingStar, since there are an infinite number
of time instants within any given interval. However, in Preggs, this derivation rule is
also used to derivBtarswhich will be explicitly asserted in the KB. But the system only
derivesStarsfor timestamps already associated with other existingfalhat is, for each
existing timestamp in the initial KB, the system applies DR8¢vive new elements by
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instantiating the timestamp variable. Once the elementseateby DR3 are explicitly
asserted in the KB, the system only uses this rule for evalggtropositions where the
timestamp variable is instantiated. Therefore, sincerferénce mechanism has to con-
sider only the last known timestamp before the specified thiese inferences are rapidly
performed.

Furthermore, elements derived by DR3 should be assertee iKBhbeforeexecut-
ing the mechanism for deriving (and then explicitly assgispatial extensions of geo-
graphic features. To illustrate this need, suppo&taa associated with attribute and
timestamps; is derived via DR3 from an existin§tar associated with the timestansp
(wheres; < s) and with the same attribuge Then suppose the initial KB containSgar
fact associated with, whose geometry is externally connected to the geometreded
with the derivedStar. Therefore, it is clear that these geometries should beidersl
in conjunction for deriving &tar representing the maximal extension of regionssgat
whose coverages are both denoted by attribute

Another important aspect of the STAR model implementatthat, in some situa-
tions, derived facts which were explicitly asserted in tHe Kave to be deleted in case
additional data are to be input to the system. This is needehwew facts includstars
associated with timestamps within the range of timestaritpady known by the system
(i.e., new timestamps might either match an existing oneedrdiween other two already
presented in the KB). This is specially important due theqipile of inertia that is con-
sidered here. That is, a new fact may invalidate the assomghtiat something has not
changed between two time instants.

5.6.4 Implementing the Principle of Inertia

There is a slight difference in the way the principle of irers considered in pure logic
and the way it is implemented within the system. Accordind@trivation Rule DR3
(Chapter 3), if a spatial region covered byc at t; is partially clipped between time
instantg; andt,, then the coveragewill hold att, for every sub-region af which have
not been not clipped in that period. However, it should bécedtthat axioms relating to
DR3 do not specify a method of determining precise spatia@restons of sub-regions of
r whose coverage persisttat That is, Axiom 3.17 assumes the appropriate non-clipped
sub-regions will be correctly derived by DR1.

On the other hand, as noted in Section 5.6.3, Progress doepply DR1 for pro-
ducing implicit regions. Consequently, in the example abdie system would not be
able to infer a region that would make true the propositiastextially quantified on the
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left-hand side of Axiom 3.17. This issued is solved in thetaysimplementation by
including in the derivation rule a method of calculating gpatial difference between
the regionr and the regions that have been clipped betwgemdt,. The result of this
calculation corresponds to the maximal sub-regiom diat has not been clipped (i.e.,
which remains covered hyatty). Therefore it represents the inferred region that will be
explicitly asserted ab.

5.6.5 Calculating Maximal Extensions of Regions

In the theory presented in Chapter 3, maximal extensionggadms of a particular cover-
age are determined by performing DR2 or DR6 successively thnatitlerived region can
be applied to DR4 to derive the final result. Although the reaspperformed by DR2 or
DR6 suits the problem from the conceptual point of view, it bamoticed that successive
derivations by DR2 or DR6 may be computationally inefficiertisTmight occur due to
the fact that these derivation rules considers only a paiegions at a time to produce
new regions that best represent the the sum of the other tWiglfwequires performing
costly spatial calculations, such as for obtaining spatibns or concave-hulls).

For that reason, these rules are implemented in Progresigh#ly different manner
than that seen in Axioms 3.15 and 3.19. The main differentleals in the system, the
geometric representation of the region derived by DR2 or DR®igalculated for each
call to the Prolog predicates corresponding to their imgetations. In the system, when
the body of the formulae is satisfied (in Axioms 3.15 or 3.19,two regions considered
in that are just ‘labelled’ as part of the final result. Thear,dach region already labelled,
the system successfully calls those predicates by spegifiie region as a constant (i.e,
an instantiated variable) and leaving the other varialde.fiThen regions bound to that
free variable are successively labelled as part of the tteBwentually this processes is
exhausted and then the geometric representation for thegeajg (e.g., a concave-hull)
is calculated by taking into account all labelled regions.

5.6.6 Calculating Spatial Aggregates and Concave Hulls

Section 5.6.5 described the implementation approach grmé@ting maximal extensions
of regions of a particular coverage. As discussed in Se@&ibr8, such maximal regions
may be characterised by the formation of aggregates ofmegubich are in fact separated
from each other.

In Progress, the predicagear([d](a,g,s) (presented in Section 3.5.3) takes the form
star(D,A,G,S) . Distance measurements for calculating aggregates asal lwasthe
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PostGIS functiorb T _DWithin(gl,g2,d), which returns true if the geometrigd andg2
are within the specified distandeof one anothéf.

As specified in Axiom 3.19, the spatial extension of an agaegs determined by a
concave hull which encloses all regions that belong to ameggge. The algorithm for
calculating concave hulls used within Progress is thatemgnted in PostGIS function
ST _ConcaveHull*L. The output of this algorithm depends on a numeric paranjeteging
from O to 1) which specifies the target percent of area of coimdl the solution will
try to approach before aborting the execution of the algorit Moreover, choosing the
appropriate value for this parameter involves a trade-gifileen accuracy and efficiency.
Many different algorithms for calculating concave hulle aurrently available, and the
algorithm used within Progress can be changed straigh#ficiiy

Experiment$? using the system with a real spatio-temporal dataset hawmersthat
there is a substantial increase in the execution time whepéhcent target is reduced by
just 0.01. For example, experiments have been conductedving 260,762 polygons
for generating 3,961 concave-hulls. Then it has been ezhtisat executing these exper-
iments using a typical desktop computer is impractical &lugs of target percent lower
than 0.95. In addition, it has been observed that the diffsxen accuracy is not signifi-
cant when this value varies between 0.95 and 0.99. Henceuthent version of Progress
establishes a constant value of 0.99 for the target pereeateter.

However, there are certain cases (although considerabdgurent) in which this algo-
rithm provides unsuitable outputs, leading the system ttopa inadequate conclusions
regarding changes affecting the extension of featurestower An illustrative scenario
describing this problem is presented in Figure 5.4. Thisréigghows the concave-hull
generated for a set of regions (corresponding to an ag@efgattime instant$; andt,
(wheret; < t2). In this figure, it can be noticed that the aggregate abntains one ad-
ditional element, but whose presence should not affectaheave hull established at
That is, if these concave-hull represented extensions @irécplar feature, the feature
should be regarded as unchanged farto t,. Nevertheless, as seen in the figure, the
presence of this new element caused the concave-hull deddaat, to be smaller than
that ofty, leading to an improper conclusion that the region has $hiruthat period.

Opostgis.refractions.net/documentation/manual-svn/ST _Dwithin.html
Hpostgis.org/docs/ST_ConcaveHull.html
12Results of using Progress with temporal series of topogeajita will be presented in Chapter 6.
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Figure 5.4: Unsuitable concave hulls generated for changggregates.

5.7 ldentifying Geographic Features

As described in Section 3.6, a geographic feature is matiabean entity which endures
over time and that is said to have a life. Then Section 3.@®dhices the concepts of
Feature Life, Life Part (LP), and Minimum Life Part (MLP), cdilefines the identity
criteria of a feature based on the connectivity betweenpisgial extensions throughout
its life.

In Progress, the predicateature(Aggr,Type,Life) is defined, whose argu-
ments correspond, respectively, to the aggregation factgioyed to determine the spa-
tial extension of the feature at a time; the feature type;thedeature life. The feature
life is represented in the system as a list of MLPs, and eacR Mltepresented using the
predicatemlp(LG,LI) , where LG and LI are lists of 2 elements, corresponding to the
geometries and intervals at the beginning and end of an Mispectively.

As discussed in Section 5.6.3, geographic features areesse the KB with the ob-
jective of improving performance. The mechanism for indibating geographic features
is triggered by calling the predicateake_features(Aggr,Type) . This mechanism re-
trieves allStarsfacts describing spatial extensions of geographic feattrat match the
aggregation factoAggr and the feature typ&ype. That is, these facts are of the form
star(D,A,G,S) , whereD andA are unified withAggr andType, respectively.

The crucial point within the implementation of the predi-
cate  make_features(Aggr,Type) is a call to the predicate
feature _individuals(LStars, IndLife) . This predicate is applied to iden-
tify individual features (according to the identity crii@r from Star facts representing
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spatial extensions of many different features. In this jwagd, LStars is a list of all
Starsin the KB representing feature extensions (for a given agggren factor and type),
and variable IndLife is bound to values corresponding tdeadf an individual feature
for each solution of the predicate.

5.8 Implementing Predicates for Events and Processes

There are a few differences between the form in which préekceelating to events and
processes are structured in pure logic and in the systenemsitation. One difference is
that, in the system, a special predicate is used to représmpbral standpoint semantics
parameters. This predicate takes the fame _threshold(0,2,0,0,0,0) , Where ar-
guments correspond to the number of years, months, dayss,hainutes, and seconds.
This structure allows the system to perform temporal catoahs involving these thresh-
olds and timestamps represented using ISO 8601 date andi¢isceiptions (as required
by the temporal reasoner described in Section 5.5). Thidigate is passed as arguments
of other predicates as exemplified below.

proceeds(on, time_threshold(0,2,0,0,0,0), ProcType, In tv).

Another important distinction is that the system employpecgl argument in predi-
catesactive , proceeds andoccurs to denote their different variations, such as ‘active
at’ and ‘active on’. For instance, the predicatgive is structured as shown below.

active(Active, ProcessType, Interval)

In the Prolog predicate shown above, the argun#etive should be unified with
constanton or at . Specifying these variations using an argument (rather tedining
different functors) enables code reuse and consequenkgsriae code more concise and
maintainable. Moreover, these arguments are essentinbtiesthe reversibility of these
predicates, that is, to allow free variables to be specifieplace of these arguments to
ask the system to find appropriate values for them in diffesénations (though it is not
implemented in the current version of Progress). In thig ctigese arguments would be
fundamental for improving efficiency, since tasks which esenmon for all variations
of a predicate can be processed first, and then auxiliaryiqad are called to perform
specific tasks (e.gactive _aux(on, ProcessType, Interval) ).

As noted in Section 5.2.3.1, an important characteristi®mflog is the flexibility
in the manner arguments of a predicate can be used, allowifegetht arguments to
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be queried by perfoming the reasoning in different direxdioHowever, there are cer-
tain cases in which such a reversibility of Prolog programsat possible. Implement-
ing this reversibility is particularly challenging whenalimg with spatial and temporal
information. For example, the predicadetive(at, ProcessType, Instant) is
not supposed to be used wilhstant as a free variable. This is not expected since
there may be an infinite number of time instants within a giwgarval. On the other
hand, active(on, ProcessType, Interval) might be included in a query with
Interval  instantiated or not.

Other cases within Progress implementation which reqgipesial treatment include
the case where a given predicate argument corresponds tieraerg that might have
been explicitly asserted in the KB with the objective of gagnefficiency. Thus, the
implementation of these predicates should include arsiftoeenable different possible
reasoning flows. A typical example is for an argument représg a geographic fea-
ture!3, where the system has to decide whether the feature willfeett}i retrieved from
the KB or inferred at query time. Specific points in Progressie where the reasoning
direction should be controlled are determined by employirggpredicatesonvar(X)
orvar(X) ,that checks whether a variabfas instantiated or not, respectively.

There is still a relevant difference between theory and em@ntation which should
be highlighted. In Chapter 4, the predicatetive-At is defined in terms of feature lives,
whereasActive-On is defined in terms of théctive-At. However, this cannot be imple-
mented in the system as it is not able to derive all time instaiithin an interval. Thus
the system implements these predicates the other way rdinad.is, the activeness of a
process on time intervals is inferred from the feature hied themActive-At can be used
by specifying a constant value to the argument represetiimgme instant.

Another important aspect of the implementation of Progtleasis worth to be high-
lighted is that it explicitly asserts facts describing ptive events (beyond the elements
mentioned in Section 5.6.3). The motivation for this is $&mto that of asserting max-
imal extensions of geographic features. That is, whiledmottip reasoning (inferring
events from MLPSs) requires significant amount of time to beégemed, top-down rea-
soning (e.g., to infer process activeness at a given tinianhfom primitive events) can
be performed quite quickly.

BArguments denoting geographic features are specified mitie predicates representing event and
process types, such asaective(on, process(expanding, F), I).
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5.9 Summary

This chapter presented Progress, a system prototype iraptechto evaluate the appli-
cability of the theory proposed in this thesis. A descriptad the system’s architecture
and an overview on its main components has been given. Theaifispliscussions have
been conducted on the approaches to implementing the Ispatidemporal reasoners;
the STAR model presented in Chapter 3; and the logical framepr@sented in Chapter
4.



Chapter 6

Results of Using the System with
Spatio-temporal Data

6.1 Introduction

This chapter describes the experiments carried out usangytstem prototype (presented
in Chapter 5) with temporal series of topographic data, aagnéxes the results obtained
from these experiments.

Results will be assessed for different components of theesysin particular the
logic-based approach to modelling spatio-temporal daththe logical framework for
representing and reasoning about geographic events andsses. The former will be
examined based on the system’s capabilities of inferringion spatio-temporal data in
different situations, and of producing appropriate repnégtions of geographic features
that are said to exist over time. The latter will be testecedamn its suitability for an-
swering different types of logical queries.

The main objective of these experiments is to evaluate thicability of the proposed
theory to processing real spatio-temporal data, with algr attention to the consistency
and coherence of output results. Although the computdtipedormance is not the fo-
cus of the experiments, this chapter also describes thalbyperformance (in terms of
executing time) for carrying out a variety of different taskith the system.

This chapter is organised as follows. Section 6.2 descthesmethodology applied

116
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to evaluate the coherence and correctness of results mddycthe system. Following
this, Section 6.3 describes the case study considered folucting the experiments and
presents the dataset input to the system. Then tasks cauatiéal preprocessing the input
data are described in Section 6.4. Then Section 6.5 exairtiaeperiments and results
obtained by using the STAR model to derive implicit spagaiporal data and to indi-
viduate geographic features. Section 6.6 describes tldigabtained when the system
was tested for answering queries formulated using the dfaoguage], interpreted by
the REGEP framework. Following this, Section 6.7 gives arralanalysis of obtained
results and draw some conclusions. Finally, Section 6.8sanses the chapter.

6.2 Evaluation Methodology

The process adopted for evaluating the system is based entivbj criteria, to ensure
it is clear what are considered successful results of usiagheoretical model. There-
fore, a set of logical queries and their respective expedsdits are set out in advance.
As the system outputs match the expected results, thesererpés indicate the system
is effective for identifying the conceptual elements intgpéemporal data (i.e., events,
processes and their participant geographic features)adascwhere the set of expected
results is considerably large, a sample of this set comtgiaireduced number of items
was considered. These cases will be described in detailaticBe5.6.

Several activities have been conducted to support the @&waituprocess, both to help
set out expected results and to help assess the appropeatehresults. One activity
was based on visual analysis of query results. This activity conducted to support the
evaluation of queries whose result consists of spatial efesn That is, produced results
are displayed on the interactive map within Progress, aratiaty of spatial relationships
that were expected between spatial elements can be vesified as overlaps and external
connections. Moreover, expected differences in shapedsstwyeometries representing
spatial extensions of a certain geographic feature atrdiiteimes can also be examined.

Storing the spatio-temporal data in a relational databagenna DBMS allows the
system to be verified based on data analysis using toolsgad\wy the DBMS. Hence,
another supporting activity consisted of querying theisp@mporal database using SQL
(Structured Query Language) to verify the consistency atebrity of obtained results.
This activity is particularly useful for the cases where tbgults generated by the system
are explicitly asserted in the database (e.g., geographtares and certafstarg.

Furthermore, having a relational database whose elementstarrelated by unique
numeric identifiers is an additional resource to reducetidadly the risk of misinterpre-
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tations that may occur while conducting purely visual assly For example, different
features may have similar shapes at the same time, whichtrogglse difficulties for

individuating them precisely by visual analysis. Also, ckiag whether a particular ge-
ographic feature (with a unique numeric identifier, e.g, 4243’) is a participant in a
certain event may provide more accurate results.

For many cases, a single query formulated within Progregg tise logical language
O would correspond to multiple complex queries using SQL t@mivbequivalent results.
In other cases, there is no query in SQL that correspondsosetformulated usingl.
Thus, in this activity the objective is not to obtain equaratl results using SQL for com-
paring against those produced by Progress. Rather, SQLegume employed to verify
the integrity and consistency of results of produced by yis¢éesn’s inference mechanism.
For example, through SQL, it can be easily verified whethexaggaphic feature’s life is
consistent (e.g., whether their time instants are in asrgnorder, whether consecutive
spatial extensions are connected).

The experiments described in this chapter were conductedtuate the general
suitability of the system for deriving implicit facts andrfanswering logical queries.
However, a number of automated unit tédtave also been developed to ensure the cor-
rectness of the system’s code (including the Prolog codeitfy@ements the proposed
logical framework). Although those tests are based on redié@s, produced artificially
(and manually) to represent simple test scenarios, theyrgrertant not only for ensur-
ing the code is correct, but also for allowing the proposebith to be extended safely
whenever it is needed.

6.2.1 Auxiliary Tools

Some auxiliary tools were used to support the system evatuptocess. As discussed
before, the querying mechanism provided by the DBMS was us#u tb help set out
expected results and to help examine the appropriatenghle oésults produced by the
system.

Another auxiliary tool was also used to help explore spaioporal data and to sup-
port visual analysis of obtained results. This tool was yRigopen source desktop tool
for GIS data access, editing, and viewing. Figure 6.1 shbesiDig’s main screen.

LUnit Testing, https://en.wikipedia.org/wiki/Uniesting
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Figure 6.1: uDig’s main screen.

Furthermore, an auxiliary tool was developed to supportaitigvity of setting out
expected results of logical queries. This tool can be ewecwutithin Progress and is
capable of displaying temporal series of spatial data. @luzga can be loaded either
from a set of Shapefilésr from a spatial database stored within a DBMS. The main
screen of this tool is shown in Figure 6.2.

In that visualisation tool, geometries associated witfedgnt timestamps can be vi-
sualised simultaneously, and different colours are engualdg distinguish their temporal
information. The system can render geometries using a skt oblours (shown on the
bottom of Figure 6.2), ranging from light blue to red. Red iplggd to colour the most
recent elements (i.e., those associated with greatesttammg@) amongst those displayed,
whereas blue geometries represent the oldest elementsskance, suppose a temporal
series containing polygons associated with differentradde years (from 1951 to 1970)
is loaded in the system. In this case, 1970’s geometriesaoei@d in red, 1969’s ones
in brown, 1968’s ones in orange and so on. Since there areldntplours available, all
polygons associated with years 1951 to 1959 are coloureldién b

2Shapefile, http://en.wikipedia.org/wiki/Shapefile
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This tool allows the user to select the portion of the timéesahat should be displayed
(e.g., from 1955 to 1968) and to change the temporal grahutamsidered for displaying
geometries, which is set to 1 by default. For example, by gimanit to 2, the polygons of
the example above would be displayed as follows: polygossaated with 1969-1970
in red; those corresponding to 1966-1967 in brown, and s@ bis.functionality is useful
for changing the level of detail the data is observed, helpientify, for example, areas
where spatial changes occur more frequently.

Figure 6.2 can be used to illustrate the way visual obsematcan be conducted
using that tool. For instance, from the 8 polygons locategr@gmately in the centre
of the figure, an evolving geographic feature can be idediifihose spatial extensions
at different times would correspond to the concave hull iggpio the aggregation of the
following polygons:

1. three polygons in light blue; then
2. previous polygons (item 1) + two polygons in light gredrert
3. previous polygons (item 1 and 2) + one polygon in dark gréem

4. previous polygons (item 1, 2 and 3) + one polygons in yellow
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Figure 6.2: Visualisation tool main screen.

6.3 Case Study and Dataset Description

Experiments using Progress have been conducted in the foancase study, investigat-
ing the phenomenon of deforestation in the Amazon rainfanes7-year period (between
June 2004 and May 2011). The dataset used in this case stodigisoof distinct sets of
polygons, each of which representing regions deforest8danilian Amazon in a partic-
ular calendar month. This 84-month period dataset contatotal of 47,459 polygons.

These data are produced as an output of DEJpRoject at INPE, that uses remote
sensing techniques to detect land cover changes within thalBn Amazon area [80].
This dataset is in the public domain and is published on DESERbsite. Moreover, an
auxiliary dataset containing the Amazon boundaries has bsed for an improved visu-
alisation of results. This dataset is maintained by the BeawMinistry of Environment
(MMA) and is available online for the public doma&in

SDETER (Near Real Time Deforestation Detection in the AmazoRegion),
http://www.obt.inpe.br/deter/

4INPE, National Institute For Space Research, http://wnpeibr/ingles

SMMA open data, http://mapas.mma.gov.br/i3geo/datadoashhtm
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Given the large number of polygons contained in that dataséas been helpful
for carrying out experiments considering different scaagmwhere events and processes
can be identified under many different circumstances. Nwiess, as this dataset is
limited to a single type of coverage (i.e., denoting that iade region is deforested), it
has not been sufficient for evaluating the adequacy of theesyfor performing all the
inferences described in Chapter 3. Hence, these specifibitiipa have been evaluated
using a number of synthetic datasets. Although these datesetain a reduced number of
polygons and shorter temporal series, they include vaddterent attributes. Therefore
these datasets are adequate for the objectives of the Bwalymocess. Experiments
conducted based on synthetic data will be described in&@e6tb.1.

6.4 Data Collection and Preprocessing

The data generated by DETER Project are distributed in Sitepermat, where each

file contains a set of polygons corresponding to regionsrdsted in a particular period
of time. Data were released on a monthly basis since June 206@4nore recently they
have been released every 15 days. As the experiments cautietthis thesis were based
on data up to May 2011, the raw data collected from INPE ctsisone shapefile per
month.

Although these data follow an overall high quality standainey are still the subject
of certain inaccuracies and inconsistencies, which shoailtiinimised before using them
as an input in Progress. For this reason, different mecimanisr preprocessing the data
have been developed. One of the problems affecting theseiglite existence of un-
expected overlapping polygons. Since each polygon repiesenew deforested region
(i.e., a region which is classified as ‘forested’ in one obagon and then is classified as
‘not forested’ in the subsequent observation), two oveilag polygons associated with
different periods could only exist if the intersection beem them represented a region
that has been deforested, reforested and then deforesied &tpwever, in most cases,
the temporal distance between them is not long enough to pwdsble the occurrence of
a sequence of events of this nature. For instance, in soree sash a temporal distance
is of just 1 or 2 months. Figure 6.2 has been produced usintpthelata, and therefore
some undesired overlaps (i.e., between polygons of diffex@ours) can be visualised.

To deal with this problem, an algorithm to eliminate undegimtersections between
polygons has been developed within a PostgreSQL storeeguoe. The most important
decision in developing this algorithm is whether the regionresponding to the inter-
section between two polygons should be regarded as a neg@ulgr as part of one of



Chapter 6 123 Results of Using the System

them. It has been observed that these overlaps frequertly between polygons whose
areas are considerably different (i.e., one is much largan the other). In addition,

there are many cases in which the smaller polygon is cordainthin the other. Thus,

the developed algorithm generalises the solution by censid that the intersection be-
tween two polygons belongs to the larger polygon. Consefdat the cases where
one polygon is inside the other, the smaller polygons arevechfrom the dataset. As
a result of this data preprocessing, overlapping polygatoime externally connected,
and therefore become useful elements for carrying out @xpets for calculating spa-
tial extensions of geographic features as maximal wellhegted regions of particular
coverages, as discussed in Chapter 3.

Another issue with these data is the existence of missingesiés in the temporal
series. Thatis, there are no data available for 7 months gsttime 84 of the series inves-
tigated. It is not clear whether these elements are missiega some kind of technical
difficulties faced by the provider or whether a missing elatrmeeans that no deforested
area has been identified. However, the existence of penoasich geographic features
remain unchanged is useful for evaluating some charatitsrigf the proposed theory,
such as the mechanism for determining geographic featlives and the method of
handling temporal vagueness. Thus, for this reason, it bas lhssumed that missing
elements represent periods where no change have beenathserv

Finally, it has been noticed the raw data contain a significaamber of polygons
(34,645 out of 39,428) which are extremely small in area aittbhy dispersed in space.
Consequently, when these tiny polygons are processed fopasing geographic fea-
tures, each one originates a distinct feature that doesmu#rgo any change over time.
For this reason, these features are not relevant for evadutite system in terms of its
ability to detect events and processes. Such tiny polygon&l@nly be used to com-
pose extensions of geographic features which performapatanges by aggregating
them using are considerably great aggregation factor. thetess, the obtained result is
again not relevant, as the area of the concave hull gendi@atadgregate is exorbitantly
greater than the sum of the areas of originating polygonscklgt has been realised that
these polygons could be removed from the dataset withoudirgusignificant negative
impact to the experiment results. Conversely, by removimgdhelements, the dataset
has become more concise, containing 4,783 polygons whigimate features that in fact
perform a variety of different changes and are thereforgftklor evaluating the system.
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6.5 Evaluating the STAR Model

This section discusses the results obtained by using themsys derive impliciStarfacts
through the derivation rules described in Section 3.5.2.

6.5.1 Deriving Stars with Different Attributes

As discussed in Chapter 3, a number of impl&tarfacts can be derived by relating facts
of different attributes, such as deriving a heterogeneegi®n from a set of homogeneous
regions. Thus a number of experiments have been condudtagithe system prototype
to evaluate such system’s inferences capabilities. Tleisoseaims to describe some syn-
thetic data produced for conducting this evaluation ancesrdbe some results obtained
from experiment using these data.

These experimental data comprise:

e Facts representing the following attributes:

— Homogeneous coverage attributégsh watey crop plantation pasture as-
phaltandbuilt-up;

— Heterogeneous coverage attributagricultural andurbanised
— Simple feature attributesake

— Compound feature attributefarm andtown

e Star facts associating polygons with different homogeneousi@me attributes
and 5 different timestamps: 01/01/2009, 01/01/2010, O2@u1, 01/01/2012,
01/01/2013 (all at 00:00:00).

e Facts relating attributes:

— CP(crop plantationagricultural), CP( pastureagricultural),
CP(asphalturbanised, CP(built-up, urbanised;

— MP(fresh wateflake), MP(agricultural, farm), MP(urbanisedtown).

Figure 6.3 exhibits a graphic representation of 8tar facts explicitly asserted in
the synthetic KB. It can be seen in this figure that the knowdedgse does not con-
tain information on a particular coverage type for all timstants, what poses additional
difficulties for understanding how a particular geograghature evolves over time. Sce-
narios of this kind might be resulting from the integratidrdestinct datasets containing
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information on different themes (e.g., one dataset comgimformation on fresh water,
another on distinct land use related to agriculture).

LEGEND:
B Fresh water

- Built-up
Asphalt

I Crop plantation

01/01/2009 01/01/2010 Pasture

01/01/2011 01/01/2012 01/01/2013
Figure 6.3:Starfacts explicitly asserted in the synthetic KB.

From this initial KB, Progress successfully derived imgliStar facts according to
Derivation Rule DR3, which considers the principle of inertidhen derived facts have
been explicitly asserted in the KB. Figure 6.4 shows thosielgfacts together with the
facts initially asserted in the KB.
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- LEGEND:
B Fresh water
" Built-up
I Asphalt
I Crop plantation

Pasture

01/01/2010

LLTT T

01/01/2011 01/01/2012 01/01/2013

Figure 6.4: Star facts explicitly asserted in the initial database togethighh other Star
facts produced by Derivation Rule DR3.

Now that the KB contains information on the homogeneous remes that hold at all
time instants, Progress correctly deri&sr facts representing heterogeneously covered
regions; identifies maximal extensions of well-connectagians for different coverages;
and, based on the latter, infers the spatial extensionke$)darms and towns, which are
the geographic features of interest in this test scenargodéscribed in Section 5.6, im-
plicit facts representing spatial extensions of geogm@afdatures are also explicitly stored
in the KB. A graphic representation of these facts is showrignife 6.5. By contrasting
Figures 6.4 and 6.5, it can be noticed that disconnectednegf crop plantations and
pasture have originated an agricultural region. This aeclibecausagricultural regions
have been representedwagjuely connected regionshere an aggregation factor of ‘6.5’
has been specified (whilst the minimum distance betweere tteggons is ‘5’).
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LEGEND:

B Town
B Frarm
B Lake

01/01/2011 01/01/2012 01/01/2013

Figure 6.5:Star facts representing spatial extensions of geographic festtr hese facts
have been produced by applying DR2 or DR6, and then DR4. Once &xenal ex-
tensions of geographic features are inferred by DR4, theespandingStar facts are
explicitly asserted in the KB.

Progress has been successful at processing the initial idBpaducing appropriate
implicit facts. As noted in Chapter 3, the goal of inferring thpatial extension of ge-
ographic features is to individuate these features and &matyse their evolution over
time. However, even before individuating features, it isgible to formulate a variety of
useful queries using the Progress command-line terminalillustrate, three examples
of queries submitted to Progress are given in Queries 1,23ai&ach example contains
a textual description of the query, its representationgugine syntax employed within
Progress, and the obtained results.

The expected result for Query 1 is better visualised grallgicThus, in the Prolog
specification of this query (Query 1b), a variable is namedguthe prefixG. to instruct
the system to display on the map pane the value(s) boundswdhiable. In Query 1b,
the numeric identifier (ID) 32 has been employed to denotéghiire typaown

Query 1 is described as follows.

Q la What were the spatial extensions of the existing towns at 2000D@M0?
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Using the Prolog-like syntax adopted in Progress, Quennbesspecified as follows:
Q 1b ?- star(32,G_Town,’2011-01-01 00:00:00").

The system output for Query 1 is exhibited in Figure 6.6, whercan be seen that
Progress displays a region whose shape matches the expestdtdas shown in Figure
6.5). Progress displays the results by fitting the outpuhéscreen. Therefore, when
a single element is displayed, it is not possible to be dygtsere of whether it actually
corresponds to the element which is expected to be displ@yechether another polygon
with the same shape has been displayed, for example). Héorcemost experiments,
displaying more than one element on the map help examinesdts, as distinct regions
act as spatial references to each dther

% *#** PROGRESS v0.28 ****
File Edit View SHP DBMS Map Query Help

PROGRESS Prolog Terminal - v0.17

0 PROGRESS Prolog Terminal - v0.17
the output to map area, use the following prefixes:
G,

G_Town,'2011-01-01 00:00:00°).
wn = Loading geometry on map, please watt...

&

Figure 6.6: System output for Query 1.

Let us now describe an example of a query where the expedall censists of more
than one polygon. This is described in Query 2a, as follows.

Q 2a What lakes and farms were externally connected at 2012 00000:

The expected result for Query 2b is also required to be viseglgraphically, and
therefore the prefiG. is used again to name the geometry variables. In Query 2Dthe
21 and 31 correspond to the feature ty[ad® andfarm, respectively.

6Alternatively, a rectangle representing the area of istecan be displayed together with the results.
For instance, this rectangle might correspond to the ddtsedes shown in Figure 6.5
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Q2b ?- star(21,G_Lake,’2012-01-01 00:00:00),
star(31,G_Farm,’2012-01-01 00:00:00"),
ec(G_Lake,G_Farm).

The system output for Query 2 is exhibited in Figure 6.7, whiezan be seen Progress
sucessfully displays the polygons which match the expeesalts shown in Figure 6.5.

@ - 0 **** PROGRESS v0.28 ****
File Edit View SHP DBMS Map Query Help

E O  PROGRESS Prolog Terminal - v0.17

Wel to PROGRESS Prolog Terminal - v0.17 —
T & output to map area, use the following prefixes:

:

?- star(21,G_Lake,'2012-01-01 00:00:
star(31,G_Farm,'2012-01-0

G_Lake etry on map, plea
G_Farm = Loading geometry on map, please wai

|

Eoh]
=4

Figure 6.7: System output for Query 2.

Differently from the previous 2 examples, the expected andar Query 3 is a nu-
meric value (i.e., 1). Thus now there is no need for redingcthe system output to the
map pane. In this case, the textual output for Query 3b is sljast below the query,
exactly as displayed at the system’s terminal. In additkaniables whose values are not
of interest are named using the prefi®.

Query 3 is described as follows.

Q 3a How many farms were there at 01/01/2012 00:00:00?

Query 3b exhibits a form in which this query could be subrditi® Progress. It can
be seen that Progress’ answer is again in accordance wigxgeeted result.

Q 3b ?- findal(NO_Farm,
star(31,NO_Farm,’2012-01-01 00:00:00’),
NO_List),
length(NO_List,N).
N = 1.
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6.5.2 Identifying Spatial Aggregates

The system mechanism for deriviggarsthat correspond to aggregation of other spatial
regions has been evaluated. Before describing the resuéseld from the experiments,
a brief discussion is given on the approach to measuringriist between polygons at
data level.

6.5.2.1 Distance Measurements

Whereagartesian coordinatesepresent linear distance as plotted on a plgaegraphic
coordinatesmeasure angular distance, and therefore units are givelegrées’. Spheri-
cal coordinates describe angular coordinates on the glbaeis, a point is specified by
the rotation angles from both a reference meridian (lomigifuand from the equator (lat-
itude). It is possible to treat geographic coordinates @saimate cartesian coordinates
for performing spatial calculations. Nevertheless, measents of distance will not be
as accurate as measurements obtained by performing treeicgtcalculations. On a
sphere, the size of one ‘degree square’ is not constant. vahig is greater for regions
closer to the equator and are smaller for those nearer taolls.p

However, cartesian calculations are computationally tsuihiglly less expensive than
calculations on a sphere. One of the reasons is becauseacsploalculations require
many trigonometric calculations, which are notably costior example, as described
in [64], the cartesian formula for distance (Pythagoradyastgis involves just one call
to the sqrt() function; whereas the spherical formula for distance (lisine) involves
two sqrt() calls, one call toarctan(), four calls tosin() function and twocog) calls.
As discussed in [64], if distance measurements should kereat from a dataset that is
geographically dispersed (covering much of the world) u$e of geographic coordinates
is recommended. If, on the other hand, the spatial data igrgphically compact (e.g.,
contained within a state), cartesian projection can be usgbut significant impact on
accuracy.

The experiments carried out in this thesis are based ornrelt#tasets produced arti-
ficially or on a real dataset that is spatially compact (®&c€.3). In addition, maximal
accuracy for distance measurements is not determinanlidaisthe theoretical approach
proposed here. On the other hand, the experiments werea@aut using a typical desk-
top computer, and therefore performance issues were aesidelevant due to its impact
on the development productivity (since experiments areatggl numerous times during
the development process).

Hence, the experiments described here were conducted pyirglthecartesian pro-
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jection, and therefore values employed for spatial aggregatiotofa@re expressed in
angular degreesOn the WGS84 spheroid at sea level at the equator, one latiudi-
gree corresponds thl0.6 kmwhereas one longitudinal degree correspondslth3 km

6.5.2.2 Calculating Spatial Aggregates

The mechanism for generating (maximal) spatial aggredadssbeen evaluated on the
KB containing 260,762 facts representing distinct homegess regions. These facts
correspond to those initially present in the KB togethehwite new facts produced by
the derivation rule DR3 (presented in Chapter 3), which dedtstive principle of inertia.

The algorithm has been executed by setting aggregaticor&@is, 0.3 and 0.1. These
factors correspond, respectively, to approximately 5% 83.3 km and 11.1 km. For
these experiments, a fixed value of 0.99 has been adoptdaefapncave hull factor. As
was to be expected, the results have shown that the smadlexgdyregation factor, the
greater the number of derived facts. For a factor of 0.5, & feand that 3,961 facts have
been derived from the 260,762 previously asserted in the KiBugver, when the factor is
setto 0.3 and 0.1, the number of derived facts raises caasilye— to 9,825 and 70,806,
respectively.

On the other hand, the elapsed time for executing the algontith those 3 different
aggregation factors has not changed significantly, ranigorg just under 115 minutes to
approximately 120 minutes. This execution time comprisegime to group regions, to
determine the concave hull for each group and to explicitlseat them in the KB. The
obtained results are summarised in Table 6.1, which shaatstie number of facts in the
KB has risen to 345,354 after executing the aggregation aresi.

Table 6.1: Results obtained from executing the mechanisrgdoerating spatial aggre-
gates on a KB containing 260,762 facts, by setting 3 distaggiregation factors and a
fixed value for the concave hull factor. The resulting KB @ng 345,354 facts.

Aggregation | Concave Hull | N2 of Facts | Execution

Factor Factor Generated Time
0.5 0.99 3,961 114°'49.562"
0.3 0.99 9,825 118'15.233”

0.1 0.99 70,806 | 120'04.430”
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6.5.3 Execution Order of Derivation Rules

Although the order in which certain derivation rules arelegapis not be relevant from the
conceptual and logical point of view, this is be crucial with system which implements
these rules. This is particularly important for derivatioites used to produce facts to be
explicitly stored in the KB. In general, these derivatioresiare those which can produce
a finite number of implicit facts from a finite KB. Examples oigtkind of derivation
rule are those applied to infer the maximal extension ofamgiof a particular coverage
(DR2, DR4, DR6) and the rule used to make inferences about regitich remain
unchanged over time (DR3). These derivation rules are destim Chapter 3. For short,
the facts produced by those rules will be referred to heraggsegatedandreplicated
Stars respectively. Two approaches could be considered to éxéuese derivation rules,
as follows:

e Approach 1: producing all replicatedbtarsand then calculating aggregates. By
replicating Starsfor different time instants, the number of facts per timeans
increases considerably. Therefore, a greater number t&f $hould be considered
for calculating aggregates at each different time instddwever, this approach
can guarantee that resulting aggregates will be maximat ish will represent the
extension of a certain feature which is said to exist at dqadair time instant.

e Approach 2: deriving aggregate&tarsfirst, and then inferring replicate8tars
However, it can be noticed that produced aggregates mighbexonaximal. For
instance, &tarreplicated from a time instahtto a time instant, could be spatially
connected (aty) to an aggregate8tar produced fort,. Thus, in order to obtain
maximal aggregates, this approach requires re-calcglatigregates for each time
instant after the replication process is completed. Algiothere is a drawback to
calculating aggregates twice, the aggregation procesgelye considerably fewer
elements in comparison with the Approach 1.

Experiments have been conducted for both approaches, ti@ndataset of defor-
estation of the Amazon (described in Section 6.3) by settifigrent aggregation factors
(i.e.,0.5,0.3,and 0.1). A constant value for the concaWddtor has been adopted (i.e.,
0.99). These experiments revealed that the execution ameesimilar between these ap-
proaches. In addition, it could be observed that none of thenbetter for all situations.
The obtained results are summarised in Table 6.2.



Chapter 6

133

Results of Using the System

Table 6.2: Results obtained for different approaches tororgéhe execution of mecha-

nisms to derive impliciStarfacts and store them in the KB.

) Concave Hull Execution Time
Aggregation Factor
Factor Approach 1 | Approach 2
0.5 0.99 115'55.961"| 112'14.664”
0.3 0.99 129'21.632”| 123'32.974”
0.1 0.99 121'10.829”| 122'26.555”

The system’s mechanism for replicatiBgarsvia Derivation Rule DR3 has been ex-
amined separately from the mechanism for calculating agges. When executed on the
initial KB containing 4,783 facts, it produces 255,979 neawt$, resulting in a KB con-
taining 260,762 facts. This process has been completedpirosmately 66.4 seconds,
which indicates this task represents the smallest portidheoexecution time shown in
Table 6.2. Whereas the greatest amount of time correspotigs é&xecution of the mech-
anism for calculating spatial aggregates.

As discussed in Chapter 3, wherStar is replicated from a time instaty to ty, the
mechanism should check whether there isStar att, which intersects this and whose
coverages are conflicting (i.e., no intersection is exmhctelowever, since this experi-
mental dataset consists of regions of a single type of cgeefice. ‘deforested’), and no
facts denoting ‘reforested’ regions are considered, ndlicting intersections are found
during the replication process. Consequently, this prosessmpleted with no overhead
for calculating costly spatial differences between pohygdience longer execution times
should be expected for performing this task in more comptexarios.

6.5.4 Geographic Feature Generation

The spatio-temporal dataset about deforestation in thezamgéescribed in Section 6.3)
was used to form the initial KB containing 4,783 facts of theni Star(c,r,t), wherec is
a type of region coverage which denotes the spatial regifdeforested’ at time instant
t. From this initial KB, the derivation rules DR3 and DR6 were axed. Since some
derived facts are explicitly asserted in the KB (as disctigse€hapter 5), the number of
facts in the KB rose to 345,354 (as shown in Table 6.1). Thisd¢Btains facts corre-
sponding to maximal aggregates of different coveragesdoh elistinct time instant and
for different aggregation factors.

By executing derivation rule DR5, these facts representinginme aggregates are
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identified and feature extensions can be derived by the mysiEhese extensions cor-
respond to the maximal extensions of well-connected regadrcoverages, wherec is
associated with a certain feature typéusingCP or MP relations). That is, implicit facts

of the formStar(u,r,t) are derived by the system, wharéenotes the type of geographic
feature and is the spatial region whose extension corresponds to tlemsixin of that
feature at time instant(i.e.,ext(f,t) =r). In the experiment described here, 84,577 new
facts of the fornStar(u, r,t) were derived by the system, which represents approximately
24.49% of the facts in the input KB. The geographic feature typsed in these experi-
ments are described as ‘ex-forest’, whereas the phenonwrdeforestation is analysed

in terms ofexpansiorof these features.

The mechanism for generating geographic features from adtBamingStar facts
were executed by setting 3 different spatial aggregatiotofa 0.5, 0.3 and 0.1. That is,
for each different factor, a different subset&tarfacts has been considered for produc-
ing features’ lives. As could be expected, for each distiactor, a different number of
features was produced, as well as distinct number of MLPdga#ure were obtained.
These results are summarised in Table 6.3. This table éghfbr each aggregation fac-
tor, the total number of features produced; the average aunftMLPs per feature; and
the number of MLPs of the feature(s) with the shortest anddshlives, respectively.

Table 6.3: Results obtained when deriving geographic featilomStarfacts represent-
ing maximal spatial extensions of deforested region aggesy For each aggregation
factor evaluated, the number of different features idesttiind statistics on the number
of MLPs per feature (i.e., average, minimum and maximum}shaoavn.

. N2 of MLPs per Feature
Aggregation Factor | N2 of Features .
Avg Min Max
0.5 130 33.04 1 83
0.3 296 31.98 1 83
0.1 1418 49.91 1 83

Furthermore, the mechanism for generating geographiaresihas been examined
with regard to its execution time. This mechanism has beeowdgd for the 3 subsets
of Star facts representing the extensions of spatial aggregatésfagtors 0.5, 0.3 and
0.1 (in this order). From the first subset, containing nedrB00 originating facts, 130
geographic features have been identified in just over 10 tesnu-or the second subset,
which contains approximately 2.5 times the number of oegnyg facts more than the first
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subset (just over 9,800 facts), the execution time (ned@lypnBiutes) was approximately
3.8 times the one observed for the first experiment. Howevigifst the number of facts
in the third subset is approximately 7 times the number ofsfat the second subset,
the execution time raised by approximately 37.5 times (@rlge24h), compared to the
second experiment. These results are summarised in Table 6.

Table 6.4: Execution time for deriving geographic featdres Star facts representing
maximal spatial extensions of deforested region aggreg&ier each aggregation factor
evaluated, the number of originati®iar facts and the number of features identified are
shown.

Aggregation Number of Number of Execution
Factor Originating Facts | Features Time
0.5 3,961 130 10°02.264”
0.3 9,825 296 37'59.410”
0.1 70,806 1418 23°46'11.589"

6.6 Evaluating the Logical Framework

This section describes the results obtained from usingytes to answer logical queries
about geographic events and processes. As discussed,libEse experiments are con-
ducted in the form of a case study investigating the phenomehdeforestation in Ama-
zon rainforest. The KB used here consists of factual elesngemoting geographic fea-
tures of type ‘ex-forest’. These features have been prelyadentified using 3 different
aggregation factors (i.e., 0.5, 0.3 and 0.1) and have bgdicitly asserted in the KB.

6.6.1 Logical Queries Used

A variety of different queries have been formulated to ekpent the system. These
queries have been divided into 3 groups:

e Queries about processessed to examine the system output for different cases
where a processes is said to be active and to proceed.

e Queries about eventen which a focus is placed on the use of the predicates for
representing different types of event occurrences.

For each group mentioned above, queries vary in the follg\aspects:
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e Queries with no free variablesAs described in Section 5.2.3, when a query con-
tains no free variables, the output is simply ‘true’ or ‘&lsaccording to whether
the proposition represented by the query holds within thdehcAn example query
would be to confirm whether an event of a given type occurred specified time
interval. Since Progress is examined here mostly for ctersty, a simple response
acknowledging the query is true or false is sufficient fordhgput.

e Queries with One or More Free Variable#\s noted in Section Section 5.2.3, the
objective of using free variables in a query in to identifylahisplay variable bind-
ings that makes the proposition be true. Most queries ofestenere will contain
at least one free variable. Examples of values assignediabl@s would be time
intervals on which events of a certain type occur.

Queries also vary in terms of different spatial or tempoxaistraints used and in
terms of values specified for the activeness threshold. biitAah, Prolog metapredicates
findall andsetof have been employed in different situations where multigleies
bound to a single variable should be displayed togethersyhtax of these functions and
other Prolog elements are described in Section 5.2.3.

6.6.2 Queries about Processes

The discussion on queries formulated to experiment thesybegins by describing those
applied to obtain information on processes which are salgktactive or to proceed. As
mentioned before, in the case study followed here, defatiestis described in terms
of expansion of geographic features of type ‘ex-forest’erBfiore, in all examples which
follow, a single geographic feature type ‘ex-forest’ is simered, and a common classifier
‘expanding’ is employed to represent process types. Touseadability, this information
will be suppressed in the description of some query examplesented here. Example
queries are also described using the Prolog syntax adapt&agress, in which the geo-
graphic feature type ‘ex-forest’ is referred to by its nuimédentifier ‘4.

6.6.2.1 Queries Containing No Free Variables

A number of different queries containing no free variablagehbeen formulated, and the
results obtained by some of them will be discussed here.€ltpasries include those con-
taining either instantiated variables (i.e., variablearimbto a specific constant value) or
anonymous variables, which are represented in Prolog bygéesiinderscore * meaning
‘any term’.
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As discussed in Section 4.10, the activeness of a processfireed from primitive
elements grounded upon the data, and other predicatesr&ses characteristics of both
processes and events are based on the concept of processessi Hence, the most
general query about geographic phenomena that could beufatied within the system
would be to confirm whether any process has ebeen active. In the context of the case
study conducted here, this query could be described asv®llo

Q 4a Has deforestation ever been active in the Amazon?

This query could be described using the terminology empuloyéhin the logical
framework, as follows.

Q 4b Has any process (whose classifier is ‘expanding’ and whosecjzant is a
geographic feature of type ‘ex-forest’) been active at amgtinstant?

As discussed before, the same process classifier (i.e. reipgl) and geographic
feature type (i.e., ‘ex-forest’) are considered in all epées presented in this section.
Thus, for readability, this information will be suppressedome query examples which
follow.

Query 4b is formulated in terms of activeness of processsatinstants, and there-
fore a proposition using the predicaietive-At would suit its purpose. However, in the
current version of Progress, this predicate is not supptisbd used with uninstantiated
time instant variables, as it would require producing amitdinumber of time instants.
As noted in Section 5.8, process activeness is inferred tradifference between the
spatial extension of a feature at two different time inggne., within a certain MLP),
which in turn correspond to a time interval. Therefore, tiiery could be specified in
terms of process activeness on time intervals, as follows:

Q 4c Has a process been active on any time interval?

In Progress, this query could be easily specified by leavirgyinterval variable
anonymous, as shown in Query 4d. In addition, by specifyimga@graphic feature as

"Although ‘ever’ is used here meaning ‘at all times’ (3&#p://oxforddictionaries.com ),
it should be noted that the set of all possible time instantghéch a process might be active is limited by
the KB. In the case study considered here, it is limited topgbeod between June 2004 and May 2011.
That is, for any time instaritoutside that intervalpactive(p,t) holds (for any process typs.
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feature(0.1,4, ), the system only considers features whose aggregatioar fect
‘0.1’ and type is ‘4’ (‘ex-forest’), without regard to theetfeature’s life (which indicated
by the anonymous variable’.

Q 4d ?- active(on, process(expanding,feature(0.1,4,)), ).

The answer provided by the system for Query 4tige. ’, meaning that there is at
least one feature and one time interval which satisfy th@gsiion represented by the
query. The reliability of this result can be verified by vilisimg geographic features using
the interactive map, in which it is possible to observe thamyfeatures expand over time.
For instance, Figure 6.8 exhibits the spatial extensionpdrticular geographic featifre
of type ‘ex-forest’ at 3 consecutive months, where it can biced the feature’s spatial
extension clearly expands between these 3 time instanist{wdetermine 2 consecutive
feature’s MLPs). Additionally, according to the assumpsianade in Chapter 4, this
feature is also regarded as expanding throughout the Z/at¢ebounded by these time
instants.

8This  geographic feature corresponds to the first solutionr fdhe query
FT_F=feature(0.1,4, _), afeatures(FT F).
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Figure 6.8: Extension of a particular feature (of type ‘exefst’) at 3 consecutive months,
from which the activeness of a process (classified as ‘ekigfjdcan be inferred on 2
distinct intervals.

Although the system outputs the correct answer for Quellyigdioes not appear to be
much help for exploring the case study considered here ebhdgven its broadness, this
query is not likely to be useful for most practical applicas of the logical framework.
Hence, further experiments discussed here will use queadetining at least one non-
anonymous variabfe

Query 5 illustrates a scenario where the objective is to oonivhether a process
is active at a particular time instant, without regard to gfe®graphic features which
participate in it. Query 5a is described in terms of the cais#ysconsidered here, whereas

9Besides, of course, the constants already employed in Quienydistinguishing the active predicate,
and for denoting the process classifier, the aggregatidorfand the feature type (i.e., ‘on’, ‘expanding,
‘0.1, '4).
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5b and 5c present two different descriptions for this quenpleying the terminology
adopted in the logical framework.

Q 5a Was deforestation active in the Amazon on 15/04/2005 at 1am?

Q 5b Was any geographic feature of type ‘ex-forest’ expandindL®/©4/2005 at
lam?

Q 5¢c Was a process active on 15/04/2005 at 1lam?

The way this query can be formulated in Progress is shown aryd.

Q5d ?- active(at, process(expanding,feature(0.1,4, )),
[2005-04-15 01:00:007]).

Similarly to Query 4, the answer provided by the system foeil@ is just a statement
‘true. ’, confirming that there is at least one feature for which thegpsition. However,
differently from the previous example, answers for 5 wilpdad on the time instant
specified in the query. Figure 6.9 exemplifies how the apjeitgmess of this result can
be assessed. In the example illustrated in this figure, @0rem(where aggregation factor
is 0.1) have been loaded for visualisation. Then the spati@nsions of these features
at different times can be examined to identify suitable ¢ases. Figures 6.9a and 6.9b
show their extensions at 01/04/2005 00:00:00 and at 01009/90:00:00, respectively,
where it can be seen that several features undergo change. Qurery 5 is formulated
using a random time instant between those two other instémesddition, other experi-
ments have been carried out by first submitting the queryatoing a time instant chosen
randomly, and then examining geographic features vistalbpnfirm whether the results
are adequate.
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Figure 6.9: Spatial extensions of 60 different geograpbatures (of type ‘ex-forest’) at
2 consecutive months. It can be seen that some featuresecttsigspatial extensions.

In the example discussed for Query 5, a particular value éas bpecified for the time
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instant variable, so that the objective of the query was t diny participant geographic
feature which makes the proposition be interpreted as tnughét particular time instant.
Let us now present an example of query in which the aim is talcinhether a process
proceeds on any time interval, having a particular geodcaf@ature as its participant.
That is, now the variable representing a geographic fegunstantiated and the variable
representing a time interval remains anonymous.

A textual description for this query following the case stumbout deforestation is
given in Query 6a. This query is also described in Query 6bguie terminology em-
ployed in the logical framework. Notice that the former déses that a certain ‘area’
in the Amazon is deforested, whereas the latter descriliestad areas in terms of geo-
graphic features.

Q 6a Has deforestation proceeded in a particular area A in the Aomauntil it
reaches its culmination point?

Q 6b Has a (maximal) process proceeded (on any time interval)nigathe geo-
graphic feature f as its participant?

For the purpose of carrying out experiments, a special pagelhas been implemented
for representing geographic features. This predicateanogitan additional parameter
corresponding to the numeric identifier (ID) used for indexieatures at data level. This
is useful for allowing a particular feature to be retrieveahi the KB to conduct certain
experiments, such as those carried out using Query 6.

The way Query 6 can be formulated in Progress is exemplifigguary 6¢. In this
example a particular geographic feature with an aggregdsiotor 0.3 has been exam-
ined. This feature is stored in the experimental DB usinglihel31, and therefore
feature(131, _, _, ) has been employed to retrieve this particular feature.

Furthermore, a ‘2 months’ activeness threshold has beerifigge which is repre-
sented bytime _threshold(0,2,0,0,0,0) . Moreover, an anonymous variable s
used for time interval, so that the system returns if there is at least one interval for
which the proposition is true. In other examplig, is the variable used to replace such
an anonymous variable in the query. Finally, the priifixis used for naming the feature
variable NQF). This commands the system to suppress the output of valuasdoto
that variable, so that values bound to other variables ef@st (e.g.itv ) can be easily
visualised.
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Q 6¢c ?- NO_F=feature(131,_, , ), afeatures(NO_F),
proceeds_max(on, time_threshold(0,2,0,0,0,0),
process(expanding,NO_F), ).

Suitable test cases for the experiments of Query 6 have d@amed by executing a
similar query whereéd anditv are given as free variables, so that values bound to them
are returned by the system. Then, once valués @nditv are obtained, the correspond-
ing features can also be examined in a visual manner usirgyéd®s interactive map, in
order to assess the reliability of results. Figure 6.10 gae example of the execution
of such a query, where the first results returned by the syatenshown. Experiments
using queries containing free variables will be discussatktail in Sections 6.6.2.2 and

6.6.3.2.

@ - 0 PROGRESS Prolog Terminal - v0.17

Welcome to PROGRESS Prolog Terminal -v0.17
To redirect the output to map area, use the following prefixes:

- Geometry: G_

- Feature: FT_

- List of Features: LFT_
- Life Part: LP_

- No printing: NO_

?- NO_Fl=feature(ld,0.3,4,NO_Life), afeatures(NO_F1),

NO_F2=feature(0.3,4,NO_Life),

proceeds_max(on, time_threshold(0,2,0,0,0,0),
process(expanding,NO_F2), Itv).

Id=131
Itv = ['2004-07-01 00:00:00"
Id=131
Itv = ['2007-05-01 00:00:00',
Id =131
Itv = ['2008-04-01 00:00:00'
Id=131
Itv = ['2009-08-01 00:00:00',
Id=131
Itv = ['2010-10-01 00:00:00'
Id=132
Itv = ['2004-09-01 00:00:00',
Id=133
Itv = ['2004-07-01 00:00:00'
Id =133
Itv = ['2004-12-01 00:00:00',
Id=134
Itv = ['2004-08-01 00:00:00'
Id=135
Itv = ['2004-07-01 00:00:00',
Id=136
Itv = ['2004-07-01 00:00:00'

?-

'2007-10-01 00:00:00'];
,'2008-12-01 00:00:00'];
'2010-03-01 00:00:00'];
,'2010-11-01 00:00:00'];
'2005-03-01 00:00:00'];
,'2004-09-01 00:00:00'];
'2005-01-01 00:00:00'];
,'2005-01-01 00:00:00'];
'2004-10-01 00:00:00'];

,'2004-10-01 00:00:00'].

e |

2006-11-01 00:00:00'];

E v

Figure 6.10: Executing a query at Progress Terminal to ifyestiitable geographic fea-
tures and time intervals to be used in experiments for QuerWailst variableNQF1
stores the feature representation containing itsSNDF2 stores the representation re-
quired by other predicates (without ID). In additiefieatures
used to retrieve explicitly asserted features from the KB.

is an auxiliary function
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Furthermore, it should be highlighted that Query 6 can aésegarded as an auxiliary
resource for evaluating the appropriateness of resultdusex by the query of Figure
6.10. Thatis, when answers for Query 6 do not match expeegedts, this might indicate
a problem either in the mechanism for processing querigisowitfree variables (e.qg.,
Query 6) or in the mechanism for processing queries comigiinee variables (e.g., Figure
6.10).

6.6.2.2 Queries Containing Free Variables

From the examples given in Section 6.6.2.1, it can be sedmrélalts obtained from
queries containing no free variables are considerablydithisince the system only states
whether query proposition is true or false without provglemy information on values
used for coming up with the solution(s). This section désgiscenarios in which more
elaborate queries are used to retrieve values correspptalopeographic features which
participate in processes and/or temporal information (irae instants and time intervals)
associated with processes.

The following example (Query 7) illustrates a scenario inchitone can identify de-
forested areas in the Amazon which are said to be expandagatticular time instant.
That is, it is possible to identify the areas affected by peses which are said to be active
at a certain instant of time.

Different textual descriptions for this query are given ingfies 7a and 7b, as follows.

Q 7a Where was deforestation active in the Amazon on 10/05/2005aah ?

Q 7b What geographic features have participated in a processlwhias active on
10/05/2005 at 05am ?

This query can be specified in Progress as shown in Query Toislquery example,
the aggregation factor 0.3 has been specified.

Q 7c NO_F=feature(0.3,4, ),
setof(NO_F, active(at,process(expanding,NO_F),
['2005-05-10 05:00:007]), LFT_Set).

Figure 6.11 shows the results obtained from executing QdenyProgress. Figure
6.11a exhibits the Progress Terminal, where the query isgtdd using the format shown
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in Query 7c. Figures 6.11b and 6.11c show the Progress mapdisplaying the set of
features that match the query. The value for this resultssebund to variableFT _Set ,
which in turn corresponds to all values bound to variatt=. Figures 6.11b and 6.11c
show the extensions of these features at 01/01/2005 0@.@@®at 01/01/2006 00:00:00,
respectively. In these figures, it can be seen that the $patensions of features expand
between those time instants, which is in agreement with tieeygexecuted.

% - 0 PROGRESS Prolog Terminal - v0.17

Welcome to PROGRESS Prolog Terminal - v0.17 =
To redirect the output to map area, use the following prefixes:
- Geometry: G_

- Feature: FT_

- List of Features: LFT_

- Life Part: LP_

- No printing: NO_

7- NO_F=feature(0.3.,4,_),
setof(NO_F, active(at,process(expanding,NO_F),
['2005-05-10 05:00:00']), LFT_Set).
LFT_Set = Loading list of features on map, please wait... .

(@)
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Figure 6.11: Identifying features which participate in ggeses active at a given instant
(Query 7). Figure (a) shows the query submitted to Progfessnhinal; Figures (b) and (c)
shows the spatial extension of identified features at 02(DB 00:00:00 and 01/01/2006
00:00:00, respectively.

Query 8 is also employed to obtain information on procesaetsveness. However,
this is distinguished from previous queries as now the valesn which a process is said
to be active is also returned by the system. Moreover, a teahgonstraint is used in
this query, so that only processes which are active on stvais of a certain interval are
considered. This query is textually described in Queriearg&h8b.
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Q 8a Where and when was deforestation active between 01/01/2006 and
31/12/2006 ?

Q 8b What geographic features have participated in a process Was active on
any subinterval of the time interval from 01/01/2006 00@Dto 01/01/2007 00:00:00?

In Progress this query can be specified as shown in Query 8c.

Q 8c FT_F=feature(0.3,4, ),
setof(ltv,
(active(on,process(expanding,FT_F), Itv),
int_in(ltv,
['2006-01-01 00:00:00’, '2007-01-01 00:00:007)),
Set_ltv).

After processing Query 8, Progress gradually displays #hees bound t@et _Itv
andFT_F, respectively, on the terminal and on the map pane. In tlgs,aach different
solution should be requested by the user by pressing sdom-tlee ‘;’ key. Figure 6.12
exhibits the first five solutions output for the query (invaly 3 different geographic).
These solutions contain, respectively: 2 sets of intergaés which the first feature is
active (Figures (a) and (b)); 1 set of intervals over which second feature is active
(Figures (c) and (d)); and 2 sets of intervals over which tiveltfeature is active (Figures
(e) and (f)). From the examples shown in the Figure 6.12,ritliaseen that the system
groups the time intervals that relate to each particulatufeamatching the query, as a
result of the use of theetof metapredicate.

Furthermore, the visual analysis of the output demongtréte results are ap-
propriate for the query submitted. This analysis is basedthan visualisation of
spatial extensions of displayed features at time instamtand out the output inter-
vals. To illustrate, Figure 6.13 shows the spatial extamsifat two distinct time
instants) of the 5 geographic features shown in Figure 6.1Z&ese time instants
(01/05/2006 00:00:00 and 01/06/2006 00:00:00, respdg}ivdenote the time interval
['2006-05-01 00:00:00’, '2006-06-01 00:00:00'] , on which processes are
active having 4 of these features as the participants. Thywuspmparing Figures 6.13a
and 6.13D, it is possible to notice that these 4 participaatures had their spatial exten-
sions expanded in that period.
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To redirect the output to map area, use the following prefixes:
- Geometry: G_

- Feature: FT_

- List of Features: LFT_

- Uife Part: LP_

- Mo printing: NG_

7- FT_F=feature(0.3,4,_),
setoflitv,
(activelon,processiexpanding,FT_F), Itv),
int_in(itv, ['2006-01-01 00:00:00', '2007-01-01 00:00:00')),
Set_itv).
FT_F = Loading feature on map, please wait...
Set_ltv = [['2006-01-01 00:00:00','2006-02-01 00:00:00']]
Ity = = Variable >;
FT_F = Loading feature on map, please wait...
Set_ltv = [['2006-05-01 00:00:00','2006-06-01 00:00:00]]
Ity = = Variable =
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% - 0 PROGRESS Prolog Terminal - v0.17

Welcome to PROGRESS Prolog Terminal - w0.17

To redirect the output to map area, use the following prefixes:
- Geometry: G_

- Feature: FT_

- List of Features: LFT_

- Life Part: LP_

- Mo printing: NO_

?- FT_F=feature(0.3,4, ),
setoflltv,
(activelon, processiexpanding FT_F), itv),
int_in{ltv, ['2006-01-01 00:00:00", '2007-01-01 00:00:00'])),
Set_[tw),
FT_F = Loading feature on map, please wait..,
Set_Itv = [['2006-01-01 00:00:00','2006-02-01 00:00:00°]]
Ity = = Variable =;
FT_F = Loading feature on map, please wait...
Set_ltv = [['2006-05-01 00:00:00','2006-06-01 00:00:00°]]
Ity = = Variable >;
FT_F = Loading feature on map, please wait...
Set_ltv = [['2006-05-01 00:00:00','2006-06-01 00:00:00'],['2006-08-01 00:00:00','2006-0
Ity = = Variable =
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% - O PROGRESS Prolog Terminal - v0.17

elcome to PROGRESS Prolog Terminal -v0.17
To redirect the output to map area, use the following prefixes:
- Geometry: G_
- Feature: FT_
- List of Features: LFT_
- Life Part: LP_
- No printing: NO_

?- FT_F=feature(0.3,4,_),
setof(itv,

(activelon,process(expanding,FT_F), Itv),

int_in(lty, ['2006-01-01 00:00:00', '2007-01-01 00:00:00'])),

Set_itv).
FT_F = Loading feature on map, please wait...
Set_ltv = [['2006-01-01 00:00:00°,'2006-02-01 00:00:00']]
Itv = < Variable =;
FT_F = Loading feature on map, please wait...
Set_Itv = [['2006-05-01 00:00:00','2006-06-01 00:00:00']]
Itv = = Variable =;
FT_F = Loading feature on map, please wait...
Set_ltv = [['2006-05-01 00:00:00",'2006-06-01 00:00:00'],['2006-08-01 00:00:00",'2006-0'
Itv = < Variable =;
FT_F = Loading feature on map, please wait...
Set_Itv = [['2006-05-01 00:00:00%,'2006-07-01 00:00:00'],['2006-08-01 00:00:00','2006-0!
Itv = = variable =;
FT_F = Loading feature on map, please wait...
Set_ltv = [['2006-05-01 00:00:00°,'2006-06-01 00:00:00']]
Itv = = Variable =

(e)

EL 1

(f)

Results of Using the System

Figure 6.12: Results returned by the system for Query 8. Ed#tdraht geographic

feature which participates in an active process is showrhenmap pane (Figures (a),
(c) and (e)); and the set of intervals that match the querg foarticular feature is shown
at the terminal (Figures (b), (d) and (f)). These resultsespond to the first five solutions
output for the query, containing: 2 sets of intervals overchtthe first feature is active
(Figures (a) and (b)); 1 set of intervals over which the sddeature is active (Figures (c)
and (d)); and 2 sets of intervals over which the third featsigective (Figures (e) and (f)).
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Figure 6.13: Spatial extensions of geographic featuresret! by the system for answer-
ing Query 8. These features extensions correspond to tistants 01/05/2006 00:00:00
and 01/06/2006 00:00:00, respectively. These instantgirim denote an interval on
which 4 processes are active (according to Figure 6.12). Bypewning Figures 6.13a and
6.13D, it is possible to notice that the 4 participant fezgurad their extensions expanded
in this period.

6.6.3 Queries about Events

This section describes the results of using the system ty g@rent occurrences in differ-
ent situations. As established in Section 6.6.2, in all gdampresented here, geographic
features are of type ‘ex-forest’, and ‘expands’ is a commiassifier used to represent
events.

6.6.3.1 Queries Containing No Free Variables

Free variables have also been used for querying events. gsibled for queries about
processes in Section 6.6.2.1, non-free variables compa#einstantiated variables and
anonymous variables.

Query 9 illustrates a scenario in which the objective is tofeo whether an event
occurred on a specific time interval, but without regard ® gfeographic features that
participate in the event.

Q 9a Did any deforestation event occur in the Amazon beginnin@b07/2005
00:00:00 and ending on 01/09/2005 00:00:007?

Q 9b Did any event occur on the interval from 01/07/2005 00:00:9©01/09/2005
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00:00:007?

This query can be submitted to Progress as shown in Queryt8erathe activeness
threshold has been set to zero and the aggregation factbekasset to 0.5.

Q 9c occurs(on, time_threshold(0,0,0,0,0,0),
event(expands,feature(0.5,4, )),
['2005-07-01 00:00:00’, '2005-09-01 00:00:00')).

Appropriate scenarios for testing Query 9 can be producedsimilar manner as de-
scribed for Query 6 (Section 6.6.2.1). That is, an auxilgugry containing free variables
are used to identify geographic features and intervalscasea with event occurrences.
The output of this query is similar to the example shown iruFeg.10. Then features and
intervals identified are examined visually to ensure thiabdity of results. Similarly to
as noted in Section 6.6.2.1, the benefits of using both quiarereciprocal. That is, ex-
periments using Query 9 may also be helpful for evaluatiegiiechanism for processing
gueries about event occurrences containing free variables

6.6.3.2 Queries Containing Free Variables

Queries discussed in this section are also employed toroipf@rmation on event occur-
rences. However, these queries are distinguished frone tthssussed in Section 6.6.3.1
as now free variables are employed to retrieve values quoreing to geographic fea-
tures which participate in events and/or time intervals dichvthese events occur.

Query 10 illustrates a scenario where the aim is to identié/dreas affected by de-
forestation events, without regard to the periods whenette®nts occurred. This is
described in Query 10a and 10b.

Q 10a Where was Amazon deforested?

Q 10b What geographic features of type ‘ex-forest’ participatadevents whose
classifiers are ‘expands’?

The specification of this query in the form it should be subsito Progress is shown
in Query 10c. In this scenario, only events without tempgeagbs are of interest, and
therefore the activeness threshdlde _threshold(0,0,0,0,0,0) is given. More-
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over, the aggregation factor 0.5 has been specified forseptig geographic features.

Q 10c F=feature(0.5,4, ),
setof(F, Itv'(occurs(on, time_threshold(0,0,0,0,0,0),
event(expands,F),Itv)), LFT_Set).

Although the system returns appropriate results for Quéx, it requires a signif-
icant amount of time to be processed. The reason for thigicrefcy is that Progress
unnecessarily examines the whole life of every geograpature in the KB. By way of
explanation, it should be noted that, in this query, theriatis on which events occur are
not relevant. Therefore the system should examine theflifegiven feature only until it
finds any life part that matches the query. Then it should joonihe next feature in the
KB that has not yet been checked.

Hence, an alternative approach for this query should use swotifice (such as the cut
‘I' operator) to make the predicatecurs jump to another feature once a value for
which satisfies the query is found for the current featurewvéier, if the cut is placed just
afteroccurs , it makes the system abort the execution just after findieditkt value for
Itv , without checking other features.

An alternative specification for this query that can imprdvastically its processing
time is shown in Query 10d. In this alternative approach fititll  metapredicate is
used to retrieve all features from the KB, so that instardiatdues of features can be
passed as an argumentdecurs predicate, which is evaluated independently for each
distinct feature. In addition, an auxiliary predicateceeds is employed. This predicate
makesoccurs abort when it finds the first solution. This predicate is inmpdated as
follows:

succeeds(Goal) :- call(Goal), !.

The major drawback of using artifices such as those emplay&uery 10d is the
fact that the query specification becomes more distinct fiteerequivalent specification
in pure logic. However, from the experiments conducted hé@an be concluded that
these kinds of manipulations of the logical language arerdis for practical purposes.
Consequently, they could potentially be incorporated iheolanguage.

Q 10d findall(F, (F=feature(0.5,4, ), afeatures(F)), NO_L),
setof(Ft, Itv"(member(Ft,NO_L),
succeeds(occurs(on,time_threshold(0,0,0,0,0,0),
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event(expands,Ft),Itv))), LFT_Set).

The output provided by Progress for Query 10 is shown in Eigui4. This output
consists of geographic features which participate in edntthis example, a static map
layer containing the Amazon boundaries is also displayadi{e background). In Figure
6.14a, results are displayed in mode ‘hulls’, whilst in Fegy8.14b results are exhibited in
mode ‘navigation’ (where opaque polygons correspond te#HrBest time instant in the
results).

% O **** PROGRESS v0.28 **** ® - O **** PROGRESS v0.28 ****
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Figure 6.14: System’s answer for Query 10. The output ctmsisgeographic features
which participate in events. In (a), the results are showmaadle ‘hulls’; whereas in (b)
result are exhibited in mode ‘navigation’.

The suitability of the system for answering queries aboenéy and processes rep-
resented using different activeness threshold has beeniegd. An experiment is now
discussed using Query 11, which aims to get information myggphic features and in-
tervals associated with event occurrences. To illustratjlts obtained from submitting
this query to the system using 2 distinct activeness thitdshe2 monthsandzeroare
presented.

Q 11a Where and when was Amazon deforested?

This query can submitted to Progress as shown below, wheractiveness threshold
2 monthghas been set.



Chapter 6 152 Results of Using the System

Q 11b ?- NO_F1=feature(ld,0.3,4,NO_Life),afeatures(NO_F1),

NO_F2=feature(0.3,4,NO_Life),

occurs(on, time_threshold(0,2,0,0,0,0),
event(expands,NO_F2), Itv).

The specification of this query using the threshmddois as follows.

Q 1lc ?- NO_F1=feature(ld,0.3,4,NO_Life),afeatures(NO_F1),

NO_F2=feature(0.3,4,NO_Life),

occurs(on, time_threshold(0,0,0,0,0,0),
event(expands,NO_F2), Itv).

The first 18 results returned by Progress to Query 11b arershofigure 6.15. Each
solution for this query consists of a value bound to variaB)Jeepresenting the numeric
identifier for a particular feature; and a value bound toalalg Itv, representing the in-
terval on which an event occurs. For example, this resukvshibat, for feature with
ID=131, 5 different events of the same type have occurredthEtmore, it can be seen
that the temporal distance between these event tokensbahgeen 6 to 8 months, whilst
the activeness threshold defined in this query was 2 monthis résult means that the
same area in the Amazon has been deforested during 5 diffgeends, separated from
each other by at least half a year. These different eventstrimdicate, for example, that
this area has been deforested for the same purpose (egal ilbgging) but by distinct
groups of people or organisations.
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ld = 131
Itv = [2004-07-01
ld = 131

Itv = ['2007-05-01
ld = 131

ltv = [2008-04-01
Id = 131
ltv = [2009-08-01
Id = 131
ltv = [2010-10-01
Id = 132
ltv = [2004-09-01
Id = 133

ltv = [2004-07-01
Id = 133

ltv = [2004-12-01
Id = 134
ltv = ['2004-08-01
Id = 135
ltv = [2004-07-01
Id = 136
ltv = [2004-07-01
Id = 136

ltv = [2005-07-01
Id = 136
ltv = [2006-05-01
Id = 136
ltv = [2007-05-01
Id = 137
ltv = [2004-07-01
Id = 138
ltv = [2004-10-01
Id = 139
ltv = [2004-07-01
Id = 141

Itv = ['2004-08-01

00:00:00",'2006-11-01

00:00:00",'’2007-10-01

00:00:00",'’2008-12-01

00:00:00",'2010-03-01

00:00:00",'’2010-11-01

00:00:00’,'2005-03-01

00:00:00’,'2004-09-01

00:00:00’,'2005-01-01

00:00:00",'’2005-01-01

00:00:00",'’2004-10-01

00:00:00",'2004-10-01

00:00:00",'2005-10-01

00:00:00,'2006-06-01

00:00:00’,'2007-06-01

00:00:00’,'2004-09-01

00:00:00’,'2004-11-01

00:00:00,'2004-09-01

00:00:00",'’2004-12-01

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:00'].

Figure 6.15: First 18 results returned by Progress to Quiny 1
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Figure 6.16 shows the extension of feature 131 at 6 diffenea instants correspond-
ing to the second result of Query 11b (shown in Figure 6.1%)ere the value of the

variableltyv is ['2007-05-01 00:00:00’,'2007-10-01 00:00:00’] . From this
illustration, it can be seen that the feature remained umgd@for a certain period (i.e. in-
terval['2007-08-01 00:00:00’,'2007-09-01 00:00:00'] ); however, since this

period is shorter than the activeness threshold of 2 moathmgle event token has been
identified (having feature 131 as the participant).

(d) (e) ®

Figure 6.16: Extension of feature 131 at 6 different timddnss corresponding to the
second result of Query 11b, shown in Figure 6.15. These msiamts are, respectively,
01/05/2007, 01/06/2007, 01/07/2007, 01/08/2007, 01@®7201/10/2007 (all of these at
00:00:00).

The result shown in Figure 6.16 is produced by using Query Tt&s query com-
mands the system to show only the life-part of the feature ietches the interval on
which the event of interest occur. First the appropriateriél is caught byegins ; then
feature _p isused to determine the value of the varialiel, corresponding to the life-
part of the feature represented by variak@F2 that matches the interval represented by
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variableltv .10

Q 12 ?- NO_Fil=feature(ld,0.3,4,NO_Life),afeatures(NO_F1),
NO_F2=feature(0.3,4,NO_Life),
occurs(on, time_threshold(0,2,0,0,0,0),
event(expands,NO_F2), Itv),
begins(['2007-05-01 00:00:007], Itv),
feature_Ip(NO_F2, Itv, LP_1).

The first 18 results returned by Progress for Query 11c is showigure 6.17. This
guery has the same aim as Query 11b; however, in Query llectiveness threshold
has been set teera Comparing these results with those shown Figure 6.15, itbean
noticed that now events have shorter durations (1.72 iregedr and most of them are 1
or 2 months far apart in time.

101n this case, the prefikP_ has been used to instruct the system to output the valueso¥ahiable on
the map pane; whereas the prafif)1 commands the system to supress the value of these variabes f
the output.
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ld = 131
Itv = [2004-07-01
ld = 131

Itv = [2004-11-01
ld = 131

ltv = [2005-02-01
Id = 131
ltv = [2005-07-01
Id = 131
ltv = [2005-10-01
Id = 131
ltv = [2006-01-01
Id = 131

Itv = [2006-03-01
ld = 131

ltv = [2006-05-01
Id = 131
ltv = [2006-07-01
Id = 131
ltv = [2007-05-01
Id = 131
ltv = [2007-09-01
Id = 131

ltv = [2008-04-01
Id = 131
ltv = [2008-08-01
Id = 131
ltv = [2008-11-01
Id = 131
ltv = [2009-08-01
Id = 131
ltv = [2009-11-01
Id = 131
ltv = [2010-02-01
Id = 131

Itv = [2010-10-01

00:00:00",'2004-10-01

00:00:00",'’2004-12-01

00:00:00,'2005-06-01

00:00:00,'2005-09-01

00:00:00",'2005-11-01

00:00:00’,'2006-02-01

00:00:00’,'2006-04-01

00:00:00’,’2006-06-01

00:00:00",'2006-11-01

00:00:00",'’2007-08-01

00:00:00",'’2007-10-01

00:00:00",'2008-07-01

00:00:00,'2008-09-01

00:00:00’,'2008-12-01

00:00:00’,'2009-09-01

00:00:00’,'2009-12-01

00:00:00",'2010-03-01

00:00:00",'’2010-11-01

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

00:00:007;

Figure 6.17: First 18 results returned by Progress to Quicy 1
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6.7 Overall Analysis and Conclusion

The aim of this chapter was to illustrate a number of diffessenarios where Progress
can be used to discuss the results obtained from using thensygith spatio-temporal
data, in order to assess the general applicability of theqsed theory. Once Progress
has been evaluated and different results have been prdsdmeverall effectiveness of
the system can be considered, to determine what Prograsscsssful at and where it is
deficient. The success of Progress is measured in terms aflbealy the results matched
the expected results.

According to the results obtained, Progress was successtidriving implicitStars
and at individuating geographic features, when compar#tktevaluation criteria. More-
over, Progress was successful at identifying event ocooe® process activeness and
process which are said to proceed. In addition, the systgraaapd to be suitable for
answering logical queries about these entities usingréifitestandpoint semantics thresh-
olds.

Nevertheless, the extent to which it was successful andhedtthe expected results
varied between different test scenarios. There were a fe@sci which inappropriate
results were obtained for demarcating the spatial exteassad geographic features, but
which were associated with the improper output of the coa¢anl function used. How-
ever, this function is provided by an external source andeareplaced straightforwardly
by another one that best fits the system requirements. Hieisdegue in no way discredits
the success of Progress at implementing the proposed theory

The effectiveness of the system in terms of execution timg abso vary consider-
ably between different test scenarios. As noted in Sectibr86major impacts might be
observed wheBtarsare frequently partially ‘clipped’, which requires the srm to com-
pute costly spatial operations between polygons. In axdiis noted in Section 6.6.3.2,
it was noted that logical queries submitted to Progress somas must contain a number
of programming artifices to gain efficiency, which makes gggemore dissimilar to their
equivalent formulation in pure first-order logic.

This chapter presented a variety of queries for obtainifigrination on events and
processes. However, further queries could also be dewtlojpa similar nature to those
described here. Such queries might include, for instane@yiaty of other spatial and
temporal constraints, using relations from RCC and Allengefira.

A great challenge for developing the work of this thesis waéind a dataset con-
taining real-world spatio-temporal data which could belgolto evaluate all important
aspects of the work. As described in Section 6.3, experisngsing Progress were con-
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ducted with a dataset containing data about the phenomdrmtmiarestation in the Ama-
zon rainforest in a 7-year period (between June 2004 and N&§)2 The dataset used
in this case study consists of distinct sets of polygongh) edwhich representing regions
deforested in Brazilian Amazon in a particular calendar morhis 84-month period
dataset contains a total of 47,459 polygons.

Unfortunately the dataset obtained is limited to a singbetyf coverage (i.e., denoting
that a certain region is deforested), and therefore it wagfiicient for evaluating the
adequacy of the system for performing all the inferencesrid®sd in Chapter 3, specially
the derivation rules which relates homogeneous and heteemyls coverage attributes.
However, it should be noticed that this does not affect treuation of the mechanism
for modelling geographic features’ lives, as it only margpes geometries representing
maximal extents of certain coverages (at distinct timeg},therefore the points evaluated
do not depend on the fact that the extent of a feature is atgthfrom a homogeneous
or a heterogeneous region. Furthermore, given the largéoeunf polygons contained
in that dataset, it appeared to be adequate for conductengdbessary experiments to
evaluate the logical framework presented in Chapter 4. Wighdataset, it was possible
to consider different test scenarios, where events ancepses could be identified under
many different circumstances.

To deal with the lack of real-world spatio-temporal conagnheterogenous regions,
additional synthetic data were produced to simulate diffetest scenarios. Although
this data contains reduced number of polygons and shortgrdeal series, it includes
various different attributes. Therefore this data appbéwdbe adequate to evaluate this
particular portion of the system. Some experiments comdubased on synthetic data
were described in Section 6.5.1.

6.8 Summary

This chapter discussed the experiments conducted usingd3sosystem prototype with
temporal series of topographic data. The system effecs®for deriving impliciStars
and for individuating geographic features was evaluatéugus large dataset — contain-
ing a single attribute type; and using a reduced synthetasg@acomprising many distinct
attributes which are interrelated in different forms. Thia general suitability of the
system for answering different types of logical queries l@an evaluated. Results ob-
tained from these experiments were examined individulaéifore considering the results
overall.
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Conclusions and Future Work

7.1 Thesis Overview and Contributions

The final goal of this research was to develop a knowledgeesemtation approach to
identifying geographic events and processes in temporgssef topographic data. Of
particular interest in this work were events and procesda@shacan be represented in
terms of spatial transformations affecting the spatia¢esions of geographic features. To
achieve this goal, a formalism for representing events aodgsses has been developed,
as well as methods of representing the spatio-temporal atedato explicitly link the
formal framework to the data. Moreover, a system has beelemgnted to evaluate the
applicability of the proposed theory.

Chapter 3 presented a logic-based approach to represesinpgtal topographic data
that allows implicit data to be derived by means of logic&rience. The chapter also de-
scribed an approach to representing changing geogragtiorés based on primitive ele-
ments of data. The approaches presented in Chapter 3 refpgeserportant contribution
to different fields of research, such as GlScience and KriiyddRepresentation.

First, the proposed approach to representing spatio-teahgata can be used as a
mechanism for supporting the integration of spatio-terapdata originating from het-
erogeneous sources. Such an integration task involves &#earuof challenges which
can be easily overcome with the proposed mechanism. Th#égeilties include issues
on spatial, temporal, and thematic dimensions. Althoughirdit datasets may describe

159
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different things about different portions of geographia®p in distinct periods of time,
these data are often complementary in many aspects. Smpedposed approach is pro-
vided in the form of a framework, such a complementarinessbearepresented within
the framework in the form of logical relations between thémdescriptions and the re-
gions which can potentially be associated with them (eagfgorested region must contain
a subregion covered by vegetatialy). Then, once elementary knowledge about the do-
main is encoded in the system to form the initial KB, many défe inferences can be
performed to generate a variety of implicit data.

Moreover, the approach presented in Chapter 3 represenksvarecontribution to
research on methods of ontology grounding. A charactemstontologies of geographic
domain is that they are likely to contain concepts which caeffectively grounded upon
data. In this work, ontology grounding is considered notycad a method of linking
primitive symbols to elements of data, as seen in previoukw®he grounding layer
proposed here also allows high level concepts to be defintednrs of the primitive ones,
that is, without concerns about the data structure. Suchunging mechanism proposed
here is based on an approach to representing geographiceeatvhich can act as an
abstraction layer to allow other conceptual elements obdyin geographic space (e.g.,
events and processes) to be defined in a high level of abetract

In Chapter 4, a framework for representing and reasoningtajemgraphic events and
processes was presented. The representation of eventscaredes is still the subject of
considerable controversy in the literature. For this raasome previous work avoided
providing precise definitions for certain concepts. Corelgrshe proposed formalism
includes a number of precise logical definitions, with the a&f applying this for pro-
cessing real topographic data. The framework provides aedeatf handling spatial and
temporal vagueness based on standpoint semantics [10]cBnpiorating a vague reason-
ing approach into the reasoning stage, it was hoped to aliffereht event and process
instances to be determined based on individual viewpoimltsch therefore enables the
framework to be applied to a broad range of situations.

Together with the mechanisms described in Chapter 3 for ringedpatio-temporal
data and for representing geographic features, it is hdpeidhe framework presented in
Chapter 4 can provide an improved method of querying spatiggbral data. Researchers
in Geographic Information Science (GlIScience) have ingattd means of providing
more conceptualised methods of manipulating and querypagicstemporal data. Re-
cent developments include conceptual models for spatnpoeal data (e.g., [65]), which
are frequently described using the entity-relationshiglehdER) and Unified Modelling
Language (UML). However, despite their expressivenessléscribing real-world enti-
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ties, they lack in providing a method of linking the concegdtand data layers so that
reasoning is allowed on spatio-temporal data. Objecttet approaches have also be-
come of interest (e.g., [97]), since they can provide a madeth is both concrete (i.e.,
implemented in software) and described in a more concepaghfashion. Nonetheless,
inference capabilities of these models are still limiteag aonsequently queries tend to
become more complex and less expressive.

To evaluate the applicability of the proposed theory to psscreal topographic data,
a system prototype was developed, named Progress. Thesygygtesented in Chapter
5, takes temporal series of topographic data as an input,thralgh first order logic
guerying, allows information on event occurrences and ggs@ctivity to be identified
within the data. Although some previous work in the field obgephic/spatial knowl-
edge representation provide important directions, mo#iterh are not yet implemented,
and therefore their suitability for handling real-worldt@#s not often discussed. Hence,
implementing a system which applies the proposed theomesepts a significant con-
tribution to the field of research, as it requires dealindhvaitvariety of issues which are
often ignored.

The results of using the system with spatio-temporal date wWescussed in Chapter
6. These results indicated the overall success of Progtelssiging implicit data and at
individuating geographic features. In addition obtainesuits indicated the system was
successful at answering logical queries about events muwes and process activities
considering different standpoint semantics thresholds.

7.2 Discussion and Future Work

In addition to the achievements of this work, it is importem¢onsider its limitations, and
to determine where further improvements might be requifde work within this thesis
could be extended in many directions; thus, looking at thes&ations will help evaluate
the extensions that would be relevant.

The work presented in this thesis placed particular focuthemepresentation of ge-
ographic phenomena which can be described in terms of chgusgiatial extensions of
geographic features. Moreover, tkiads of geographic featurghat can be represented
are limited to those features whose extension at a partitiut@ can be defined as a 2-
dimensional polygon corresponding to some portion of thith&sasurface. Clearly, these
geographic phenomena represent only a small portion ofebgrgphic domain. There-
fore, the approaches developed here may not be applicabéptesent othekinds of
phenomenavithin the domain. Other kinds of phenomena include, fotanse, those
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addressed by Devaraju and Kuhn [27], where a process isdegdjas having physi-
cal objects and substances as their participants. Theseametion of those phenom-
ena involves considering certain physical and chemicabkfamations that might occur
amongst events and process participants. An example ofreoptenon of this nature is
‘evapotranspiration’.

Moreover, there are other kinds of phenomena that can beibeddn terms of
changes of values of attributes observed for a particugaone without regard to changes
in the spatial extension of the region. The representatidhese kinds of phenomena
might be based, for example, on geo-sensors applied to iayartregion whose spatial
extension is static over time. An example of geographic phema of this nature is de-
scribed by Kulik et al. [56], in which vegetation modificatievents are examined. The
logical framework presented in this thesis can potentiadiyextended to deal with other
kinds of phenomena, without much modification to most ofatsrfal apparatus, includ-
ing the approach to modelling temporal aspects of eventpermzksses, to determining
the relationships between them and the method of handlmpdeal vagueness.

Although this work concentrates on the representation ofygaphic features whose
spatial extensions are subject to change over time, thesfa@as not placed on the de-
velopment of a logical language which can represent margrdiftspatial changeshat
might affect these features. Rather, this thesis presegitsaladefinitions of some spatial
changes to illustrate how they can be specified within theéwsork; and then it explores
one of them (i.e., expansion) to carry out experiments ugiagystem prototype. Spatial
changes affecting 2-dimensional polygons have already extensively discussed in the
literature. Therefore, in this work, efforts have been died to design the framework in
such a way that additional spatial changes can be definednwiimpact to the rest of
the semantics. Therefore, an extension of this work woultblpgovide definitions for a
larger number of spatial changes which may affect spati@&nskons of features. Other
changes that might be included are, for instance, defoomaind rotation, as suggested
by Claramunt et al. [21].

Amongst the most important limitations of this work is thetrected variety of re-
lationships between events and processes. The frameweskied in this thesis only
provides a way to represent events as chunks of processe) egpresent processes in
terms of their constituent events. Further expansionsddadfical framework presented
in this thesis could incorporataher relationshipbetween these concepts. Several rela-
tionships that could potentially be incorporated to theneavork are described by Galton
[36] (e.q., transitions, repetition, composition, speeifion).

Desired capabilities which are not present in this framéviroclude a method of rep-
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resenting 1 to n relationships between different event aondgss classifiers. For ex-
ample, an event could be determined by a chunk of two diftepencess that proceed
in parallel. Methods of specifying relationships betwedfetent event classifiers and
between distinct process classifiers are also desired. ddereeven more complex situ-
ations could be represented by incorporating methods ofklttiod relationship patterns
between events and processes, similar to as developed wWithsemantic formalism pro-
posed by Claramunt and &hault [20], which incorporates the Event Pattern Languag
(EPL) [42, 43] to model changing elements of geographic spatsing such a kind of
language, occurrences of an event associated with a celaisifier can be identified by
matching patterns of occurrences of events associateditidr classifiers. In these lan-
guages, event/process patterns are specified using ermeseich resembles regular
expressions However, additional capabilities to represent certainperal aspects (e.g.,
duration) are still the subject of further investigation.

In this thesis, grocesss regarded as an entity which is subject to change over time.
However, the approach to representing these changes isleadsly limited in the frame-
work proposed in this work (i.e., the representation of psscchange is mostly based on
the concept of process activeness). Further expansiohsstwork could therefore con-
sider a number of differemgropertiesthat could be ascribed to processes. For example, a
process may be described as being constant, or intermittesiowing down, or acceler-
ating. The representation of these changes requires deilin different kinds of vague-
ness, and standpoint semantics appears to be applicablestesituations. The incorpo-
ration of an improved representation of process prope(tegether with the provision
of methods of specifying relationship patterns betweem&svand processes, described
above) would make the logical framework an important resedor the development of
theories ottausalityfor geographic phenomena. For example, as described bly &idil.
[56], deforestation caused by different agents leads feréitimpactson the vegetation.
Therefore, if the cause (i.e., origin) of a phenomenon isnomk, it might be inferred by
analysing its impact on geographic space.

The approaches described in Chapter 3 to modelling spatipgeal data and rep-
resenting geographic features have some limitations agrefibre could be improved in
several formsFirst, the geometric representatioof Starsis restricted to 2-dimensional
polygons. Therefore, the model could be improved to allogvrépresentation of other
geometric types (e.g., points and lines), as well as to erzblimensional representation
of space.

Another limitation within the approach to representingtepgemporal data is that the

1Regular Expressions - http://en.wikipedia.org/wiki/Rksg_expression
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representation of compound geographic featusesurrently determined by part-of rela-
tions which may hold between homogeneous coverage atsglandoneheterogeneous
attribute. Although this is sufficient for representing malifferent types of geographic
features, this could be improved to represent more comperasios. As discussed
earlier, features are maximal well-connected extents af ttorresponding coverage at-
tribute; however, given the limitation of this model, no etlieature can be proper part
of this (neither of different type or of the same type). Tliere the system does not al-
low, for example, a city to be part of an island (i.e., a maXiotaunk of urbanisation to
be part of a maximal chunk of land). Thus a potential enhaecemwould be to allow
features to be represented based amudtiple-level attribute hierarchywhere geographic
features could contain other features of different typelse Gurrent version of the pro-
posed framework is based on a polymorphic relai@ywhich relates a pair of attributes
of different types. Observe that it works well for the reddieariety of scenarios which
can currently be represented. However, for representimg mmmplex scenarios, the use
of distinct relations with different properties would bewe essential (such &P, CP,
and CP¢, relating, respectively, a pair of coverage attributespweetage attribute and a
feature attribute, and a pair of feature attributes).

Moreover, an improvement to the approach to representiagrgehic features would
affect the method of inferring the type and the spatial esitamof geographic features. It
might incorporate other existing approaches to handipegial vagueness-or example,
Bennett et al. [12, 13] proposes a method of handling vagsaneshich the geographic
feature type can be inferred based on different geometiacacteristics (e.g., a water
body can be classified as ‘river’ or ‘lake’ depending uporaisel of ‘linearity’). More
crucially, a more complex representation diature lifeshould be developed. The pro-
posed model is significantly limited in this aspect, and eguoently is not capable of
representing effectively with splits, merges, and trajaes affecting features. It should
be observed that this affects directly the interpretatibthe identity of events and pro-
cesses. For example, consider two disconnected regiorshwinidergo urbanisation,
characterising two distinct processes going on. Then, atrtaia time, these urbanised
regions get connected to each other, therefore charaoteasingle process going on for
the whole region.

7.3 Conclusion

This chapter has summarised the achievements and linmsatibthe work presented in
this thesis, as well as considered future expansions. tgasththat this work can represent
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a significant step towards a more concrete integration twemantic-based formalisms
and real-world applications in GIS. It is also hoped thatftivenalisms and the system
developed in this work can act as a basis for future expanswofurther improve the
representation of geographic phenomena within GIS.
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