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Abstract

Femtocells are small, low-cost and low-power cellular base stations optimized for pro-

viding wireless voice and broadband services to customers in a relatively small area.

Femtocells are considered to be one of the most promising solutions for future wireless

communication with all the advantages that they bring, such as better indoor coverage,

higher spectrum efficiency and lower energy consumption to name but a few.

However time synchronization for femtocells is very challenging. Femtocells are ex-

pected to be equipped with cheap and less accurate crystal oscillators, which cannot sat-

isfy the femtocell synchronization requirements. Moreover, femtocells are deployed in

a variety of scenarios with different synchronization requirements and so different syn-

chronization solutions are needed. Existing solutions for some of the femtocell synchro-

nization scenarios either are unsuitable for that particular scenario or suffer serious per-

formance degradation. Therefore, this thesis is focused on investigating the time synchro-

nization problem for femtocells and proposing novel synchronization schemes.

This thesis mainly investigated two femtocell synchronization methods: synchroniza-

tion via backhaul and synchronization via neighbouring cells listening. Femtocell syn-

chronization using the IEEE 1588 protocol, which is seen as the major solution for femto-

cell synchronization via backhaul, suffers from both asymmetric and random delay prob-

lems. An ‘improved IEEE 1588’ scheme is firstly proposed, which utilizes additional

packets with different sizes in every IEEE 1588 synchronization process to solve both

of these problems. Although the simulation results show that the ‘improved IEEE 1588’
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scheme successfully overcomes both aforementioned limitations and yields much better

synchronization accuracy than the conventional scheme, it also brings an additional un-

desirable overhead. Therefore, this thesis also presented a ‘variable-length IEEE 1588’

scheme, where the length of transmitted packets varies periodically. Simulation results

show that the synchronization accuracy of the ‘variable-length IEEE 1588’ scheme is

similar to the ‘improved IEEE 1588’ scheme but with the advantage of a significantly

reduced number of transmitted messages.

For femtocell synchronization via neighbouring cells listening, listening to other syn-

chronized femtocells is an important approach, especially for femtocells in SOHO (Small

Office and Home Office) area where the femtocells overlap with each other and then form

a wireless femtocell network. This thesis carefully examines the time synchronization in

wireless femtocell networks. First, the receiver-receiver synchronization (RRS), which

has proved efficient in WSNs (wireless sensor networks), is applied in wireless femto-

cell networks. Two new RRS based synchronization schemes are proposed for different

scenarios to ensure better availability. Second, a hybrid synchronization scheme based

on wireless IEEE 1588 and RRS is proposed for wireless femtocell networks. The syn-

chronization accuracy and robustness of this hybrid scheme are then evaluated through

simulations.

Finally, the synchronization scenario where the femtocell is connected to more than

one synchronization sources is studied. The basic solution for this scenario is to simply

select the best synchronization source when it is available. A two-step weighted multiple

linear regression (WMLR) based synchronization scheme is proposed for this case, and

it is proved via simulations that it provides better synchronization accuracy and better

stability than the basic solution, especially when the two synchronization sources are

comparable.
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1 Introduction

1.1 Introduction to Femtocells

1.1.1 Why Femtocells?

The demand for higher data rates in cellular networks is unrelenting. A recent study shows

that the amount of global mobile data traffic nearly tripled for the third year in a row in

2010, and exceeded the traffic on the entire global Internet in 2000 [1]. Nearly one billion

people are expected to access the Internet exclusively through a mobile wireless device

by the year 2015 [1]. The network traffic increase for North America from 2007 to 2020

is shown in Fig. 1.1. Obviously, the traffic is predicted to grow exponentially over many

years with wireless data increasing the most rapidly.

It is estimated that two thirds of calls and over 90% of data services occur indoors

[2]. So it is extremely important for cellular operators to provide good indoor coverage

for both voice and high speed data services. Traditional voice networks are designed to

tolerate low signal quality, since the required data rate for voice signals is only on the

order of 10 kbps or even less [3]. Data networks, on the other hand, require much higher

signal quality in order to provide multimegabit per second data rates. However for indoor

cellular services, especially at higher carrier frequencies that is often deployed in many

wireless broadband systems, attenuation losses will make it difficult to achieve high data

rates. This is evidenced by some surveys, which show that 45% of households and 30%

13
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Figure 1.1: Traffic demand in North America [10].

of businesses [4] experience poor indoor coverage problem.

To meet this data services demand, in particular indoor coverage, the traditional ap-

proach of deploying more outdoor macrocells is not desirable, especially since the de-

ployment of macrocells is becoming increasingly expensive and challenging, particularly

in densely populated areas. In addition, as many of 3G and beyond networks work at 2

GHz or above, the building penetration is also a big challenge for the network perfor-

mance.

Wi-Fi is now the most popular technology for the indoor wireless network. It provides

the indoor data service to consumers at a low price. However, femtocells offer a number of

potential advantages when compared with Wi-Fi. Femtocells are a natural extension of the

main cellular network, thus allowing them to support most of the current services provided

by the mobile operator. The wireless interface and control functions in femtocells are

identical to that of the cellular network, thus allowing seamless roaming without any

change to the phone. Femtocells also enhance voice coverage while Wi-Fi generally does

not.
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In addition, out of all the cellular network optimizations techniques, including higher

order modulation, improved multiple access (in both time and frequency), more powerful

error correction codes, cell size reduction and more, it is believed that reducing the inter-

cell site distance is the most efficient solution. By breaking down the millionfold wire-

less capacity increase since 1957, studies show a 25× improvement from a wider spec-

trum, a 5× improvement by dividing the spectrum into smaller slices, a 5× improvement

by designing better modulation schemes, and an enormous 1600× gain through reduced

cell sizes and transmit distances, which arises from efficient spatial reuse of spectrum or

higher area spectral efficiency [5]. It is thus predicted that the short-range femtocells can

effectively improve the wireless capacity.

Therefore the short-range low-cost low-power base stations – femtocells, which de-

liver high-quality services to users both at home and at work, including reliable coverage

and high data rates, while reducing the cost of deployment, arise as the solution to the

aforementioned increasing capacity demand and the poor indoor coverage problem.

1.1.2 What is a Femtocell?

A femtocell is a low-power access point, based on mobile technology, providing wireless

voice and broadband services to customers in a relatively small area. A femtocell usually

connects to the mobile operator’s network via a standard consumer broadband connection,

such as a digital subscriber line (DSL), cable or wireless last-mile technologies. Fig. 1.2

shows a typical femtocell deployment scenario.

As can be seen in Fig. 1.2, a single femtocell can deliver voice and data services

to several users simultaneously. Data from multiple femtocells are gathered together in

a gateway, managed by the mobile operator, and then transmitted to the operator core

network. The operator core network also provides services to the femtocell, ensuring that

the services experienced by the user are secure and of high quality.
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Figure 1.2: Typical femtocell deployment scenario [7].

The first interest in femtocells started around 2002 when a group of engineers at Mo-

torola were investigating possible new applications and later Motorola announced the first

3G-based home base station product. Later in 2004, the idea began to gain some momen-

tum and a variety of companies were looking into the idea. In particular two new compa-

nies, Ubiquisys and 3WayNetworks were formed in the UK focusing on the technology of

femtocells. With this idea gaining momentum, many more companies started their busi-

ness developing femtocell technology. The Femto Forum (www.femtoforum.org) was set

up in July 2007 and its aim was to promote femtocell standardization and deployment

worldwide. In 2008, Home NodeB (HNB) and Home eNodeB (HeNB) were first intro-

duced in the 3rd Generation Partnership Project (3GPP) Release 8, indicating that it had

become a mainstream wireless access technology. Recently, with the spread of a broader

name called ‘Small Cell’ which includes femtocell as a subset, Femto Forum changed its

name to Small Cell Forum [6].

In practice, the femtocell may be either a stand-alone device (Fig. 1.3), which connects
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into the customer’s existing broadband router, or it may form a key component of a home

gateway device which incorporates the router and other technologies, such as a broadband

modem, Internet router and Wi-Fi access point into a single integrated device.

Figure 1.3: Examples of four stand-alone femtocells, manufactured by Samsung,
Ubiqusys and Nokia Siemens Networks.

1.1.3 Femtocell Attributes

The Small Cell Forum indicates the following seven key attributes of femtocells [7]. In

other words, a femtocell should incorporate all of the following attributes, which differ-

entiate a femtocell from other similar wireless access technologies, such as Wi-Fi access

points, repeaters, or cordless telephones:

• Using mobile technology: Femtocells use fully standard wireless protocols over

the air to communicate with standard mobile devices, such as mobile phones, mobile-

enabled tablets and laptops. They use existing telecommunication standard proto-

cols, such as GSM, WCDMA, CDMA, LTE, WiMAX and other current and future
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protocols standardized by 3GPP, 3GPP2 and IEEE. This distinguishes femtocells

from Wi-Fi access points, which implement Wi-Fi standards such as IEEE 802.11b,

802.11g, and 802.11n.

• Operating in licensed spectrum: A femtocell is operated only in the spectrum that

is licensed by the service provider. This is also different from Wi-Fi access points,

which operate in the unlicensed spectrum.

• Generating coverage and capacity: Femtocells are designed to provide improved

coverage for a relatively small area, like home or office, and improve network ca-

pacity by serving users with high data-rate services. This is one of the main differ-

ences between femtocells and ‘repeaters’ which usually only improve the coverage.

• Over internet-grade backhaul: Femtocells transmit data to the service provider

over internet-grade broadband backhaul, including DSL, cable or wireless last-mile

technologies.

• Cost effective: Compared with the huge construction price of macrocells, femto-

cells can provide coverage, especially to indoor end users, in a cost effective way.

In addition, femtocells can provide significant power saving to end users, and hence

longer battery life due to the short transmission distance between the user and the

basestation.

• Self-organizing and self-managing: Femtocells are designed to be plug-and-play.

They set themselves up to operate with high performance according to the local and

network-wide conditions on radio, regulatory and operator policies, with no need

for intervention by the customer or operator.

• Control maintained by licensed operators: Femtocells only operate with the pa-

rameters set by the licensed operator. While they have a high degree of intelligence
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to automatically ensure that they operate at power levels and frequencies which are

unlikely to create interference, the limits on these parameters are always set by op-

erators, and not by the end user. The operator has the right to create or deny the

service to an individual femtocell. This control is maintained no matter whether the

femtocell is owned by the operator or the end user.

1.1.4 Femtocell Applications

Femtocell applications can be divided into the following categories: residential use, en-

terprise use and operator use, as demonstrated by Fig. 1.4.

Figure 1.4: Femtocell market status [7].

Initially, femtocells were designed to improve the poor indoor coverage for residential

environments. This remains a core application for femtocells and requires femtocell tech-

nology to be produced in large volumes and low costs. These femtocells are installed in

home by the end user as stand-alone devices or integrated with other technology such as

residential gateways. Access to the residential femtocells is mostly closed – restricted to

a specified group of users.

Enterprise femtocells are usually deployed in a branch of offices or in large enterprise

buildings. This type of femtocells typically support additional functionality compared

to the residential devices such as handover between femtocells, integration with PBX
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(Private Branch eXchange) and local call routing. They are primarily used indoor, but

can also be used to serve a corporate campus. Installation is typically managed by the

operator, but can be achieved by the enterprise itself or its IT subcontractors. Access may

be closed or open.

Unlike residential or enterprise femtocells, operator-use femtocells are mostly installed

outdoor to offload Macrocell traffic or provide additional coverage or capacity. Access to

the operator femtocells will usually be open access. They will be installed by the operator

or third parties under the operator’s instruction.

Apart from these three major applications, new femtocell applications are also emerg-

ing, such as femtocells on aircraft, trains or buses. Driven by the growing applications,

the concept of ‘femtocell’ is rapidly expanding.

1.1.5 Benefits from Femtocell

Femtocells can bring a number of benefits to users as well as operators.

• Coverage: The essential benefit from femtocells is the coverage improvement.

With the use of femtocells, broadband mobile services can be delivered to an indoor

environment, rural and remote areas, without the need to deploy large numbers of

high cost macro basestations.

• Capacity: Femtocells enable mobile phones to work at the peak of their capabil-

ity, including the highest possible data rates available over the air and the highest

possible call quality. For example, Qualcomm claims that their femtocells can help

increase the user’s data rate by up to 80 times compared to macrocell only [8].

• Traffic offload: Femtocells can offload traffic from the macrocell layer and im-

prove macrocell capacity, both in radio access and in backhaul across the operator’s

broadband internet link. According to the same research from Qualcomm [8], when
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femtocells are deployed in a macrocell area, the macrocell user’s data rate can be

increased by up to 50%, benefiting from the traffic offloaded by the femtocells. As

illustrated by Fig. 1.5, the peak transmission rates of the users can be improved up

to 80 times (from 180kbps to 14.5Mbps) if they are served by both macro and femto

basestations; and the data rate of macro users is increased by 50% when the macro-

cell traffic is offloaded by femtocells. Femtocells, along with Wi-Fi offloading, are

expected to carry over 60% of all global data traffic by 2015 [9].

Figure 1.5: Femtocells help increase capacity and offload traffic from macrocells [8].

• Spectrum efficiency: Femtocells operate on existing mobile operator spectrum, in-

cluding both currently unused frequencies and those already used by outdoor sites.

They also open up the use of higher frequencies whose range might be excessively

limited for wide-area operation, thus increasing the overall available spectrum. Fig.

1.6 shows a macrocell/femtocell scenario that the macro user and the two femto

users can operate in the same spectrum, and they do not interfere with each other

when they are sufficiently far apart.
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Femto BS 2

Femto BS 1

Macro User Femto User 2

Femto User 1

Figure 1.6: A femtocell spectrum reuse scenario.

• Green benefits: Femtocells reduce total network energy consumption. Femtocells

are low power access points providing coverage for a small area. Macrocell base

stations have power outputs of typically tens of watts. Compared with that, fem-

tocells save a lot of energy with the power outputs at a much lower level between

10 to 100 milliwatts. So potentially, power can be supplied in an environmentally

sustainable manner. The short transmission distance reduces the power consump-

tion of the end user and consequently prolongs handset battery life. In addition, a

femtocell basestation can enter sleep mode if no mobile user is connected to it, and

further improve energy efficiency.

• Better in-building user experience: Femtocell users are supplied with better in-

building experience, including excellent coverage, higher mobile data rate, better

signal quality, longer battery life, etc.

• Innovation and opportunity: From all the benefits mentioned above, femtocells

can fundamentally increase the range of service models available to operators, en-

couraging competition and efficiency. They also enable newer technologies to be

delivered to customers more quickly. They also provide a new platform for deliver-
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ing new applications and services to existing devices with attractive tariffs.

1.1.6 Technical Challenges

As an emerging technology, there are a number of business and technical issues that need

to be addressed. Both the pricing and the ongoing cost of femtocells are still relatively

high for consumers, which requires the cellular operators to reduce the pricing or change

the current business model. In addition, although many researches have been dedicated

to some of the technical challenges for femtocells, there are still many problems to be

solved.

Interference One key issue associated with femtocells is interference. Femtocells can

use the same spectrum band which has already been allocated to macrocells. The femto-

cells are deployed in an ad-hoc fashion by end users without appropriate network plan-

ning. Thus, interference would arise between macrocells and femtocells, and within fem-

tocells, as shown in Fig. 1.7. This occurs mainly when femtocells are deployed in the

same spectrum, but can also occur even when femtocells are in adjacent spectrum because

of out-of-band radiation [10]. This could cause problems to the main network resulting in

performance degradation of the overall network.

Standards bodies have devoted considerable attention to the femtocell interference

management including those by the Small Cell Forum [11] and 3GPP [12, 13]. In [14, 15],

the interference conditions in cross-tier macro/femto networks have been investigated.

For 3G CDMA femtocells, power control based strategies [16, 17] are seen as the primary

method for interference coordination. The interference management of 4G LTE femto-

cells, on the other hand, is more diverse which includes spectrum scheduling, backhaul-

based coordination, adaptive fractional frequency reuse and more [18, 19, 20, 21, 22, 23].

Interference cancelation based solution has been researched in [24].
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Figure 1.7: Cross-tier interference in a Macro/Femto scenario [10].

Mobility and Handover Femtocell handover or femtocell handoff techniques are needed

to ensure that seamless coverage is perceived by the user when moving onto or off a

femtocell. It is essential that users do not see any problems with the handover process;

otherwise this would provide a basic distrust of the system and lead to signal loss or

other failure conditions. Since the coverage area of an individual femtocell is small, the

femtocell handover, either femto-to-macro or femto-to-femto, will be more often than

macro-to-macro scenario. The problem of femtocell handover is that there may be many

femtocells located within the same footprint of a macrocell – too many to be included in

the neighbour list broadcast message, and too many for the handset to scan. Femtocell

handover is also more challenging than normal macrocell cellular handover because the

backhaul network is different and there is also little possibility of direct communication

between the femtocell and the macrocell.

Recognizing these challenges, standards bodies such as 3GPP have initiated several

study efforts on these mobility issues, for example the specifications [13, 25]. Meanwhile,

the improved methods for cell identification and discovery signaling have been considered

in [26, 27].
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Configuration and installation One of the key elements of the femtocell is that its

installation, organization and configuration should be completely trouble free without any

intervention from the home owner. As mentioned before, the femtocells are deployed in

an ad-hoc fashion by end users without traditional RF planning, site selection, deploy-

ment and maintenance by the operator. It is a prime requirement that femtocells must be

able to be installed by people with no technical knowledge of their operation. And once

installed, they should continue to operate without any intervention, even if the surround-

ing environment changes. Therefore the installation of the femtocell should be totally

‘plug and play’, with automatic configuration and network adaptation. This requires a

considerable amount of intelligence in the design of the femtocell itself.

Due to these features, femtocells are sometimes referred to as a self-organizing network

(SON) [10]. The 3GPP standards body has defined the procedures for automatic registra-

tion and authentication of femtocells, management and provisioning, neighbouring cells

discovery, synchronization, cell ID selection and network optimization [28, 29, 30, 31]. In

addition, the adaptive and autonomous nature of interference management in SONs also

bears some similarities to the cognitive radio concept. Several studies have been proposed

for so-called cognitive femtocells [32, 33, 34, 35].

Security Privacy and security are among the top concerns of potential femtocell users.

As the data is transmitted via the Internet in femtocell networks, it is necessary to provide

security for these IP communications and prevent monitoring of the data, potential Denial

of Service (DoS) attacks or any other behavior that can degrade the service. For instance,

it should prevent unauthorized users connected to a femtocell and making illegal use of it

- for example, transferring the cost of their calls to the authorized femtocell user.

The 3GPP standards body has placed considerable attention on femtocell security, such

as in [36, 37]. In [38], the authors analyze the security of femtocells based on 3GPP

system architecture. In [39], the authors demonstrate several security flaws that allowing
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attackers to gain root access and to install malicious applications on the femtocell.

Time Synchronization Synchronization is an important aspect of femtocell design.

Since femtocells are deployed by users in an ad-hoc fashion, there is not a centralized

management of their radio resources. Hence, network time synchronization is critical be-

tween macrocells and femtocells in order to minimize multi-access interference, and to

operate a smooth handover. Without accurate time synchronization, the transmission in-

stants vary between cells, leading to overlap between uplink periods with the downlink of

others in TDD systems and resulting in inter-cell-interference. Many femtocell operations

require high level synchronization and 3GPP specifies that base station frequencies need

to be very accurate. Also, phase synchronization is required in many standards. However,

as a low cost solution, it is not realistic for femtocells to use accurate but expensive crys-

tal oscillators to maintain frequency stability. In these circumstances, synchronization

methods are needed for femtocells to be precisely synchronized with accurate timing ref-

erences. As femtocells are deployed in a variety of scenarios, they may be synchronized

to different timing references. Based on the synchronization source, these methods can be

categorized as: synchronization via GPS, synchronization via TV signals, synchroniza-

tion via backhaul and synchronization via neighbouring cells listening. However, these

methods have different problems: GPS based synchronization methods have indoor signal

reception problem; IEEE 1588, the most popular backhaul synchronization method, can

be seriously affected by random transmission delay and link-asymmetry, especially when

ADSL cable is used as the backhaul; neighbouring cells listening methods depend on the

availability of synchronized neighbour cells; TV signal based methods are very location

dependent.

This thesis will focus on the investigation of accurate and reliable time synchronization

for femtocell systems.
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1.2 Research Objectives

This thesis is dedicated to solving the time synchronization problem for femtocells. Fem-

tocell time synchronization faces two unique challenges:

1. The synchronization accuracy requirement is high but the femtocells are normally

only equipped with low accuracy oscillators for economic reasons.

2. As the synchronization condition (available synchronization source, synchroniza-

tion requirement, etc.) varies, there is no “one solution fits all”.

Based on the synchronization source, the available synchronization methods can be cat-

egorized as: synchronization via GPS, synchronization via TV signals, synchronization

via backhaul and synchronization via neighbouring cells listening. In this thesis, two of

these methods are investigated: synchronization via backhaul and synchronization via

neighbouring cells listening.

Firstly, IEEE 1588 is used increasingly widely and is very effective in providing both

frequency control and time synchronization. However, the performance of the conven-

tional IEEE 1588 synchronization algorithm is affected by the asymmetric link and ran-

dom delay. Several works have been carried out to solve the problem but they either need

additional hardware or introduce significant overheads. This motivates us to develop new

IEEE 1588 based synchronization schemes to alleviate the asymmetric link and random

delays problems, with low overheads and without the need for extra hardware.

Secondly, synchronization by listening to other synchronized femtocells is a poten-

tial approach for wireless femtocell networks, especially when wireless backhaul is used.

The receiver-receiver synchronization (RRS) method has proved to be efficient and ac-

curate for packet-based wireless network synchronization, i.e., wireless sensor networks

(WSNs). However, time synchronization for WSNs and femtocells are different, and thus

the most widely used RRS scheme – reference broadcast synchronization (RBS) can not
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be simply utilized in femtocell networks. This motivates us to explore a new RRS based

synchronization strategy to apply this mechanism into femtocell networks.

Thirdly, for a wireless femtocell network that is formed by a cluster of femtocells,

where often only few of them have synchronization references, i.e., equipped with GPS

receivers, these synchronized femtocells are used to synchronize other femtocells. Wire-

less IEEE 1588 is suggested to be the synchronization solution for this scenario. However,

wireless IEEE 1588 needs the exchange of a large number of timing packets and is vul-

nerable to packet loss. This motivates us to propose a new synchronization scheme for

wireless femtocell networks.

Lastly, a very unique situation for the femtocell is that it may connect to more than

one synchronization sources, i.e., GPS and IEEE 1588, or IEEE 1588 and a neighbour-

ing cell. Instead of selecting the best one, combining them has been proved to be more

effective. However, this area has not been investigated in existing works. This moti-

vates us to explore a combination method for the femtocells that are connected with two

synchronization sources in order to make the best use of both of them.

1.3 Major Contribution

The major contributions of this thesis can be summarized as follows:

1. Firstly, an improved IEEE 1588 based synchronization scheme is proposed. This

scheme utilizes additional packets with different sizes to overcome the aforemen-

tioned asymmetric link and random delay problems of IEEE 1588, without adding

hardware or overheads. Based on the ‘improved IEEE 1588’ scheme, the maximum

likelihood estimators (MLEs) of the clock offset are derived and the corresponding

Cramer-Rao lower bounds (CRLBs) (for both Gaussian and exponential random

delay models) are analyzed. The performance of the estimator is evaluated in two

scenarios with different random delay distribution. The impact of the size of the
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transmitted packets is studied by simulation. The results show that the ‘improved

IEEE 1588’ scheme and estimators can successfully overcome the detrimental ef-

fect of the asymmetric link and random delay problems. The synchronization ac-

curacy of the ‘improved IEEE 1588’ scheme significantly outperforms both the

conventional IEEE 1588 scheme and an existing method in terms of clock offset

bias error, but without the need of extra hardware.

2. Secondly, based on the ‘improved IEEE 1588’ scheme, another so called ‘variable-

length IEEE 1588’ scheme is proposed to further reduce the overhead of the ‘im-

proved IEEE 1588’ scheme. It also solves the IEEE 1588 asymmetric link and

random delay problems. The scheme uses variable-length packets to mitigate both

these problems. The MLE for the clock offset is derived based on the proposed

scheme for two scenarios – Gaussian and exponentially distributed random delays.

The MLE, which depends on two new parameters, is then optimized (in an MSE

sense) with respect to these parameters. Simulation results show that the ‘variable-

length IEEE 1588’ scheme can provide similar synchronization accuracy as the

‘improved IEEE 1588’ scheme but with lower overheads.

3. Thirdly, two RRS based synchronization schemes are proposed for femtocells. Syn-

chronization via neighbouring cells listening is cost-effective because no extra pro-

visions are required to ensure synchronization even on a regular basis. In wireless

networks, RRS has proved to be efficient and accurate for wireless network syn-

chronization. Two schemes are proposed for different scenarios to ensure a more

comprehensive availability. Analysis and simulation results demonstrate that the

schemes provide sufficient synchronization accuracy for practical scenarios with

reduced exchanged packets compared with RBS.

4. Fourthly, a hybrid synchronization scheme based on wireless IEEE 1588 and RRS
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is proposed for wireless femtocell networks. The scheme slightly changes how

messages are exchanged in conventional IEEE 1588 and then makes the best use

of the advantages of these two synchronization methods. This scheme can provide

better synchronization accuracy with less exchanged messages than IEEE 1588. It

is also proven that this scheme is more robust against the packet loss in the network

than conventional IEEE 1588 and RBS.

5. Lastly, a two-step weighted multiple linear regression (WMLR) based synchroniza-

tion scheme is proposed for femtocells that connect to two synchronization sources.

Simulation results show that the proposed scheme provides better synchronization

accuracy and better stability than any of the individual sources. It is also suggested

in the simulation results that the proposed scheme performs better when the obser-

vations from the two synchronization sources are more comparable.

1.4 Thesis Organization

The rest of the thesis is organized as follows:

In Chapter 2, the femtocell synchronization problem is discussed in details. The reasons

for femtocells synchronization are firstly presented. In particular, the dilemma between

the higher accuracy requirement and lower oscillator accuracy for femtocell synchroniza-

tion is introduced. Based on the synchronization source, the aforementioned four major

single-source femtocell synchronization methods are also depicted detailedly, including

the advantages and disadvantages of these methods and some related researches in the

literature.

Chapter 3 and Chapter 4 focus on IEEE 1588 synchronization for femtocells. In Chap-

ter 3, the basic mechanism and the asymmetric link and random delay problems of IEEE

1588 are firstly analyzed. Then an ‘improved IEEE 1588’ scheme is devised to solve these
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problems and simulation results are given to demonstrate the performance improvement.

Although the ‘improved IEEE 1588’ scheme successfully alleviates the aforementioned

two problems of IEEE 1588, it brings an additional undesirable overhead. Therefore,

Chapter 4 continues the study of the IEEE 1588 synchronization for femtocells and presents

a ‘variable-length IEEE 1588’ scheme. Simulation results show that the synchronization

accuracy of the ‘variable-length IEEE 1588’ scheme is similar to the ‘improved IEEE

1588’ scheme but with a significantly reduced number of transmitted messages.

Femtocell synchronization via neighbouring cells listening, in particular the wireless

femtocell network synchronization, will be investigated in Chapter 5 and Chapter 6.

Chapter 5 concentrates on the RRS applying in the femtocell networks. Two new RRS

based synchronization schemes are proposed for different scenarios to ensure better avail-

ability. Analysis and simulation results demonstrate that both of the schemes provide sat-

isfactory performance for femtocells in terms of synchronization accuracy. In addition,

the second scheme significantly reduces the number of overall timing messages compared

with RBS, which is the most widely used RRS scheme.

Chapter 6 presents a hybrid synchronization scheme based on wireless IEEE 1588 and

RRS for wireless femtocell networks. The hybrid scheme proposes a way to combine

both wireless IEEE 1588 and RRS, and make the best use of the advantages of these

two synchronization methods. Analysis shows that this hybrid scheme can provide better

synchronization accuracy with less exchanged messages than conventional wireless IEEE

1588, especially when there are a large number of ‘slave’ femtocells in the network. It

is also shown that the proposed hybrid scheme is more robust than conventional wireless

IEEE 1588 and RBS against the packet loss in the network.

Different femtocell synchronization methods are compatible with each other. On some

occasions, there may be more than one synchronization sources to provide timing refer-

ences for the femtocell. Chapter 7 studies this scenario and proposes a two-step weighted
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multiple linear regression (WMLR) based synchronization scheme. Simulation results

show that the proposed scheme provides better synchronization accuracy and better sta-

bility than any of the individual sources.

Finally, Chapter 8 draws conclusions and suggests possible future work.
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content of this paper is only discussed in the future work (Section 8.2) because it is

less relevant to the rest of this thesis.
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• Jinlin Peng, Li Zhang and Des McLernon, “Variable-Length IEEE 1588 Clock Syn-

chronization for Femtocell Network”, submitted to IEEE Trans. Commun.. This

paper is based on the finished work included in Chapter 4.

• Jinlin Peng, Li Zhang and Des McLernon, “A Hybrid Synchronization Scheme

Based on Wireless IEEE 1588 and Receiver-Receiver Synchronization for Wire-

less Femtocell Networks”, in preparation. This paper will be based on the finished

work included in Chapter 6.

• Jinlin Peng, Li Zhang and Des McLernon, “A Two-Step Weighted Multiple Linear

Regression Based Synchronization Scheme for Femtocells”, in preparation. This

paper will be based on the finished work included in Chapter 7.
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2 Time Synchronization for

Femtocells

2.1 Reasons for Femtocell Synchronization

Synchronization is critical for the successful operation of femtocells. The two aspects

of time synchronization, namely phase synchronization (getting clocks synchronized in

phase) and frequency synchronization (getting clocks running at the same rate) are both

required for the femtocell. Phase synchronization makes the femtocell aware of the cur-

rent global time. Frequency synchronization ensures the femtocell clock running at the

right speed.

Fig. 2.1 illustrates phase synchronization and frequency synchronization for the fem-

tocell. In Fig. 2.1, the femtocell clock is plotted as the local clock time being a function

of the real time. With the ideal clock, which is represented by the dashed line, the local

clock time always equals to the real time. The slope of the ideal clock, which represents

the clock frequency, equals to 1. The intercept of the ideal clock, which represents the ini-

tial clock offset (phase), equals to 0. Fig. 2.1(a) shows the perfect synchronization where

the solid line, which represents the femtocell clock, overlaps with the dashed line. In Fig.

2.1(b), the phase is synchronized at the original point, but the clock offset still occurs later

since the frequency is not synchronized. The femtocell clock is not well synchronized in
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Figure 2.1: Phase synchronization and frequency synchronization for the femtocell.

Fig. 2.1(c), where frequency is synchronized but phase is not, and in Fig. 2.1(d), where

neither frequency nor phase is synchronized.

Cellular air interface standards impose strict phase and frequency requirements on fem-

tocell synchronization. The requirements of the standards for frequency synchronization

accuracy vary from 200 parts-per-billion (ppb) for a WCDMA femtocell to 100 ppb for

CDMA2000 and TD-SCDMA. The requirements for phase synchronization accuracy vary

from no requirement for FDD WCDMA and FDD LTE to 1 µs for CDMA. There are a

number of areas of femtocell operation that require time synchronization for them to be

able to perform satisfactorily and these will now be listed:
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• Supply phase and frequency information to handsets: Base stations supply

phase and frequency information to mobile stations. The mobile stations are usu-

ally not equipped with high quality oscillators to maintain frequency stability, and

so can only achieve this by synchronizing to base stations. Femtocell users also

need phase synchronization to achieve alignment with the femtocell base stations

for successful communication.

• Ensure reliable handover: The femtocell must be synchronized to the network

at a sufficient level to make sure of successful handover for mobile users. If the

femtocell is not synchronized to adjacent base stations, then offsets may exist and

mobile users may fail in handover and transmission could be disrupted. In the worst

case, the handset would not be able to immediately lock onto and acquire the new

signal, and the call would drop.

• Interference reduction: If the femtocell is not synchronized to the network, in-

terference may be produced and the call quality and the network capacity will be

reduced. This is especially important for OFDM based techniques, where syn-

chronization errors will introduce inter-carrier-interference (ICI) and inter-symbol-

interference (ISI).

• Avoid Tx/Rx clashes in TDD systems: TDD systems are more sensitive to phase

synchronization errors. Successful phase synchronization is required for femto-

cells to achieve alignment with neighbouring cells operating on the same channel

to avoid Tx/Rx clashes in TDD systems.

• Ensure the femtocell is aware of adjacent cell sites: If the femtocell is accurately

synchronized to the rest of the network it can detect other cells more quickly and

thereby improve the operation of the femtocell and some potential cooperation with

other base stations.
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2.2 Strict Accuracy Requirements Meet Stringent

Cost Limits

Crystal oscillators are generally at the heart of the femtocell clock system and are used to

provide a timing and frequency reference. A crystal oscillator is an electronic oscillator

circuit that uses the mechanical resonance of a vibrating crystal of piezoelectric material

to create an electrical signal with a very precise frequency. The accuracy of an oscillator is

usually measured in ppb or parts-per-million (ppm), representing the maximum variation

obtained over a high number of oscillations. For example, a normal oscillator has a typical

error of 10 ppm, meaning that the timing error can be as much as 10µs in a second and this

gives a maximum error per day equal to 24×60×60 seconds×10×10−6 = 8.6 seconds.

Because of the variation, the crystal oscillator clock will drift apart from the accurate

clock after some time, even when it was initially set accurately. That is why a femtocell

needs to synchronize to an accurate external timing reference periodically.

The clock accuracy (both frequency accuracy and time/phase accuracy) requirements

of different standards are listed in Table 2.1.

Table 2.1: Clock Accuracy Requirements [2].

Standard Frequency accuracy Time/phase accuracy
GSM 100ppb N/A

CDMA 100ppb 1µs
CDMA2000 100ppb 3µs

WCDMA/FDD 200ppb N/A
WCDMA/TDD 200ppb 2.5µs

TD-SCDMA 100ppb 2.5µs
WiMAX FDD 8ppm 5µs
WiMAX TDD 8ppm N/A

As we can see in Table 2.1, the accuracy requirements for femtocells are strict, although

it differs from one standard to another.

Different types of crystal oscillator may be used in the femtocell with different cost
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implications. Generally, accurate oscillators are very expensive. The price and accuracy

comparison of different types of crystal oscillators are shown in Table 2.2 [40].

Table 2.2: Types of Crystal Oscillators [40].

TCXO OCXO Hybrid
Price Lower Higher Medium

Accuracy Lower Higher Medium

It can be seen that the accuracy is broadly reflected in the cost. It may be reasonable

for macrocell base stations to afford expensive and accurate oscillators, this is not the

case for femtocells, which need to be manufactured at low prices. As the cost of both the

OCXO and hybrid solutions are normally too high for the maximum manufacturing costs

that are viable for femtocell production, therefore femtocells are normally equipped with

TCXO. Obviously, with higher accuracy requirement and lower oscillator accuracy, the

femtocell relies more on the external timing references. That is why other solutions with

high synchronization accuracy have to be used, in order to ensure the time synchronization

requirements are satisfied with the equipment of low accuracy oscillators.

2.3 Overview of Synchronization Methods for

Femtocells

Femtocells are deployed in a variety of scenarios, with different synchronization require-

ments and conditions. For instance, several femtocell scenarios and their respective syn-

chronization problems are:

• A femtocell installed deep indoor which can hardly receive the GPS signal can be

only synchronized to the ‘master clock’ over the internet via backhaul, and then

needs to overcome the potential link-asymmetry problem.
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• A cluster of outdoor femtocells need to minimize the GPS use for geographic or

economic reason. Thus, only few of them are equipped with GPS receivers and

other femtocells need to synchronize with them via exchanging wireless packets.

• A femtocell is able to connect to more than one synchronization sources and then

the problem converts to how to make the optimum combination.

Thus, the synchronization solution must be specific for the femtocell scenario and the

respective problem. When it comes to the femtocell synchronization solution, there is

certainly no ‘one size fits all’.

Some synchronization methods have been investigated for different femtocell scenar-

ios. Based on the available synchronization sources, these methods can be categorized as:

synchronization via GPS, synchronization via TV signals, synchronization via backhaul

and synchronization via neighbouring cells listening. These major time synchronization

sources are shown in Fig. 2.2 [41].

Figure 2.2: Major Synchronization Sources for Femtocells [41].
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2.3.1 GPS

When available, GPS is a prominent way of acquiring time references for cellular base

stations. GPS provides not only timing references with high accuracy that can meet al-

most all the requirements, but also location information of the GPS receiver which is also

important for many telecommunication operations and functions. For this reason, GPS

signals are used as a synchronization source for most of the macro base stations. After its

widespread use and mass production, GPS receivers are now also at a reasonable price.

However, one big obstacle for femtocells to use GPS as the synchronization reference

is that GPS is often not viable indoor because of the high GPS signal loss. The attenua-

tion of the GPS signal when it passes through walls, roofs, floors, windows or any other

obstacles can make the GPS signal undetectable by the receiver. Also, GPS signals re-

flected by the walls of neighboring buildings may introduce large timing errors. In urban

area, femtocells installed on lampposts may not have an open view of the sky and cannot

receive a strong GPS signal. For these reasons, reliable GPS signals may not always be

available. This disadvantage is vital for femtocells, which are mostly used for home and

office. Although femtocells could be located by a window or installed an external antenna

to receive GPS signals, this makes the implementation more complicated and expensive.

A possible solution to solve the GPS indoor reception problem is known as assisted

GPS (AGPS) [42]. AGPS enhances the capability of GPS by using a network-based ap-

proach to improve the acquisition performance of GPS receivers. In an AGPS enabled

femtocell, a small amount of data carried by the satellite signal is instead supplied as as-

sistance data via a backhaul connection [43]. AGPS removes the requirement to demod-

ulate the unknown data when processing the signal, allowing the GPS receiver to operate

at a lower signal level. For example, a strategy known as Tightly-Coupled Opportunistic

Navigation (TCON) is proposed in [44] for extending the penetration of AGPS femtocells

in weak-signal indoor environments. The paper claims that a TCON solution fusing GPS
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with CDMA cellular signals offers significant sensitivity gains over state-of-the-art AGPS

receivers. However, AGPS still cannot guarantee the required timing and frequency syn-

chronization with 100% availability. Additionally, the extra cost and operation of both the

receivers and the core network need to be taken into account.

2.3.2 Synchronization via TV signals

There are a number of terrestrial radio broadcast sources that can provide timing refer-

ences for femtocells, such as most commonly used TV signals. Nowadays TV trans-

missions can be received at good strength in most areas, because they are broadcast at

frequencies below 1GHz. This is good for indoor femtocells to use as synchronization

sources without an external antenna. Besides, television receivers suitable for providing

femtocell synchronization can be built into femtocells at a lower price than GPS receivers.

The main drawback of this method is that the usage of TV receivers is area dependent as

the TV signals are different in different regions. For this reason, the femtocells manufac-

ture will need to install a specific TV receiver for its area. This also brings uncertainty to

the synchronization accuracy. Although most digital TV signals like DVB-H can provide

synchronization references with high accuracy, there are areas that only have traditional

TV reception which is not able to support femtocell synchronization at the required level.

Moreover, it is impossible to use this method where there is no TV coverage.

Now some enterprises focus on the manufacture of more advanced GPS, which uses

the TV signals to help synchronize the femtocell. For example, Rosum Corporation has

proposed a hybrid TV+GPS solution, ALLOY, trying to provide timing and frequency

synchronization for femtocells that are always deployed in-building [45], as shown in

Fig. 2.3.
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Figure 2.3: Femtocell synchronization using TV+GPS signals [45].

2.3.3 Packet Timing via Backhaul

In this approach, a femtocell use the backhaul connection to synchronize to a clock on the

network of the operator. Protocols such as IEEE 1588, which specifies the use of Precision

Time Protocol (PTP) and Network Time Protocol (NTP) are widely used in synchroniza-

tion on the Internet. In principle, both of these protocols can be used to provide frequency

and time synchronization throughout packet networks. IEEE 1588 and NTP operate in

a fundamentally identical way, relying on a short exchange of time-stamped packets to

estimate the time at the client. Frequency is derived from a ‘rate-of-change-of-time’ [43]

observation at the client using time measurements spread over some duration. However,

they differ in some detail in their application to femtocells. Generally, IEEE 1588 can

provide better synchronization accuracy than NTP and is seen as a common service in

future networks. Essentially it operates in two stages:

1. Establishes a ‘Master-Slave’ hierarchy of suitable clocks.

2. Synchronizes the slave clock with the relevant master clock.
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Figure 2.4: IEEE 1588 Master-Slave hierarchy [46].

Fig. 2.4 shows a typical IEEE 1588 hierarchy. As shown, the IEEE 1588 master clock is

an accurate clock equipped with a GPS receiver [46]. The two NodeBs are ‘slave clocks’

in the hierarchy. The ‘slave clock’ calculates the clock offset with the ‘master clock’

by exchanging timing packets with the ‘master clock’. And the frequency skew of the

‘slave clock’ can then be estimated via a statistical method of the individual measurements

of clock offset. The most fundamental method could be nothing more than a simple

average. The accuracy of the measured frequency is affected by both the performance

of the network and the stability of the oscillator. IEEE 1588 is used increasingly widely

and very effectively to provide both frequency control and time synchronization in Local

Area Networks (LAN) and in telecommunications ‘core networks’. However, there are

two primary problems that must be overcome:

1. Random delay problem: Variability in the transfer latency (jitter) of the timing

messages due to the network latency created by hubs, switches, cables, and other

hardware that resides between the clocks.

2. Link-asymmetry problem: Time uncertainty introduced by the asymmetry between

the uplink (from ‘slave clock’ to ‘master clock’) and the downlink (from ‘master

clock’ to ‘slave clock’). IEEE 1588 calculates the clock offset between ‘master

clock’ and ‘slave clock’ based on the assumption that the uplink and downlink

delays are symmetric. However, it will introduce asymmetric errors when the fem-
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tocell connects to an asymmetric backhaul such as asymmetric digital subscriber

line (ADSL) or very-high-bit-rate digital subscriber line (VDSL).

These two problems can seriously degrade the synchronization performance of IEEE 1588

- especially the link-asymmetry problem, which may introduce large fixed errors when

the uplink and downlink communication rates are very different. Several works have

been focused on the link-asymmetry problem [47, 48, 49]. However, they either need

additional hardware, introduce significant overheads, or produce low accuracy. Thus,

new methods are required to solve these two problems more effectively.

2.3.4 Neighbouring Cells Listening

Another approach is to listen to neighbouring cells, including macrocells and synchro-

nized femtocells.

Synchronization to Macrocells

Macrocells are always equipped with accurate oscillators and GPS receivers. This pro-

vides a convenient and reliable source of synchronization for a femtocell equipped with

a suitable receiver. Clearly this approach is not applicable where femtocells are deployed

purely to provide coverage for an area without macrocell coverage. Note that it is not nec-

essary that the femtocell use the same standard as the macrocell. For example, a UMTS

femtocell can use the GSM network to get synchronized, though it needs to install a GSM

chip.

Frequency synchronization is relatively easy with this approach. Any macrocells have

a frequency synchronization accuracy better than 50ppb which is more than enough for

any femtocell requirement [43]. Thus a femtocell can use any macrocell transmission to

get synchronized, only needs instant frequency control. In the femtocell, a separate set of

front-end filters may be required to monitor out-of-band macrocells. In many cases this
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is not additional overhead, for the existing receiver sub-system is often flexible enough to

perform frequency measurements on an occasional basis, say daily or every few hours.

On the other hand, phase synchronization of a femtocell with macrocell listening is

more complicated. Since radio waves travel at the speed of about 300m per microsec-

ond, ranging information is required for the phase synchronization of microsecond level.

However, some femtocells are not able to provide the information since the lack of an

up-link makes it impossible to measure round-trip delay. Thus, it requires an independent

method to acquire the location information of both the macrocell and the femtocell, and

then the propagation error in the synchronization can be removed. Time difference of

arrival (TDOA) based method can measure the femtocell location with the accuracy of

100-300m level, which still allows the phase synchronization within 1-3µs and is suffi-

cient for femtocell applications. However, in this case, at least three synchronized macro

base stations must be received.

In summary, the macrocell listening synchronization method can provide sufficient syn-

chronization accuracy, in both frequency and phase, with low additional overhead, but

cannot be relied upon for universal coverage. Single macrocell coverage is required for

frequency control and at least three macrocells coverage is required for phase synchro-

nization. The coverage requirement is stringent for femtocells. Because femtocells have

initially been designed to improve indoor coverage when the macrocell reception is poor,

or even no macrocell reception at all. Note that even when the femtocell and macrocell do

not overlap, accurate synchronization is still necessary for femtocells. Because it is still

possible that a mobile user might be traveling between the macrocell and the femtocell,

then a handover problem would happen if the femtocell is not synchronized. Frequency

synchronization of the femtocell is also needed for that large frequency shift may render

a mobile user unable to decode the femtocell’s signal.
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Synchronization to Other Femtocells

When synchronization via macrocell listening is not available, listening to other synchro-

nized femtocells is another potential approach. In many femtocell deployments, it is very

possible that many femtocells will overlap each other and then form a wireless femtocell

network. In these circumstances, femtocell synchronization can be achieved using net-

work synchronization schemes that have been well investigated in distributed networks

such as wireless sensor networks (WSNs).

A number of time synchronization methods have been investigated in wireless net-

works. Many of these are based on packet synchronization techniques which can be

categorized as sender-receiver synchronization like TPSN [50], receiver-receiver syn-

chronization like RBS [51] or a hybrid of both schemes like FTSP [52] and PBS [53].

The receiver-receiver synchronization (RRS) completely eliminates the uncertainty at the

sender, and thus performs better than the classical sender-receiver synchronization [54].

However, it has not been implemented in femtocell networks, and always needs a large

number of exchanged timing messages. So, further research on the implementation of

RRS in wireless femtocell networks is required.

2.4 Summary

Time synchronization is an important aspect of femtocell design. There are a number

of femtocell operations that require accurate time synchronization. Based on the syn-

chronization source, these methods can be categorized as: synchronization via GPS, syn-

chronization via TV signals, synchronization via backhaul and synchronization via neigh-

bouring cells listening. The advantages and disadvantages of the four major single-source

femtocell synchronization methods are listed in Table 2.3.

This thesis mainly investigates two of these methods: synchronization via backhaul and
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Table 2.3: Four Major Single-source Femtocell Synchronization Methods.

Options Advantages Disadvantages
GPS High accuracy; Poor indoor reception;

location service additional cost
Backhaul Stable; Accuracy can not be promised;

easy to implement potential link-asymmetry problem
Neighbour Cell Low cost Requires coverage of

Listening synchronized neighbour cells
TV Low cost Location Dependent

synchronization via neighbouring cells listening. Chapter 3 and Chapter 4 focus on IEEE

1588 synchronization for femtocells. Femtocell synchronization via neighbouring cells

listening will be studied in Chapter 5 and Chapter 6.

These synchronization sources are compatible with each other. In many situations, a

femtocell may connect to more than one synchronization sources. And then the hybrid

solution is to utilize all available synchronization sources. Only a few works have ex-

amined the hybrid solution. The fundamental way is to simply select the best possible

synchronization source when available. For example, a hybrid GPS-IEEE 1588 method

is introduced in [43]. This method is well suited for indoor femtocell deployment. As

a preference, GPS-IEEE 1588 recovers timing and frequency from GPS. However, when

GPS is not available due to poor GPS signal strength, GPS-IEEE 1588 switches to the

reference of IEEE 1588 packets that are transmitted from the IEEE 1588 master so as to

ensure phase and frequency are synchronized. However in some other scenarios, a femto-

cell may be able to use two comparable synchronization sources, such as neighbour cell

listening and IEEE 1588, which have similar synchronization accuracy. In this situation,

a more complicated combining method will lead to better synchronization performance.

This area has not been investigated in existing works and will be examined in Chapter 7.
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3 An Improved IEEE 1588 Time

Synchronization Scheme

3.1 Introduction

IEEE 1588 [55] is a packet-based standard to synchronize independent clocks running

on separate nodes of a distributed measurement and control system. IEEE 1588 provides

a variety of mechanisms to allow a slave clock to synchronize to a master clock via the

exchange of time stamp information. However, the synchronization performance of the

conventional IEEE 1588 algorithm is affected by two main problems. Firstly, the conven-

tional IEEE 1588 assumes symmetrical uplink and downlink delay, which is unrealistic in

many cases and causes errors for the calculation of the time difference between the mas-

ter clock and the slave clock when the links are asymmetric. Secondly, the conventional

IEEE 1588 does not consider the impact of random delays, which are made up by jitter,

queuing delay and other unexpected delays. In some situations, the random delay can

seriously affect the synchronization quality.

In the literature, some works have been carried out to mitigate the above mentioned

problems. In [56], the authors proposed the block burst transmission method, which cal-

culates the asymmetric ratio before calculating the clock offset. However, it assumes that

the transmission delays are asymmetric and fixed, neglecting the random delay in trans-
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mission. In [49] and [48], the authors propose to use either dual clocks or a controllable

buffer to improve the synchronization accuracy of IEEE 1588, at the expense of additional

hardware, which is of course undesirable. The two-way clock offset estimation problem

has been investigated in [57], [58] and [59]. These works studied several general esti-

mation problems in two-way transmission based synchronization mechanism, but did not

take the asymmetric communication link problem into account.

In this chapter, the clock offset estimation issue in an asymmetric communication link

environment is studied. The contributions of this chapter are as follows. First, an im-

proved IEEE 1588 based synchronization scheme is proposed by transmitting additional

packets with different size. Second, based on the timing information transmitted between

the master clock and the slave clock, the maximum likelihood estimators (MLEs) of the

clock offset are derived and the corresponding Cramer-Rao lower bounds (CRLBs) are

analyzed, where the random delays are assumed to follow Gaussian and exponential dis-

tributions, respectively. Third, the performance of the ‘improved IEEE 1588’ scheme is

evaluated in different random delay environments and the impact of the transmitted packet

size on the synchronization accuracy is analyzed.

The rest of the chapter is organized as follows. In Section 3.2, the system model is pre-

sented, including the femtocell IEEE 1588 synchronization scenario and the clock model.

In Section 3.3, the basic mechanism of IEEE 1588 is introduced. In Section 3.4, three re-

lated works existing in the literature are briefly introduced. In Section 3.5, the improved

IEEE 1588 based synchronization scheme is proposed. The MLEs of clock offset are

derived and the corresponding CRLBs are analyzed for Gaussian and exponential ran-

dom delay models. The mean squared errors (MSEs) of the estimators are also analyzed.

In Section 3.6, the synchronization performance of the ‘improved IEEE 1588’ scheme

and the estimators is evaluated by comparing with the conventional IEEE 1588 scheme

and the block burst transmission method [56] in terms of clock offset bias error. Finally,
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Section 3.7 concludes this chapter.

3.2 System Model

3.2.1 Femtocell IEEE 1588 Synchronization Scenario

Internet

Mobile
Phone

Femtocell
(Slave Clock)

Broadband
Router

Macrocell
(Master Clock)

Home/Office

Figure 3.1: Femtocell IEEE 1588 synchronization scenario.

Fig. 3.1 shows the femtocell IEEE 1588 synchronization scenario. The femtocell is

installed in a home or in an office, connected to the wireless operator’s core network

using one of the Wide Area Network (WAN) technologies such as Asymmetric Digital

Subscriber Line (ADSL) or Very-high-bit-rate Digital Subscriber Line (VDSL) [47]. The

femtocell acts as a slave clock in the IEEE 1588 mechanism to get it synchronized to the

macrocell (master clock) in the wireless operator’s core network.

3.2.2 Clock Model

Ideally, the clock of a femtocell should be configured as Ts(t) = t, where t is the ideal uni-

versal time and Ts(t) is the femtocell clock at time t. However, due to the imperfection of

the clock oscillator, clock offset (phase difference) and clock skew (frequency difference)
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may exist, which will change the clock model to:

Ts(t) = φ0 +(1+ρ)t (3.1)

where φ0 is the initial clock offset (the clock offset when t = 0) and ρ is the clock skew.

Note that ρ is assumed as a constant, because the clock skew normally changes very

slowly [60, 61]. Some time synchronization works have considered the clock model

where the clock skew is time-varying, such as in [62, 63, 64], however it is not that case

in this thesis. Define φ(t) as the clock offset at time t and now:

φ(t) = Ts(t)− t = φ0 +ρt. (3.2)

For the clock synchronization via message exchanging within a very short time, such as

in IEEE 1588, the clock skew impact can be neglected and then the clock offset can be

considered as a fixed value during the short period, i.e. ρ = 0. Then the femtocell clock

can be reduced to:

Ts(t) = φ + t (3.3)

where φ is the constant clock offset.

3.3 Basic Mechanism of IEEE 1588

The IEEE 1588 messaging between the master clock and the slave clock in a synchroniza-

tion process is illustrated in Fig. 3.2. Assuming no clock skew between the master clock

Tm and the slave clock Ts, using clock model (3.3), the slave clock can be written as:

Ts = Tm +φ (3.4)
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Figure 3.2: IEEE 1588 PTP messaging timing diagram.

where φ is the constant clock offset. The master clock triggers the synchronization pro-

cess by sending a SYNC message, and measures the time Tm.1 at which the message is

sent. The slave clock receives the SYNC message and stores the message arrival time Ts.1,

based on its own clock. Then, the master clock sends a FOLLOW_UP message contain-

ing the value of the timestamp Tm.1. The slave clock sends a DELAY_REQ message and

stores the transmission time with a timestamp Ts.2. When the master clock receives the

DELAY_REQ message, it sends a DELAY_RESP message, which contains the arrival time

of DELAY_REQ denoted as Tm.2. As analyzed in [57], the overall communication delay

can be modeled as the sum of a fixed delay and a random delay. Then the downlink delay

observation (U) and the uplink delay observation (V ) can be recorded as:

U = Ts.1−Tm.1 = d +φ +X (3.5)

V = Tm.2−Ts.2 = l−φ +Y (3.6)
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where d and l are the fixed delays, and X and Y are the random delays in the downlink

and uplink respectively. Thus the clock offset can be calculated as:

φ =
(Ts.1−Tm.1)− (Tm.2−Ts.2)

2
+

l−d
2

+
Y −X

2

= φ̂ +
l−d

2
+

Y −X
2

. (3.7)

By assuming that the uplink and downlink delays are fixed and equal, the slave clock

calculates the clock offset (φ ) as:

φ̂ =
(Ts.1−Tm.1)− (Tm.2−Ts.2)

2
. (3.8)

Then the slave clock adjusts its clock by subtracting φ̂ , and thereby synchronizes with the

master clock. However, as previously stated, the link delays are neither fixed nor equal in

most cases. And so the asymmetry of the fixed delays and the random delays can seriously

deteriorate the IEEE 1588 performance.

The fixed delay is dominated by the transmission delay, which is dependent on the

data rate of the communication link. In asymmetric links, the uplink and downlink fixed

delays are not equal. For instance, some femtocells use ADSL or VDSL to connect to

the operator’s core network. ADSL provides 1.5 to 1.8Mbps for downlink transmission

and 16 to 640kbps for uplink transmission. VDSL provides 13 to 52Mbps for downlink

and 1.5 to 2.3Mbps for uplink. This asymmetric characteristic introduces bias error if

(3.8) is used to calculate the clock offset. And the bias error increases with the increase

of the asymmetric ratio (defined as the ratio of the downlink fixed delay to the uplink

fixed delay). On the other hand, the random part of the communication delay is also not

negligible. In [65], it is shown that the random delay occurs in almost every step of a

packet based communication. Moreover, the random delay is affected by the network

configuration (including such aspects as the number of hops and the type of network
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equipment) which makes it hard to predict, and can seriously deteriorate the IEEE 1588

performance. So, an improved IEEE 1588 synchronization method should be developed

to mitigate the effect of the asymmetric links and random delays.

3.4 Related Works

In the literature, a number of studies have been proposed to solve the asymmetric link and

random delay problems of IEEE 1588.

3.4.1 An Enhanced IEEE 1588 with Buffering Time Control

An Enhanced IEEE 1588 scheme with buffering time control was proposed in [48]. The

goal of this scheme was to calculate the correct clock offset value in a slave clock for

asymmetric links. This scheme modified the conventional IEEE 1588 in two aspects:

1. All the packet transit nodes (router or switch) along the synchronization packet

propagation route must be deployed as shown in Fig. 3.3(a).

2. After conventional IEEE 1588 procedures, an additional procedure called Offset

Correction is proposed as depicted in Fig. 3.3(b).

In the Offset Correction procedure, four messages (i.e. M2S EXPLORER 1, M2S EX-

PLORER 2, S2M EXPLORER 1 and S2M EXPLORER 2) are transmitted between the

‘master’ and ‘slave’. The packet length of M2S EXPLORER 2 and S2M EXPLORER 2

is set twice as long as that of M2S EXPLORER 1 and S2M EXPLORER 1, and so are the

respective buffering times of these messages. By doing this, the transmission delays and

the buffering times of both uplink and downlink change at the same rate. This is based

on the assumption that the transmission delay is proportional to the length of the packets,

and that the buffering time can be precisely controlled. Then, by recording the sending
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(a) Buffering time control in
the packet transit nodes.

(b) The Offset Correction procedure.

Figure 3.3: Enhanced IEEE 1588 with buffering time control [48].

and receiving times of these four messages, four more equations can be written, which

along with the conventional IEEE 1588 equations can help calculate the correct value of

φ .

To summarize, this scheme proposes to eliminate the asymmetric error by controlling

the buffering time and adding an Offset Correction procedure. However, it requires to

change the deployment of all the packet transit nodes, which is not realistic in the femto-

cell scenario.

3.4.2 IEEE 1588 Clock Synchronization Using Dual Slave Clocks

in a Slave

An IEEE 1588 based synchronization scheme using dual ‘slave clocks’ in a ‘slave’ was

proposed in [49]. In this scheme, every ‘slave’ is equipped with two ‘slave clocks’. Fig.

3.4 depicts the schematic that generates the two slave clocks. A D-type Flip-Flop is
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employed to divide the frequency by two; therefore, slave clock 2 runs at a frequency

which is half of that of slave clock 1. Meanwhile, since both slave clocks are triggered by

a single signal, they have the same clock offset. With the help of two ‘slave clocks’, the

approach creates more equations than that in the conventional IEEE 1588. In this way, the

approach requires only one-way time transfer to calculate the clock offset, and then the

link-asymmetry will not impact on the clock offset calculation. This scheme also takes

the random delay into account by proposing an estimator of the clock offset based on

the statistical property of the random delay (i.e. assuming the random delay is normally

distributed). However, as with the ‘enhanced IEEE 1588 with buffering time control’

scheme, this scheme also requires additional hardware modification, which makes it hard

to implement into cost-constrained systems such as a femtocell.

Figure 3.4: Schematic for the dual clocks generation [49].

3.4.3 An Enhanced IEEE 1588 using Block Burst Transmission

An Enhanced IEEE 1588 scheme using block burst transmission is proposed in [56]. After

conventional IEEE 1588 procedure, an additional procedure called Block Burst Transmis-

sion was proposed in this scheme to calculate the asymmetric ratio of the communication

link, as illustrated in Fig. 3.5. A slave clock sends an Asymm_Check_Req message to a

master clock to trigger the block burst (several dummy packets) transmission. Each block

transmission is a form of Loop_Req message which includes a flag to indicate whether a

packet is start, middle or end of the burst. Also, this message has a dummy traffic which
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Figure 3.5: Block burst transmission for the asymmetric ratio calculation [56].

will be loop-backed to the master clock via the slave clock. When the first Loop_Req mes-

sage is received at a slave clock, it re-transmits the received packet to the master clock,

and stores the reception time as Ts.3. When the last Loop_Req message is received at the

slave clock, it re-transmits the received packet to the master clock, and stores the reception

time as Ts.4. When the first Loop_Req message is received at the master clock, it stores

the reception time as Tm.3. When the last Loop_Req message is received at the master

clock, it stores the reception time as Tm.4, and sends an Asymm_Check_Resp message to

the slave clock with time records Tm.3 and Tm.4. After the Block Burst Transmission, the
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asymmetric ratio (R) of the communication link can be calculated as:

R =
Tm.4−Tm.3

Ts.4−Ts.3
. (3.9)

Neglecting the random delay impact, the clock offset (φ ) can then be calculated from (3.7)

and (3.9) as:

φ̂ =
R

1+R
(Ts.1−Tm.1)+

1
1+R

(Tm.2−Ts.2). (3.10)

Different from the previous two schemes, this scheme calculates the clock offset without

additional hardware. However, it assumes that the transmission delays are asymmetric

and fixed, neglecting the random delay in transmission.

From the above analysis, it is seen that neither of these schemes can mitigate both the

IEEE 1588 asymmetric link and random delay problems at a low cost. Thus, further study

is required to overcome the above problems.

3.5 An Improved IEEE 1588 Scheme and Clock

Offset Estimation

An improved IEEE 1588-based synchronization scheme is proposed in this section, which

is different from the conventional scheme in that the master clock and slave clock ex-

change packets with different lengths.

As mentioned before, in the IEEE 1588 messages exchanging, the overall delay of

either uplink or downlink can be written as the sum of the fixed delay and the random

delay. In many cases, the fixed delay is dominated by the transmission delay, which

is dependent on the data rate of the communication link. In these circumstances, the

fixed delay can be assumed to be proportional to the length of the packet, as in [56] and

[48]. The random delay is usually modeled as either a Gaussian or an exponential random
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variable [57]. If the random delay is mainly caused by a single queuing delay, then a single

server M/M/1 queue can appropriately represent the delay, and the queuing time can be

modeled as an exponential random variable as explained in [57]. On the other hand, if

the random delay is the addition of a large number of independent random variables, then

based on the central limit theorem, it can be approximately modeled as a Gaussian random

variable. In this chapter, the fixed delays of the uplink and downlink are both assumed to

be proportional to the length of the packet but with different constants of proportionality.

Random delays are modeled as either Gaussian or exponential random variables according

to the specific scenario. Random delays are assumed to be independent as the interval time

between two adjacent synchronization processes is much larger than the delays.

Master Slave

Tm.0

T2,i

{T T’
T T’ }

1,i 1,i

4,i 4,i

T =T +Offsets.0 m.0

Ui
SYNC

SYNC2

DELAY_REQ

DELAY_RESP

DELAY_REQ2

U’i

Vi

V’i

T’2,i

T3,i

T’3,i

T1,i

T’1,i

T4,i

T’4,i

Figure 3.6: The improved IEEE 1588 synchronization scheme.
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The improved IEEE 1588 synchronization scheme is illustrated in Fig. 3.6. The master

clock starts the ith synchronization process by sending a SYNC message and a SYNC2

message to the slave clock, and records the times T1,i, T
′

1,i at which the two messages are

sent. These two messages are transmitted on packets with different lengths. The slave

clock records the arrival time of these two messages as T2,i and T
′

2,i respectively. Then a

similar exchange is performed from the slave clock to the master clock. The messages

are labeled as DELAY_REQ and DELAY_REQ2. The sending times recorded by the slave

clock are T3,i and T
′

3,i. The arrival times recorded by the master clock are T4,i and T
′

4,i.

Finally, the master clock sends a DELAY_RESP message back to the slave clock, which

contains the timestamps T1,i, T
′

1,i, T4,i and T
′

4,i. Thus, in the ith synchronization process,

two downlink delay observations Ui, U
′
i and two uplink delay observations Vi, V

′
i can be

recorded:

Ui , T2,i−T1,i = d +φ +Xi (3.11)

U
′
i , T

′
2,i−T

′
1,i = α ·d +φ +X

′
i (3.12)

Vi , T4,i−T3,i = l−φ +Yi (3.13)

V
′
i , T

′
4,i−T

′
3,i = α · l−φ +Y

′
i (3.14)

where d is the downlink fixed delay, l is the uplink fixed delay, α is the ratio of the second

packet length to the first packet length (α > 1), φ is the clock offset between the slave

clock and the master clock, and Xi, X
′
i , Yi, Y

′
i , are the random delays experienced in these

four transmissions, respectively. Here, we assume that these variables are independent

and identically distributed. With these four sets of observations, we propose to firstly

estimate the fixed delays d and l, and then substitute them back to estimate the clock

offset, φ . We will derive the MLEs and analyze the corresponding CRLBs for the clock

offset based on two random delay models, i.e., Gaussian and exponential.
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3.5.1 Clock Offset (φ) Estimation with a Gaussian Delay Model

With a Gaussian delay model, both the uplink and downlink random delays are assumed

to follow the same Gaussian distribution with mean µ and variance σ2.

Maximum Likelihood Estimation

Maximum likelihood estimation is a method of estimating the parameters of a statistical

model. Let P1, P2, ..., Pn denote n independent, identically distributed random variables

with density f (p | θ1,θ2, ...,θm) where f (·) is of known form and θ = (θ1,θ2, ...,θm)

belongs to a subset Θ of m dimensional space. Then the joint density of P1, P2, ..., Pn

is given by ∏
n
i=1 f (pi | θ). Now consider this expression as a function of θ for fixed

observations p1, p2, ..., pn and denote this function by

L(θ | p1, p2, ..., pn) = L(θ | p). (3.15)

Then L(θ | p) is called the likelihood function. The idea of the maximum likelihood prin-

ciple is to search for the value θ̂(p) which is most likely to have produced the observations

p1, p2, ..., pn:

θ̂(p) = argmax
θ

[L(θ | p)], θ ∈Θ. (3.16)

θ̂(p) is then called the maximum likelihood estimator of θ . Since lnL(θ | p) attains its

maximum for the same value of θ as does L(θ | p), θ̂(p) may also be found from

θ̂(p) = argmax
θ

[lnL(θ | p)], θ ∈Θ. (3.17)

In practice it is usually more convenient from a mathematical point of view to work with

lnL(θ | p) than with L(θ | p).
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Fixed Delay Estimation

After N synchronization processes, by subtracting (3.11) from (3.12), a simple estimator

of d can be written as

d̂ =
1

N(α−1)

N

∑
i=1

(U
′
i −Ui). (3.18)

Similarly, l can be estimated as

l̂ =
1

N(α−1)

N

∑
i=1

(V
′
i −Vi). (3.19)

MLE of the Clock Offset

The likelihood function (from the multivariate p.d.f.) for (φ ,µ,σ2,d, l) based on the

independent observations {Ui}N
i=1, {U ′

i }N
i=1, {Vi}N

i=1 and {V ′i }N
i=1 can be shown as

L(φ) = (2πσ
2)−2N exp{− 1

2σ2 [
N

∑
i=1

(Ui−d−φ −µ)2

+
N

∑
i=1

(U
′
i −α ·d−φ −µ)2 +

N

∑
i=1

(Vi− l +φ −µ)2

+
N

∑
i=1

(V
′
i −α · l +φ −µ)2]}. (3.20)

Differentiating the log-likelihood function gives

∂ lnL(φ)
∂φ

= − 1
σ2

N

∑
i=1

[4φ − (Ui +U
′
i −Vi−V

′
i )

+(1+α)d− (1+α)l]. (3.21)

Thus, we can derive the MLE of φ as

φ̂ = argmax
φ

[lnL(φ)]

=
1

4N

N

∑
i=1

[(Ui +U
′
i −Vi−V

′
i )− (1+α)d +(1+α)l]. (3.22)
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Substituting (3.18) and (3.19) into (3.22) gives:

φ̂ =
1
2
(

α

α−1
Ūi−

1
α−1

Ū ′
i −

α

α−1
V̄i +

1
α−1

V̄ ′i ) (3.23)

where Ūi, Ū ′
i , V̄i and V̄ ′i are the mean values of the observations {Ui}N

i=1, {U ′
i }N

i=1, {Vi}N
i=1

and {V ′i }N
i=1, respectively.

CRLB

The regularity condition holds for the given estimate since the expected value of (3.21) is

zero [66]. Differentiating (3.21) with respect to φ gives:

∂ 2 lnL(φ)
∂φ 2 =−4N

σ2 . (3.24)

Hence, the CRLB for the MLE is given by

var(φ)≥−E[
∂ 2 lnL(φ)

∂φ 2 ]−1 =
σ2

4N
. (3.25)

3.5.2 Clock Offset (φ) Estimation with Exponential Delay Model

Fixed Delay Estimation

With the exponential delay model, the uplink and downlink random delays are assumed

to be exponentially distributed random variables both with a mean λ . Subtracting (3.11)

from (3.12) yields:

U
′
i −Ui = (α−1)d +(X

′
i −Xi). (3.26)
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Since X
′
i and Xi follow an exponential distribution, the likelihood function for (d,λ ) can

be derived as

L(d,λ ) = (
λ

2
)N exp{−λ |

N

∑
i=1

[U
′
i −Ui− (α−1)d]|}

×1[U(1) ≥ d +φ ,U
′
(1) ≥ α ·d +φ ] (3.27)

where 1[·] is an indicator function and U(1) and U
′
(1) are the minimum values of the obser-

vations {Ui}N
i=1 and {U ′

i }N
i=1, respectively. Then the MLE of d can be derived by maximiz-

ing (3.27) over the set Θ = {(d,φ) : d > 0,−∞ < φ < ∞,φ ≤U(1)−d,φ ≤U
′
(1)−α ·d}.

Similar to the experimental result of the MnLD (Minimum Link Delay) algorithm in [57]

and from the theoretical analysis in [58], the MLE of d can be derived as:

d̂ =
U
′
(1)−U(1)

α−1
. (3.28)

Similarly, the MLE of l is

l̂ =
V
′
(1)−V(1)

α−1
(3.29)

where V(1) and V
′
(1) denote the minimum values of the observations {Vi}N

i=1 and {V ′i }N
i=1,

respectively. Note that the MLEs of d and l are both calculated based on the minimum

values of the observations. Since the random delays are exponentially distributed, they are

much more likely to be close to zero than be close to, for example, the mean value λ . Thus

here calculating the MLEs of d and l based on the minimum values of the observations

can effectively alleviate the random delay impact. This is also verified in the experimental

result of the MnLD (Minimum Link Delay) algorithm in [57].

64



CHAPTER 3. AN IMPROVED IEEE 1588 TIME SYNCHRONIZATION SCHEME

MLE of the Clock Offset

The likelihood function for (φ ,λ ,d, l) based on the independent observations {Ui}N
i=1,

{U ′
i }N

i=1, {Vi}N
i=1 and {V ′i }N

i=1 is

L(φ) = λ
−4N exp{− 1

λ
[

N

∑
i=1

(Ui−d−φ)

+
N

∑
i=1

(U
′
i −α ·d−φ)+

N

∑
i=1

(Vi− l +φ)+
N

∑
i=1

(V
′
i −α · l +φ)]}

×1[U(1) ≥ d +φ ,U
′
(1) ≥ α ·d +φ ,V(1) ≥ l−φ ,V

′
(1) ≥ α · l−φ ]. (3.30)

Clearly, φ is canceled out in the joint likelihood function. However, similar to (3.28) and

(3.29), a MLE of the clock offset φ can be derived based on the observations {Ui}N
i=1 and

{Vi}N
i=1 as

φ̂ =
1
2
(U(1)−V(1)+ l−d). (3.31)

Substituting (3.28) and (3.29) into (3.31) produces:

φ̂ =
1
2
(

α

α−1
U(1)−

1
α−1

U
′
(1)−

α

α−1
V(1)+

1
α−1

V
′
(1)). (3.32)

The same estimator can be derived based on the observations {U ′
i }N

i=1 and {V ′i }N
i=1.

CRLB

Substituting (3.11), (3.12), (3.13) and (3.14) into (3.32) gives:

φ̂ = φ +
1
2
(

α

α−1
X(1)−

1
α−1

X
′
(1)−

α

α−1
Y(1)+

1
α−1

Y
′
(1)) (3.33)

where X(1), X
′
(1), Y(1) and Y

′
(1) denote the minimum values of {Xi}N

i=1, {X ′i }N
i=1, {Yi}N

i=1 and

{Y ′i }N
i=1, respectively. X(1), X

′
(1), Y(1) and Y

′
(1) all follow the exponential distribution with

mean λ

N . Let Z = X(1)−Y(1), Z
′
= X

′
(1)−Y

′
(1), and so Z and Z

′
follow Laplace distributions
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with the location parameter υ = 0 and the scale parameter b = N
λ

. Thus, (3.33) can be

written as

φ̂ = φ +
1
2
(

α

α−1
Z− 1

α−1
Z
′
). (3.34)

The linear combination of Laplace random variables has been studied in [67]. Using the

Corollary 2 in [67], the CDF of the estimation error W = 1
2(

α

α−1Z− 1
α−1Z

′
) can be written

as

F(w) =



exp( w
αc )

4(1+ 1
α
)
+

exp( w
αc )−exp(w

c )

4(1− 1
α
)

+
exp(w

c )
2 − exp(w

c )

4(1+ 1
α
)
, w < 0

1+ exp(−w
c )

4(1+ 1
α
)
− exp(−w

c )
2 − exp(− w

αc )−exp(−w
c )

4(1− 1
α
)

− exp(− w
αc )

4(1+ 1
α
)
, w > 0

(3.35)

where c = N
2(α−1)λ . Differentiating (3.35) with respect to w and substituting w = φ̂ − φ

into it, the PDF of φ̂ as a function of φ is given by

fq(φ̂ ;φ) =
α exp(− |φ̂−φ |

αc )

2c(α2−1)
−

exp(− |φ̂−φ |
c )

2c(α2−1)
. (3.36)

Since E[∂ ln fq(φ̂ ;φ)
∂φ

] 6= 0, the regularity condition of the CRLB is not satisfied and thus the

CRLB does not exist.

3.5.3 Mean Squared Error Analysis

Similar to (3.33), (3.23) can be written as

φ̂ = φ +
1
2
(

α

α−1
X̄i−

1
α−1

X̄ ′i −
α

α−1
Ȳi +

1
α−1

Ȳ ′i ) (3.37)

where X̄i, X̄ ′i , Ȳi and Ȳ ′i denote the mean of {Xi}N
i=1, {X ′i }N

i=1, {Yi}N
i=1 and {Y ′i }N

i=1, respec-

tively. Since Xi, X
′
i , Yi and Y

′
i are independent random delays, the overall variance for
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Gaussian delay model is:

varGau(φ̂) =
σ2

4N
[(

α

α−1
)2 +(

1
α−1

)2 +(
α

α−1
)2 +(

1
α−1

)2]

=
(α2 +1)σ2

2N(α−1)2 . (3.38)

Similarly, in the exponential random delay model, the variance is

varExp(φ̂) =
λ 2

4N2 [(
α

α−1
)2 +(

1
α−1

)2 +(
α

α−1
)2 +(

1
α−1

)2]

=
(α2 +1)λ 2

2N2(α−1)2 . (3.39)

In Fig. 3.7 and Fig. 3.8, the MSEs of the MLEs (3.23) and (3.32) are simulated for

Gaussian and exponential random delay environments. It can be seen that the perfor-

mance of the clock offset estimator is strongly dependent on the type of random delay

environments, and so correctly modeling the random delay is critically important.
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Figure 3.7: MSEs of both MLEs in a Gaussian random delay environment (σ = 1µs,α =
2).
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Figure 3.8: MSEs of both MLEs in an exponential random delay environment (λ =
1µs,α = 2).

From (3.38) and (3.39), it can also be seen that the performance of both MLEs relate

to the value of α instead of the absolute length of the packets. According to 3GPP, the

minimum packet length is 64bytes and the maximum length is 1518 bytes [68]. Assuming

IEEE 1588 transmits the original packets with minimum packet length, then α > 1 and

αmax = 1518/64≈ 23.7.

In Fig. 3.9, the MSEs of the estimators (3.23) and (3.32) are plotted with respect to

α from α = 2 to α = 23.7 when N = 10, for Gaussian distributed random delay and

exponential distributed random delay environments, respectively. It can be seen that the

larger the packet length ratio is, the better synchronization performance the MLEs can

achieve. Clearly, choosing two packets with the biggest difference in length will lead to

the best performance.
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Figure 3.9: MSEs of both MLEs of clock offset as a function of the packet length ratio α

(σ = 1µs, λ = 1µs, N = 10).

3.6 Performance Evaluation

In this section, the synchronization accuracy performance of the ‘improved IEEE 1588’

scheme is compared with the conventional IEEE 1588 scheme and the block burst trans-

mission method [56] using Monte Carlo simulation. The IEEE 1588 synchronization

process has been repeated 10000 times. In every process the packet delays are randomly

generated based on the previously introduced delay model. Then the synchronization ac-

curacies of these three methods are evaluated in terms of the bias error of the clock offset

estimation against the asymmetric ratio after these synchronization processes, in Gaus-

sian or exponential random delay environments in Fig. 3.10 and Fig. 3.11, respectively.

The bias error is defined as the expected value of the absolute difference between the true

clock offset value and the estimated value.

As the performance of the estimator relies on the number of observations, the ‘improved

IEEE 1588’ scheme is simulated for both a short term case (N = 10) and a long term case
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(N = 100). In the Gaussian random delay scenario, µ = 100µs and σ = 20µs. In the

exponential random delay scenario, λ = 100µs. The packet length ratio α = 23.7. The

downlink fixed delay d = 1ms. The asymmetric ratios (defined as the ratio of the uplink

fixed delay to the downlink fixed delay, l/d) range from 2 to 16.
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Figure 3.10: Bias errors of the slave clock for different synchronization schemes as a
function of the asymmetric ratio in a Gaussian random delay model (µ = 100µs, σ =
20µs, α = 23.7).

Both figures show that the synchronization performances of the ‘improved IEEE 1588’

scheme and estimators are irrelevant to the asymmetric ratio. However, the bias error

of the conventional IEEE 1588 scheme increases with the asymmetric ratio because of

the unrealistic assumption of symmetric links. Although the block burst transmission

scheme alleviates the impact of the asymmetric ratio, the bias error still increases with the

asymmetric ratio because the scheme does not take the random delay into account. It is

also shown that the bias errors of the ‘improved IEEE 1588’ scheme can reach an accuracy

of 4.7µs in the short term case and 1.5µs in the long term case for all asymmetric ratios

in a Gaussian random delay scenario. In the exponential random delay scenario, the
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Figure 3.11: Bias errors of the slave clock for different synchronization schemes as a
function of the asymmetric ratio in an exponential random delay model (λ = 100µs,
α = 23.7).

synchronization accuracies for the short term case and the long term case are 7.4µs and

0.74µs, respectively. Compared with them, the bias error of the conventional IEEE 1588

scheme is always greater than 1ms, and that of the block burst transmission method varies

between 30µs and 90µs. Both of them increase with the increase of the asymmetric ratio.

3.7 Summary

This chapter analyzed the basic mechanism of IEEE 1588 and proposed an ‘improved

IEEE 1588’ synchronization scheme by utilizing additional packets with different lengths

to overcome the asymmetric link and random delay problems of conventional IEEE 1588.

Two different random delay models are considered, following Gaussian and exponential

distributions respectively. Maximum likelihood estimators of clock offset are derived

based on the proposed scheme for both random delay models and the corresponding
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Cramer-Rao lower bounds are analyzed. It is shown that the performance of the clock

offset estimators is dependent on the model of the random delay and the ratio of the

length of the transmitted packets. Simulation results show that the ‘improved IEEE 1588’

synchronization scheme successfully addresses the problems of the asymmetric link and

random delays, providing significantly better performance compared to the conventional

IEEE 1588 approach and an existing method in terms of clock offset bias error. However,

in the ‘improved IEEE 1588’ scheme, two more messages are transmitted in every IEEE

1588 synchronization process. This brings an additional undesirable overhead, which will

be further reduced by another enhanced scheme that will be discussed in Chapter 4.
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4 Variable-Length IEEE 1588 Time

Synchronization Scheme

4.1 Introduction

In the last chapter, an ‘improved IEEE 1588’ scheme was proposed which can success-

fully overcome the asymmetric problem. However it needs two more packets in every

IEEE 1588 synchronization process and this increases the traffic load. In this chapter,

based on the ‘improved IEEE 1588’ scheme, a ‘variable-length IEEE 1588’ scheme is

proposed to use variable-length packets in the IEEE 1588 messaging process, instead of

inserting two additional packets in every process. Compared to the method proposed in

Chapter 3, the number of overall transmitted packets is significantly reduced, and the

synchronization error caused by the asymmetric link and random delays can still be mit-

igated effectively. Simulation results show that the synchronization performance of the

‘variable-length IEEE 1588’ scheme matches the ‘improved IEEE 1588’ scheme, and

outperforms the conventional IEEE 1588 and the block burst transmission method [56].

In this chapter, the clock model without clock skew (i.e. clock skew is assumed to

be zero) is first considered and the clock offset is assumed to be constant throughout the

observation time, which is the same as in the last chapter. Consequently, the clock offset

estimation method is similar to that of the ‘improved IEEE 1588’ scheme proposed in
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Chapter 3. The maximum likelihood estimate (φ̂ ) for the clock offset (φ ) is derived based

on the ‘variable-length IEEE 1588’ scheme for two random delay models, i.e. Gaussian

and exponential. The estimate φ̂ , which depends on two new parameters α and β , is then

optimized (in an MSE sense) with respect to these parameters.

Then the clock skew is taken into account, and the goal of the relative estimation

method is to estimate the asymmetric fixed error, clock offset and clock skew at the same

time. A Multiple Linear Regression (MLR) method is applied to solve the femtocell syn-

chronization problem. Then the optimal values of the two new parameters, α and β , are

analyzed. Simulation results show that the estimation accuracy of MLR outperforms that

of the normal linear regression method.

The rest of the chapter is organized as follows. In Section 4.2, the main idea of the

‘variable-length IEEE 1588’ scheme is proposed. In Section 4.3, the clock offset es-

timation in the scenario without clock skew is proposed, and the maximum likelihood

estimators (MLEs) of the clock offset for both the Gaussian and exponential random de-

lay models are derived. The values of the two parameters (α , β ) that are involved in the

‘variable-length IEEE 1588’ scheme are optimized in an MSE sense. The synchroniza-

tion performance of the scheme is evaluated by comparing it with the conventional IEEE

1588, block burst transmission method [56] and the ‘improved IEEE 1588’ scheme using

Monte Carlo simulations. In Section 4.4, a MLR based estimation method is proposed to

estimate the asymmetric fixed error, clock offset and clock skew at the same time, when

the clock skew is being taken into account. Both matrix and algebraic solutions are de-

rived for the MLR. The optimal values of the parameters α and β are analyzed. And then

the synchronization performance of the ‘variable-length IEEE 1588’ scheme with MLR

is evaluated using Monte Carlo simulations. Finally, Section 4.5 concludes this chapter.
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4.2 Main Idea

The clock offset - clock skew based clock model which has been introduced in Section

3.2.2 is also used in this chapter. As an IEEE 1588 synchronization process usually takes

a very short time, the clock offset during the kth synchronization process can be expressed

as:

φ(tk) = φ0 +ρtk, (4.1)

where φ0 is the initial clock offset, ρ is the constant clock skew and tk is the ending time

of the kth synchronization process. It is assumed that the master has an accurate clock.

Then the slave clock at the ending time of the kth synchronization cycle, Ts(tk), can be

written as:

Ts(tk) = tk +φ(tk). (4.2)

The message exchanging process in the ‘variable-length IEEE 1588’ scheme is the same

as in the conventional scheme, which is shown in Fig 3.2. However, the ‘variable-length

IEEE 1588’ synchronization scheme is different from the conventional scheme in that the

lengths of the SYNC and DELAY_REQ messages vary periodically.

Assuming that the packet lengths of the SYNC and DELAY_REQ messages in the con-

ventional IEEE 1588 are each one unit, and then we propose to lengthen the length of

the SYNC and DELAY_REQ messages by α times (α > 1) for every β synchronization

processes (β ≥ 2), as shown in Fig. 4.1. Note that it is different from that in the ‘improved

IEEE 1588’ scheme, where two more packets (i.e. SYNC2 and DELAY_REQ2) are trans-

mitted in every process, and the ‘variable-length IEEE 1588’ scheme transmits the same

number of packets as the conventional IEEE 1588 does. Therefore, the overall number of

transmitted packets is much less than that in the ‘improved IEEE 1588’ scheme.

After N synchronization processes, NI downlink delay observations (Ui) and uplink

delay observations (Vi) from the original length packets, and NJ downlink delay observa-
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Figure 4.1: Comparison between conventional IEEE 1588 and the ‘variable-length IEEE
1588’ scheme.

tions (U
′
j) and uplink delay observations (V

′
j) from the lengthened packets can be recorded,

where N = NI +NJ = β ×NJ . Similar to (3.11)-(3.14), these four groups of observations

can be written as:

Ui = d +φ(ti)+Xi, i = 1,2, ...,NI (4.3)

Vi = l−φ(ti)+Yi, i = 1,2, ...,NI (4.4)

U
′
j = αd +φ(t

′
j)+X

′
j, j = 1,2, ...,NJ (4.5)

V
′
j = αl−φ(t

′
j)+Y

′
j , j = 1,2, ...,NJ (4.6)

where ti is the ending time of the ith synchronization process with original length packets,

t
′
j is the ending time of the jth synchronization process with lengthened packets, d is the
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downlink fixed delay from the original length packets, l is the uplink fixed delay from the

original length packets, and Xi, Yi, X
′
i , Y

′
i , are the random delays in these four transmis-

sions, respectively. As the fixed delays are proportional to the length of the packets as

explained in Chapter 3, the products αd and αl are the downlink and uplink fixed delays

for the NJ synchronization processes with lengthened packets, respectively.

In the next two sections, a simplified clock model without clock skew is firstly con-

sidered, and then clock skew is taken into account. This leads to different estimation

methods.

4.3 Clock Offset Estimation with No Clock Skew

With the first scenario of the clock model, the clock skew is neglected (ρ = 0) and the

clock offset is a constant (φ(tk) = φ ). The delay observations (4.3)-(4.6) can then be

written as:

Ui = d +φ +Xi, i = 1,2, ...,NI (4.7)

Vi = l−φ +Yi, i = 1,2, ...,NI (4.8)

U
′
j = αd +φ +X

′
j, j = 1,2, ...,NJ (4.9)

V
′
j = αl−φ +Y

′
j , j = 1,2, ...,NJ (4.10)

Similar to the last chapter, the estimate of the clock offset φ for both Gaussian and expo-

nential random delay models will be derived based on these four sets of observations.

4.3.1 Clock Offset Estimation (φ̂) for Gaussian Delay Model

With a Gaussian delay model, both the uplink and downlink random delays (Xi, Yi, X
′
i ,

Y
′
i ) are assumed to follow the same Gaussian distribution with mean µ and variance σ2.
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After N synchronization processes, (4.7) and (4.9) can be rewritten as:

NI

∑
i=1

Ui = NI ·d +NIφ +
NI

∑
i=1

Xi (4.11)

NJ

∑
j=1

U
′
j = NJ ·αd +NJφ +

NJ

∑
j=1

X
′
j. (4.12)

Since NI = (β −1)×NJ , then from (4.11) and (4.12):

(β −1)
NJ

∑
j=1

U
′
j−

NI

∑
i=1

Ui = NI(α−1)d +(β −1)
NJ

∑
j=1

X
′
j−

NI

∑
i=1

Xi (4.13)

and a simple MLE of d can easily be derived as:

d̂ =
Ū ′

j−Ūi

α−1
(4.14)

where Ūi and Ū ′
j denote the means of {Ui}NI

i=1 and {U ′
j}

NJ
j=1, respectively. Similarly, the

MLE for l is

l̂ =
V̄ ′j −V̄i

α−1
(4.15)

where V̄i and V̄ ′j denote the mean of {Vi}NI
i=1 and {V ′j}

NJ
j=1, respectively. The likelihood

function (from the multivariate p.d.f.) based on the independent observations {Ui}NI
i=1,

{U ′
j}

NJ
j=1, {Vi}NI

i=1 and {V ′j}
NJ
j=1 can be written as:

L(φ) = (2πσ
2)−N exp{− 1

2σ2 [
NI

∑
i=1

(Ui−d−φ −µ)2

+
NJ

∑
j=1

(U
′
j−αd−φ −µ)2 +

NI

∑
i=1

(Vi− l +φ −µ)2

+
NJ

∑
j=1

(V
′
j −αl +φ −µ)2]}. (4.16)
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Therefore,

∂ lnL(φ)
∂φ

= − 1
2σ2 [4Nφ −2

NI

∑
i=1

Ui−2
NJ

∑
j=1

U
′
j +2

NI

∑
i=1

Vi

+2
NJ

∑
j=1

V
′
j)+2(NI +αNJ)(d− l)] = 0 (4.17)

=⇒ φ̂ = argmax
φ

[lnL(φ)]

=
1

2N
[NIŪi +NJŪ ′

j−NIV̄i−NJV̄ ′j

−(NI +αNJ)(d− l)]. (4.18)

Substituting (4.14) and (4.15) into (4.18) gives:

φ̂ =
1
2
(

α

α−1
Ūi−

1
α−1

Ū ′
j−

α

α−1
V̄i +

1
α−1

V̄ ′j). (4.19)

4.3.2 Clock Offset Estimation (φ̂) for Exponential Delay Model

With the exponential delay model, the uplink and downlink random delays (Xi, Yi, X
′
i ,

Y
′
i ) are assumed to be both exponentially distributed random variables with mean λ . The

likelihood function based on the independent observations {Ui}NI
i=1, {U ′

j}
NJ
j=1, {Vi}NI

i=1 and

{V ′j}
NJ
j=1 in (4.3) to (4.6) can be written as:

L(φ) = λ
−2N exp{− 1

λ
[

NI

∑
i=1

(Ui−d−φ)+
NJ

∑
j=1

(U
′
j−α ·d−φ)+

NI

∑
i=1

(Vi− l +φ)

+
NJ

∑
j=1

(V
′
j −α · l +φ)]}×1[U(1) ≥ d +φ ,U

′

(1) ≥ αd +φ ,

V(1) ≥ l−φ ,V
′

(1) ≥ αl−φ ] (4.20)
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where 1[·] is an Indicator Function and U(1), U
′
(1), V(1) and V

′
(1) are the minimum values

of the observations {Ui}NI
i=1, {U ′

j}
NJ
j=1, {Vi}NI

i=1 and {V ′j}
NJ
j=1, respectively. But φ vanishes

on the R.H.S. of (4.20). However, if we rewrite the likelihood function based only on the

observations {Ui}NI
i=1 and {U ′

j}
NJ
j=1 then:

L(φ) = λ
−N exp{− 1

λ
[

NI

∑
i=1

(Ui−d−φ)+
NJ

∑
j=1

(U
′
j−αd−φ)]}

×1[U(1) ≥ d +φ ,U
′

(1) ≥ αd +φ ]

= λ
−N exp{− 1

λ
[

NI

∑
i=1

Ui +
NJ

∑
j=1

U
′
j− (NI +αNJ)d−Nφ ]}

×1[U(1) ≥ d +φ ,U
′

(1) ≥ αd +φ ]. (4.21)

Then the MLE for the clock offset φ based on the observations {Ui}NI
i=1 and {U ′

j}
NJ
j=1 can

be derived by maximizing (4.21), which is the same as maximizing (NI +αNJ)d +Nφ ,

over the set Θ = {(d,φ) : d > 0,−∞ < φ < ∞,φ ≤U(1)−d,φ ≤U
′
(1)−α ·d}. Define:

P(d,φ) = (NI +αNJ)d +Nφ

= N× (p×d +φ) (4.22)

where p = NI+αNJ
N and α > 1 =⇒ 1 < p < α . Similar to the analysis in [58], Fig. 4.2

shows that within the shaded region, the value of (d,φ) that maximizes P(d,φ) corre-

sponds to the intersection of the two lines φ =U(1)−d and φ =U
′
(1)−αd. By maximizing

P(d,φ), the MLE of d when U(1)−d =U
′
(1)−αd can be derived. That is

d̂ =
U
′
(1)−U(1)

α−1
. (4.23)
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And then the MLE of φ can be calculated as:

φ̂ = U(1)− d̂

=
α

α−1
U(1)−

1
α−1

U
′
(1). (4.24)

U(1)

U'(1)

Φ

d

(d, ) in set that
maximizes P( )

Φ Θ
Φd,

Φ=U -d(1)

Φ α=U' - d(1)

Set Θ

Φ Φ= · P(d, )/N-p d+

P(d, )/NΦ

Figure 4.2: Set Θ and the point (d,φ ) that maximizes (4.21) and (4.22).

A similar MLE of the clock offset φ can be derived based on the observations {Vi}NI
i=1

and {V ′j}
NJ
j=1 as:

φ̂ =
1

α−1
V
′
(1)−

α

α−1
V(1). (4.25)

Using a simple linear combination of (4.24) and (4.25) gives us the estimate of clock

offset:

φ̂ =
1
2
(

α

α−1
U(1)−

1
α−1

U
′
(1)−

α

α−1
V(1)+

1
α−1

V
′
(1)). (4.26)

4.3.3 Parameter Optimization

Now φ̂ in (4.19) and (4.26) is parameterized on (α , β ) – where Ūi, U(1), etc. are dependent

on β . Parameters (α , β ) can be optimized to minimize the mean squared estimation error
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E[|φ̂−φ |2] = varGau(φ̂) or varExp(φ̂) (as φ̂ is unbiased), where varGau(φ̂) and varExp(φ̂)

are the variances of (4.19) and (4.26), respectively. Substituting (4.7), (4.8), (4.9) and

(4.10) into (4.19) yields:

φ̂ = φ +
1
2
(

α

α−1
X̄i−

1
α−1

X̄ ′j−
α

α−1
Ȳi +

1
α−1

Ȳ ′j) (4.27)

where X̄i, X̄ ′j, Ȳi and Ȳ ′jdenote the means of the random delays {Xi}NI
i=1, {X ′j}

NJ
j=1, {Yi}NI

i=1

and {Y ′j}
NJ
j=1, respectively. Since Xi, X

′
j, Yi and Y

′
j are independent random delays, then

varGau(φ̂) =
σ2

4NI

(
α

α−1

)2
×2+

σ2

4NJ

( 1
α−1

)2
×2

=
σ2

2N

[
α2

(α−1)2 ×
(

β

β −1

)
+

β

(α−1)2

]
. (4.28)

Similarly, by substituting (4.7), (4.8), (4.9) and (4.10) into (4.26) produces:

φ̂ = φ +
1
2

(
α

α−1
X(1)−

1
α−1

X
′
(1)−

α

α−1
Y(1)+

1
α−1

Y
′
(1)

)
(4.29)

where X(1), X
′
(1), Y(1) and Y

′
(1) denote the minimum values of {Xi}NI

i=1, {X ′j}
NJ
j=1, {Yi}NI

i=1

and {Y ′j}
NJ
j=1, respectively. Now, it is well-known that X(1), X

′
(1), Y(1) and Y

′
(1) will all

follow exponential distributions with means of λ

N . The variance of (4.29) is

varExp(φ̂) =
λ 2

4N2
I
(

α

α−1
)2×2+

λ 2

4N2
J
(

1
α−1

)2×2

=
λ 2

2N2 [
α2β 2

(α−1)2(β −1)2 +
β 2

(α−1)2 ]. (4.30)

Optimization of β

Differentiating (4.28) with respect to β gives:

∂varGau(φ̂)

∂β
=

σ2

2N
[

1
(α−1)2 −

α2

(α−1)2(β −1)2 ] (4.31)
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and then the optimum β for the Gaussian random delay model, βopt,Gau, can be calculated

by setting ∂varGau(φ̂)
∂β

= 0:

=⇒ βopt,Gau = argmin
β

[varGau(φ̂)] = α +1. (4.32)

(4.32) indicates that the the optimum β depends on the value of α . Likewise, the optimum

β for the exponential random delay model, βopt,Exp, can be obtained as:

βopt,Exp = argmin
β

[varExp(φ̂)] = α
2
3 +1. (4.33)

Optimization of α

Similarly, differentiating (4.28) and (4.30) with respect to α gives:

∂varGau(φ̂)

∂α
=−σ2

2N
[

2αβ

(α−1)3(β −1)
+

2β

(α−1)2 ] (4.34)

∂varExp(φ̂)

∂α
=− λ 2

2N2 [
2αβ 2

(α−1)3(β −1)2 +
2β 2

(α−1)2 ]. (4.35)

Because α > 1 and β ≥ 2, both ∂varGau(φ̂)
∂α

and ∂varExp(φ̂)
∂α

are always negative. Thus, both

(4.28) and (4.30) decrease with the increase of α , and the biggest possible value of α

is the optimal value for both models. According to 3GPP, as the smallest packet size is

64bytes and the largest size is 1518 bytes [68], then αmax = 1518/64≈ 23.7. In Fig. 4.3,

the MSEs of the estimators (4.19) and (4.26) are plotted against α for α = 2 to α = 23.7

when N = 10, β = α + 1 in the Gaussian random delay model and β = α
2
3 + 1 in the

exponential random delay model. It can be seen that the larger the packet size ratio α , the

smaller the MSEs will be. Thus, αopt = αmax = 23.7, βopt,Gau ≈ 24.7 and βopt,Exp ≈ 9.25.

Note that β can be non integer from the statistical point of view.
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Figure 4.3: MSEs of the two estimators of clock offset (φ̂ ) as a function of the packet
length ratio α (σ = 1, λ = 1, N = 10).

4.3.4 Synchronization Performance Evaluation

In this section, the synchronization accuracy of the ‘variable-length IEEE 1588’ scheme

with no clock skew is evaluated using Monte Carlo simulations. The performance of

the ‘variable-length IEEE 1588’ scheme is compared with the conventional scheme [55],

the block burst transmission method [56] and the ‘improved IEEE 1588’ scheme. The

synchronization accuracy is evaluated in terms of the root mean squared errors (RMSEs)

of the clock offset estimation against the asymmetric ratio in the Gaussian or exponential

random delay environments in Fig. 4.4 and Fig. 4.5, respectively. The asymmetric ratios

(defined as the ratio of the uplink fixed delay to the downlink fixed delay, l/d) range from

2 to 16. The number of Monte Carlo simulation trials for each point is 10000. For the

Gaussian random delay model, µ = 100µs and σ = 20µs. For the exponential random

delay model, λ = 100µs. The number of observations is N = 100. Both α and β are set

as the optimal values in each model. The downlink fixed delay d = 1ms. These simulation

parameters were chosen based on empirically realistic values.
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Figure 4.4: RMSEs of the slave clock offset estimate (φ̂ ) for different synchronization
schemes as a function of asymmetric ratio with a Gaussian random delay model (µ =
100µs, σ = 20µs, N = 100, α = 23.7, β = 24.7).

Both Fig. 4.4 and Fig. 4.5 show that the synchronization performances of the ‘variable-

length IEEE 1588’ scheme and the ‘improved IEEE 1588 scheme’ are not functions of the

asymmetric ratio, while the RMSEs of the conventional scheme and the block burst trans-

mission scheme increase with the asymmetric ratio. Clearly, the ‘variable-length IEEE

1588’ scheme can provide a similar synchronization accuracy as the ‘improved IEEE

1588 scheme’, but with fewer transmitted messages (i.e. two messages less in every syn-

chronization process). Both techniques significantly outperform the conventional scheme

and the block burst transmission method [56].
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Figure 4.5: RMSEs of the slave clock offset estimate (φ̂ ) for different synchronization
schemes as a function of asymmetric ratio with an exponential random delay model
(λ = 100µs, N = 100, α = 23.7, β = 9.25).

4.4 Multiple Linear Regression Based Clock Offset

and Clock Skew Estimation

When the clock skew impact is taken into account (ρ 6= 0), the estimation method is

completely different, since both the clock offset and the clock skew need to be estimated

from (4.3)-(4.6) at the same time.

From (4.3) and (4.4), the conventional IEEE 1588 estimation of the clock offset is:

φ̂(ti) =
Ui−Vi

2

= φ(ti)+
l−d

2
+

Yi−Xi

2
, i = 1,2, ...,NI. (4.36)

Define the asymmetric fixed error as dasym = l−d
2 and the estimation noise as εi =

Yi−Xi
2 . In

this section, the random delays (Xi, Yi, X
′
j and Y

′
j) are all assumed to be Gaussian random

variables with mean µ and variance σ2 . Then εi also follows a Gaussian distribution with
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ε ∼ (0, σ2

2 ). Similarly, the conventional IEEE 1588 estimates the clock offset from (4.5)

and (4.6) as:

φ̂(t
′
j) =

U
′
j−V

′
j

2

= φ(t
′
j)+α

l−d
2

+
Y
′
j −X

′
j

2

= φ(t
′
j)+αdasym + ε j, j = 1,2, ...,NJ (4.37)

where ε j =
Y
′
j−X

′
j

2 is the estimation noise of the jth synchronization process with length-

ened packets and also follows the Gaussian distribution (0, σ2

2 ). Substituting (4.1) into

(4.36) and (4.37) yields:

φ̂(ti) = φ0 +ρti +dasym + εi, i = 1,2, ...,NI (4.38)

φ̂(t
′
j) = φ0 +ρt

′
j +αdasym + ε j, j = 1,2, ...,NJ. (4.39)

Considering a slave clock can only be aware of the time on its own clock, the real time (t)

can be represented using slave clock (Ts(t)) from (4.1) and (4.2):

t =
Ts(t)−φ0

1+ρ
. (4.40)

Substitute (4.40) into (4.38) and (4.39) gives:

φ̂(ti) = φ0 +dasym +
Ts(ti)−φ0

1+ρ
ρ + εi

=
1

ρ +1
φ0 +dasym +

ρ

1+ρ
Ts(ti)+ εi, i = 1,2, ...,NI (4.41)
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φ̂(t
′
j) = φ0 +αdasym +

Ts(t
′
j)−φ0

1+ρ
ρ + ε j

=
1

ρ +1
φ0 +αdasym +

ρ

1+ρ
Ts(t

′
j)+ ε j, j = 1,2, ...,NJ (4.42)

where Ts(ti) and Ts(t
′
j) are the corresponding recording times based on the slave clock at ti

and t
′
j. And then φ0, ρ and dasym can be estimated from the knowledge of the observations

and recording times.

4.4.1 Normal Linear Regression Based Estimation

Linear regression methods have been used to solve the clock offset and clock skew esti-

mation problem in scenarios like this [51, 69, 70]. However, if we use the conventional

normal linear regression (NLR) based method to estimate φ0, ρ and dasym from the clock

offset observations (φ̂(ti) and φ̂(t
′
j)) and the slave clock observations (Ts(ti) and Ts(t

′
j)) in

(4.41) and (4.42) independently, the clock skew estimates (ρ̂) from (4.41) and (4.42) may

be different and computational complexity is high.

In the conventional normal linear regression (NLR) based method, the NI clock offset

observations from (4.41) can be combined into a matrix form as:

φ̂I = HIθI + εI, (4.43)

where φ̂I = [φ̂(t1), φ̂(t2), ..., φ̂(tNI)]
T , θI = [θ0,I,θ1,I]

T , εI = [ε1,ε2, ...,εNI ]
T and HI =

[1,1, ...,1;Ts(t1),Ts(t2), ...,Ts(tNI)]
T , and

θ0,I =
1

ρ +1
φ0 +dasym, (4.44)

θ1,I =
ρ

1+ρ
. (4.45)

In linear algebra, HIθI ∈ R(HI), where R(HI) is the column space of HI . Then, the
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square distance between φ̂I and HIθI , S(θI), can be defined as:

S(θI)≡
∥∥φ̂I−HIθI

∥∥2
. (4.46)

Least regression method is to find the appropriate θ̂I such that the distance between φ̂I and

HI θ̂I is smaller than the one between φ̂I and any other linear combination of the column

vectors of HI . Thus, HI θ̂I is the information which interprets φ̂I most accurately. Since

S(θI) = (φ̂I−HIθI)
T (φ̂I−HIθI)

= (φ̂I−HI θ̂I +HI θ̂I−HIθI)
T (φ̂I−HI θ̂I +HI θ̂I−HIθI)

= (φ̂I−HI θ̂I)
T (φ̂I−HI θ̂I)+2(φ̂I−HI θ̂I)(HI θ̂I−HIθI)

+(HI θ̂I−HIθI)
T (HI θ̂I−HIθI)

=
∥∥φ̂I−HI θ̂I

∥∥2
+
∥∥HI θ̂I−HIθI

∥∥2
+2(φ̂I−HI θ̂I)

T HI(θ̂I−θI). (4.47)

If the estimate θ̂I of θI satisfies that φ̂I−HI θ̂I is orthogonal to every vector in R(HI), then

(φ̂I−HI θ̂I)
T HI = 0. Thus

S(θI) =
∥∥φ̂I−HI θ̂I

∥∥2
+
∥∥HI θ̂I−HIθI

∥∥2
. (4.48)

Then

S(θ̂I) =
∥∥φ̂I−HI θ̂I

∥∥2
(4.49)

and for any other estimate θ̂I
?

of θI ,

S(θ̂I
?
) =

∥∥φ̂I−HI θ̂I
∥∥2

+
∥∥∥HI θ̂I−HI θ̂I

?
∥∥∥2
≥ S(θ̂I). (4.50)
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Thus, θ̂I satisfying (φ̂I−HI θ̂I)
T HI = 0 is the least square estimate. Therefore,

(φ̂I−HI θ̂I)
T HI = 0

⇔HI
T (φ̂I−HI θ̂I) = 0

⇔HI
T

φ̂I = HI
T HI θ̂I

⇔θ̂I = (HI
T HI)

−1HI
T

φ̂I. (4.51)

Then the least square estimation of θI is given by:

θ̂I = (HI
T HI)

−1HI
T

φ̂I. (4.52)

Similarly, the estimate of θJ (θ̂J) can also be calculated from (4.42) using NLR, where

θJ = [θ0,J,θ1,J]
T and

θ0,J =
1

ρ +1
φ0 +αdasym (4.53)

θ1,J =
ρ

1+ρ
. (4.54)

From the estimates of (4.44) and (4.53), dasym can then be estimated as:

d̂asym =
θ̂0,J− θ̂0,I

α−1
. (4.55)

However, the estimation of ρ and φ0 is not straightforward, because ρ-dependent θ1,I and

θ1,J ought to be equal, but θ̂1,I and θ̂1,J are estimated from different observations and may

be of different values. And the optimal combination of θ̂1,I and θ̂1,J would be exhausting

and then significantly increase the already high computational complexity. Thus, instead

of using conventional NLR, a multiple linear regression (MLR) based estimation method

is proposed. It will not only avoid the aforementioned problem, but will also improve the

estimation accuracy with much lower computational complexity.
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4.4.2 Multiple Linear Regression Based Estimation

Rewrite the ending times of the total N synchronization processes as tk, k = 1,2, ...,N.

The clock offset observations from (4.41) and (4.42) can now be written using a single

formula with an introduced variable bk:

φ̂(tk) = θ0 +θ1Ts(tk)+θ2bk + εk (4.56)

where

θ0 =
1

ρ +1
φ0 +dasym (4.57)

θ1 =
ρ

1+ρ
(4.58)

θ2 = (α−1)dasym (4.59)

and bk is an introduced variable for the linear regression model with a value of 1 when

the clock offset observation is from the NJ groups of lengthened packets or 0 for the NI

groups of original packets. So (4.56) can be written in matrix form as:

φ̂M = HMθM + εM (4.60)

where

φ̂M = [φ̂(t1), φ̂(t2), ..., φ̂(tk), ..., φ̂(tN)]T , (4.61)

HM =



1 Ts(t1) b1

1 Ts(t2) b2

...
...

...

1 Ts(tN) bN


, (4.62)

θM = [θ0,θ1,θ2]
T , (4.63)
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ε = [ε1,ε2, ...,εN ]
T . (4.64)

Using MLR, the least square estimation of θM is given by:

θ̂M = (HM
T HM)−1HM

T
φ̂M. (4.65)

In some cases, (4.65) may not be preferred because it contains a matrix inverse com-

putation. Write T̄s =
1
N ∑

N
k=1 Ts(tk) , b̄ = 1

N ∑
N
k=1 bk and φ̄ = 1

N ∑
N
k=1 φ̂(tk), then write

T̈s(tk) = Ts(tk)− T̄s, b̈k = bk− b̄ and φ̈(tk) = φ̂(tk)− φ̄ , and so the algebraic solution for

(4.56) can be derived from [71]:

θ̂2 = C−1×
[ N

∑
k=1

T̈s(tk)bk×
N

∑
k=1

T̈s(tk)φ̈(tk)

−
N

∑
k=1

bkφ̈(tk)×
N

∑
k=1

T̈s(tk)2] (4.66)

θ̂1 = C−1×
[ N

∑
k=1

T̈s(tk)b̈k×
N

∑
k=1

b̈kφ̈(tk)

−
N

∑
k=1

T̈s(tk)φ̈(tk)×
N

∑
k=1

b̈2
k
]

(4.67)

θ̂0 = φ̈(tk)− θ̂1T̄s− θ̂2b̄ (4.68)

where

C =
( N

∑
k=1

T̈s(tk)b̈k
)2−

N

∑
k=1

b̈2
k×

N

∑
k=1

T̈s(tk)2. (4.69)

From (4.66)-(4.68), the estimates of dasym, ρ and φ0 can be derived:

d̂asym =
θ̂2

α−1
(4.70)

ρ̂ =
1

1− θ̂1
−1 (4.71)
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φ̂0 =
θ̂0− θ̂2

α−1

1− θ̂1
. (4.72)

The estimated asymmetric fixed error, clock offset and clock skew can then be applied to

compensate the asymmetric link and the femtocell clock.

Considering the linear regression process as trying to find a straight line that best (in a

least square sense) represents plotted points of the observed data on a graph, the difference

between NLR and MLR is illustrated in Fig. 4.6. As shown in Fig. 4.6(a), if the NLR

approach is used to estimate the parameters in (4.41) and (4.42) separately, the two straight

lines will not be parallel, which conflicts with the fact that the true values of the clock

skews (ρ) are the same and thus the two lines should always have the same slope ( ρ

1+ρ
).

By contrast, by using MLR as shown in Fig.4.6(b), the two lines are always parallel

and have the same slope. In addition, the MLR based method only needs one linear

regression computing process instead of two for NLR, and thus significantly reduces the

computational complexity. Moreover, it will be shown later that the estimation of the

asymmetric error obtained from (4.70) is more accurate than that from (4.55).
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Ts(t)

Φ(t)
Slope 1
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: Clock offset and recording time
observations with N original packetsI

: Clock offset and recording time
observations with N enlarged packetsJ

(a) With NLR, Slope 1 may not equal to Slope 2.

Slope 1

Slope 2

Ts(t)

Φ(t)

: Clock offset and recording time
observations with N original packetsI

: Clock offset and recording time
observations with N enlarged packetsJ

(b) With the proposed MLR, Slope 1 = Slope 2.

Figure 4.6: Normal linear regression vs. the proposed multiple linear regression.

4.4.3 Parameter Optimization

Similar as in Section 4.3.3, parameters (α , β ) can be optimized to minimize the mean

squared estimation error of the estimates in (4.70), (4.71) and (4.72). As analyzed in [71],

these linear regression based estimators are all unbiased since the estimation noise is zero

mean Gaussian distributed. Thus, the mean squared estimation error of these estimates

equal to the variances of (4.70), (4.71) and (4.72), respectively.

The variances of the ρ̂-dependent estimate θ̂1 and the d̂asym-dependent estimate θ̂2 are

firstly analyzed. From [71], in the MLR based estimation, var(θ̂1) and var(θ̂2) are the
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two elements on the diagonal of σsync(χ
T χ)−1, where σsync is the standard deviation of

the estimation noise (here σsync =
σ2

2 ) and

χ =

 T̈s(t1) T̈s(t2) ... T̈s(tN)

b̈1 b̈2 ... b̈N


T

. (4.73)

Note that bk and b̈k are only determined by β , while Ts(tk) and T̈s(tk) are not related to

either α or β , and

χ
T

χ =

 ∑
N
k=1 T̈s(tk)2

∑
N
k=1 b̈kT̈s(tk)

∑
N
k=1 b̈kT̈s(tk) ∑

N
k=1 b̈2

k


,

 a1 a2

a3 a4

 . (4.74)

Then

(χT
χ)−1 =

1
det(χT χ)

adj(χT
χ)

=
1

a1a4−a2a3

 a4 −a2

−a3 a1


=

 a4
a1a4−a2a3

−a2
a1a4−a2a3

−a3
a1a4−a2a3

a1
a1a4−a2a3

 (4.75)

when a1a4− a2a3 6= 0, which is true in our case, where adj(χT χ) is the adjugate matrix

of χT χ . And thus

var(θ̂1) =
σ2

2
(

a4

a1a4−a2a3
)

var(θ̂2) =
σ2

2
(

a1

a1a4−a2a3
).
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When a2a3 = 0, a4
a1a4−a2a3

and a1
a1a4−a2a3

are minimized, and then the minimum values

of var(θ̂1) and var(θ̂2) are obtained. An example will be given later to show that it is

possible that a2 = a3 = 0. Therefore

var(θ̂1) =
σ2

2
(

a4

a1a4−a2a3
)

=
σ2

2
× 1

a1

=
σ2

2
[

N

∑
k=1

T̈s(tk)2]−1 (4.76)

var(θ̂2) =
σ2

2
(

a1

a1a4−a2a3
)

=
σ2

2
× 1

a4

=
σ2

2
(

N

∑
k=1

b̈2
k)
−1. (4.77)

Since var(θ̂1) is only determined by the observing time T̈s(tk), and so the estimation

accuracy of θ̂1 won’t be affected by α or β . However, var(θ̂2) is a function of b̈k, and can

be calculated as:

var(θ̂2) =
σ2

2
(

N

∑
k=1

b̈2
k)
−1

=
σ2

2
[

N

∑
k=1

(bk− b̄)2]−1

=
σ2

2
[
NI× (0− N−NI

N
)2 +NJ× (1− N−NI

N
)2]−1

=
σ2

2
[
NI× (−1+

NI

N
)2 +(N−NI)× (

NI

N
)2]−1 (4.78)

where N = NI +NJ and b̄ = 1
N ∑

N
k=1 bk =

N−NI
N . By setting ∂var(θ̂2)

∂NI
= 0, the value of NI
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that minimizes var(θ̂2) can be calculated:

NI =
N
2

(4.79)

so β = N
NI

= 2.

Now we know that var(θ̂2) is minimized when a2 = a3 = 0 and β = 2. When the origi-

nal packets and the enlarged packets are transmitted by turn (i.e. b= [b1,b2, ...,bk, ...,bN ] =

[0,1,0,1, ...,0,1]) and the interval times between any two adjacent observations are the

same, which makes T̈s(tk) a zero-symmetric sequence, it can be proved that a2 = a3 =

∑
N
k=1 b̈kT̈s(tk) = 0 and β = 2. Therefore the optimum β is 2. The simulation result in

Section 4.4.3 also proves this conclusion. Note that the optimum β here is different from

(4.32) since the clock model and the mathematical tool used in these two scenarios are

different.

Since ρ̂ from (4.71) is only a function of θ̂1, the values of α and β will not affect its

estimation accuracy. For d̂asym from (4.70), it is easily found that the bigger value of α

leads to better estimation of dasym. So the largest possible value of α is the optimal value.

The simulation result in Section 4.4.3 also proves this conclusion.

The variance analysis of θ̂0 and φ̂0 is more complicated. However, it will be shown in

Fig. 4.8 and Fig. 4.9 that the estimation accuracy of (4.72) is hardly affected by the values

of α or β .

4.4.4 Performance Evaluation

The performance of the ‘variable-length IEEE 1588’ scheme (when ρ 6= 0) is evaluated in

terms of the synchronization accuracy using Monte Carlo simulations. The initial clock

offset φ0 = 1sec. The clock skew ρ = 100 ppm (parts per million). The downlink fixed

delay d = 1msec. The uplink fixed delay l = 2msec. The random delays are Gaussian

random variables with mean µ = 100µ sec and standard deviation σ = 20µ sec.
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Figure 4.7 shows the comparison between the NLR base method and the proposed MLR

based method in terms of the RMSEs of the estimations of the asymmetric fixed error

dasym (i.e. (4.55) and (4.70)), versus the number of overall synchronization processes

N. The packet size ratio α = 4. The period length parameter β = 2. It is noted that

there is a gap of several microseconds between the RMSE lines of these two estimators.

Obviously, the MLR based method provides much better accuracy on asymmetric fixed

error estimation.
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Figure 4.7: RMSEs of proposed estimator for dasym versus the number of synchronization
processes (N) in variable length IEEE 1588.

Figure 4.8 shows the MSEs of the proposed estimators of the asymmetric fixed error,

clock skew and clock offset, versus the value of α . As stated in Section 4.3.3, αmax = 23.7.

The number of overall synchronization processes N = 20. The period length parameter

β = 2. It can be seen that the estimation accuracy of the asymmetric fixed error signif-

icantly improves when α increases. The clock offset estimation also slightly improves

with an increase in α . However, the variation of α does not affect the clock skew estima-

tion.
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Figure 4.8: MSEs of (4.70), (4.71) and (4.72) against the value of α in variable length
IEEE 1588.

In Fig. 4.9, the MSEs of the proposed estimators of asymmetric fixed error, clock skew

and clock offset against the value of β (2≤ β ≤ 20) are illustrated. The packet size ratio

is fixed as α = 4. The value of N is set to be a relatively large value of 200, in order to

give prominence to the impact of β . Similarly, the variation of β does not affect the clock

skew estimation. The MSE of clock offset estimation varies slightly. The smallest MSE

of the asymmetric fixed error estimation is achieved when β = 2.

The simulation results in both Fig. 4.8 and Fig. 4.9 prove the theoretical analysis in the

Section 4.4.2. As can be seen in both these figures, the impact of β is not as significant

as that of α or N. Clearly, increasing either the synchronization processes number N or

the packet length ratio α can significantly improve the synchronization accuracy of the

‘variable-length IEEE 1588’ scheme.

Finally, the performance of the ‘variable-length IEEE 1588’ scheme with clock skew

is compared with the conventional scheme and the block burst transmission method [56].

The synchronization accuracy is evaluated in terms of the RMSEs of the clock offset
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Figure 4.9: MSEs of (4.70), (4.71) and (4.72) against the value of β (2 ≤ β ≤ 20) in
variable length IEEE 1588.

estimation against the asymmetric ratio. Now the asymmetric ratios (defined as the ratio of

the uplink fixed delay to the downlink fixed delay, l/d) range from 2 to 16 in order to show

the asymmetric ratio impact on these schemes, where the downlink fixed delay d = 1msec.

The number of overall synchronization processes N = 20. The period length parameter

β = 2. The packet size ratio α = 23. In order to show the impacts of random delays

on these schemes, two Gaussian random delay models are considered in the simulation

with mean µ1 = 100µ sec and standard deviation σ1 = 20µ sec, or µ2 = 200µ sec and

σ2 = 40µ sec.

Fig. 4.10 shows that the synchronization performance comparison of these schemes,

which is as expected very similar to that in Fig. 4.4. Thus the same conclusions can also

be drawn.
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Figure 4.10: RMSEs of the slave clock for different synchronization schemes as a func-
tion of asymmetric ratio, with Gaussian random delay models (µ1,σ
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1 ) and (µ2,σ
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4.5 Summary

This chapter has proposed a ‘variable-length IEEE 1588’ scheme by changing the lengths

of the transmitted messages periodically to overcome the asymmetric link and random

delay problems. Two scenarios of the clock model, no clock skew (ρ = 0) and with clock

skew (ρ 6= 0), are both considered with the ‘variable-length IEEE 1588’ scheme. In the

first scenario (when ρ = 0), the MLE of the clock offset (φ̂ ) is derived for both the Gaus-

sian and exponential random delay models. The optimal values of the two parameters

(α , β ) that are involved in the ‘variable-length IEEE 1588’ scheme are derived based on

MSE analysis. In the second scenario (when ρ 6= 0), a MLR based method is applied

to solve the time synchronization problem and this significantly outperforms the conven-

tional NLR based method. The optimal values of the two parameters (α , β ) are derived

based on the analysis and simulation results. Simulation results show that the ‘variable-

length IEEE 1588’ scheme successfully addresses the problems of the asymmetric link
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and random delays. The synchronization accuracy of the ‘variable-length IEEE 1588’

scheme is significantly better than that of the conventional IEEE 1588 approach and an-

other existing method [56], and similar to the ‘improved IEEE 1588’ scheme of Chapter

3 but with a significantly reduced number of transmitted messages.

102



5 Receiver-Receiver Synchronization

for Femtocells

5.1 Introduction

In this chapter, the femtocell synchronization via neighbour cell listening is investigated.

Synchronization via neighbouring cells listening is cost effective because no extra provi-

sions are required to ensure synchronization even on a regular basis. This is especially

important when wireless backhaul is used.

Receiver-receiver synchronization (RRS) method is proved to be efficient and accurate

in many wireless networks such as WSNs (Wireless Sensor Networks). This is because

RRS completely eliminates the uncertainty at the sender, and thus performs better than the

classical sender-receiver synchronization. Reference broadcast synchronization (RBS)

has been proposed in [51], and is the most widely used RRS scheme. In RBS, a ‘super

node’ is required, which is dedicated to broadcast the reference beacons to other nodes.

Then other nodes can synchronize to the ‘averaged time’ by exchanging the receiving

times of the reference beacons. However, in femtocell networks, the existence of the

‘super node’ is unrealistic. Also, the femtocell is required to synchronize to the universal

accurate time, not the ‘averaged time’. In addition, the high energy cost of message

exchanging is also not desirable in femtocell networks. Therefore two new RRS based
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synchronization schemes are proposed to apply this mechanism in femtocell networks.

Firstly, Scheme 1, a mobile station (MS) - assisted RRS based scheme is developed for

femtocells. This simple scheme uses a mobile station to broadcast the reference beacons,

and then help a femtocell synchronize to a macro base station.

Secondly, Scheme 2, a novel RRS based scheme suitable for wireless femtocell net-

works is considered. Different from RBS, an unsynchronized femtocell can start the syn-

chronization process and then get synchronized to an accurate clock. In addition, the

scheme significantly reduces the number of overall timing messages.

The rest of this chapter is organized as follows. In Section 5.2, wireless network syn-

chronization and RBS are introduced. In Section 5.3, Scheme 1 is proposed. In Section

5.4, Scheme 2 is devised for wireless femtocell networks. Finally, Section 5.5 concludes

this chapter.

5.2 Receiver-Receiver Synchronization for Wireless

Networks

5.2.1 Introduction to Wireless Sensor Network Synchronization

Wireless time synchronization has been well investigated in wireless sensor networks

(WSNs). A number of works have been done in this area, including some overview works

such as [54, 72, 60]. Basically, synchronization schemes for wireless sensor networks can

be categorized as sender-receiver synchronization such as timing-sync protocol for sensor

networks (TPSN) [50], tiny-sync and mini-sync [73] and lightweight time synchroniza-

tion [74], receiver-receiver synchronization like RBS [51] or a hybrid of both schemes

like pairwise broadcast synchronization (PBS) [53]. The major problem of time synchro-

nization is the existence of the packet delay. As shown in Figure 5.1, in all the wireless

synchronization schemes, packet delay consist of four basic packet delay components:
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Send time, Access time, Propagation time, and Receive time.

• Send Time: Time used to assemble the message and issue the send request to the

MAC layer at the transmitter. Depending on the operating system and on the current

processor load, the send time is non-deterministic and can be as high as hundreds

of milliseconds.

• Access Time: Delay incurred waiting for access to the transmit channel up to the

point when transmission begins. The access time is the least deterministic part of

the message delivery in wireless networks varying from milliseconds up to seconds

depending on the current network traffic.

• Propagation Time: The time it takes for the message to transmit from sender to

receiver once it has left the sender. The propagation time is highly deterministic in

wireless networks and it depends only on the distance between the two nodes.

• Receive Time: The time it takes for the receiver to receive the message. It’s quite

deterministic and depends on the length of the message.

Figure 5.1: Packet delay components.

The difficulty to predict each packet delay component seriously limits the performance

of the synchronization. As will be explained in Section 5.2.2, the receiver-receiver syn-

chronization completely eliminates the uncertainty at the sender (i.e. Send Time and Ac-

cess Time), and thus performs better than the classical sender-receiver synchronization.
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5.2.2 Receiver-Receiver Synchronization

Receiver-receiver synchronization was first proposed in [51] as Reference Broadcast Syn-

chronization (RBS). In RBS, one super node periodically sends beacon messages to its

neighbors. Receivers use the messages’ arrival times as references for comparing their

clocks. The message contains no explicit timestamp, nor is it important exactly when it

is sent. The accuracy of RBS is mostly determined by the amount of time each receiver

takes to receive and process the reference packet. Taking a network with a super node and

nodes i, j, k as an example, the RBS can be summarized as follows (where the subscript

‘b’ refers to the ‘bth broadcast’):

1. The super node broadcasts a reference message;

2. Receivers i, j, k record the arrival times of the reference messages as T i
b , T j

b and T k
b

according to their own clocks;

3. Receivers i, j, k exchange their recorded times;

4. Receivers i, j, k calculate offsets between local and global times.

Figure 5.2: The bth message exchange process in RBS.

This is illustrated in Fig. 5.2. Thus the clock offset between node i and node j, denoted

as offset[i, j], can be calculated after they exchange their recorded times for m messages

received from the super node. If m represents the number of reference broadcasts and T i
b
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/ T j
b represent the times when node i / j receive the bth reference broadcast respectively,

then the clock offset can be calculated as:

offset[i, j] =
1
m

m

∑
b=1

(T j
b −T i

b). (5.1)

Figure 5.3 shows that RBS eliminates error introduced by the Send Time and Access Time

from ‘critical path’ [51] – where the delay difference accumulates. Because that Receiver

1 and Receiver 2 share the same Send Time and Access Time, the delay difference and

the synchronization error between these two nodes will not be introduced from these

two parts. However, in traditional sender-receiver synchronization, synchronization error

from all four packet delay components will accumulate. In addition, in RBS the prop-

agation time is considered to be effectively zero, because for a small wireless network,

propagation time difference does not contribute significantly to the overall error. Thus

the largest non-deterministic latency can be removed from the critical path by using the

broadcast channel to synchronize receivers with one another. This results in significantly

better precision synchronization than algorithms that measure the round-trip delay.

RBS is a highly influential synchronization scheme because it brings a completely new

thinking to the time synchronization research. For RBS, the clock offset/skew estimation

problem has been investigated in [75, 76, 77]. [78] studies the influence of jitter delay

and packet loss resulting from the lower layer protocol on RBS. In [79], the author has

analyzed the security of RBS and proposed optimization on security for the algorithm.

In addition, a number of synchronization schemes have been developed based on RBS,

such as [80, 81, 82, 53, 83], where the latter two works have combined RRS and the

conventional sender-receiver synchronization.
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Figure 5.3: Critical path comparison. In sender-receiver synchronization, ‘critical path’
contains all four parts of the packet delay components. In RBS, the Send Time and
Access Time are eliminated from ‘critical path’.

5.2.3 Disadvantages of RBS

RBS protocol can achieve a relatively high accuracy, but the number of exchanged mes-

sages between nodes is large. For a single-hop domain network with M nodes, and where

the number of reference broadcasts is N, at least N×M message will be exchanged. This

will introduce a heavy load to the network.

In addition, RBS is generally used in small centralized wireless networks, in which

the propagation time differences can be neglected. But in cellular networks the distance

between a BS and an mMS might be as big as 3km, then the propagation delay becomes

significant in the synchronization error. This will be elaborated upon later in Section

5.3. In a decentralized network which does not have a ‘super node’, RBS cannot be

applied. Furthermore, the nodes in RBS are synchronized to an ‘averaged time’ instead

of the universal accurate time, and this is not desirable for femtocells. To overcome these

drawbacks, two RBS based schemes are proposed for different femtocell synchronization
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scenarios to ensure a more comprehensive availability.

5.3 Scheme 1: MS-Assisted Receiver-Receiver

Synchronization for femtocells

5.3.1 Synchronization Scenario

In a typical macrocell network, the mobile users are synchronized to the macrocell base

station (mBS) by transmitting signals to the mBS with a latency related to the distance

from themselves to the mBS [84]. However, femtocells normally cannot use this method

because a femto base station (fBS) cannot always receive the signal from macro base

station due to the poor indoor macro-signal coverage or because some fBSs do not have

uplink and cannot measure the round-trip delay.

Macro BS

Node C

Mobile Station

Node B

Femto BS

Node A

Backhaul

Connection

Figure 5.4: MS-assisted femtocell synchronization scenario.

Fig. 5.4 shows a typical macro/femto network. Node A is a fBS which requires syn-

chronization; node B is a macrocell mobile station (mMS); node C is a macro base station.

In this scheme, the femtocell has the access to the backhaul to get useful information.
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5.3.2 Proposed Scheme

Node B

Node A

Distance (BC)
Estimation
Phase

T
A

i

Node C T
C

i

Reference
Message

Tbeacon,i

Information
of dBC

(Via
Backhaul)

Figure 5.5: The ith synchronization process of Scheme 1.

The process of the scheme is illustrated in Fig. 5.5. The assistant mMS (node B) acts

as a reference node, and broadcasts a reference message at Tbeacon,i to the fBS (node A)

and BS (node C), in the ith synchronization process. The message arrival times at nodes

A and C are denoted respectively as T A
i and TC

i . Assume that one process can be finished

in a relatively short time, then the effect of clock skew can be neglected in one process.

With the broadcast from the mMS, the arrival times T A
i and TC

i can be written:

T A
i = Tbeacon,i +φ

BA +DBA
prop +DBA

rcv,i, (5.2)

TC
i = Tbeacon,i +φ

BC +DBC
prop +DBC

rcv,i, (5.3)

where φ BA and φ BC are the clock offsets between node B and the receiver nodes A and C;

DBA
prop and DBC

prop are respectively the propagation delays between node B and the receiver

nodes A and C; DBA
rcv,i and DBC

rcv,i are the receive delays at these receiver nodes. From (5.2)
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and (5.3), the clock offset between node A and node C (φ AC) can be written:

φ
AC = φ

BC−φ
BA

= TC
i −T A

i − [(DBC
prop−DBA

prop)+(DBC
rcv,i−DBA

rcv,i)], (5.4)

which can be used to correct the clock of node A. In RBS, the propagation time dif-

ference is neglected because it is designed for small networks. But here DBC
prop−DBA

prop

cannot be neglected because the distance between a BS and an mMS might be measured

in kilometers. The distance estimation algorithms are used in this scheme to estimate

the propagation delay between the BS and the mMS, so as to minimize the error due to

the propagation time difference. A variety of distance estimation algorithms have been

studied in cellular networks for mobile unit location or network synchronization, such as

received signal strength (RSS), time of arrival (TOA), time difference of arrival (TDOA),

and round trip time (RTT) [85, 86, 87]. Most of them can achieve an accuracy of tens

of meters. In this scheme, the estimation of the distance between the mMS and the BS

(denoted as d̂BC) is obtained using one of the existing algorithms. And DBC
prop can be

estimated as:

D̂BC
prop =

d̂BC

c
. (5.5)

This information as well as TC
i can then be transmitted to node A via the backhaul. Al-

though there might be transmission latency due to the network traffic jitter and number

of hops, this information is delay-tolerant and hence it will not significantly affect the

synchronization accuracy.

Following [51], DBC
rcv,i−DBA

rcv,i can be modeled as a Gaussian distributed random vari-

able, with zero mean and variance σ2. Note that the femtocell radius is small, and thus

DBA
prop does not contribute significantly to the overall error. Hence φ AC can be estimated
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from the ith synchronization process as:

φ̂
AC
i = (TC

i −T A
i )− D̂BC

prop. (5.6)

Repeating N times the synchronization processes, the estimate of φ AC can be obtained:

φ̂
AC =

1
N

N

∑
i=1

φ̂
AC
i =

1
N

N

∑
i=1

(TC
i −T A

i )− D̂BC
prop, i = 1,2, ...,N. (5.7)

In this way, the fBS has synchronized its clocks to the BS.

In another case, Node C in Fig. 5.5 can be a synchronized fBS and Node B is a fMS.

Distance estimation is not necessary here because the femtocell radius is much smaller

and then the propagation time is negligible. Other than that, the whole synchronization

process is similar.

The least-squares linear regression algorithm of RBS in [51] can be applied straight-

forwardly to estimate the clock skew between node A and node C for frequency synchro-

nization. So the clock skew estimation will not be discussed.

5.4 Scheme 2: A Novel RRS based scheme for

femtocell networks

5.4.1 Synchronization Scenario

In femtocell deployments, many femtocells may overlap with each other and then form a

wireless femtocell network. Figure 5.6 shows the synchronization scenario of a wireless

femtocell network. Node A is a femto BS (fBS) just installed into the network, node B

is a synchronized fBS which has an accurate clock, node C, D and E are neighbour fBSs.

Other fBSs like C, D or E in the network can also be synchronized at the same time if
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Femto BS

Node C

Femto BS

Node A

Femto BS

Node B

Femto BS

Node D

Femto BS

Node E

Figure 5.6: Wireless femtocell network synchronization scenario.

needed.

5.4.2 Proposed Scheme

The messaging process of this scheme is illustrated in Fig. 5.7. First, the fBS requiring

synchronization, which is referred to as the node A, starts the ith synchronization process

by broadcasting a reference beacon T A
beacon,i. All other nodes record the message arrival

times, which are T B
1,i, TC

1,i, and T D
1,i. Then, a synchronized fBS, which is referred to as

the node B, broadcasts a message T B
beacon,i containing the value of T B

1,i. All other nodes,

node A, C and D, record the arrival time of T B
beacon,i, namely T A

2,i, TC
2,i and T D

2,i. At last,

another neighbouring node, which is referred to as the node C, calculates the difference

4Ti between TC
1,i and TC

2,i (i.e.,4Ti = TC
2,i−TC

1,i), and sends4Ti back to node A. From the

first broadcast from node A, T B
1,i and TC

1,i can be represented as:

T B
1,i = T A

beacon,i +φ
AB +DAB

prop +DAB
rcv,i (5.8)

TC
1,i = T A

beacon,i +φ
AC +DAC

prop +DAC
rcv,i (5.9)
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Figure 5.7: The ith synchronization process of Scheme 2.

where φ AB and φ AC are the clock offsets between node A and the receiver nodes B and C;

DAB
prop and DAC

propare the propagation delays between node A and the receiver nodes B and

C; DAB
rcv,i and DAC

rcv,i are the receive delays at these receiver nodes. From (5.8) and (5.9), the

clock offset between Node B and Node C can be calculated:

φ
BC = φ

AC−φ
AB

= TC
1,i−T B

1,i− [(DAC
prop−DAB

prop)+(DAC
rcv,i−DAB

rcv,i)]. (5.10)

Since in this scenario the wireless network spans only tens of meters, propagation delays

like DAB
prop and DAC

prop do not contribute significantly to the overall error. Similar to Scheme

1, DAC
rcv,i−DAB

rcv,i can also be modeled as a Gaussian distributed random variable with zero

mean and variance σ2. Then φ BC
i can be approximated from this synchronization process

by:

φ̂
BC
i = TC

1,i−T B
1,i. (5.11)
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Similar to (5.7), a simple unbiased estimator for φ BC can be obtained:

φ̂
BC =

1
N

N

∑
i=1

φ̂
BC
i =

1
N

N

∑
i=1

(TC
1,i−T B

1,i), i = 1,2, ...,N. (5.12)

Node C then can be synchronized to node B. Node D and other nodes hearing the beacons

can be synchronized in the same way at the same time.

From the second broadcast message from node B, T A
2,i and TC

2,i can be expressed:

T A
2,i = T B

beacon,i +φ
BA +DBA

prop +DBA
rcv,i (5.13)

TC
2,i = T B

beacon,i +φ
BC +DBC

prop +DBC
rcv,i (5.14)

where φ BA and φ BC are the clock offsets between node B and the receivers A and C; DBA
prop

and DBC
prop are the propagation delays between node B and the receivers; DBA

rcv,i and DBC
rcv,i

are the receive delays between node B and the receivers. Substituting (5.14) from (5.13)

yields:

φ
BA = T A

2,i−TC
2,i +φ

BC

+DBC
prop +DBC

rcv,i−DBA
prop−DBA

rcv,i. (5.15)

Putting (5.10) and4Ti = TC
2,i−TC

1,i into (5.15) gives:

φ
BA = T A

2,i− (T B
1,i +4Ti)

−[(DBA
prop−DBC

prop +DAC
prop−DAB

prop)

+(DBA
rcv,i−DBC

rcv,i +DAC
rcv,i−DAB

rcv,i)]. (5.16)
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Similar to (5.12), the estimate of φ BA can be obtained:

φ̂
BA =

1
N

N

∑
i=1

[T A
2,i− (T B

1,i +4Ti)], i = 1,2, ...,N. (5.17)

In this way, nodes A, C and D have synchronized their clocks to node B’s clock. This

process is repeated to achieve higher accuracy. Again, the least-squares linear regression

algorithm of RBS can be straightforwardly applied to calculate the respective clock skew,

and hence clock skew estimation will not be discussed.

5.4.3 Performance Analysis

One important improvement of Scheme 2 is a significant reduction in the number of over-

all timing messages. In an M - node single-hop domain using RBS for time reference

broadcasts, N ×M messages would need to be broadcasted to synchronize the nodes.

However, Scheme 2 reduces the number of timing messages to 3×N. Note that the num-

ber of messages required for Scheme 2 does not depend on the number of nodes in the

network. This energy saving increases with the increase of the number of nodes in the

network.

Another improvement is that the Scheme 2 does not require a fixed super node in the

network. In Scheme 2, the femtocell can get synchronized by initiating the synchroniza-

tion process. However, RBS requires a fixed super node which broadcasts the reference

beacons to all the other nodes in the network and this is unrealistic in the setup of Fig.

5.6.

In RBS, all nodes are synchronized to an ‘averaged time’ by exchanging the receiving

times of the reference beacons, which is not necessarily an accurate time. In contrast,

all femtocells are synchronized to an accurate clock in both Scheme 1 and Scheme 2,

providing higher synchronization reliability.
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5.5 Simulation Results

The synchronization accuracy of the proposed schemes is evaluated using Monte Carlo

simulation. For Scheme 1, the distance between the fBS (i.e. Node A) and the mMS

(i.e. Node B) is randomly selected between 0 to 30m. The distance estimation error is

randomly selected between 0 to 50m. For Scheme 2, the distance between the nodes (A,

B, C, D) is randomly selected between 0 to 30m. In the simulation, two different receive

time standard deviations (σ = 10µs and σ = 30µs) are considered. The synchronization

process is repeated N = 30 times for every simulation to achieve higher accuracy. All the

Monte Carlo simulations are performed 10000 times.

Firstly, the synchronization accuracy performance for RBS in a 3km macro network is

simulated. The average clock offset is plotted against the distance between Node A and

Node C and the number of synchronization processes in Fig. 5.8. It is observed that the

clock offset increases linearly as the distance between the nodes increases. Although the

accuracy can be improved by repeating the synchronization process, the clock offset is

still too big for femtocells when it works in a big network.

Secondly, the synchronization accuracy performance of Scheme 1 is evaluated in terms

of the average clock offset of Node C (E(|φ AC|)) after N synchronization processes for

σ = 10µs and σ = 30µs, as shown in Fig. 5.9. It is noted that the average clock offset

achieves 2.5µs after 30 processes for σ = 10µs. Obviously, large σ degrades the accu-

racy. Note that Scheme 1 removes the effect of the size of the macro cell and provides a

much more stable accuracy, which is mainly attributed to the inclusion of the distance es-

timation between the mMS and the mBS and that eliminates a big part of the propagation

error.

Finally, the synchronization accuracy performance of Scheme 2 is simulated with re-

spect to the average clock offset of Node A and Node C (E(|φ BA|) and E(|φ BC|)) after N

synchronization processes for σ = 10µs and σ = 30µs. Fig. 5.10 shows that the synchro-
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nization performance of Scheme 2 also improves with the increase of N and the decrease

of σ . However, Node A’s synchronization accuracy will be slightly worse than that of

Node C, because of the present of4Ti.

Figure 5.8: Average clock offset for RBS in a Macrocell after N synchronization pro-
cesses.

5.6 Summary

In this chapter, two RRS based synchronization schemes are proposed for femtocells.

Both schemes are carefully designed for respective synchronization scenarios. Compared

with RBS, both schemes remove the requirement of having a fixed super node in the

network. In both schemes, all nodes can synchronize to an accurate clock. This is different

from RBS where all nodes are synchronized to an ‘averaged time’, and that makes the

synchronization more reliable. In addition, Scheme 2 significantly reduces the number

of overall timing messages compared to RBS. From analysis and simulation results, it is

demonstrated that both of the schemes provide satisfactory performance for femtocells in

term of synchronization accuracy.
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Figure 5.9: Average clock offset after N synchronization processes in Scheme 1, param-
eterized on different receive time standard deviations.
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6 A Hybrid Synchronization Scheme

Based on Wireless IEEE 1588 and

Receiver-Receiver Synchronization

6.1 Introduction

In realistic deployment of femtocell networks, for example the femtocells installed on the

lampposts along the Kensington Street in London during the 2012 Olympics, only a few

lampposts have good visibility to the GPS satellite and due to cost and restriction from the

London council, it is impossible to dig the ground for every femtocell to connect to the

core network by wired backhaul. So other femtocells without GPS and backhaul need to

resort to other methods, such as wireless IEEE 1588 and receiver-receiver synchronization

(RRS), for their clock synchronization.

A hybrid synchronization scheme based on wireless IEEE 1588 and RRS is proposed

for this scenario. The IEEE 1588 standard is widely used in and investigated for many

wireless systems. [88] examines potential accuracy limitations of wireless IEEE 1588 in-

troduced by the physical layer of the IEEE 802.11b wireless local area network (WLAN).

In [89], the time stamping related problem of IEEE 1588 used in WLAN was studied.

[47] proposes an enhanced IEEE 1588 scheme for asymmetric wireless links. In [90], a
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method of precise time synchronization of wireless sensors employing an IEEE 802.15.4

protocol was developed. Other works such as [91, 92, 93, 94, 95, 96, 97] also investigated

IEEE 1588 for wireless networks.

RRS has been investigated in Chapter 5. The principle of RRS is to compare the receiv-

ing times of one timing reference at different receivers. Considering the broadcast nature

of wireless networks, the timing messages transmitted in wireless IEEE 1588 can poten-

tially act as the timing references in RRS. The hybrid scheme proposes a way to combine

both wireless IEEE 1588 and RRS, and make the best use of the advantages of these

two synchronization methods. Analysis shows that this hybrid scheme can provide better

synchronization accuracy with less exchanged messages than conventional wireless IEEE

1588, especially when there are a large number of ‘slave’ femtocells in the network. It

is also shown that the proposed hybrid scheme is more robust than conventional wireless

IEEE 1588 and RBS against the packet loss in the network.

So the contributions of this chapter are as follows. First, a hybrid synchronization

scheme based on wireless IEEE 1588 and receiver-receiver synchronization is proposed.

Second, the hybrid scheme is evaluated in terms of the number of required timing mes-

sages, the robustness against packet loss and the synchronization accuracy in comparison

with both wireless IEEE 1588 and RBS through theoretical analysis and experimental

simulations.

The rest of the chapter is organized as follows. In Section 6.2, the synchronization

scenario is introduced. In Section 6.3, the hybrid synchronization scheme is proposed.

Then, the number of required timing messages and the robustness against packet loss of

the hybrid scheme are evaluated in Section 6.4 and Section 6.5, respectively. In Section

6.6, the synchronization performance of the hybrid scheme is evaluated using Monte Carlo

simulations. Finally, Section 6.7 concludes this chapter.

121



CHAPTER 6. A HYBRID SYNCHRONIZATION SCHEME BASED ON WIRELESS
IEEE 1588 AND RECEIVER-RECEIVER SYNCHRONIZATION

6.2 Synchronization Scenario

Master Femto BS

Figure 6.1: The femtocell wireless network synchronization scenario.

Fig. 6.1 shows a femtocell synchronization scenario with several femtocells in a wire-

less network. Only one femtocell is able to receive accurate timing references via GPS

or the wired backhaul, and so is referred to as the ‘Master’ femtocell. Other femtocells

can only be synchronized to the ‘Master’ via wireless techniques, and are referred to as

‘Slave’ femtocells. Assume that the number of ‘Slave’ femtocells is M.

For simplicity, a small single-hop network is studied, which means that every femto-

cell can receive messages from any other femtocells. Multi-hop synchronization can be

derived based on the single-hop case and this will be the subject of future work.
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6.3 Hybrid Wireless IEEE 1588 and Receiver-Receiver

Synchronization

In this section, the conventional way that IEEE 1588 (PTP) is applied in a wireless net-

work scenario in Fig. 6.1 is firstly introduced. And then a hybrid synchronization scheme

based on wireless IEEE 1588 and receiver-receiver synchronization is proposed.

6.3.1 Conventional Wireless IEEE 1588
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Figure 6.2: Message exchanging of the conventional wireless IEEE 1588 in the ith syn-
chronization cycle.

Since the Master femtocell needs to synchronize M Slave femtocells in this scenario, it

is defined that the message exchanging process introduced in Fig. 3.2 between the Master

and a Slave is an IEEE 1588 synchronization process, and that the whole process of the

Master femtocell completing one synchronization process with every Slave femtocell is

an IEEE 1588 synchronization cycle. Similar to (4.1), the clock offset of Slave j in the

ith synchronization cycle can be expressed as:

φ j(ti) = φ0, j +ρ jti. (6.1)
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where φ0, j is the initial clock offset of Slave j, ρ j is the constant clock skew of Slave j

and ti is the ending time of the ith synchronization cycle. It is assumed that the master

has an accurate clock. Then Slave j’s clock at the ending time of the ith synchronization

cycle, Tj(ti), can be written as:

Tj(ti) = ti +φ j(ti). (6.2)

Fig. 6.2 shows that how wireless IEEE 1588 was executed conventionally in the scenario

shown in Fig. 6.1. In every synchronization cycle, the Master gets the Slaves synchro-

nized by a three message exchanging synchronization process one after another. In the

synchronization process with Slave j of the ith cycle, the Master triggers the process by

sending a SYNC message to Slave j with the time T A
i,. j at which the message is sent. Slave

j receives the SYNC message and stores the message arrival time T B
i, j, according to its

own clock. An optional FOLLOW_UP message is sometimes sent by the Master after

the SYNC message as in Fig. 3.2, however that is not the case in this scenario. Slave j

sends a DELAY_REQ message and stores the transmission time as TC
i, j. When the Master

receives the DELAY_REQ message, it sends a DELAY_RESP message, which contains

the arrival time of DELAY_REQ denoted as T D
i, j. Similar to Chapter 3 and Chapter 4, the

overall communication delay can be modeled as the sum of a fixed delay and a random

delay. Then the downlink delay observation (Ui, j) and the uplink delay observation (Vi, j)

of Slave j in the ith cycle can be recorded as:

Ui, j , T B
i, j−T A

i,. j = d +φ j(ti)+Xi, j (6.3)

Vi, j , T D
i, j−TC

i, j = d−φ j(ti)+Yi, j (6.4)

where φ j(ti) is the clock offset of Slave j in the ith synchronization process. The fixed

delay is assumed to be symmetric for uplink and downlink, because the uplink and down-
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link transmission rates are the same and the propagation time difference is negligible in

a small wireless network. The fixed delay is modeled as a constant time d. On the other

hand, the random delays are assumed to follow Gaussian distributions with mean µ and

variance σ2. The IEEE 1588 (PTP) clock offset estimator can be derived as

φ̂
PT P
j (ti) =

Ui, j−Vi, j

2
. (6.5)

Every Slave can be synchronized to the Master by applying (6.5). The synchronization

cycle can be repeated many times to achieve a better accuracy. However, there are sev-

eral problems for this conventional method. Firstly, the number of timing messages ex-

changed between nodes is large, since every master-slave synchronization process needs

to exchange three messages. Secondly, all these three messages are required to be suc-

cessfully received; otherwise the corresponding synchronization process will fail. This

makes it vulnerable to packet loss in the network.

6.3.2 The Hybrid Synchronization Scheme Based on Wireless

IEEE 1588 and RRS

A hybrid synchronization scheme based on wireless IEEE 1588 and receiver-receiver syn-

chronization is proposed for the wireless femtocell network scenario shown in Fig. 6.1.

The principle of RRS is to compare the receiving times of one timing reference at dif-

ferent receivers. Since it is a single-hop area, every broadcast message, either from the

Master or a Slave, can be received by many receivers. Then it can be potentially used as

a timing reference.

Fig. 6.3 shows the message exchanging of the proposed hybrid scheme in the ith syn-

chronization cycle. All messages are transmitted in ‘broadcast’ mode, which is supported

in wireless IEEE 1588 and is applicable in a single-hop wireless network. In the ith syn-
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Figure 6.3: Message exchanging of the proposed hybrid scheme in the ith synchronization
cycle.

chronization cycle, the Master firstly broadcasts a SYNC message containing the sending

time T A
i to all the Slaves (the FOLLOW_UP message is neglected). The Slaves receive

the SYNC message and record the receiving times as T B
i,1, T B

i,2, ... , T B
i, j, respectively. Then,

they send DELAY_REQ messages back to the Master containing timestamps TC
i,1, TC

i,2, ...

, TC
i, j, respectively. At last, the Master broadcasts a DELAY_RESP message to all Slaves,

which contains the arrival times of DELAY_REQ from all Slaves, T D
i,1, T D

i,2, ... , T D
i, j. Note

that this is different from the conventional wireless IEEE 1588, where the Master sends

T D
i, j to Slave j in unicast mode. Since all femtocells are in a single-hop area, the DE-

LAY_REQ messages sent by any Slave can also be received by other Slaves. Slave j can

record the arrival time of Slave k’s DELAY_REQ message as T E
i,k→ j, and then calculate the

path delay from Slave k to Slave j as:

Wi,k→ j , T E
i,k→ j−TC

i,k = d +φ j(ti)−φk(ti)+Zi,k→ j (6.6)

where φk(ti) is the real clock offset of Slave k in the ith cycle and Zi,k→ j is the correspond-

ing random delay. After receiving the DELAY_RESP message, Slave j firstly uses T D
i, j to
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calculate the PTP clock offset estimator as:

φ̂
PT P
j (ti) =

Ui, j−Vi, j

2

= φ j(ti)+
1
2
(Yi, j−Xi, j) (6.7)

where εPT P
j,i = 1

2(Yi, j−Xi, j) is the IEEE 1588 estimation noise added to φ j(ti), which also

follows a Gaussian distribution with εPT P
j,i ∼ (0, σ2

2 ).

Then, Slave j uses T D
i,k (k 6= j) to derive a RRS estimator. Now, similar to RBS, we

assume that the Slave k’s DELAY_REQ message arrives at Slave j and the Master at the

same time. So, an RRS based clock offset estimator for Slave j can be derived as:

φ̂ j(ti) = T E
i,k→ j−T D

i,k. (6.8)

In each synchronization cycle, Slave j can calculate M− 1 such clock offset estimates.

Averaging these estimates and the RRS estimator can be obtained:

φ̂
RRS
j (ti) =

1
M−1

M,k 6= j

∑
k=1

(T E
i,k→ j−T D

i,k). (6.9)

Substituting both the T E
i,k→ j from (6.6) and the T D

i,k from (6.4) into (6.9) yields:

φ̂
RRS
j (ti) = φ j(ti)+

1
M−1

M,k 6= j

∑
k=1

(Zi,k→ j−Yi,k) (6.10)

where εRRS
j,i = 1

M−1 ∑
M,k 6= j
k=1 (Zi,k→ j −Yi,k) is the RRS estimation noise added to φ j(ti),

which follows a Gaussian distribution with εRRS
j,i ∼ (0, 2σ2

M−1). As introduced in the last

chapter, in RBS, all slaves exchange their recorded times and calculate a universal time

by simply averaging. This synchronizes all the slaves to a common time, but not neces-

sarily an accurate time. The Master in RBS only broadcasts ‘beacons’ to the slaves, while
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not synchronizing the slaves to its own clock. However, in the proposed hybrid scheme

every slave broadcasts the DELAY_RESP message to other slaves and the Master, which

allows every other slave to synchronize to the Master and derive an unbiased clock offset

estimator (6.10), and thus provide better synchronization accuracy than RBS.

The two estimations obtained in the proposed hybrid scheme using IEEE 1588 mecha-

nism and RBS mechanism are combined using linear combination technique:

φ̂
Hyb
j (ti) = αφ̂

PT P
j (ti)+(1−α)φ̂ RRS

j (ti) (6.11)

where α and 1−α are the weights of φ̂ PT P
j (ti) and φ̂ RRS

j (ti), respectively. Since both

estimators (6.5) and (6.9) are unbiased, the MSE (mean squared error) of (6.11) is:

var(φ̂ Hyb
j (ti)) = α

2var(εPT P
j,i )+(1−α)2var(εRRS

j,i )

= α
2× 1

2
σ

2 +(1−α)2× 2
M−1

σ
2. (6.12)

Then the optimum estimator of φ j(ti) can be calculated by choosing the appropriate α .

Differentiating (6.12) with respect to α gives:

∂var(φ̂ Hyb
j (ti))

∂α
=
(

σ
2 +

4σ2

M−1

)
×α− 4σ2

M−1
= 0 (6.13)

⇒ α = argmin
α

var(φ̂ Hyb
j (ti)) =

4
M+3

. (6.14)

Thus the optimum combination of the two estimators can be written as:

φ̂
Hyb
j (ti) =

4
M+3

φ̂
PT P
j (ti)+

M−1
M+3

φ̂
RRS
j (ti). (6.15)
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Then substituting (6.7) and (6.10) into (6.15) gives:

φ̂
Hyb
j (ti) = φ j(ti)+

2
M+3

(Yi, j−Xi, j)

+
1

M+3

M,k 6= j

∑
k=1

(Zi,k→ j−Yi,k) (6.16)

where ε
Hyb
j,i =

2(Yi, j−Xi, j)
M+3 + 1

M+3 ∑
M,k 6= j
k=1 (Zi,k→ j−Yi,k) is the MMSE (minimum mean squared

error) estimation noise of φ j(ti), which also follows a Gaussian distribution with ε
Hyb
j,i ∼

(0, 2σ2

M+3).

After N synchronization cycles, substitute (6.16) into (6.1):

φ̂
Hyb
j (ti) = φ0, j +ρ jti + ε

Hyb
j,i , i = 1,2, ...,N. (6.17)

Considering that a Slave can only be aware of the time on the clock of itself, substituting

(6.1) and (6.2) into (6.17) produces:

φ̂
Hyb
j (ti) = φ0, j +ρ j ·

Tj(ti)−φ0, j

1+ρ j
+ ε

Hyb
j,i

=
φ0, j

1+ρ j
+

ρ j

1+ρ j
Tj(ti)+ ε

Hyb
j,i ,

i = 1,2, ...,N. (6.18)

So, the observed data can be written in matrix notation as:

φ̂
Hyb
j = Hθ + ε (6.19)

where

φ̂
Hyb
j = [φ̂ Hyb

j (t1), φ̂
Hyb
j (t2), ..., φ̂

Hyb
j (tN)]T (6.20)

θ = [θ0,θ1]
T = [

φ0, j

1+ρ j
,

ρ j

1+ρ j
]T (6.21)
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ε = [εHyb
j,1 ,εHyb

j,2 , ...,εHyb
j,N ]T (6.22)

H = [1,1, ...,1;Tj(t1),Tj(t2), ...,Tj(tN)]T . (6.23)

Then the least squares estimate of θ is given by:

θ̂ = (HT H)−1HT
φ̂

Hyb
j . (6.24)

And then the clock skew and the initial clock offset can be derived from (6.21) as:

ρ̂ j =
1

1− θ̂1
−1 (6.25)

ˆφ0, j =
θ̂0

1− ρ̂ j
. (6.26)

Then this scheme can be applied to all slave femtocells to get them synchronized to the

master femtocell using the estimated initial clock offset and clock skew.

6.4 Number of Transmitted Timing Messages

The number of transmitted timing messages is an important metric for the evaluation of a

synchronization scheme. Less required timing messages mean less energy consumption

and lighter traffic load of the network. The numbers of overall transmitted packets in a

single synchronization cycle in wireless IEEE 1588, RBS and the proposed hybrid scheme

are compared in Table 6.1.

It is shown from the table that normally a lot more packets are transmitted in IEEE 1588

than in RBS or the proposed hybrid scheme. The proposed hybrid scheme requires one

more packet to be transmitted than in RBS, however it can provide much better robustness,

which will be shown in the next section, and has an unbiased clock offset estimation other

than RBS as previously explained.
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Table 6.1: Number of Required Timing Messages for the Three Schemes for the Scenario
in Fig. 6.1.

Synchronization
Method

Number of Required
Timing Messages in

Single Cycle

IEEE 1588 3×M

RBS M+1

The Proposed
Hybrid Scheme

M+2

Now, the number of required synchronization cycles for these schemes will be com-

pared. The number of required synchronization cycles is determined by the synchro-

nization performance of the scheme. In the scenario in Fig. 6.1, the more accurate is

the clock offset estimator, the less synchronization processes are needed to maintain the

network synchronization at a certain level. One important indicator of the network syn-

chronization is the probability of that the synchronization error ε lies within [−εmax,εmax],

Pr(|ε| ≤ εmax), must be larger than a specific value [98, 99]. When the synchronization

error follows the Gaussian distribution as in this case, the p.d.f of the synchronization

error ε (i.e. clock offset) is:

f (ε) =
1√

2πσsync
exp[−1

2
(

ε

σsync
)2] (6.27)

where σsync is the standard deviation of an unbiased clock offset estimator in this scenario.

And then the probability that the synchronization error (i.e. clock offset), ε lies within

[−εmax,εmax] is given by:

Pr(|ε| ≤ εmax) =
1√

2πσsync

ˆ
εmax

−εmax

exp[−1
2
(

x
σsync

)2]dx

=
2√

2πσsync

ˆ
εmax

0
exp[−1

2
(

x
σsync

)2]dx. (6.28)
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Substituting y = x√
2σsync

into (6.28):

Pr(|ε| ≤ εmax) =
2×
√

2σsync√
2πσsync

ˆ εmax√
2σSync

0
exp(−y2)dy

=
2√
π

ˆ εmax√
2σsync

0
exp(−y2)dy

= er f (
εmax√
2σsync

) (6.29)

where er f (x) = 2√
π

´ x
0 exp(−t2)dt. Neglecting the clock skew impact in a relatively short

period, the average number of required synchronization cycles is decided by σsync. In

IEEE 1588, assuming NPT P synchronization cycles are needed to achieve the requirement,

then σsync = var(εHyb
j,i )

1
2 = σ√

2NPT P
, and NPT P can be obtained as:

NPT P = [er f−1(Pr(|ε| ≤ εmax))×R]2 (6.30)

where R = σ

εmax
is the ratio between the standard variance of the random delay and the

maximum error.

In the proposed hybrid scheme, σsync = var(εHyb
j,i )

1
2 =

√
2

NPT P−RR×(M+3)σ . The corre-

sponding required number of synchronization cycles can be derived as

NHyb = [er f−1(Pr(|ε| ≤ εmax))×
2R√
M+3

]2. (6.31)

The comparison between (6.30) and (6.31) is shown in Fig. 6.4 in terms of the number of

required synchronization cycles (NPT P and NHyb) against the number of slave femtocells

(M) in the network, with different values of R (marked as R1 = 1 and R2 = 2) and differ-

ent required synchronization performance Pr(|ε| ≤ εmax) ≥ P1 and Pr(|ε| ≤ εmax) ≥ P2,

where P1 = 0.95 and P2 = 0.99.

It can be seen in Fig. 6.4 that NHyb decreases as M increases. When M increases,
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Figure 6.4: Comparison of the required synchronization cycles (per femtocell) for the
proposed hybrid scheme and the conventional wireless IEEE 1588 with R1= 1, R2= 2,
P1 = 0.95, P2 = 0.99.

the variance of (6.16) gets smaller and the synchronization performance is improved.

So the required number of synchronization cycles of the proposed hybrid scheme NHyb

decreases. However NPT P is irrelevant to M, because the synchronization performance

of wireless IEEE 1588 is irrelevant to M. The values of NHyb and NPT P are equal when

M = 1, which means only one slave femtocell in the network and no RRS estimator

can be obtained. The larger values of Pr(|ε| ≤ εmax) and R both lead to larger number

of required synchronization cycles for both wireless IEEE 1588 and the proposed hybrid

scheme. The proposed hybrid scheme significantly reduces energy consumption and eases

the synchronization traffic load in the network, especially when there are a large number

of slave femtocells.

The numbers of overall required synchronization messages are compared in Fig. 6.5.

They are calculated as the number of required synchronization cycles ((6.31) for the pro-

posed hybrid scheme and (6.30) for wireless IEEE 1588) multiplied by the number of
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Figure 6.5: Comparison of the overall required synchronization messages for the pro-
posed hybrid scheme and the conventional wireless IEEE 1588 with R1 = 1, R2 = 2,
P1 = 0.95, P2 = 0.99.

transmitted packets in a single synchronization cycle (shown in Table 6.1), of the pro-

posed hybrid scheme and the conventional wireless IEEE 1588. As can be seen in Fig.

6.5, the proposed hybrid scheme needs many fewer messages than the conventional wire-

less IEEE 1588.

6.5 Robustness Study

In this section, the robustness of wireless IEEE 1588, RBS and the proposed hybrid

scheme is evaluated by means of the synchronization failure rate (FR) against the packet

loss rate (PLR). The synchronization failure rate (FR) is defined as the probability that a

target femtocell fails to receive the required packets to derive either an IEEE 1588 esti-

mator or a RRS estimator, on the condition of a certain PLR in the network.

Assuming that the PLR is p, for the conventional wireless IEEE 1588, all three packets
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in Fig.2 (i.e. SYNC, DELAY_REQ and DELAY_RESP) need to be successfully received in

order to calculate (6.5) for a femtocell. Thus, the FR for the conventional wireless IEEE

1588 as a function of PLR is

Pf ,PT P = 1− (1− p)3. (6.32)

For RBS in Fig. 5.2, the beacon from the Master and at least one broadcast from the peer

slaves are necessary. So the FR of RBS can be calculated as:

Pf ,RBS = p+(1− p)× pM−1, (6.33)

where the first term, p, is the failure probability of the master broadcasted beacon and the

second term is the probability of that the Master broadcasted beacon is successfully trans-

mitted (1− p), but all messages from the other M− 1 slaves are lost in the transmission

(pM−1).

For the proposed hybrid scheme, synchronization fails when IEEE 1588 synchroniza-

tion and RRS synchronization are all not viable, and the FR can be written as:

Pf ,Hyb = p+(1− p)× pM−1× (1− (1− p)2). (6.34)

Here the first term, p, is the failure probability of the master broadcasted DELAY_RESP

message; the second term is the probability that DELAY_RESP is successfully transmitted

(1− p) but all the peer slaves broadcast DELAY_REQ messages failed (pM−1) and at least

one message out of SYNC message and DELAY_REQ message sent by itself has failed,

(1− (1− p)2). The FRs of these three schemes ((6.32), (6.33) and (6.34)) vs. PLR are

compared in Fig. 6.6.

As the FRs of both RBS and the proposed hybrid scheme depend on M, the FRs with

both M = 2 and M = 16 are simulated and the results are plotted in Fig. 6.6. It is shown
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Figure 6.6: Robustness comparison between different schemes in terms of the synchro-
nization failure rate vs. packet loss rate (from 0 to 0.5) with M = 2 and M = 16.

in Fig. 6.6 that the conventional wireless IEEE 1588 is the most vulnerable to packet loss

as the FR is always the highest. The FRs of both RBS and the proposed hybrid scheme

decrease when M increases. However, the proposed hybrid scheme is more robust than

RBS with either value of M. The advantage is more obvious when M = 2. Because pM−1

is very small when M is big, and then both (6.33) and (6.34) will be dominated by the first

term p, thus the two synchronization failure rates will be approximately the same.

6.6 Synchronization Accuracy

In this section, the synchronization accuracy performance of the proposed hybrid scheme

is evaluated using Monte Carlo simulations. The performance of the proposed hybrid

scheme is compared with the conventional wireless IEEE 1588. RBS is not in the com-

parison because the estimation of RBS is not unbiased as previously explained. The

synchronization accuracy is evaluated in term of the RMSEs (Root Mean Squared Errors)
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of the clock offset estimation and the clock skew estimation as shown in Fig. 6.7 and Fig.

6.8, respectively. As the performance of the proposed hybrid scheme relies on the number

of the slave femtocells in the network, the slave femtocell numbers M = 4 and M = 16

are both simulated. The number of Monte Carlo simulation trials for each point is 10000.

The initial clock offset φ0 = 1sec. The clock skew ρ = 100 ppm (parts per million). The

random delays are Gaussian random variables with µ = 100µ sec and σ = 20µ sec.
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Figure 6.7: RMSEs of the clock offset estimations of the proposed hybrid scheme in
comparison with the conventional wireless IEEE 1588.

Fig. 6.7 and Fig. 6.8 show that the synchronization performance of the proposed hybrid

scheme is better than that of the conventional wireless IEEE 1588. The performances of

both schemes improve with the increase of N. In addition, as M increases, the synchro-

nization performance of the proposed hybrid scheme improves. For instance, the RMSE

of the clock offset estimation in the proposed hybrid scheme with M = 16 is 2µs smaller

than that of the M = 4 scenario and 4µs smaller than that of the conventional wireless

IEEE 1588 when N = 10.
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Figure 6.8: RMSEs of the clock skew estimations of the proposed hybrid scheme in
comparison with the conventional wireless IEEE 1588.

6.7 Summary

This chapter proposed a hybrid synchronization scheme based on wireless IEEE 1588

and receiver-receiver synchronization. The proposed hybrid scheme makes the best use

of the advantages of both wireless IEEE 1588 and RBS. The proposed hybrid scheme can

provide better synchronization accuracy with less exchanged messages when compared to

wireless IEEE 1588, especially when there are a large number of slave femtocells in the

network. It has also been proven that the proposed hybrid scheme is much more robust

against the packet loss in the network than the conventional wireless IEEE 1588 and RBS.
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7 Dual Sources Synchronization for

Femtocells

7.1 Introduction

As discussed in the previous chapters, a femtocell can get synchronization via GPS, back-

haul and listening to neighbouring cells. On some occasions, there may be more than one

synchronization sources to provide timing references. In such cases, the simplest way is

to select the best one. In [43], two hybrid synchronization solutions for femtocells, Hy-

brid AGPS - PTP and Hybrid AGPS - Femto Sniff (i.e. neighbouring cells listening), are

recommended for different femtocell deployments. In both hybrid synchronization solu-

tions, AGPS is selected as the preference. However, when AGPS goes into holdover due

to lack of satellite signal or poor signal quality, both solutions switch over to the reference

of the other synchronization source, either PTP packets or neighbouring cells listening,

so that it keeps timing and frequency in good quality.

However, both hybrid synchronization solutions simply uses PTP or neighbouring cells

listening as the backup for GPS and they would not provide optimal performance when

the different synchronization sources have comparable performance – for example the

femtocell synchronization scenario where the femtocell is viable to both IEEE 1588 and

neighbouring cells listening. Both methods have their own relative advantages and dis-
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advantages. The backhaul based IEEE 1588 synchronization is usually more stable than

neighbouring cells listening. However IEEE 1588 often suffers from the asymmetric link

problem as introduced in Chapter 3, which is not a problem for neighbouring cells lis-

tening. Thus, it is desirable if the advantages of both synchronization sources can be

exploited so as to achieve a better combined performance.

In this chapter, a typical femtocell synchronization scenario with two comparable syn-

chronization sources, IEEE 1588 via backhaul and neighbouring cells listening, is studied.

A two-step weighted multiple linear regression (WMLR) based synchronization scheme

is proposed for the scenario. The proposed scheme can also be extended to other similar

dual sources synchronization scenarios. Using this scheme, the femtocell synchronization

can achieve:

1. Better accuracy: the synchronization accuracy of the proposed scheme is better than

any of the two synchronization sources.

2. Better stability: the fixed bias error between these two synchronization sources,

which is mainly due to the IEEE 1588 asymmetric link problem, can be accurately

estimated. This is particularly important when one of the synchronization sources

becomes unavailable and the femtocell switches over to the other source. Unknown

bias error could lead to instability for the femtocell system or even break down the

on-going communication in the worst case.

The rest of this chapter is organized as follows. In Section 7.2, the dual sources synchro-

nization scenario is introduced. In Section 7.3, the two-step WMLR based synchroniza-

tion scheme is proposed for this synchronization scenario. In the first step, a conventional

normal linear regression (NLR) based estimation method is developed for coarse syn-

chronization and noise variance estimation. Then a WMLR based estimation method is

executed for fine synchronization in the second step. The synchronization performance of
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the proposed scheme is evaluated using Monte Carlo simulations in Section 7.4. Finally,

Section 7.5 concludes this chapter.

7.2 Synchronization Scenario

Slave Femtocell

Macro

Basestation

Wireless Femtocell

Network

Backhaul

Connection

Figure 7.1: Dual Synchronization Sources Scenario.

Fig. 7.1 shows a femtocell network with two synchronization sources. The femtocell

requiring synchronization is referred to as the ‘Slave’ femtocell. The ‘Slave’ femtocell

is connected to the Macro base station via backhaul and the wireless femtocell network.

Thus, the femtocell is able to receive timing references from two synchronization sources:

neighbouring cells listening, which is referred to as Source A, and IEEE 1588 via back-

haul, referred to as Source B. The timing references from these two synchronization

sources can be modeled as two groups of clock offset observations, similar as in (3.7).

After receiving NA clock offset observations from Source A, the ith observation can be

written as :

φ̂A(ti) = φ(ti)+ ε1,i, i = 1,2, ...,NA, (7.1)

where ti is the observing time of the ith clock offset observation of Source A, φ(ti) is the

true value of the femtocell clock offset at time ti, and ε1,i is the ith observation noise of
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Source A, following a Gaussian distribution with zero mean and variance σ2
A. Similarly,

after receiving NB clock offset observations from Source B, the jth observation from IEEE

1588 can be written as:

φ̂B(t
′
j) = φ(t

′
j)+dasym + ε2, j, j = 1,2, ...,NB, (7.2)

where t
′
j is the observing time of the jth clock offset observation of Source B, φ(t

′
j) is the

true value of the clock offset at time t
′
j, dasym is the IEEE 1588 bias error introduced by

the asymmetric communication links, and ε2, j is the jth observation noise of Source B,

following a Gaussian distribution with zero mean and variance σ2
B.

7.3 A Two-Step Weighted Multiple Linear Regression

Based Synchronization Scheme for Femtocells

Similar to (4.1), the femtocell clock skew is assumed to be constant. The femtocell clock

offset φ(t) at time t can be expressed as:

φ(t) = φ0 +ρt, (7.3)

where φ0 is the initial clock offset, ρ is the constant clock skew. Then the femtocell clock

(Ts(t)) at time t can be written as:

Ts(t) = t +φ(t) = φ0 +(1+ρ)t. (7.4)

The goal of the proposed two-step WMLR based synchronization scheme is to accurately

estimate the initial clock offset (φ0), clock skew (ρ) of the femtocell and the IEEE 1588

bias error (dasym) from the received timing references. In Step 1, the conventional normal

142



CHAPTER 7. DUAL SOURCES SYNCHRONIZATION FOR FEMTOCELLS

linear regression estimation is used for coarse synchronization and variance (of the ob-

servation noise) estimation. In Step 2, based on the estimated noise variance in Step 1, a

WMLR based estimation method is proposed to accurately estimate the aforementioned

three unknowns.

7.3.1 Step 1: Normal Linear Regression Based Coarse

Synchronization and Noise Variance Estimation

Considering the femtocell can only be aware of the time on its own clock, substituting

(7.4) into (7.1) and (7.2) produces:

φ̂A(ti) = φ0 +ρ
Ts(ti)−φ0

1+ρ
+ ε1,i

=
φ0

1+ρ
+

ρ

1+ρ
Ts(ti)+ ε1,i, i = 1,2, ...,NA, (7.5)

φ̂B(t
′
j) = φ0 +dasym +ρ ·

Ts(t
′
j)−φ0

1+ρ
+ ε2, j

=
φ0

1+ρ
+dasym +

ρ

1+ρ
Ts(t

′
j)+ ε2, j, j = 1,2, ...,NB. (7.6)

Apply the linear regression technique, (7.5) can be written in matrix notation as:

φ̂A = HAθA + ε1, (7.7)

where φ̂A = [φA(t1),φA(t2), ...,φA(tNA)]
T , θA = [θA,0,θA,1]

T = [ φ0
1+ρ

, ρ

1+ρ
]T , ε1 = [ε1,1,ε1,2, ...,ε1,NA]

T

and HA = [1,1, ...,1;Ts(t1),Ts(t2), ...,Ts(tNA)]
T . Then the least square estimation of θA is

given by:

θ̂A = (HT
AHA)

−1HT
Aφ̂A, (7.8)
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and then ρ and φ0 can be derived from (7.8) as:

ρ̂ =
1

1− θ̂A,1
−1, (7.9)

φ̂0 =
θ̂A,0

1− θ̂A,1
. (7.10)

The estimated clock offset and clock skew can then be applied to compensate the femto-

cell clock for coarse synchronization.

In addition, assuming NA ≥ 3, then according to [71], σ2
A can be estimated as:

σ̂2
A =

1
NA−2

× (φ̂A−HAθ̂A)
T (φ̂A−HAθ̂A). (7.11)

Similarly, the observations from Source B in (7.6) can be written in matrix notation as:

φ̂B = HBθB + ε2, (7.12)

where φ̂B = [φB(t
′
1),φB(t

′
2), ...,φB(t

′
NB
)]T , θB = [θB,0,θB,1]

T = [ φ0
1+ρ
− dasym,

ρ

1+ρ
]T , ε2 =

[ε2,1,ε2,2, ...,ε2,NB]
T and HB = [1,1, ...,1;Ts(t

′
1),Ts(t

′
2), ...,Ts(t

′
NB
)]T . Then the least square

estimation of θB is given by:

θ̂B = (HT
BHB)

−1HT
Bφ̂B. (7.13)

Similar to (7.9), ρ can be derived from (7.13) as:

ρ̂ =
1

1− θ̂B,1
−1. (7.14)

Note that there are two unknowns (φ0 and dasym) in θ̂B,0, so they can not be resolved.
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However the observation noise variance σ2
B can still be estimated as (NB ≥ 3):

σ̂2
B =

1
NB−2

× (φ̂B−HBθ̂B)
T (φ̂B−HBθ̂B). (7.15)

7.3.2 Step 2: Weighted Multiple Linear Regression Based Fine

Synchronization

After receiving N = NA + NB observations, the observation times can be rewritten as

tk, k = 1,2, ...,N. Similar to (4.56) in Chapter 4, the clock offset observations from (7.5)

and (7.6) can be written using a single formula with a new variable bk:

φW (tk) = θW,0 +θW,1Ts(tk)+θW,2bk + εk, k = 1,2, ...,N, (7.16)

where φW (tk) is the kth clock offset observation at tk, Ts(tk) is the femtocell clock at tk, bk

is the new variable and εk is the observation noise. If the kth observation is from Source

A, then bk = 0 and εk is the corresponding observation noise of Source A. If the kth

observation is from Source B, then bk = 1 and εk is the corresponding observation noise

of Source B. Also

θW,0 =
1

ρ +1
φ0, (7.17)

θW,1 =
ρ

1+ρ
, (7.18)

θW,2 = dasym. (7.19)

Now (7.16) can be written in matrix form as:

φ̂W = HWθW + εW, (7.20)
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where

φ̂W = [φ̂W (t1), φ̂W (t2), ..., φ̂W (tk), ..., φ̂W (tN)]T , (7.21)

HW =



1 Ts(t1) b1

1 Ts(t2) b2

...
...

...

1 Ts(tN) bN


, (7.22)

θW = [θW,0,θW,1,θW,2]
T , (7.23)

εW = [ε1,ε2, ...,εN ]
T . (7.24)

In Section 4.4.1, a multiple linear regression (MLR) based estimation method is proposed

for the ‘variable-length IEEE 1588’ scheme. Comparing (4.56) and (7.16), it can be

seen that the observation noise in (4.56) follows the same Gaussian distribution however

the variance of εk in (7.16) varies. Thus, the observations in (7.16) should be weighted

based on their relative observation noise, leading to a weighted multiple linear regres-

sion (WMLR) based estimation method. The performances of MLR and WMLR in this

scenario will be compared in Section 7.4.

In WMLR, a weighting matrix W is introduced, which is a N×N diagonal matrix where

the kth diagonal element (wk) equals to 1
σ̂2

A

or 1
σ̂2

B
, corresponding to the kth observation is

from Source A or Source B. And then the weighted least square estimation of θW is given

by:

θ̂W = (HT
WWHW)−1HT

WWφ̂W. (7.25)

And then the bias error, clock skew and clock offset can be estimated as:

d̂asym = θ̂W,2, (7.26)

ρ̂ =
1

1− θ̂W,1
−1, (7.27)
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φ̂0 =
θ̂W,0

1− θ̂W,1
. (7.28)

Now the estimated fixed bias error, clock offset and clock skew can be applied to com-

pensate the femtocell clock for fine synchronization.

Fig. 7.2 shows the flow chart of the two-step WMLR based synchronization scheme.

N
A

observations

from Source A

N
B

observations

from Source B

Normal Linear
Regression

Normal Linear
Regression

Estimated observation
noise variance ( )σΒ

2

The Weight
Matrix W

Update the femtocell clock and restore
the bias error between these two
synchronization sources

Estimated observation
noise variance ( )σΑ

2

Weighted Multiple
Linear Regression

Estimated clock offset ( ),

clock skew ( ) and
bias error (d )

φ0

asym

ρ

Figure 7.2: Flow chart of the proposed two-step WMLR based synchronization scheme.
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7.4 Performance Evaluation

In this section, the synchronization accuracy performance of the proposed scheme is eval-

uated using Monte Carlo simulations. The synchronization accuracy is firstly evaluated

in terms of the root mean squared errors (RMSEs) of the estimations of the initial clock

offset (φ0), clock skew (ρ) of the femtocell and the IEEE 1588 bias error (dasym) in Fig.

7.3, Fig. 7.4 and Fig. 7.5, respectively. The number of Monte Carlo simulation trials

for each point is 10000. The initial clock offset of the femtocell φ0 = 1sec. The clock

skew ρ = 100 ppm (parts per million). The fixed bias error dasym = 1msec. The standard

deviations of the observation noise of the two sources are σA = 40µ sec and σB = 20µ sec,

respectively.

Fig. 7.3 compares the RMSEs of the initial clock offset estimation of Source A (7.10),

the proposed WMLR based method (7.28) and the MLR based method ((7.28) with the

weighting matrix in (7.25), W = IN). Source B is not in the comparison, since φ0 cannot

be estimated from (7.13). The MLR based method is compared with the WMLR based

method in order to show that the observations should be weighted based on their relative

observation noise and so the derivation of the weighting matrix W in (7.25) is necessary.

It is clearly shown in Fig. 7.3 that the WMLR based method can provide better synchro-

nization accuracy with a smaller RMSE of the initial clock offset estimation than Source

A and the MLR based method.

In Fig. 7.4, the RMSEs of the clock skew estimation of Source A (7.9), Source B (7.14),

the proposed WMLR based method (7.27) and the MLR based method ((7.27) with the

weighting matrix in (7.25) W = IN) are compared. Similar to Fig. 7.3, the proposed

scheme outperforms the other three methods.

Fig. 7.5 compares the RMSEs of the IEEE 1588 bias error estimation of the NLR based

method, the proposed WMLR based method ((7.26)) and the MLR based method ((7.26)

with the weighting matrix in (7.25) W = IN), where the IEEE 1588 bias error in NLR
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Figure 7.3: Comparison of the RMSEs of the clock offset estimations.

based method is estimated as θ̂B,0− θ̂A,0. The performance of the WMLR based method

is very similar to the MLR based method but still marginally better. However, the gap

between these two methods and the NLR based method is much bigger. As introduced

in Section 7.1, the bias error estimation is important when one of the synchronization

sources becomes unavailable and the femtocell switches over to the other source. This is

because the uncompensated bias error would lead to instability for the femtocell system.

In this way, the proposed scheme enhances the stability for the femtocell synchronization.

Then the impact of the observation number and the observation noise on the perfor-

mance of the proposed two-step WMLR based synchronization scheme is evaluated in

Fig. 7.6 and Fig. 7.7. The RMSEs of the clock skew estimation of Source A (7.9), Source

B (7.14) and the proposed WMLR based method (7.27) are plotted against the observation

noise variance ratio (σ2
A

σ2
B

) are plotted in Fig. 7.6. In Fig. 7.6, NA = NB = 50, σB = 20µsec

and σ2
A

σ2
B

ranges from 1 to 40. It can be seen in Fig. 7.6 that the proposed WMLR based

method produces the biggest improvement when σ2
A = σ2

B and reduces the RMSE of the
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Figure 7.4: Comparison of the RMSEs of the clock skew estimations.

clock skew estimation by 29.4% compared with either Source A or Source B. This im-

provement on the clock skew estimation (i.e. the reduction in the RMSE compared with

the better synchronization source, Source B) decreases when σ2
A

σ2
B

increases. When σ2
A

σ2
B
> 5,

the improvement is smaller than 10%. When σ2
A

σ2
B
= 10, the improvement decreases to

4.6%.

Fig. 7.7 plots the RMSEs of the clock skew estimation of Source A (7.9), Source

B (7.14) and the proposed WMLR based method, respectively, against the ratio of the

observation numbers (NA
NB

). Here σA = σB = 20µsec, NB = 10, NA
NB

range from 1 to 30.

Similarly, Fig. 7.7 shows that the the proposed WMLR based method produces the biggest

improvement when NA = NB, reduces the RMSE of the clock skew estimation by 64.6%

compared with both Source A and Source B. When NA
NB

= 10, this improvement decreases

to 13.4%. When NA
NB

> 15, the improvement goes down to below 10%.

Both Fig. 7.6 and Fig. 7.7 illustrate that the proposed WMLR based scheme performs

better when the observations from the two synchronization sources are more comparable.
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Figure 7.5: Comparison of the RMSEs of the asymmetric error estimations.

When one synchronization source is much better than another (in terms of either obser-

vation number or observation noise), the proposed method only provides a little improve-

ment on the synchronization accuracy. In extreme circumstances, if a synchronization

source offers far more observations with far lower observation noise than another, such as

when GPS is available, it will then be selected as the only synchronization source.

7.5 Summary

This chapter proposed a two-step weighted multiple linear regression (WMLR) based

synchronization scheme for the femtocell synchronization scenario with dual synchro-

nization sources. A typical femtocell synchronization scenario where the femtocell is

viable to both IEEE 1588 synchronization and neighbouring cells listening is studied.

The WMLR base estimation is introduced to femtocell synchronization for the first time.

In the first step of the scheme, a conventional normal linear regression (NLR) based esti-

mation method is developed for coarse synchronization and noise variance estimation. In
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Figure 7.6: The impact of the observation noise variance ratio (σ2
A

σ2
B

) on the performance
of WMLR in terms of the RMSEs of the clock skew estimation of different methods.

the second step, a WMLR based estimation method is executed for fine synchronization.

The flow chart of the proposed scheme is also given. Simulation results show that the

proposed scheme provides better synchronization accuracy and better stability than any

of the individual sources. It is also suggested in the simulation results that the proposed

scheme performs better when the observations from the two synchronization sources are

comparable.
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Figure 7.7: The impact of the observation number ratio (NA
NB

) on the performance of
WMLR in terms of the RMSEs of the clock skew estimation of different methods.
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8 Conclusions and Future Work

8.1 Conclusions

This thesis has investigated the important issue of time synchronization problem for fem-

tocell networks. There are a number of areas of femtocell operation that require time syn-

chronization. These include supplying phase and frequency information to the handsets,

ensuring reliable handover and interference reduction, to name but a few. As can be seen

in Table 2.1, the accuracy requirements for femtocells are very strict, although they differ

from one standard to another. However, most femtocells are not equipped with accurate

and expensive oscillators, because of the low-cost requirement for femtocell manufacture.

With a higher accuracy requirement but lower oscillator performance, the synchronization

accuracy of femtocells relies more on external timing references. So other solutions with

high synchronization accuracy have to be used in order to ensure the time synchronization

requirements are satisfied with equipment that includes low accuracy oscillators.

According to synchronization sources, these methods can be categorized as: synchro-

nization via GPS, synchronization via TV signals, synchronization via backhaul and syn-

chronization via neighbouring cells listening. This thesis has focused on two of these

methods: synchronization using IEEE 1588 via backhaul and synchronization via neigh-

bouring cells listening, or more specifically, listening to other synchronized femtocells in

the wireless femtocell network. A number of problems with respect to these two methods

were investigated and a series of solutions were proposed.
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Chapters 3 and 4 were focused on femtocell synchronization using IEEE 1588 via back-

haul. However, the synchronization performance of the conventional IEEE 1588 algo-

rithm is affected by two main problems: asymmetric link and random delays. In order

to mitigate these two problems, two schemes, the ‘improved IEEE 1588’ synchronization

scheme and the ‘variable-length IEEE 1588’ synchronization scheme were proposed in

Chapter 3 and Chapter 4, respectively.

In Chapter 3, the basic mechanism of IEEE 1588 and the two aforementioned problems

were analyzed. Then, the ‘improved IEEE 1588’ synchronization scheme was proposed.

In this scheme, packets with different lengths are added to every IEEE 1588 synchroniza-

tion process. So, two more equations can be written for every process, which can help

derive the estimates of the ‘fixed delays’ in both the uplink and the downlink and then

the asymmetric link problem will be alleviated. The simulation results have demonstrated

that the ‘improved IEEE 1588’ scheme successfully addresses the problems of the asym-

metric link and random delays. It provides significantly better performance compared

to the conventional IEEE 1588 approach and an existing method [56] in terms of clock

offset bias error. However, in the ‘improved IEEE 1588’ scheme, two more messages

are transmitted in every IEEE 1588 synchronization process. This brings an additional

undesirable overhead. Thus, another enhanced scheme was proposed in Chapter 4.

In Chapter 4, a ‘variable-length IEEE 1588’ synchronization scheme for femtocells was

introduced. This scheme also solves the asymmetric link and random delay problems of

IEEE 1588. Instead of adding two more packets in the ‘improved IEEE 1588’ scheme,

the ‘variable-length IEEE 1588’ scheme changes the lengths of the original IEEE 1588

packets periodically. Two clock models, with no clock skew and with clock skew, were

considered in Chapter 4. Through Monte Carlo simulations, the synchronization accuracy

of the ‘variable-length IEEE 1588’ scheme was similar to the ‘improved IEEE 1588’

scheme but with significantly reduced transmitted messages.
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Chapters 5 and 6 focus on femtocell synchronization via neighbouring cells listening.

In Chapter 5, the receiver-receiver synchronization (RRS) for femtocell networks was

studied. The RRS method has proved to be efficient and accurate for packet-based wire-

less network synchronization. However, the most widely used RRS scheme, reference

broadcast synchronization (RBS), cannot be directly applied in femtocell networks. So,

two new RRS based synchronization schemes were proposed to apply this mechanism in

femtocell networks.

In Chapter 6, a novel hybrid synchronization scheme based on wireless IEEE 1588 and

RRS was proposed for wireless femtocell networks. By slightly changing the message

exchanging process and the broadcast mode of the conventional wireless IEEE 1588, the

hybrid scheme makes the best use of the advantages of both wireless IEEE 1588 and

RRS. Throughout the comprehensive comparison with the conventional wireless IEEE

1588 and RBS, it can be seen that this hybrid scheme can provide better synchronization

accuracy with less exchanged messages compared with wireless IEEE 1588, and is much

more robust than the conventional wireless IEEE 1588 and RBS against the packet loss in

the network.

Chapter 7 investigated the femtocell synchronization scenario with dual synchroniza-

tion sources. A typical femtocell synchronization scenario, where both IEEE 1588 syn-

chronization and neighbouring cells listening are available, was studied. Both synchro-

nization methods have their own relative advantages and disadvantages. It is desirable if

the combination can make the best use of the advantages of these synchronization meth-

ods. A two-step weighted multiple linear regression (WMLR) based synchronization

scheme was proposed. Simulation results have shown that the proposed scheme provides

better synchronization accuracy and better stability than any of the individual sources.

It was also suggested in the simulation results that the proposed scheme performs better

when the observations from the two synchronization sources are more comparable.
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8.2 Future Work

Time synchronization is a critical issue for communication systems and in particular for

femtocells. A better synchronization performance is always pursued by researchers and

cellular network operators, even when the present synchronization requirement is met.

The following are suggestions for future work that can further improve the femtocell

synchronization performance and may lead to fruitful results:

1. For both IEEE 1588 and RRS, the random part of the link delay hugely affects the

synchronization accuracy. Mostly, the random delay is assumed to follow a specific

distribution which depends on the network environment. In this thesis, the random

delay is modeled as either a Gaussian or an exponential random variable. However,

because the random delay may follow a different distribution when the network

environment changes, time synchronization schemes that are robust and adaptive

to arbitrary random delay distributions are more desirable. To our knowledge, the

work of Kim et al. [100] is the only one in this research area. We believe that the

particle filter or advanced Kalman filter based solutions may solve the problem and

lead to a better synchronization performance.

2. In Chapters 5 and 6, time synchronization for wireless femtocell networks is exam-

ined, where we only considered the time synchronization in a single-hop network.

However, it is possible that the femtocells can form larger networks, especially in

SOHO (Small Office and Home Office) area. Therefore, improving the schemes

proposed in Chapters 5 and 6 and then adapting them for multi-hop networks will

result in more practical synchronization solutions for wireless femtocell networks.

3. The macrocell listening synchronization method was introduced in Chapter 2. Al-

though the coverage requirement is stringent for femtocells when using this method,

it can provide sufficient synchronization accuracy in both frequency and phase.
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However, the possibility of stronger, less predictable, and time-varying interference

in femtocell networks, in particular co-channel interference (CCI), may seriously

complicate the synchronization problem, particularly in OFDM based systems such

as WiMAX and LTE. What is worse, the synchronization error will aggravate the

interference problem in return. In [101], a pre-filter is designed to mitigate the CCI

effect on cross-correlation based time synchronization. Although the system mod-

eling in [101] and then the filter design can be further improved, the author has

proved that the pre-filter based method is promising. The author also believes that

the design of a joint time synchronization and interference cancellation receiver for

femtocells will successfully alleviate both of these problems.
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