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Abstract

In the medical domain, semantic analysis is critical for several research questions which are not
only limited to healthcare researchers but are of interest to NLP researchers. Yet, most of the
data exists in the form of medical narratives. Semantic analysis of medical narratives is required
to be carried out for the identification of semantic information and its classification with
semantic categories. This semantic analysis is useful for domain users as well as non-domain

users for further investigations.

The main objective of this research is to develop a generic semantic tagger for medical
narratives using a tag set derived from SNOMED CT® which is an international healthcare
terminology. Towards this objective, the key hypothesis is that it is possible to identify semantic
information (paraphrases of concepts, abbreviations of concepts and complex multiword
concepts) in medical narratives and classify with globally known semantic categories by

analysis of an authentic corpus of medical narratives and the language of SNOMED CT®.

This research began with an investigation of using SNOMED CT® for identification of
concepts in medical narratives which resulted in the derivation of a tag set. Later in this
research, this tag set was used to develop three gold standard datasets. One of these datasets
required anonymization because it contained four protected health information (PHI) categories.
Therefore, a separate module was developed for the anonymization of these PHI categories.
After the anonymization, a generic annotation scheme was developed and evaluated for the
annotation of three gold standard datasets. One of the gold standard datasets was used to
develop generic rule-patterns for the semantic tagger while the other two datasets were used for
the evaluation of semantic tagger. Besides evaluation using the gold standard datasets, the
semantic tagger was compared with three systems based on different methods, and shown to

outperform them.
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Important definitions

Anonymization: The process in which data fields that may be used to identify the individuals

to whom the data records relate are removed from a data set.
Corpus: Collection of documents/texts.

De-identification: The term de-identification refers to removing identifiers from data without

losing the linkage of hidden identifiers.

Gold standard corpus: A corpus that contains the identified/annotated information. In Natural
Language Processing applications, gold standard corpus is required for evaluation the

performance of automatic system against gold standard annotations.
Metadata: Data about data is called metadata.

Named Entity Recognition: Anything that can be referred to by a proper name is a ‘Named
Entity’. The process that identifies proper names in the text and classifies them with respective

named entities is known as ‘Named Entity Recognition’.

Natural Language Processing: Natural language processing (NLP) is a field of ‘Artificial
Intelligence’. NLP is the ability of a computer program/application to understand natural

language.
Semantics: The study or science of meaning/ interpretation of language.

Semantic Analysis: A process that determines which words or phrases in the text are relevant

to the domain and then assigns their semantic relations.

Semantic Tagging: The identification of semantic information in the text and its classification

with respective semantic categories is known as semantic tagging.

SnoMedTagger: SnoMedTagger - SNOMED CT Medical Tagger is a generic semantic tagger
that was developed specifically for tagging semantic information medical narratives using

semantic categories derived from an international healthcare terminology, SNOMED CT®.
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Tagging: The identification of required information and its association with respective

tag/category/type is called tagging.






Chapter 1. Introduction

In Natural Language Processing, the term ‘Semantics’ represents the study of the meaning of a
language. More specifically, semantics has potential use in the investigation of a number of
research questions that are related to language (Jurafsky and Martin 2009). The identification of
semantic information in text and its classification with respective semantic categories is known
as semantic tagging. Semantic tagging enriches information to improve the analysis of text in a
given domain. Semantic tagging can be carried out on spoken and written language including
the technical language which is used in a specialised domain such as the medical domain, law,

chemistry and so on.

This research deals with one specialised domain - the medical domain. In the medical domain,
much of the data exists in the form of medical narratives written by clinicians in the form of
unstructured free text. This unstructured data resides in Electronic Health Record (EHR)
systems. This data is a result of data entry of manual records in EHR systems, transcriptions of
dictations by radiologists or using speech recognition software for recording consultations. This
unstructured form (medical narratives) may suit the individual human reader who can interpret
the subtlety of the language and use it to inform their clinical decision making, but it is difficult
for searching, analysing and understanding the meaning of concepts or terms that are present in
the medical narratives. Thus, NLP is needed to identify and classify important semantic
information (concepts) within the medical narratives for more structured analysis (Meystre
2008). The semantic tagging of the data is a necessary step in the process of using medical
narratives to inform many research tasks such as ‘finding cause of death’, ‘extracting diagnoses
and so on. The following section explains the identification and classification of semantic

information (semantic tagging) in the medical domain.

1.1 Semantic tagging in the medical domain

In the medical domain, clinicians (domain experts in the context of this study) record their

consultations and other clinical documents in Electronic Health Record (EHR) systems. For this



purpose, they use a combination of structured information, coded data, and medical narratives
using natural language, also referred to as unstructured text. Clinical documents such as
discharge summaries, progress notes, and medical reports contain important information which
needs to be shared for research purposes. Where natural language is used in clinical documents,
the semantic information varies from one clinician to another. This is because of differences in
the expressiveness of language, the use of synonyms, paraphrases, abbreviations, etc. These
variations in natural language free text follow informal writing structure and can therefore
obscure important information within text. The result is that the researchers may find the
narrative confusing, ambiguous or imprecise and this can potentially lead to misunderstanding.
As a result, some crucial information might not be extracted from the text. In such situations,
the identification and classification of semantic information (semantic tagging) can facilitate a
more consistent interpretation of the natural language written by clinicians. The approach may
also help researchers in dealing with research questions that cannot be answered by analysis of

the structured and coded elements of EHRSs.

In the medical domain, researchers who use medical narratives in their research usually hire
domain experts to identify and classify the semantic information within the natural language, a
process which is time consuming and expensive. This means that non-domain users (such as
language researchers) are dependent on domain experts to identify and classify semantic
information. The process of ‘annotation’, i.e., the identification and classification of semantic
information with respective semantic categories can be automated using a computerised system,
typically referred to as a ‘semantic tagger’. In Computational Linguistics, a ‘semantic tagger’ is
the term used in ‘Information Extraction’ (IE) applications. Another IE application called
‘Named Entity Recognition’ is closely related to semantic tagging. The difference between
these two applications is that named entity recognition applications only identify and classify
proper names in the text while semantic tagging identifies and classifies semantic metadata

(data/information about data) in the text.



This research study dealt with the development of a generic semantic tagger which can be
employed for extraction of semantic information in medical narratives. The developed semantic
tagger was named SnoMedTagger - SNOMED CT Medical Tagger (available at

http://www.comp.leeds.ac.uk/scsh/SnoMedTagger.html) and it uses the semantic categories

derived from an international healthcare clinical terminology SNOMED CT® or Systemised
Nomenclature of Medicine - Clinical Terms. SNOMED CT® is globally the most
comprehensive clinical terminology and it is specified in several US standards (Stearns et al.
2001). SNOMED CT healthcare terminology and its components are described in detail

in Chapter 4.

In this study, the semantic metadata of interest in medical narratives are the ‘concepts’ or
clinical terms that can be classified into appropriate semantic categories. For instance, ‘CT
Scan’ and ‘lungs’ belong to the semantic categories ‘Procedure’ and ‘Body Structure’,
respectively. The metadata present in medical narratives can be in the form of individual
concepts, paraphrases of concepts, abbreviations of concepts and complex multiword concepts.
Chapter 2 will explore the discussion above in more detail using the more technical language of

Natural Language Processing.

1.2 Motivation and goals for this research

In the medical domain a significantly large proportion of the data in medical records is in the
form of medical narratives. This is because it is often preferred by clinicians as a way of
recording patient health information due to its richness and convenience. However, the analysis
of the semantic information within these medical narratives is more complex as a result

(illustrated in Section 1.1).

When non-domain researchers such as NLP researchers work on a particular research question
that involves the use of medical narratives, they typically hire domain experts for the annotation
of the required information to create a gold standard data (annotated information). The primary
limitation of this approach is that it may restrict the annotated data to specific research task

and/or question and limit more general use. This is because different researchers working on


http://www.comp.leeds.ac.uk/scsh/SnoMedTagger.html

medical narratives use different names for synonymous semantic categories. For instance, the
semantic category 'Test' can also be referred to as a 'Procedure’ or the semantic category
Treatment' can also be named as 'Medications’. In addition, the names of various semantic
categories may or may not necessarily be the same as those used in various healthcare clinical
terminologies. This research recognised the need for the development of a generic semantic
tagger for medical narratives based on standard semantic categories derived from an
international healthcare clinical terminology. In this case, such a system (semantic tagger) could
reduce or even eliminate the need to employ domain experts when non-domain users (such as

NLP researchers) analyse clinical documents in their research.

In addition to this, the use of semantic categories which are derived from SNOMED CT® could
facilitate consistent information exchange between researchers whether they are domain users or
not. The underlying hypothesis is that it is possible to identify and classify semantic information

in medical narratives by developing generic rule-patterns derived from the following resources:

e An authentic corpus of medical narratives written by clinicians.

e The language of healthcare terminology SNOMED CT®.

The main contribution of this research has been to test this hypothesis by building a product to
implement and refine a semantic tagger for medical narratives based on the classification
structures in SNOMED CT®. The resulting product has been named ‘SnoMedTagger’ and is
described in Chapter 6. Other challenges were tackled as secondary contributions and these are

explained in the next section.

1.3 Contributions of this research

Primary Contribution: SnoMedTagger — a semantic tagger for medical narratives using

SNOMED CT®

As described in Section 1.1, the identification and classification of semantic information is a

pre-processing step for a range of research questions that involve the use of medical narratives.



For this purpose, domain experts can be hired but this approach suffers from the following

major drawbacks.

e The process is expensive and time consuming.
e The identified semantic categories are inconsistent and are limited to the specific
research question. Therefore, the identified semantic information cannot be used in

dealing with other research questions.

To overcome these limitations, a generic semantic tagger named SnoMedTagger was developed
in this work. The SnoMedTagger uses a medical semantic tag set of 16 semantic categories
derived from SNOMED CT® health care terminology (Hina, Atwell and Johnson 2013b). The
extraction of semantic categories from SNOMED CT is described in Chapter 4, while the
development of SnoMedTagger is explained in Chapter 6. Due to the fact that SNOMED CT®
is a comprehensive healthcare terminology for the exchange of information (SNOMED CT User
Guide, January 2011 International Release) and it is also approved by the National Health
Service in England (NHS-Connecting for Health), the semantic categories used in the
SnoMedTagger are expected to be useful to domain users as well as non-domain users (Hina,

Atwell and Johnson 2012).

The output of SnoMedTagger on a sample text is shown in Figure 1-1. The SnoMedTagger was
able to identify and classify semantic information with respective categories. However,
abbreviation of concept ‘PTX’ was an exception. This was due to the fact that this abbreviation
was not found in the original SNOMED CT vocabulary. Moreover, the annotators also did not

assign any semantic category to this concept abbreviation in the gold standard dataset.

While employing the SnoMedTagger for extraction of semantic information, the user can select
only those semantic categories that are appropriate for their research task/question, as shown in
Figure 1-1. Different colours can be chosen to differentiate between semantic categories and to

avoid any confusion in colour coded output, the output can also be exported to XML format.
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Figure 1-1: An example of the output of SnoMedTagger.

Secondary Contributions:

1) Evaluation and validation of SnoMedTagger — The existing well-known semantic
tagging systems such as MetaMap (Aronson and Lang 2010) and onotology-based
BioPortal web annotator (Noy et al. 2009) have not been evaluated on a gold standard
dataset. The Metamap is considered as state-of the-art system in medical domain (Abacha
and Zweigenbaum 2011). However, the SnoMedTagger was evaluated against two different
gold standard datasets; Test dataset 1 and Test dataset 2. This was done to test the general
applicability of rule-based SnoMedTagger on different medical narratives. Results of Test
dataset 1 have been published in (Hina, Atwell and Johnson 2013b). This was followed by
the validation of SnoMedTagger by two domain experts. It was reported that the
SnoMedTagger, which is a rule-based system, outperformed the systems that are based on
different methods/approaches; 1) SNOMED CT dictionary application: baseline system, 2)
An Ontology-based ‘BioPortal’ web annotator and 3) SVM-based machine learning system
(SVM - Support Vector Machine is a supervised machine learning classifier).

2) Anonymization module for Test dataset 1 (Explained in Chapter 3) — In the medical
domain, data that contain Protected Health Information (PHI) about individuals require

anonymization. This is due to ethical issues that are associated with the use of such data.



3)

The three datasets which were used in the development and evaluation of SnoMedTagger
are; the Development dataset, the Test dataset 1 and the Test dataset 2.

The Development dataset and the Test dataset 2 included de-identified/anonymized
discharge summaries and progress notes which were accessed after ethical approval from
the data providers. However, the Test dataset 1 which was obtained from an Electronic
Health Record system known as ‘SystmOne’, mainly contained fictional information about
individuals with some bits of real-data in it and therefore needed to be anonymized. In
addition, the data contained a mixture of natural language and clinical codes and its
characteristics were similar to any real data. Thus, an anonymization module was developed
to anonymize the Test dataset 1 which can be used for the anonymization of real-data in
SystmOne (Hina et al. 2013). This anonymization module also formed part of the ‘e-Health
Gateway to the Clouds’ project. The objective of this project was to make authentic
healthcare data available for research within a secure cloud-based VRE - Virtual Research
Environment after anonymization (Smith et al. 2013). This module can be downloaded from

http://www.comp.leeds.ac.uk/scsh/. For the fulfilment of ethical requirements, the

anonymization is an essential pre-processing module for the SnoMedTagger in case of data
containing PHI.

General annotation guidelines for medical narratives — For the development and
evaluation of the rule-based ShoMedTagger, annotation of gold standard datasets
(Development dataset, Test dataset 1, Test dataset 2) was required. For this purpose, simple
and generic annotation scheme guidelines were developed for the annotation of semantic
information (i.e. paraphrases of the concepts, abbreviations of the concepts, complex
multiword concepts). These annotation guidelines were developed by considering the
language issues that cannot be tackled using dictionaries or thesauri (Hina, Atwell and

Johnson 2011).


http://www.comp.leeds.ac.uk/scsh/

1.4 Thesis structure

The structure of this thesis is as follows;

Chapter 2 includes a review of the work done by other researchers on semantic tagging in the

medical/biomedical domain using different methods and resources.

Chapter 3 presents the development and evaluation of the anonymization module (secondary
contribution 2). This module is not directly linked to the main contribution of this research,
therefore instead of including its related work in Chapter 2 (Background chapter on semantic

tagging); a complete section is included in this chapter.

Chapter 4 explains the use of SNOMED CT healthcare clinical terminology. The development
of the baseline system (SNOMED CT dictionary application) using dictionaries of semantic

categories derived from SNOMED CT is also described in this chapter.

Chapter 5 deals with the datasets that were used in this research and the annotation guidelines
developed for the annotation of the gold standard datasets (secondary contribution 3). The
annotation experiments that were conducted using the developed annotation guidelines and its

evaluation are also explained in this chapter.

Chapter 6 presents the development of the rule-based semantic tagger (SnoMedTagger) which is

the main contribution of this research.

Chapter 7 is regarding the evaluation and validation of the performance of SnoMedTagger

against two different unseen gold standard test datasets (secondary contribution 1).

Chapter 8 contains a summary of the results achieved in this research. It also includes the

limitations and the suggested future work.



Chapter 2. Background

This chapter contains a description of semantic tagging in general and the different approaches
adopted by researchers for semantic tagging/annotation of texts in medical/biomedical domain.
This review provided a basis for the development of SnoMedTagger, which is an NLP

application for tagging semantic information in medical narratives.

2.1 A brief overview of semantic tagging

A corpus can be simply defined as a collection of texts. Tagging or annotation of a corpus (a
collection of texts) is the process of adding tags to information in the corpus. In other words,
tagging is an inline addition of respective category to the words in the corpus. Different types of
tagging that are done in language research include part-of-speech tagging (Leech, Garside and
Atwell 1983; Brill 1992; Atwell 2008; Sawalha and Atwell 2013), syntactic tagging (Zhou and
Huang 1994; Dukes, Atwell and Habash 2013; Atwell et al. 2000; Atwell 1983) and semantic
tagging (Demetriou and Atwell 2001; Huang et al. 2005; Brierley et al. 2013; Danso et al.
2013). The term ‘semantic tagging’ refers to an information extraction process that enriches

information for better analysis of text in a given domain.

For instance, (Rau 1991) implemented an heuristic algorithm for extraction of ‘company names’
from financial news stories. This algorithm was not only able to extract company names but
also their semantic variation. (Demetriou and Atwell 2001) used Longman English Dictionary
Online (LDOCE) for semantic tagging of general English text. A different approach was
adopted by (Boufaden 2003) based on domain specific ontology. They developed an ontology-
based domain specific semantic tagger which focused on tagging semantic information in

transcribed telephone conversations using concepts from a Search and Rescue ontology.

Another semantic tagger was included in the GATE (General Architecture of Text Engineering)
software tool. The semantic tagger in the GATE was developed using JAPE - Java Annotation

Pattern Engine rules (Cunningham, Mayard and Tablan 2000). JAPE rules are further described
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in Section 6.2. In this semantic tagger, JAPE rules were developed for identification and
classification of important semantic information in the text such as ‘date’, ‘organisation’,
‘location’, etc., (Cunningham et al. 2002). (Nadeau, Turney and Matwin 2006) developed an
unsupervised system for extracting the classical categories (such as date, location) as well as

domain specific semantic category, ‘car brands’.

(Popov et al. 2003) proposed an innovative model for automatic semantic annotation based on
ontology and a massive knowledge base. The ontology contained general entities on upper-level
and domain specific entities on lower-level in hierarchy. Therefore, this type of semantic
annotation was able to provide information of general named entities such as Person, Location,
Organisation, etc., as well as domain specific entities such as private organisations, public
organisations, etc. This method can be used to improve semantic enrichment in documents.

However, may increase the processing time depending on the annotation level.

Similarly, other researchers also reported their work on semantics using different approaches
such as ontologies, rule-based and machine learning for identification and classification of
semantic information using different type of texts (Yu-Chieh Wu et al. 2006; Kirchner and Sinot

2007; Christensen et al. 2009).

In the medical domain, semantic tagging of data was carried out in several investigations.
Semantic tagging can be carried out for the development of an evaluation corpus. For instance,
(Ogren, Savova and Chute 2008) annotated only the semantic category ‘Disorder’ using the
SNOMED CT ontology. To develop an automatic CLEF (Clinical E-Science Framework) entity
recognition system, semantic annotation was done by (Roberts A 2007) on CLEF corpus. The
corpus contained histopathology reports, imaging reports and clinical narratives. In this project,
researchers developed specific annotation schema for semantic entities (condition, intervention,
investigation, result, drug or device, locus.) and their relationships (has_target, has_location,
has_indication, has_location, co-refers, modifies [literality], modifies [sub-location], and

modifies [negation]). This corpus is not publically available for research.
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Since the present study dealt particularly with semantic tagging of medical/biomedical text, a

more detailed account of relevant methods/approaches is presented in the next sections.

2.2 Semantic tagging using ontologies or dictionaries

Thesauri or ontologies are often used in the biomedical/medical domain. The use of ontologies
provides synonyms (concepts/terms), hypernyms (in the hierarchy) and indexing (codes).
Ontology-based and dictionary-based methods are usually simpler in implementation. However,
the systems based on these methods cannot be successfully applied on medical narratives. This
is due to limited expressiveness of language that is found in ontologies. Ontologies or
terminologies such as Unified Medical Language - UMLS® (Lindberg, Humphreys and
McCray 1993) are useful in extracting lexical knowledge but they do not include variations of

phrases that occurs in medical narratives.

(Krauthammer et al. 2000) implemented a method based on BLAST algorithm that searches
gene names in a database. It provides approximate matches and identifies small variation in
gene names. They developed an automatic system for the identification of gene and protein
names in journal articles. It is instructive to mention here that maintaining and updating such
dictionaries are not easy tasks. For instance, (Hirschman et al. 2003) reported addition and

withdrawal of 166 names in the Mouse Genome database® within a week.

Another approach based on dictionaries was presented by (Hanisch et al. 2003). They used a
dictionary of gene and protein names for semantic classification in scientific literature. Their
focus was on the automatic generation of dictionaries by extraction of symbols, aliases and gene
names from HUGO Nomenclature (Wain et al. 2002) and their corresponding names from
OMIM database®. In similar work, the synonyms of protein names were extracted from
SWISSPROT and TREMBL databases. The extracted dictionary was then cured and pruned by

resolving ambiguity issues and by generating more synonyms from dictionary terms. They

! http://www.informatics.jax.org/mgihome/nomen/short genes.html
2 http://www.ncbi.nlm.nih.gov/omim



http://www.informatics.jax.org/mgihome/nomen/short_genes.html
http://www.ncbi.nlm.nih.gov/omim
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calculated ‘specificity’ and ‘sensitivity’ for evaluation. Specificity measures the true negative
rates (correctly rejected) while sensitivity measures the true positive rates (correctly
identified/recall). Their semi-automatic approach of creating generic dictionary for the
identification of gene and protein names with their synonyms achieved 95% specificity and 90%
sensitivity on the corpus of MEDLINE abstracts. MEDLINE abstracts are structured articles;
therefore the work done by these researchers did not guarantee its applicability on unstructured

medical narratives.

(Long 2005) used SNOMED CT healthcare clinical terminology for coding semantic
information (‘diagnosis’, ‘procedure’) extracted from a small corpus (23 documents) of
discharge summaries. They used simple natural language processing to locate section headers of
documents and then identify concept phrases that maps with SNOMED CT concepts in the
UMLS (Unified Medical Language System® (UMLS®)). The limitation of this approach is that
it has been developed for a small set of discharge summaries that contained clues of section
headers such as punctuation marks and cannot be applicable on any other format. In addition to
this limitation, these researchers did not assure the applicability of this method on other data
because it was not tested on any data. Similarly, (Ogren, Savova and Chute 2008) used
SNOMED CT healthcare clinical terminology for the development of a gold standard dataset
that contained 1556 concept annotations. This gold standard dataset was used to evaluate their
biomedical named entity recognition system. This corpus was taken from Mayo clinic
repository which consists of clinical documents transcribed by clinicians. 82,813 'Disorder'
concepts were extracted from the SNOMED CT healthcare terminology to annotate the
semantic category of 'Disorder'. Four annotators annotated corpus of 47,975 words with the

'‘Disorder’ semantic category, concept code and context. Then, the annotators used RRF
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Browser® to search concepts by keyword or hierarchical navigation for annotation. The

following two strategies were adopted to facilitate the annotators.

1. Two annotators were provided with a corpus that was already annotated using MetaMap
system. However, the annotators were allowed to add or remove annotations following the

annotation guidelines. This approach facilitated quick review and correction of annotations.

2. Using the same annotation guidelines, the other two annotators manually annotated the

corpus without any pre-processing. This was done to verify the annotation guidelines.

In both strategies, annotators annotated the corpus independently. The consensus set was
created for both cases and the final set was mutually completed by four annotators reviewing
consensus sets achieved from both strategy 1 and 2. The overall agreement between the two

consensus sets was 74.6%.

A semi-automatic tool called ‘Semantator’ was developed for annotating medical narratives
(Song, Chute and Tao 2011). Semantator is a protégé plugin which allows manual annotation
and semi-automatic annotation. In manual annotation, a user can annotate a piece of text using a
class from the ontology loaded in protégé. Semi-automatic approach uses semantic web
ontologies from BioPortal (Noy et al. 2009) and clinical Text Analysis and Knowledge
Extraction System — cTAKES (Savova et al. 2010). The major drawback of this system is that it
was not evaluated using any gold standard corpus of medical narratives and the gold standard
was annotated with only one semantic category. Furthermore, the other limitations reported in

this research are based on limited user experiences (Song, Chute and Tao 2012).

An automatic system for the analysis of semantic information in biomedical reports was
developed by (Hahn, Romacker and Schulz 2002). This system used a domain specific lexicon

and performed syntactic analysis on the basis of lexical definitions and dependency grammars.

3nttps://www.nlm.nih.gov/research/umls/implementation resources/metamorphosys/RR

F Browser.html



https://www.nlm.nih.gov/research/umls/implementation_resources/metamorphosys/RRF_Browser.html
https://www.nlm.nih.gov/research/umls/implementation_resources/metamorphosys/RRF_Browser.html
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With the help of a parser, grammatical constructions of lexical items found in the text were
analysed. The parsed information in the text that helped in the derivation of concepts was then
enriched with semantic annotation. The semantic annotation of text was achieved by automatic
transformation of text into description logics format which was then mapped with a medical

knowledgebase.

Another approach was adopted by (Baud, Rassinoux and Scherrer 1992) for the domain of
‘digestive surgery’. They studied the representation of clinical narratives using conceptual
graphs that were generated from single words in semantic lexicon and then used to form full
sentences (Baud et al. 1995). This NLP system which is based on proximity parsing, allows
browsing and encoding of concepts. In addition, the system is capable of handling multilingual

data. However, the limitation is of being developed for specific domain (digestive surgery).

(Albright et al. 2013) reported manual annotation of syntactic and semantic information in
clinical narratives. Semantic annotation was done using semantic groups instead of semantic
categories, to avoid any confusion between the synonymous semantic categories in clinical
narratives. This research involved the use of UMLS schema for semantic annotation of the
following semantic groups; ‘Procedure’, ‘Disorder’, ‘Concept and Ideas’, ‘Anatomy’,
‘Chemical and Drugs’ and only one UMLS semantic category ‘Sign or Symptom’. The corpus
was pre-annotated with UMLS entities using clinical Text Analysis and Knowledge Extraction
System — cTAKES (Savova et al. 2010). 74% of the corpus was double annotated by two
annotators and the rest of 26% was single annotated. The double annotated data was then
compiled to create the gold standard dataset. The inter-annotator agreement (IAA) was
calculated using F-measure by considering the annotations of the first annotator as gold
standard. For exact matches with UMLS concepts, 69.7% of 1AA was reported and 75% IAA

was achieved for partial matches.

Systems such as MetaMap (Aronson 2001) and BioPortal web annotator (Noy et al. 2009) also
use ontologies for identification and classification of semantic categories. Since these systems

use a number of ontologies, a major drawback is the potential of ambiguity of semantic
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categories. To extract the semantic information in medical/biomedical text, MetaMap uses
ontologies with extension of special modules based on regular expressions rules. Metamap was
developed using MEDLINE abstracts containing structured journal articles. Therefore,
Metamap is inappropriate for use on unstructured medical narratives (Patterson, Igo and Hurdle
2010). On the other hand, BioPortal web annotator contains more than 200 ontologies which
can be used for the identification and classification of required semantic categories in the text
(Noy et al. 2009). The BioPortal system is not suitable for semantic tagging of medical

narratives because of limited language of ontologies. This point is established in Chapter 5.

In summary, in the context of the study reported in this thesis, the limitations of ontology-based

or dictionary-based approaches include the following.

1. Limited language of ontologies.

2. Inconsistency of semantic information (semantic categories) used for different datasets.

It is proposed that the above mentioned limitations can be covered by applying rules or patterns
on the output of dictionaries or ontologies. Rule-based or pattern-based methods (explained in
the next section) provide better options in case of a small amount of annotated data because

other methods, such as machine learning, require large annotated data.

2.3 Semantic tagging using rule-based approach

One of the more widely reported techniques for identification and classification of semantic
information in medical/ biomedical domain is the rule-based or pattern-matching approach. For
instance, (Long 2005) used UMLS (McCray et al. 1993) for identification and classification of
semantic information (‘diagnoses’ and ‘procedures’) in discharge summaries. This method was
based on analysing the structure of discharge summaries to locate required section headers (past
medical history, discharge diagnoses) followed by identification of the required semantic
information with the help of dictionaries and regular expressions. The identified semantic
information was then coded by using a mapping of semantic entities ‘diseases’ and ‘procedures’

with their relevant UMLS semantic entities (Disease or Syndrome, Fungus, Injury or Poisoning,
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Anatomical Abnormality, Congenital Abnormality, Acquired Abnormality, Mental or
Behavioural Dysfunction, Hazardous or Poisonous Substance, Neoplastic Process, Pathologic
Function). The corpus used in this research contained only 23 discharge summaries. Therefore,
the applicability of this method on other types of structured and unstructured documents is

likely to be very limited.

As mentioned in earlier section, the MetaMap system uses ontologies. In addition, this system
also include rules for the semantic analysis of text (Aronson and Lang 2010). These rules split
sentences in the form of phrases and associate identified concepts with semantic categories
using ontologies (Aronson 2001). The MetaMap system was developed using MEDLINE
abstracts, the structure of which is different from language used in clinical documents. In
addition to this, the evaluation of the MetaMap system against any gold standard dataset was
not reported. Therefore, the applicability of the system on other types of unstructured texts
(such as medical narratives) was not claimed. The practical implementation and limitations of

MetaMap on medical narratives are further discussed in Chapter 5.

Similarly, (Bashyam et al. 2007) also developed a module that extracted UMLS concepts from
free text clinical radiology reports using a pattern-matching approach. They claimed that the
processing speed of their module was faster than the MetaMap Transfer (MMTx) which is the

Java version of MetaMap (Divita, Tse and Roth 2004).

MedLEE is another specialised NLP system that uses frame-based parser for analysis of
grammatical structure in text. These grammatical structures then map to a frame and convert the
frames into phrases. These phrases are then normalised to match with controlled vocabulary for
encoding the concepts. This system was mainly developed to transform unstructured clinical
narratives to structured and encoded text. The transformation of unstructured information varies
from one type of report to another. Therefore, pre-processing for different reports with respect
to their section headers was required (Friedman 2005). Since MedLEE, there has been a
significant amount of research in lexicon-semantic mapping of various medical

terminologies/controlled vocabularies to the UMLS and other terminologies (McCormick,
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Elhadad and Stetson 2008). However, these systems failed to analyse long multiword phrases,

as reported by (Sevenster, Ommering and Qian 2012).

(Skeppstedt, Kvist and Dalianis 2012) implemented the rule-based and terminology-based
approach for the extraction of three semantic categories; ‘Body Structure’, ‘Disorder’ and
‘Findings’. The main objective of this research was to evaluate the extent to which entities used
in Swedish clinical notes are expressed in SNOMED CT. Their method was developed using
SNOMED CT terminology because the translation of SNOMED CT was available in Swedish
language. Moreover, these researchers used rule-based approach and lexical lookup using a
combination of five different terminologies, and linguistic processing was done to refine the
identification and classification of the semantic categories. The limitation of their approach is
that they excluded the semantic category ‘Qualifier Value’ to be identified in these semantic
categories. ‘Qualifier value’ such as ‘Right’, ‘No’, etc., indicates important information which
cannot be passed on if excluded. By omitting ‘Qualifier value’ might effect the correct
identification of other semantic categories such as ‘Disorder’ and ‘Findings’. For instance, the
concept ‘No fever’ should be categorised with the semantic category ‘Findings’. This is due to
the fact that the semantic category ‘Findings’ represents the results of clinical observation and
‘No’ represents the value in this concept. Therefore, excluding a ‘Qualifier Value’ will miss
important information associated in this case. This also results in false analysis and may

categorise ‘Fever’ as ‘Findings’ which in actual is ‘Disorder’.

Another system used regular expressions for semantic analysis by analysing domain knowledge
in physical notes that were annotated by two reviewers (Turchin et al. 2006). Their application
identified semantic information related to ‘blood pressure’, with the blood pressure values and
‘treatment’ with the indication of medication in the text. Since this application was developed
for this particular task and used data from only one source, it suffers from the limitation of

applicability of regular expressions on any other text.

(Pakhomov, Buntrock and Duffy 2005) applied the set of rules on dictionaries including

SNOMED CT, MeSH, RxNorm and Mayo Synonym Clusters (MSC). This was done for the
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identification of ‘drugs’, ‘diagnoses’ and ‘signs and symptoms’ in clinical texts. Another
information extraction system for semantic analysis was developed by (Liu et al. 2005). This
system was based on GATE architecture and used a rule-based section filter, annotated
information using subset of UMLS semantic categories, rule-based NegEx algorithm (Chapman
et al. 2001) for negation detection and JAPE rules for the identification of specific attributes
(Gleason score, tumour stage, status of lymph node metastasis) related to semantic information

in pathology reports. Their approach used limited semantic categories for pathology reports.

On the basis of the literature review presented in this section, it was concluded that the existing
rule-based or pattern-based systems cannot be successfully applied on texts other than those that
were used in the actual development process. This is because these systems were developed and
evaluated for a specific type of data and limited semantic categories. In contrast, it has been
reported that systems based on machine learning approaches generally give better results in
identification and classification of relevant semantic information in the medical domain. The

more relevant machine learning systems and their limitations are discussed in the next section.

2.4 Semantic tagging using machine learning or statistical
approaches

Recent applications in the medical/biomedical domain are mostly based on machine learning

(ML) methods but ML approaches require large annotated corpora (training and test). This

requirement is not only time consuming and expensive but also suffers with the limitation of

access to large annotated data in the medical/biomedical domain (due to ethical issues). These

points are highlighted in the studies summarised as follows.

(Sibanda et al. 2006) performed a semantic analysis of 48 discharge summaries. The semantic
categories that were considered include ‘diseases’, ‘symptoms’, ‘treatments’, ‘tests’, ‘results’,
‘dosages’, ‘substances’ and ‘practitioners’. In this work, Link Grammar Parser (Sleator and
Tamperley 1991) was used for the extraction of syntactic features, and support vector machines
(SVMs) for training classifier. UMLS was used for mapping of the synonymous semantic

categories. Their baseline system found the longest string that also included a head of noun
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phrase in a noun phrase and then used UMLS to map relevant semantic categories. This baseline
system was also compared with the MetaMap system and the results showed that MetaMap
outperformed the baseline system only against one semantic category, ‘disease’. The MetaMap
system did not achieve better scores for other semantic categories. The low performance of the
MetaMap was attributed to the fact that it used UMLS which did not contain noun phrases that
occurred in the dataset used by these researchers. The results of these two systems (baseline and
MetaMap) were then compared against their developed semantic category recogniser (SCR)
which used multi-class support vector machines (SVMSs). The performance of SCR was
analysed using orthographic features (such as capitalisation, upper case, punctuation, etc.),
lexical (such as bigrams, section headers), syntactic features (syntactic bigrams, head of noun
phrase, part-of-speech), and ontological features (UMLS). The SCR outperformed the baseline
system using all these features. However, on investigating a combination(s) of features,

ontological features (UMLS) did not contribute in a better manner.

Another system was reported by (Taira and Soderland 1999) who used maximum entropy
classifiers for semantic analysis and parsing structures in radiology reports. As in case of many
other NLP systems, this system contained modules of a structural analyser, lexical analyser,
parser and semantic analyser/interpreter. Structural analyser was a conversion from a rule-based
system to a system that used a maximum entropy classifier. It structured sentences under section
headers after analysing sections in the document (such as ‘history’, ‘findings’, etc.). The lexical
analyser of this system used a medical lexicon for analysing semantic and syntactic features. It
performed tokenisation of punctuations and normalisation of numeric values (such as dates,
etc.). The parser and semantic analyser of their system were based on statistical methods; the
parser formulated dependency structure arcs in a sentence which were then selected on the basis
of high probability. On the other hand, the semantic analyser used the output of parser (arcs)
and applied rules based on semantic features. The rules were then applied on unlabelled arcs to
formulated logical relations which were then transformed into structured output frames. These

frames contained attributes that identified the semantic categories of ‘findings’, ‘therapeutic or
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diagnostic procedure’ or ‘anatomic structure’. This system was evaluated using ten-fold cross
validation via the use of a gold standard and achieved 89% precision and 90% recall. They also
extracted UMLS concepts from radiology reports by using the vector space model (Bashyam
and Taira 2005). The main limitation is the selection of a limited semantic categories and the

use of specific type of data (radiology reports).

Another machine learning method was adopted by (Feng et al. 2008) who employed conditional
random field (CRF) with active learning for semantic analysis of biomedical articles. This CRF
model was specifically implemented to examine tract tracing experiments and used features
based on lexical knowledge, surface words, context windows, window words and dependency
features. These researchers also investigated different set of features in combination (‘lexicon’,
‘lexicon + surface words’, ‘lexicon + surface words + window words’, ‘lexicon + surface words
+ window words + dependency features’). For all combinations, the system performed better
than the baseline approach that just scanned words and phrases in the sentences from each
lexicon. An overall F-score of 74% was reported on 16 documents. The limitation of this system
was that the files contained variation in writing styles and thus needed more training data for

better performance.

(Tang et al. 2013) used conditional random fields for the classification of three semantic
categories ‘Problem’, ‘Treatment’ and ‘Test’ in discharge summaries. However, they
investigated the use of structural support vector machines for the identification of concepts in
discharge summaries. The identification and classification of these semantic categories were
performed as a part of the global NLP challenge i2b2/VA 2010 (Uzuner et al. 2011). For this
challenge, other teams also participated and the best performing system was by (Bruijn et al.
2010) who used the semi-supervised machine learning technique. Their system used the semi-
Markov Hidden Markov Model (HMM) for identification of concepts in the corpus. Semi-
Markov HMM was used to tag multi-token spans in the text (concept phrases) and the complete

system achieved 85.3% f-measure.
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In the biomedical domain, (Ananiadou et al. 2011) reported corpus annotation and approaches
for the identification and classification of semantic categories in bacterial type IV secretion
systems. These researchers presented four novel semantic categories for identification of gene
and protein from the literature. They first developed training and evaluation corpus by using
term extraction service to automatically identify multiword terms in the corpus. Two domain
experts then reviewed negative examples in the corpus. After developing training and evaluation

corpus, researchers evaluated three techniques listed below.

1. Dictionary-based approach [by matching longest term].

2. Dictionary-based approach with corpus enrichment [tagged terms found in training corpus

were added to static dictionary and then matching was done].

3. Hybrid machine learning approach using a conditional random field with dictionary-based

information.

F-measure score ranged between 18% to 96% for dictionary-based approach, 54% to 97% for
dictionary-approach with corpus enrichment, and 68% to 93% for machine learning approach.
This showed that the performance of the system was better in case of machine learning
approach. However, this system was developed for a specific research task and data (biomedical
text) and therefore, it cannot be used for other research questions targeting different data

(medical narratives).

Other than above mentioned approaches, researchers also investigated and compared a different
combination of approaches for the semantic analysis of clinical data. For instance, an NLP
system named ‘HITEX - Health Information Text Extraction’ was developed in order to extract
the key findings for airway diseases from 150 discharge summaries (Zeng et al. 2006). HITEx
extracted semantic information that categorised principal diagnosis, co-morbidity, and smoking
status. This system used UMLS concepts for semantic extraction of the principal diagnosis
(Demner-Fushman, Chapman and McDonald 2009). HITEx has also used NLP components of

GATE tool for specialised classification of semantic information. After basic language
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processing modules and noun phrase chunking, this NLP system used UMLS concept mapper to
match concepts in the text. To classify smoking status, the SVM classifier was used to extract
single word features. Other semantic information such as principle diagnosis and co-morbidities

were extracted using specific modules based on regular expressions.

In summary, the existing machine learning systems suffer from one or more of the following
limitations. Failure at the complex level of synonymy, focus on any specific research question
or corpus and the limited number of semantic categories using controlled
vocabularies/ontologies. Thus, the conducted research did not provide flexibility to use data or
annotations for general research purposes and the evaluation done by these researchers was

restricted to specific research questions.

2.5 Summary

The identification and classification of semantic information in an ever increasing number of
medical narratives in patient records is frequently required for several research applications such
as statistical analysis, question-answering systems, negation detection, relationship extraction,
etc. Different methods that are used for identification and classification of semantic information
include ontology-based/dictionary-based approaches, rule-based or pattern-based approaches
and machine learning or statistical approaches. On the basis of the review of literature presented
in preceding sections of this chapter, we identified the following limitations and inadequacies of

the existing approaches.

e Generalizability of methods for different datasets.
e Unavailability of (annotated) research data.

e Non-standard, inconsistent and limited semantic categories.

In addition, we noted that the problem of identification and classification of semantic
information in medical narratives, including concept phrases, concept abbreviations and
complex multiword concepts, has not been dealt together with in the existing literature.

Besides helping in identifying the above mentioned limitations of existing system, the
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background review also helped in the selection of appropriate techniques and resources for this

research.

Considering the limitations of available systems and resources, this research focused on
developing a generic and comprehensive rule-based semantic tagger, which was named
SnoMedTagger. In the development of SnoMedTagger, | did not focus on mapping concepts
with clinical codes present in the SNOMED CT healthcare terminology. However, the aim was
to classify the concepts int