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Abstract

This thesis contributes a novel approach to navigationstaskarge graphs. Graph
visualization is the problem of representing the structfre mathematical grap@ =
(V,E),V aset of vertices (or nodes) aid_ V x V a set of edges. My work is concerned
with the node-link representation of graphs and | use tha tegtworkto distinguish
this external representation from the underlying matherabstructure. Networks are
an intuitive representation of a set of elements and thé@akhips between them, and
are known to be effective for analysis tasks involving fallog paths between nodes. |
definenavigationas the task of identifying and following such a path in diggpace.

Unfortunately the utility of a network diminishes as the siggnof edges increases and
edge-crossings make navigation taxing. A well-exploregragch to this problem is to
find a perspicuous layout of the nodes. While this improveseghdability of individual
nodes and edges it may also require a compromise: to be easigrstood the overall
arrangement of the network should also correspond withgkesiinternal mental model
of the domain, a property referred to @ngruence Other solutions distort the display
space or use multiple-scaled-views to promote comprebermdilocal details while re-
taining awareness of the global context, but often lackadisepport for navigation of
the network topology beyond the local context.

This thesis contributes a model of visual graph analysistiiags together recent ad-
vances in cartographic representation, diagram compsathgrand graph visualization,
leading to a greater understanding of network navigatidtidseecks in terms of the de-
gree of correspondence between the external graph représanand the user’s ‘men-
tal map’. Motivated by this model | present a new approachraply visualization that
separates concerns of navigation from those of depictitmtive aim of improving cor-
respondence between the internal and external represastatdescribe the design and
realization of an interface for network navigation insgdit®y the new approach within a
pipeline-based architecture, and provide a reflectiveueian of the implementation.
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Chapter 1
Introduction

| begin this chapter by introducing the purpose of visuaiaraand outline the princi-
ple issues of data, representation, and implementatiois. |d&ds to a discussion of the
general problems of visual scalability and its impact onrien focus of this thesis:
navigation Graph visualization is a challenging, well-studied reskadopic and sev-
eral graph representations and navigation tools are &jlavhich are outlined here.
The chapter concludes with an introduction to my approadheanetwork navigation
problem, and a statement of the scope and contributionssofitesis.

1.1 Visualization

Visualization refers to the process of using an externalalisepresentation to enhance
cognition by externalizing memory, and by arranging graphinarks in space such that
visual cues enable useful interpretations of the [BEkgeron ] sets out three
uses of visualization:

descriptive visualization is used to present evidence to others of some phenomenon
known to exist in the data set;

analytical visualization is the process of searching the data for evidence that either
confirms or refutes a known hypothesis; and,

exploratory visualization is used when the user has no particular hypothesis about the
data and wishes to understand what is present by, for exameplegnizing items,
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Figure 1.1: Minard’s figurative map from 1869 combines depits of time, geography,
temperature, and mortality to tell the story of Napoleom#ed campaign on Russia.
(Figure licensed under Creative Commons).

or identifying patterns, outliers and trends in the dataasdiypothesis may be
formed.

The capacity of modern visualization systems to suppodehasks emerges from the
interaction between a computer, which provides an interfacapidly refine and encode
data as graphical marks on the screen, and the human usehastanm innate ability to
perceive and infer meaning from those marks.

Hand-crafted visualization artefacts have been used targtasentation for at least two
centuries: Minard’s 1869 map for example presents dataverakdimensions to illus-
trate the fate of Napoleon’s campaign on Russia. In recermtddscvisual data presenta-
tion has become a topic of formal study, leading to the foatioh of data presentation
heuristics based on Gestalt theories of spatial groupmgjyarks such as Tufte’s “The-
ory of Data Graphics” 5] and Bertin’s classification oftiral variables” ]. An
early approach to computerized visualization sought toraate the process of visual-
ization design. Rules of visual encoding and diagram coottm were encoded and
used by the system to calculate and display the most “effeatnd efficient” represen-
tation given a particular input data-type [79], with lateodels also incorporating rules
based on the user’s task [22].

Limited by graphical processing power, early systems cotmaged on presenting a static
view of the data. TukeMG] had already demonstrated tiigyuif exploratory data
analysis using data plots to discover an hypothesis in contrastéoetirlier practice
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Figure 1.2: An example of exploratory visual analysis of anptex system. In this

simulated circuit diagram the grey circles change size poegent the performance of
each component given a particular input signal frequendye ifput frequency is ad-
justed using the slider control on the right of the diagram.tHis way the user can
continuously explore the range of input values, observegeffect of changes in input
instantaneously. (Figure adapted fr 117]).

of merely presenting findings to others. Meanwhile Bev@] [ddscribed a process of
visual thinking constructing a matrix of data values and permuting therookiuntil
patterns emerge that could indicate trends or reveal ositi@nce an interesting permu-
tation is found it is the job of the analyst to reason abouttwifarmation the patterns
reveal, in the context of their domain knowledge.

Bertin initially conducted visual exploration using spdlgigprepared cards on a table-
top, only moving to computerized support after more thancade. Exploratory analysis
is where computerized visualization provides the gredtesefit, enabling visual think-
ing through interactive tools that allow the user to filtagup and rearrange the display
on demand. Spence’s electronic circuit diagram [117] is mpmlling example of in-
teractive visualization that enables insight into a compleenomenon by changing the
visual display in response to user inputs (see Figude 1.2).

1.1.1 Scientific Visualization

The formal study of visualization in computer science isagaily attributed to the publi-
cation of a synopsis of a National Science Foundation adyigport on “Visualization

in Scientific Computing”@S]. The report identified that sdists were producing in-
creasing volumes of output from computational simulatipetsfew tools were available
to assist them in analysing large, complex sets of data.alimation offered the possi-



bility of transforming the raw symbolic data into geomefiocms that are more readily
interpreted by the scientist. Furthermore, the ability teles computation during pro-
cessing was required so that the effects of parameter chaveye immediately visible,
to not onlyseethe data, but also tmteractwith it in real-time.

Scientific visualization as it has come to be known, is usedntalyse numerical data
such as the output of a medical MRI scan, or an engineeringlaiion. It may be
categorized as being concerned with modelsaitinuousdata with the consequence
that sample points may be interpolated in a meaningful @][1

1.1.2 Information Visualization

The term “Information Visualization” was first coined by Rots®n, Card and MacKin-

lay [E] to mean, “the direct manipulation of informatiobjects and the structure
between them.”. While scientific visualization was aimedrsdlgsis of the continuous
models produced by scientists, increasing attention wamglggven to visualizing data
from discrete structures such as the tabular data and detwoléections found in com-

mercial databases. An early example of this is Sem@t [4dtaph visualization tool

aimed at exploring the relationships between items in al&rgpwledge base.

The data represented by information visualization systepeesent a space thatab-
stract [@], and therefore has no direct mapping to the geometricctstres used in
graphics. The information visualization designer mustef@e select an appropriate
spatial metaphor. Popular spatial metaphors include I}HpBEL}], citiesO], and
trees. The use of metaphor need not be consistent or reatistisider the now familiar
metaphor used in the graphical interface of a personal ctsmpgroups of “files” are
contained in “folders” which are placed on the surface of esidop”. To interact with
a file or folder, its contents are displayed in a “window”. Thiexed metaphors (folders
arranged on a desk versus looking through a window) do naoh sedbe a barrier to
effectiveness, as each one is appropriate to a particui@itacFigure[1.3 contains an
example of visualizations of the same underlying data uksoth a continuous model to
form a 3D volume rendering and a discrete model using a treapher.

A key challenge in information visualization is the prowisiof tools tonavigatethe

space the diagram is drawn in. Navigation refers to the ‘gge®f selecting and fol-
lowing a path in display spacﬂm]. While the drawing canigan infinite plane the
computer display is constrained by its dimensions and pesalution. This often means



Figure 1.3: Fission of a plutonium nucleus representedguaicontinuous model and
rendered as a 3D volume (left), and a discrete model witheartretaphor (right). The
discrete model indicates critical points in the vector fiedaich can then be related to
the spatial position of phenomena as displayed in the volume

that the whole data cannot be displayed in sufficient detad single display, as doing
so would present the viewer with an unintelligible mass afpipical marks. To combat
this, pan and zoom tools are commonly employed so the usech@yse what portion
of the diagram is visible in the display, but this can leaddesert fog”, the condition
that there are insufficient visual marks to enable the usaatigate successfullmm].
With no recognizable visual references the user becomesnldke visualization and
may be unable to answer navigation questions such as, “vaneienow?”, “where do |
go next?”, or “how do | get back to where | started?”

1.2 Graphs and Networks

Graph visualization refers to the problem of representingathematical graple =
(V,E),V asetof vertices anl CV xV a set of edges. A graph is a formal mathematical
model of data items and relationships between those data.it€he surveys by Herman
et al @l] and Landesberger et Eﬁ%] described a numberayghgrepresentations,
which of these to use to depends on structural propertidseoftaph and on the task at
hand.

e Containment diagrams such as tree-m [111] allow a compaatsentation of
hierarchical data.

e Adjacency matrices reveal patterns of different shapedksidclusters of inci-
dent edges) provided an appropriate ordering of the rowscahdnns can be



Figure 1.4: (Top) Comparison of network and containmentasg@ntations of the same
hierarchical data. (Bottom) Comparison of matrix and netweresentation of the

same graph data. In both cases, the network representatinare effective when fol-

lowing paths between items.

found @].

e Node-link diagrams, where vertices are represented byhglygnd edges by poly-
lines or splines, are appropriate for tasks related to datinsed by sequences of
adjacent vertices [54].

Figure[1.4 shows a comparison of different representatibrise same graph and tree
data.

This thesis deals exclusively with the node-link repreagom of graphs, and following
Bertin B], | use the terrmetworkto distinguish this external representation from the
underlying mathematical structure. Networks provide dniiive spatial metaphor of
a discrete set of related elements by taking advantage af basian visual principles
of enclosure to represent a contained object and connextedo indicate a relationship
between then@g].



1.2.1 Layout

A layout algorithm assigns coordinates to each element odplgwith the aim of pro-

ducing an effective and efficient network drawimgstheticsare drawing rules encoded

in the algorithm that constrain the placement of graphigsifives [33]. Computing the

coordinates ofout to optimize aesthetics is wellistidsee![33] for a comprehen-
1

sive survey and [134] for more recent advances).

A primary aesthetic concern is to produce a network in whigtpes can be easily fol-
lowed between nodes. User studies by Purcf@e [98] andsdtlhee shown that the
number of bends in edges and the number of edge-crossimgBcagtly reduce the ac-
curacy of following paths in a network. Beyond minimizing edgrossings, there are
too few empirical studies of aesthetics to underpin a seeoégal layout principles.

1.2.1.1 Node Layout

Since the general optimization problem is NP-hM [64],joem approximation ap-
proaches to node layout have been devised. Sugiyama@lihtﬂ)duced a layout
method for directed acyclic graphs that first positions isadehorizontal layers so that
all edges point downwards. A second pass re-orders the todesimize the number of
edge crossings between layers. Force-directed methodsimesduced by Eades [39]
with improvements by Kamada and Kaw[?l], and Fruchterauath Reingold|[48]
amongst others. These algorithms model the network as aaneah system where
edges are treated as springs that repel vertices that ae together and pull together
vertices that are distant. A minimal total energy of the sysis then computed iter-
atively. The running time complexity of these methods isdyatic and therefore pro-
hibitive on large graphs. To overcome this problem moderoefalirected algorithms
use the fast multi-pole multilevel method (BMntroduced by Hachul andidiger Eb]
that lays out a general graph #i(|V|log|V|+ |E|). The speed-up is achieved by first
solving a coarsened representation of the original graphlzen iteratively refining the
solution until the original input graph is laid out.

1.2.1.2 Edge Layout

The simplest edge representation draws a straight linedsgtthe two end-points of
an edge. Parallel edges may be drawn as parallel arcs to avereplotting. Edge-



Figure 1.5: A graph of US airline routes rendered with comeeral straight-line edges
(above) and bundled edges (below). The bundles reduce ukterahg effect of edge
crossings by closely grouping edges that have a similaratdrend point. Following in-
dividual edges requires additional tools to separate tHdra.method shown here [110]
separates the bundles according to the direction of edgest{dn is encoded as a blue-
to-red colour ramp).

routing algorithms introduce splines so that edges can biedoaround obstaclela%].
Recently, several techniques similar to “hierarchical eoigedles” @5] have emerged
that reduce overall clutter by very closely grouping edded have similar start and
end points. For some specific applications highly spe@édlizpresentations have been
developed. In Agrawala and Stolte’s route-map system [@gsdrepresenting roads) are
carefully distorted to shorten them and simplify their shapensure important junctions
are clearly readable. For cases where edge attributes arevadry concern to the user,
an alternative design is to duplicate nodes and verticalyall the edges in the centre of
the display?].

1.2.1.3 Semantics

In addition to readability of the edges of the network it ispntant to note that the
overall layout affects what meaning is suggested by the idgawTlopological features



Figure 1.6: The relative positions of nodes suggests mgafirom left to right: a cycle
implies equal status; the top node is superior to the two laveeles; and, an ordered
sequence. (Adapted frorﬂBZ]).

such as symmetry or the presence of highly-connected spihgican be revealed with
an appropriate layout. Moreover, certain spatial arrareggainvoke particular meaning
based on Gestalt principles and well-known conventionsoripitial viewing, before
the fine details of the edges are perceived, nodes that alese jgroximity will be per-
ceived as a group. In a circular layout all nodes have egaalsta linear arrangement
implies an ordered sequence, and a top-bottom arrangeomggests a hierarchical rela-
tionship BZ] (see Figule1.6). Therefore, to be most efffec network must be readable
and also should be arranged so that unintended inferene@s@ided. Put another way,
a network should be structured in a way that is consistefit thi user’s internal mental
model of the domain it represents: a property referred nmagruencef@,].

To satisfy the congruence property graph layout algoritbims depend solely on topo-
logical structure require that the topology is in some waglagous to the intended
meaning. In the case of a hierarchy such as a tree, the ordedess in the drawing
should mirror the rank of nodes in the hierarchy. In many sdssvever, the semantics
of the graph are not made explicit by its topology and so tifieces of layout may be
misleading. Arguably, the most effective drawings of gijpne hand-curated as they
may be refined over many iterations and incorporate domainecdions, see for ex-
ample the KEGG pathway ma&?Z]. However, hand-craftingratnivial network is
time-consuming, requiring many hours of refinement.

More specialized automated graph layout may be achieveddyng some assumptions
on the connection between topology and meaning. Schreila ] add constraints
between substructures in the graph that reflect well estaddi domain drawing con-
ventions. Bespoke visualization systems can be developagooort highly specialized
domain requirements (e.@dﬂ 96]) by specifically encgdinowledge elicited from

domain experts and designing an interface that supportsod eell-defined tasks.
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1.2.1.4 Non-Graph Features

Additional semantic content can be given to networks byldigspg non-graph features.
Commonly, text labels positioned close to nodes or edgessato display nominal or
guantitative values associated with them. For some sp&cigplications such as class
diagrams in software engineering, nodes are drawn as disatigeometrical shape,
with details shown as text contained within the n@ [47]aQitative values attached to
graph elements can also be rendered as “retinal variatilé$’yarying edge-thickness
or the area of nodes. Perceptual grouping other than sphisiers can be supported by
varying node shape or colour to differentiate classes.

Spatially grouped clusters of nodes can be collapsed anmdsepted as single meta-
nodes ]. An alternative to collapsing nodes is to delieetusters by adding regions
of colour or texture to the substrate of the network to giveagpHike appearancﬁbl].
There are cases where the nodes represent some naturéiy slaas of items, such as
the airline map in Figurie 11.5. Since the layout of the nodesl&ted to their geographical
position, this type of network can be embedded in a geogcaphiap. The addition of
non-graph features represents a continuum of visual coditypkeom a plain, node-link
diagram, through those imbued with retinal variables, tdedding in a continuous
substrate.

1.2.2 Navigation in Networks

Navigating a large network is a frequent and non-triviaktdsee et al’'s “Task Taxon-
omy for Graph Visualization”lﬂ4] summarizes commonly penied graph tasks and
shows how they are composed of common low-level tasks. Mathedow-levels tasks
they describe involvéindinga particular node (perhaps using a search facility) and then
following an edge to some adjacent target node. The tasks are cashsdetopologi-
cal navigation but are conducted in the display space, Wwaltbnsequence that the ease
with which one can navigate a network is related to the affentss of the results of
layout. This problem becomes particularly relevant in theecthat the network is too
large to fit within the display at a readable level of detdilvé consider the network dis-
play and pan and zoom tools as an interface into the grapbetathe problem becomes
an instance of Norman'’s “Gulf of Executiorﬂ92]: the vocédmy of the interface (pan,
zoom, etc.) is semantically distant from the intention @& tiser (find this node, follow
that edge).
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Figure 1.7: Overview of a network. While relations betweeatish groups of nodes can
be perceived, local connectivity between individual nodesot readable. The group
outlined by the black rectangle is enlarged in Fidure 1.8.

Figure 1.8: Detail view of the group outlined in Figure]1.7t lgh zoom individual
nodes and edges are easily followed but their relationsitip tiwe wider context of the
network is lost.
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Consider a scenario in which a user wishes to compare andasbtwro similar looking
subgraphs within a large network. A fully zoomed out view lo¢ thetwork may be
sufficient to identify thdocation of the subgraphs in the overall space but to read the
fine details of edges and labels she must zoom in to the firgfraph (see Figurds 1.7
and[1.B8). This means that the overall context is no longéileis To then move to the
second subgraph our user must recall its location in theativeetwork relative to the
current position. In the absence of domain conventions huod kacking congruence
with the users internal spatial model, the user does not haw&able ‘mental map’ of
the space occupied by the network. Instead she must sudpepdiinary analysis task
and zoom out to regain the overall context so that the secabgraph can be located.
Only after zooming in again on the second subgraph can asasume. The need to
repeatedly switch task context disrupts the primary amgabgsk, and the user is forced
to direct cognitive eﬁortHB] towards navigation.

1.2.3 Solution Space

Given the difficulties encountered when required to naegettworks various strategies
to aid the user have emerged.

Reduce the amount of graphical marks bffitering out unneeded dat13] or by in-
stead displaying a suitablabstraction A common abstraction method involves
an hierarchical clustering of connected subgraphs intgiesimeta-node@O], SO
that the connectivity between meta-nodes is depictedadsié the low-level de-
tails of the network.

Scale parts of the network to provide botbcus and contei@] in the same view or
provide multipleoverview and detaviews at various scales.

Enhance the visual appearance of the nodes and edges of the netwquidibious use
of colour, edge-routing, or rendering techniques.

Each of these methods changes the final appearance of therkéyunodifying the data
model, the coordinate system, or the graphical encodinemsely. A complementary
approach is to add further specific support for network retiag. For example,

Topological navigation adds specific interactive support for following edges betwe
adjacent nodes [85].
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Explicit landmarks added to the display highlight familiar semantic composevithin
a network Ell].

The techniques described in this section are discussetefurt Chaptef]2. This thesis
is concerned with the latter solution: adding explicit laratks to the display with the
aim of improving the correspondence between the netwofkalisand the user’s spatial
mental model.

1.3 Thesis and Contributions

This thesis proposes a novel approach to the problem of metnavigation imple-
mented as a distinct layer of customized navigation sugpatfpromotes congruence by
strengthening the link between the meaning encoded in tgeghgthe network display,
and the user’s spatial mental model. The design is ground#égeory of graph compre-
hension and uses ideas adapted from navigation in the @&dkw provide arguments
and evidence that adding extra graphical marks to a graplahzation enhances navi-
gability without compromising the primary network disphajth additional clutter.

Specifically, this thesis makes the following contribuson

e A model of visual graph analysis that brings together reegivances in carto-
graphic representation, diagram comprehension, and giapalization.

e Motivated by this model | present the design of a new appreagraph visual-
ization as a separate navigation layer.

e Realization of the design in a pipeline-based architectesggthed for general,
large-scale visualization.

¢ A reflective analysis of the new visualization designs.
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A Note on Software Implementation To support the development of this thesis a pro-
totype network visualization system, known as “CoronaStopas implemented that
provides navigation in the form of a pan and zoom tool. Thegation overlay designs

set out in Chapteid 3 andl 4 were implemented within the Cor lication. The
software was developed within a demand-driven pipelinbitecture 9] that has

traditionally been used for scientific visualization andyorecently adapted to include
components to support information visualizati@l%]nc&i the use of this paradigm
in information visualization is experimental, | report oly experiences in Chaptel 6.

1.4 Thesis Organization

In this chapter | highlighted the benefits of visualizatiamyroduced the problem of
navigation in networks, and presented the background, amdscontributions of this
thesis. In the remainder of this thesis each chapter begthsanbrief synopsis of the
topics covered, and concludes with a summary in which keyessand contributions are
highlighted. A thorough overview may be obtained by readigintroductions, figure
captions, and summaries in the order they appear. Brieflysdbgect of this thesis is
organized into the following chapters:

Chapter[2 contains an analysis of work related to this thesis, inclgdnodels of in-
formation visualization, cognitive theory of how netwokk® comprehended, and
existing solutions to the problem of network navigation.

Chapter[3 sets out the theoretical motivation for using landmarksujepert network
navigation, and heuristics for selecting landmarks froendtnuctural and semantic
content of the underlying network are proposed. The dedign overlay of visual
landmarks is described and justified in terms of the cognibiasis.

Chapter[4 is concerned with the use of landmarks in a multi-scale Vizat@on, that is,
using a basic pan and zoom tool. | show how landmarks can ltetaggomote
awareness of the global network structure using off-sckesumlization, and go
on to describe specific support for following network patig] revisiting.

Chapter[§ looks at three case studies to demonstrate the proposehdakdnd off-
screen visualization tools, and contains an informal asislgf their efficacy.

Chapter[@ contains a detailed description of the overall softwarelémgntation, and
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reports on my experience of using the pipeline paradigm donagligation support
to an existing information visualization technique.

Chapter[q is a discussion of the contributions of this thesis and ssigg@iture direc-
tions for the work.
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Chapter 2

Related Work

This chapter begins with a review of some of the organizingggples of information
visualization, and | highlight recent developments thatonporate theories from the
related field of cognitive science. Inspired by MacEachsenulti-level approach to
forming a comprehensive theory of map interpretation, tuss results related to how
networks are perceived and integrated with high-levelreriee processes. After out-
lining the some of the difficulties that arise in network rgation, the existing solution
space is considered, along with specific design issue®delatthe use of overlays and
transparency in visualization design. Finally, options doftware implementation are
reviewed.

2.1 Foundations of Information Visualization

2.1.1 Reference Models

When studying or describing a complex domain like informatisualization, a ref-
erence model can help to identify the primary concepts afystand provides a set of
common principles and language for programmers, visu#izalesigners and users
alike ]. The “Information Visualization Reference Mo’d@] and Chi’s contempo-
raneous “data state reference mod@ [24] both describedehwehich begins with some
set of data that is transformed between each stage in thel ifsedeFiguré 2]1). After
filtering and structuring the data, it is mapped to geomeltmbjects that are arranged
on a substrate. Finally, a view of the substrate is presdntéte user. The parameters
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Data Visual
Tables Structures

Data Visual View
Transformations Mappings Transformations E

| Task

Figure 2.1: The information visualization reference mq@]. A user conducts a visu-
alization task by interactively modifying the parametefgach of the transformations
between data states.

Data transformations Raw data is processed and organized into relations and ra&a-d
(graph and node/edge attributes).

Visual mappings Values are mapped to visual structures and positioned obsiraie
(network).

View transformations The substrate is positioned, clipped and scaled to procwee t
final rendered image (view). (Figure adapted from [21]).

to each transform are interactively modified by a user agogrth some specific task,
allowing them to choose a new sub-set of data or change tisspoint. The similarity
between the two reference models is significant, suggeatsigng consensus.

A taxonomy imposes structure on a domain by organizing tlewaeat methods into cat-
egories (a comprehensive survey of information visuabrataxonomies can be found
in 1). Chi used his data states model to structure a taxgnaf information visu-
alization techniques [23]. Additionally, Shneiderm@}tlassifies data into several
types and gives a list of tasks that encapsulate the high-gmals of users. On the basis
that information seeking requires selection of items thtish/ a range of values Shnei-
derman summarizes the tasks in his mantra, “Overview fiogtirzand filter, details on
demand.” Ward and Yanlﬁl%] similarly define screen, datd vésual attribute spaces
and identify interaction operators such as ‘navigate’ setéct’. Rather than focussing
on presentation and interaction techniques otPqug @,drganize the topic from the
point of view of the user’s analytic intent, giving rise totegories such as ‘cluster’,
‘compare’, and ‘rank’.
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2.1.2 Distributed Cognition

While taxonomies and reference models are useful in gengratithinking about visu-
alization design, a fully developed theoretical model ¢kiag in information visualiza-
tion E]. One review of the literature suggested that Vigasion designers have relied
on a nelange of design guidelineEL?O] such as Shneiderman’srm@], Bertin's
semiotics of graphicf__[_h] and Tufte’s graphic design r@]. Often the theories
have focussed on the design and implementation of systemisdbipond to the user
through interactionCognitive sciencés the study of the structure and processes of the
human mind drawing together numerous disciplines inclyidiehavioural psychology,
neuro-imaging and computational modelling. A deeper ustdading of cognition as it
relates to information visualization allows researchertake a top-down perspective:
how does the user respond to the visualization system? Maosnt work on the prop-
erties of the human visual system and how these affect tleeepeon of visual displays
show promising steps in this directi@&h%].

The bottom-up and top-down perspectives are clearly nobumected, just as interac-
tion changes the visual display, so the user’s internaé staist change in response.
Liu et al proposedlistributed cognitioras a theoretical basis for information visualiza-
tion [@]. Unlike the traditional cognitive science viewatihcognition is internal while
external spaces are merely input that must be encodedbdistl cognition extends the
boundaries of study to include external stimuli as part efringe of cognitive resources
available to the subject, allowing researchers to considerways in which people co-
ordinate internal and external spaces. Liu and St@o [86] gave a definition of a
mental model for information visualization that encomgasthe visual and interactive
properties of the external system as well as internal reptagons that link schematic,
semantic and item-level information about the data. Theg atoposed that the study
of interaction in information visualization should inckithree primary processes:

external anchoring is the act of locating a feature in the external image uporciwhi
we superimpose @rojectan internal image, such as extrapolating an imaged line
(project) from a plot-line to intersect the axis mark (amgho

information foraging involves reconfiguring and exploring a visualization; and,

cognitive off-loading means that internal working memory is transferred to there
representation.

In his seminal book on reading and understanding maps, MidcEa ] draws to-
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gether several theories and empirical results at multguel$s of abstraction, from low-
level perception via cognitive theories of visual reasgnio theory of knowledge repre-
sentation. MacEachren links this top-down theory with tlwrertraditional cartographic
approach of semioticglis meanghat), to show how the symbols and other visual de-
tails in maps are associated with specific meaning. InsjpyddacEachren’s systematic
approach, the following section considers some of theiegigtvidence omow networks
work.

2.2 Reading and Understanding Networks

2.2.1 How Networks are Seen

Ware’s book6] provides a thorough overview of theoried enodels of perception
that relate to information visualization and describes lgeweral theories of perception
such as Gestalt groupin43] can inform visualization glesilndividual perceptual
theories have been the subject of user studies specificalipformation visualization,
for example Healey et al's work [60] on pre-attentively @uatically and in parallel)
estimating the number of items in categories, where caiegare delineated by hue or
orientation. Others showed that spatial arrangement mitirig factor in the effective-
ness of pre-attentive abilitieg59]. Beyond pre-attentioiten referred to as pop-out,
there is no consensus on the salience of features and whecmare likely to be en-
coded. May et aIEZ] propose a hierarchical decompositigh significant top-level
objects being composed of parts. A deliberate shift in &tianmrequires that the viewer
must first move to a top-level object before accessing anisaansituent parts.

PurchaseES] compared different graph drawing aesth&gisge which was the most
“important to human understanding” by conducting coné@lexperiments measuring
time and error on basic topological tasks such as followipgth between two nodes
or identifying cut-edges. Ware et m38] found that whiled paths of up to a few

nodes can be read in parallel (at a glance), bends, edgsiggpand number of branches
all add to the cognitive cost for longer paths. They conclinde these features can be
subjected to a trade-off: estimating the cognitive cost 88abend is equivalent to one

edge crossing.

Eye-tracking studies have been conducted to understarghiteepatterns employed by
users when following paths in a network. Branching, edgesing, and nearby edges



21

caused the users attention to be distracted from the cqmm@] and edges incident
to a node that go in the direction of the target of a path arecked firstl@ﬂ. The latter
finding contradicts previous work that found users tendddltow paths with the fewest
turns [138]. There are currently too few controlled studiiem which to derive a general
theory of aesthetics and the experiments are often limitedly local, topological tasks.

2.2.2 How Networks are Understood

Visual Select
X encoding schema Message
Visual > Visual > Instantiated » High-Level
Array & Description | Schema |« Inference
Shift Update Interrogate
attention schema

Figure 2.2: A brief outline of Pinker’s “Theory of Graph Corepension.”@]

Visual Array The image as perceived as patterns of light and dark on theeveeretina.
Visual Description A visual encoding process structures and constrains th@hésray
according to perceptual principles (Gestalt groupingresgntation of magnitude, etc.)
to generate a default visual description. What is initiakyqeived is limited to a few
highly salient items: an elaborated visual descriptionesegated only after selective
attention is applied by the schema. The encoding processh@gyimed to recog-
nize particular patterns, hence experienced users cagneessignificant features more
rapidly than beginners.

SchemaA given visual description is compared (in parallel) witthemata in long-
term memory to find the closest match.sBhemas a memory representation that can
interpret a particular type of graph, and interface betwi#envisual description and
high-level inference processes. In response to interniagaly inference processes, the
schema translates the request from a conceptual questerisoial query and locates
the required visual information, (possibly by deployinteation in a visual search, or
interactively by navigating to a new view). Once the ressikupplied via the visual de-
scription, it is translated into a conceptual message appliga to high-level inference
processes. Responses will be fastest if the information waikahle in the default visual
description, without requiring the viewer to search or gate for the information.
High-Level Inference Inference processes interrogate the schema for new infanma
by asking conceptual questions, and act in response to ptuatenessages received
from the schema. Given sufficient importance, certain grfees may ultimately be
learned (stored in long-term memory). (Figure adapted 1[@1]1).

In his “Theory of Graph Comprehension”, Pink@[94] draws eidence from visual
perception and cognition to give a systematic account of aphs are perceived and
how visual forms are incorporated with high-level reasgrétout the data. Pinker’s
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General map schema

General network schema

Pictorial content is linked
to frame position via
scales

Theme is linked to geo
graphic position via geo
graphic coordinates

- Graph is linked to net;

- work position via embed;

ding (layout) coordinates

Objects + parts describe
in terms of visual variables

dObjects + parts describe
5 in terms of visual variables

dObjects + parts describe
5 in terms of visual variables

Ratios-magnitudes spec
fied in terms of a coordi
nate system defined by th
graph

i-Symbol referents specifie
in terms of explicit or im-
eplicit assignment in a leg
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dRelations  specified i
terms of nodes connecte
- by edges

= Y a

d

Text grouped with objects
labels or specifies absolu
value of object

5 Text grouped with objects
tdabels or specifies absolu
value of object

5 Text grouped with objects
tdabels or specifies absolu
value of object

)

[e

Relative position of ob-
jects specifies relative pgd
sition in attribute space

Relative position of ob-
-jects specifies relative pg
sition in geographic space

Relative position of ob-
-jects is arbitrary

nY

L

Table 2.1: General schemata for graphs (i.e. numericaisp@], maps|ﬁ|8], and a
proposed general network schema. A general schema is andhtepresentation that
contains the knowledge required to recognize and work wgiven class of diagram.

model is summarized in Figure 2.2. Though Pinker's theofgrssgto diagrams that have
a meaningful coordinate system, in contrast to the impopadesfound in networks, the
limitation only results from his choice of general grapimeasma (note that Pinker uses the
term graph in the general sense of numerical plot, ratherttie specific meaning used
in computer science). A general schema contains the kngelesquired to recognize
and work with a particular class of diagrams. Based on Piakke€ory, a general schema
for recognizing and using maps was proposed by MacEach&mfffich he refines to
include sub-schema for more specific representations a@kd.tdlacEachren’s general
map schema is reproduced in Tablg 2.1 and compared with agedmgeneral network
schema.

2.2.2.1 Internal Representations and Schemata

The structure of internal representations of space arekemderstanding users’ con-
ception of external space. Pinker shows how the visual ge&or and schema can
be described in propositional form (Figurel2.3 for exampMpcEachren argues that,
although Pinker’s form contains spatial concepts (oritgortaand relative position for

example), meaning is only attached to those concepts thrtheyspecification of the

formal language itself [78]. He goes on to say tinadge schematan the other hand are
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above

A triangle(x)
Q circle (y)
triangle circle above (x, y)

Figure 2.3: An example of a propositional form of graphicateding from Pinker’s
theory of graph comprehension. Though expressive, the lexitypof such a notation
for even the simplest scenes can be seen as evidence thaagebased internal repre-
sentation of visual stimulus is a more logical format.

inherently meaningful and there is neuro-physical evigehat map-like structures are
used and retained in the neo-cortex. MacEachren also esanevent schematthat
contain sequences of actions for achieving particulargoal

In relation to dynamic networks that change over time Pwselsuggested “preserving
the mental map” by fixing the positions of nodes was importanpromote object-
constancythe ability to recognize a graphical object as represgrhie same itentﬂ@].

It was later suggested that beyond nodes, recognition afpgrof features and user’s
ability to track moving targets required a more sophisédatotion of mental mamS].
Some potential types of features (symmetrical and orthagamangements) were re-
cently identified as being more memorable [81].

Meaning is attached to abstract spaces (maps or other typeésualization) using
metaphors of our experiences in the real world: in schenmagethis suggests that we
may interpret a visualization using schema derived frors¢hgsed to interpret and navi-
gate in more familiar, embodied situatio@[?& p. 196].d&ts of how people remember
and navigate in real-world spaces may reveal potentiabyulansights, on the principle
that schema for navigating in abstract spaces are derioed finore familiar, everyday
knowledge. Tverskyf[ﬂ?] suggests that rather than a nkagpsliructure, internal rep-
resentations of space are better thought of as a “cognititage”. Collages comprise
various representational media such as imagery, plansyenhal-propsitional knowl-
edge, arranged in overlapping and partial hierarchiesstheture of which is not a
precise analogue of the real-world, being incomplete astesyatically distorte?].
A coarse representation is sufficient for navigation sirareections can be made as one
progresses. The cognitive collage is similar to MacEachreiew that a mixture of
propositional, image and event schema types are linkedrestdntiated in response to
perceptual cues and guided attention mechanisms.

Understanding the distortions people make in their intespatial representations can
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lead to more effective external visual displays. A good gx@mof how theories of com-
prehension and cognition can inform the computationalgiesf a visualization system
is the route-map system of Agrawala and Stalte [2]. Based @syktematic distortions
people employ when giving directions, they devised a setrafvohg heuristics: long
roads were shortened and minor bends removed on the ratitvalthese features are
of little informational value; and, angles of road juncsonrere increased to make them
easier to perceive as when wayfinding along roads it is thetipms that provide the
most useful information since they represent decisiontpoiReference points dand-
marksthat gave confirmation of progress such as bridges or jumkticere preserved
where they did not interfere with junctions. Agrawala andltets maps were deliber-
ately structured to reflect the structure of the user's mdkrepresentation, a property
Tvers El%] refers to asongruence MacEachren (referring to both Pinker [94] and
Bertin [14]) puts forward a similar theory that,

“information displays will be most effective when the dewg uses a log-
ical schema to organize the display and the viewer employsi@mtical
schema”Eb, p. 210].

The theories and approaches outlined so far suggest a dmmeéeetween how one’s

internal representation can inform tools for navigatiorthia real world, and that un-

derstanding and exploiting similar correspondences batwrgernal representation and
visualization structure can lead to a more efficient desifime notion forms the basis
of my approach to the network navigation problem, and thbeertes are referred to
throughout the remainder of this thesis.

2.2.2.2 Landmarks

Landmarks have often been proposed as a way of supportimnggtiaw in large-scale, 3-
D virtual environments. Quinn et al considered themorabilityof landmarks and sug-
gest that simple structures are easier to use due to theinfownation contentO].
Vinson ‘@] argued that the way we navigate in, and learnidlieut of 3-D virtual

environments is analogous to those processes used in tiseahworld. Vinson sug-
gests the use of landmarks on the principle that they ar@galbehen following a route
and that memories of routes are formed by linking landmaBksvey knowledge allows
one to consider a space from any perspective and is formedesuli of navigation

experience@?]. Adopting Lynch’s classification of natignal elements in cognitive
maps of urban environments [77], Vinson recommends inotyail five types of ele-
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ment: paths; edges; districts; nodes; and landmarks. (Lyses the term landmark to
specifically refer to objects that can not be entered suchstetae).

In proposing a definition of landmarks suitable for both fraad virtual spaces”, Sor-

rows and Hirtle MG] criticized Lynch’s classification asnsidering almost every fea-
ture as an equally viable landmark. Instead they definec tiaensions that a land-
mark should contain, and suggest that the type of landmaukécdepends on the type
of navigation task.

Visual dimension relates to how visuallgtriking the landmark is;
Cognitive dimension relates to howneaningfula landmark is; and,
Structural dimension relates to thesignificanceof the location of the landmark.

Visual and structural dimensions are more useful in inggbloration, while navigat-
ing to a known target uses visual and cognitive landmarksro8s and Hirtle E?]G]
also highlighted an interesting sub-task referred tdigeessionwhere landmarks along
a route are remembered as being of potential candidatestfar éxploration. These
findings will strongly inform the design of the navigationngponents proposed in later
chapters of this thesis.

While the evidence for virtual environments supports theegaimprinciple that there is a
strong link between navigation in real and virtual spades jinportant to remember that
the user’s point of view in a network is not necessarily tHataking in an environment.
If viewing a network is more similar to the aerial view of ré@gla map, there is evidence
to suggest that survey knowledge is gained with referendandmarks and need not
include route knowledg 2].

2.2.3 How Networks are Imbued with Meaning

Text labels located close to elements in a network can asgospecific meaning with
those elements and the elements themselves can be rengemdas and shapes whose
perceptual properties immediately convey values or caitegjoreferred to as “retinal
variables” ]. For this thesis the scope is limited to pJainembellished networks
yet even the spatial arrangement of nodes and edges cammefaring. In networks,
Dengler EJZ] showed that conventions about the semantiasted to different align-
ments of nodes were the same for both experienced and new(&gure_1.5). Huang
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presented evidence that nodes that are above or centredon@@e perceived as more
important @] in social networks. Dwyer et ﬂsn found thensuring the distance
between nodes was equivalent to the graph-theoretic distaroduced networks that
were “preferred” by users, though users often preferredhsgtry over a more effective

layout for some tasks. Recent empirical evidence showeduieats were more likely

to notice and remember symmetrical or orthogonal arrangesm& nodes than other
arrangement&él]. Layout algorithms based on aestheagsail to convey the mean-

ing expected by the user as discussed in Se€tion 11.2.1.8 ihe trade-off between
concerns of aesthetics with those of semantics.

2.3 Navigation and Interaction

A taxonomy of graph tasks was drawn up by Lee eI [74] to supgesigners, eval-
uators, and to identify the strengths and weaknesses dfrexi®ols. They identified
seven objects of interest to users: graphs; nodes; linkkspeonnected; components;
clusters (spatially close and connected subgraph); amdjpgr(nodes with a common
attribute). Four groups of operations are listed that medhose objects and show how
analytic tasks can be composed of these operations. Th@gere: topology-based;
attribute-based; browsing; and, overview. The browsiraygris of particular relevance
to this thesis since it is composed of two navigation tasks:

follow path requires identifying and tracing sequences of links betwazacent nodes,
referred to asopological navigatiorf85]; and,

revisit object is not tied to topology and can be thought of as navigatingsthestrate
of the network.

| revisit this distinction in Chaptdil 3, where network naviga is discussed in greater
depth.

2.3.1 Cognitive Costs

Though the task taxonomy described above links topologasids with the user’s intent,
different solutions to navigation may require a varietymkractions by the user. Lam
conducted a survey of information visualization evaluatiterature to find reports of
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Gulf of formation

Decide

Conceptual
Goal \

Plan Comprehend
and and
Execute Task Evaluate State

Gulf of execution
Gulf of evaluation

Visualization ‘

Figure 2.4: Lam’s cognitive costs of interaction framew@], based on Norman’s
“Seven Stages of Interaction”. Poor interface design caseadditional cognitive ef-
fort, leading to three gulfs:

thegulf of formationinvolves costs related to forming high-level, conceptuelg;

the gulf of executiorrelates to the cost of translating conceptual goals to systam-
mands; and,

the gulf of evaluationincludes issues around perception, interpretation, atedjiation
of the visual display with working memory. (Figure adapteshi [73]).

the cognitive costof interaction ]. Based on Norman’s “Seven Stages of &uer
tion” [92] Lam organized these costs of interaction arourichenework of three gulfs,
described in Figure 2.4. As costs accumulate, the gulf betvilee users’s intent and the
interface presented by the visualization system growsljinggato errors and confusion.
Lam highlights seven specific areas where interaction aastsaccumulate, described
briefly below.

1. Cost of forming decisions, e.g. where to explore now?
2. Cost of selecting from many system operations.

3. Cost of detecting the current system operation mode.
4. Cost of physical movements.

5. Cost of visual clutter.

6. Cost of maintaining object-association between animatedultiple views and
cost of local-global object association.

7. Cost of visual state changes that may prevent revisitimgaqusly found state.



28

Of particular relevance to this thesis are the object-ag8on costs associated with
maintaining visual references using a pan and zoom interfidoe cost of visual clut-
ter in comprehending the network view, and costs of formiagislons with regard to
navigating the space of the network.

2.3.2 Solutions

Comprehensive surveys of various aspects of graph vistializare available. Her-
man et al @4] gives an overview of graph layout and detailescdptions of interac-
tion methods while more recently, Landesberger e [134hllght new interaction

methods and discuss layout and graph-theoretic techniooees suited to very large
networks. A comparative review of multiple-view, zoomalalad distortion-based inter-
faces for information visualization generally was carmed by Cockburn et alﬂG]. In

the remainder of this section, a brief review of general wekwavigation techniques is
given, followed by more detailed consideration of solusioelated directly to this thesis.

Representation and layout options were outlined in Chaptel 1. In this thesis, con-
cerns of representation and layout are put aside in ordectesfon how one navigates a
given network. | assume therefore, that the representetiamode-link diagram with a
layout already selected so they are not discussed furter he

Filtering reduces the amount of data to be displayed to a small subtbetheiadvan-
tage that the final view is less cluttered. Constella [BBited the number of nodes
in view to enable an easily perceived layout, and allowedsusancrementally navigate
along the edges of the network, bringing a new region intavvieor certain combina-
tions of task and data other topological methods can be ulietworks that contain
motifs interesting subgraphs whose structures appear frequendl data set, can be
filtered by searching for and extracting all instances ofvemimotif EJ%] Filtering by
semantics ignores topology and selects nodes whose &sifassociated values) fall
within a selected range. Network Visualization by SemaﬁtibstrateB] for exam-
ple, displays multiple filtered views with each view contaghan attribute range, and

arcs between nodes in related views. While filtering enhatingeperception of selected
features they do this by abandoning local-global assaciatitogether.
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Distortion techniques distort the substrate of the network to allowenspace for fea-
tures of interest while retaining some information abowet $kirrounding context. One
possibility is to perform layout in an alternative coordmaystem such as hyperbolic
spacel[87], that when rendered in the Euclidean plane, npaeess given over to fea-
tures in the centre of the view. Sarkar and Broﬁ[m?] inteetlifish-eye views of
networks that magnify one or more regions of the view to pevnultiple foci while sur-
rounding context is scaled down. A continuous scaling fiencineans that the change
between focus and context regions is smoothed rather thaptabrhe main difficulty
with distorted views is that the features may be unrecodphéz@r even not visible at all,
depending on where in the focus or context region they lid,the weight of evidence
is that this prevents any expected performance berEE/t [@8le way to combat this
problem is to ensure the scale of important features is serftidco guarantee they are
visible [90].

Overview and detail uses multiple views at varying levels of scale with the aim of
locating the current detail view within the overall conteXdfultiple views use addi-
tional screen real estate and requires additional effoforim local-global association
between distinct viewsl:[_%]. It was also suggested that thgimum scale difference
between views should be limited to allow better recognitbfeatures rendered at dif-
ferent scaleslﬂl].

2.3.2.1 Clustered Graph Visualization

The approach taken in this thesis is related to the visuaiizaf clustered graphs in
that they both seek to derive a visual abstraction of the thatican act as an overall
framework for navigation. Clustered graph visualizatioferg to a set of techniques
for representing an hierarchical abstraction of the undeyl graph, with clusters or
subsets of vertices treated separately. Suitable alisttachust either be present in the
graph data or induced algorithmically. Abello etgl [1] geated a hierarchy of clusters
using an algorithm that forms clusters based on the denfsiylmgraphs. Their rationale
was to direct users to areas in the network of greater stalatomplexity. Use of an
algorithmically-induced hierarchy was required by theesi graphs involved, but in
response to feedback the authors added the ability to aenotaes, helping users to
revisit specific areas of interest.

Clustered graph visualizations hide topological detailjrgeraction tools are usually
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provided to open or enter clusters for closer inspec@]. [AMhe exploration process
can be streamlined by having the cluster provide perceptuaiher clues as to what it
contains, often referred to as “scent” or “residL@ [49].rMan et al Eb] addressed the
simpler problem of tree visualization, using the Strahletn to replace sub-trees with
schema triangles, and applying the metric to edge-widthvasual hint to the complex-
ity of sub-trees. Plaisant et al [95] provided a thumbnalkesentation that gives a low
definition overview of the structure of clustered sub-trédsre recent work dealt with
providing visual cues in clustered graphs, for example Badael Deusserﬂ[?] repre-
sented clusters using implicit surfaces that mimic the sludphe contained subgraph at
various selected levels of detail.

2.3.2.2 Zooming

In zooming interfaces users manipulate the scale of the, weaming in to perceive the
fine details of individual nodes and edges, and zooming ogato a coarser overview.
Coupled with the ability to pan, this gives users completedmn over their point of
view of a network. Furnas and Beders [50] provided a usefateptual model for
understanding pan and zoom interaction in their “spacke sttagram” and applied it to
the calculation of shortest-path trajectories betweentpan zoom-space.

“Desert fog”, the problem of having no visual cues on whiclmiake a navigation deci-

sion, was introduced by Jul and Furn [70] in an analysiswigation in zoom-space.

In contrast, “critical zones”, are contiguous regions ie turrent view where zooming
in is guaranteed to contain information. Jul and Fur& présented algorithms that
compute all the possible views that contain at least oneatizone, and display them as
rectangular outlines in an overview. When no critical zonesvésible, i.e. desert fog,

the simplest recovery strategy is to zoom out until one afgea

A second problem related to pan and zoom interfaces is thangboral frame associ-
ation [E]. As the view changes the user must expend cognitivetefiarack objects,
particularly when the objects move or change appeareA%nated pan and zoom
smoothly transitions from one view to the next to allow therus track objects without
the effort of interactinglEl]. Despite being a passivewde users form mental maps
from watching animated transitioré%].
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2.3.2.3 Topological Navigation

In networks the critical zones can be thought of as any vietm@tubstrate that contains
nodes/edgesTopological navigatiodimits movements to the nodes and edges of the
network. Assisted viewpoint finding and data-aware pan amahetechniques have
received much attention in the 3-D visualization literatihough techniques specific to
graph visualization have now begun to emerge, Ahmed andsEa@egraph systenm[S]
being an early example. In 2-D space, techniques such aslioikg |85] allow users to
quickly move to adjacent vertices by selecting an edge toolThis method has been
shown to work well in applications where the semantics apoltgy of the network
are closely related, such as the tree-like structures aéaegy diagrams where edges
represent parent-child reIationshiQ[lS]. Inthe CGV ] panning along edges
was augmented by an on-demand preview of all adjacent noaésding those that are
not in the current view. Topological navigation was combimath a degree-of-interest
function to show only the context around a specific node efrat, providing the means
to iteratively explore graphs where an overview is too ldmdisplay Eb].

2.3.2.4 Off-Screen Visualization

Like the perceptual cues provided by clustered graph \Jizatadns, visual cues as to
the existence and extent of off-screen information are Widsed. The scrollbar is
a ubiquitous 1-D example; ‘sunken’ sections representsnéireedocument, while the
raised widget show the user’s current position relativenedverall content. This idea
inspired City Lights 1], a variety of techniques to prajedf-screen objects on to
the screen borders to indicate parameters such as diredigdance and identity, in the
context of a street map application for small-screen devidée Halo methO([[iZ] and
later Wedge5] built on this, both draw a simple shape adaifiscreen features that
protrudes in to the view to give a perceptual hint about tleadice and direction to
nearby points of interest. WinHop [93] is a method that carediHalos to indicate the
existence of off-screen targets, with automatic panning $elected target. As with the
all the techniques discussed so far, the method was impkeehém support only a small
number of off-screen targets as the shapes soon begin tap\aerd create additional
clutter.

A more scalable approach to dealing with off-screen featisdo place groxy rep-
resentation of each target on to a second substrate disptageind the edges of the
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network drawing, an idea first proposed in EdgeRaJar [56%chrand Dachel@l?] ex-
tended the design space of proxy-based off-screen vistializin the context of UML
diagrams. Underadial projectionthe proxy appears on a line drawn from the centre of
the display towards the centre of the off-screen featureeyThghlighted the problem
that using the edge of the view restricts the proxy spaceéaanension, hence proxies
can easily overlap. Also there is a perceptual disconfjratithe corners of the display
as the proxy flips from one edge to the other, in other words 14D display space is
distorted with respect to the projection space. &thogonal projections especially
limiting, as a large proportion of the off-screen space niajike corners of the display.
They suggested rounding off the screen corners to reduedftet of distortion and pre-
sented several methods for stacking and merging coincpterties, effectively creating
a 1.5-D space. The design space of off-screen visualizatidiscussed further, and a
new technique is proposed that addresses issues of distartd cluttering in Chaptet 4.

2.3.2.5 Visual Levels

The creation ofvisual levels overlapping surfaces or groups of objects that can be at-
tended to individuallyHB], Is an important facet in the ig@sof cartographic maps. Fol-
lowing a hundred and fifty years of advances, the ability ofaggraphers to create maps
with multiple layers of information has enabled high inf@atmn densities without sac-
rificing readability, as can be seen in Figlrg 2.5. The effastreceived little attention in
the information visualization community, although it wasently suggested as a method
for managing attention in visual displa,@Ol]. In the tetharea of set diagrams, con-
tributions often focus on accurate representation of setleeship (e.gl[27]), but must
depend upon user perception to separate the two repraeastéitems and sets) based
on hue, shape, transparency, or Gestalt grouping.

A transparent overlay is one way that visual levels can batete An exploratory study
of a system for a civil engineering application showed thers could efficiently dif-

ferentiate between two visually dissimilar layers when dverview was drawn as a
semi-transparent overlay on top of the detail vi@ [29]. netand Bartran@l] con-
sidered the effects of transparency on black and whiteester grids, with the aim of
drawing grids that were “legible, but not obtrusive” (seg¥e[Z2.6). They later showed
that when colour was introduced, red grids were as salieblag& grids, but blue grids
were less salient, hinting at a complex relationship betviesmsparency and coloJﬁlO].
Stone and Bartra 0] also suggested ttxatnctionsformed between the boundaries



Figure 2.5: Careful creation of visual levels allows the @grapher to overlay sev-
eral classes of information while avoiding clutter. Thisufig shows a comparison of
map-making technologies from ¢.1850 with a contemporasjgieat the same scale.
(Copyright Ordnance Survey, used with permission).
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Figure 2.6: By testing reference grids rendered at varyiagl$eof opacity, Stone and
Bartram found that with an alpha of 0.4, the grid remains tégibut not obtrusive”.

of transparent objects provide an important perceptuglaieving the visual system to
resolve ambiguous overlap of transparent regions. Vigaval$ and transparency issues
become relevant in later chapters, where the design of ategus presented as a means
of imbuing a network with additional navigation informatio

2.4 Software Tools

Software tools for network visualization can be seen as ifogra continuum, from li-
braries that provide only data and algorithm structureb wi direct support for visual-
ization, through modular systems, to plug-in based and titbiwapplications specif-
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Figure 2.7: Examples of software tools to support netwoski@lization implementation.
The range spans fixed tools that though lacking in flexibiign produce results quickly,
to libraries of graph data and algorithm structures. In tlddie lies a range of modular
tools which can be quickly composed, and also provide supgpocustomization.

ically designed for network visualization. Figure]2.7 slsosvselection of exemplars.
While basic graph libraries such @&oost Graph Library (BGL]E] andOpen Graph
Drawing Framework (OGDFI@] provide many useful graph-theoretic features and
layout algorithms, a great deal of flexibility is affordedhow those structures can be
represented visually. The trade-off for such flexibilitythat the visualization designer
must implement the graphics and interaction functions gedves. At the other end of
the spectrum the static drawing pack@mph\ﬁz/dot[@] provides a good selection of
node and edge layout algorithms, in addition to a simple lycab language to create
detailed designs, but lacks the architecture to provideiefft, dynamic interactions.

CGV ] is a monolithic application that provides many netkvoavigation and inter-
action tools ‘out-of-the-box’, leaving the user to decideieh tool is appropriate for a
given task. Simililarly, libraries of fixed visualizatiossich agnfoVis Toolkit[@] leave
the choice of representation to the user, and are constireargesmall number of fixed de-
signs. Network visualization specific frameworks, for exﬂmGephi] andTulip [Ia],
provide a high-level application programming interfaceptovide data structures, al-
gorithms and abstractions to support common interactiskstaln this way these tools
provide some ability to customize the design of an applcetinrough object-inheritance
or plug-ins, but lack direct support for non-network visgation without extending the
framework itself. Between these extremes lie modular taslfir general visualization,
including Prefuse[@], Visualization Tool Kit (VTK)[E], andd3 [IE]. The benefit
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of modular tools is that they provide both a range of existogiponents that can be
quickly composed to form a new design, while also providimgnecessary application
programming interface to create customized components.

VTK stands apart from the other tools mentioned in this sadti that it was originally
designed specifically to support scientific visualizati@espite the traditional distinc-
tion between scientific and information visualization #hés evidence that the gap is
closing. DukelﬂG] demonstrated that a scientific visuailirapipeline could be adapted
to support graph visualization and graph data types and stigort for information
visualization has since been added to V 139]. To suppatrésearch for this thesis
I implemented a network visualization application using YK platform and added
an overlay of navigation tools, the design of which is ddsmtiin subsequent chapters.
Chaptef_b contains a more detailed description of the VTKfqiat and | discuss my
experiences of using the pipeline paradigm in an highlyradive visualization system.

2.5 Summary

In the first part of this chapter | reviewed the foundationahgples of information vi-
sualization such as reference models and taxonomies, and #orecent trend towards a
distributed approach where internal, cognitive modelseaddrnal models of visualiza-
tion are combined to provide a more complete picture. Towarchore thorough under-
standing of network comprehension in particular, | drewetbgr perceptual evidence
and cognitive theories from the domains of information gl&ation and cartography,
and highlighted a connection between internal processas ingeal-world navigation,
and those employed in more abstract visual domains, suggéshdmarks as a potential
method of improving congruence between internal and eateepresentations.

In the second part some cognitive difficulties associated mavigation were identified,
noting in particular costs of object-association, visuatter, and, of forming navigation
decisions. This led to a review of the existing solutionsudng clustering, off-screen
visualization, and more recent work on topological navagat | also considered the
concept of visual levels as a method for adding additionatlays of information while

avoiding clutter.
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Chapter 3

An Overlay of Landmarks for Network
Navigation

This chapter begins with a proposed model of network nanmigdiased on the concept
of landmarks. Implicit landmarks arise naturally from threaagement of features in
the current view, but lack the important properties of digbnd semantic content. To
counter these problems | propose a definition of explicitliaarks that may be over-
laid upon the network to control the user’s deployment adrattbn in a manner that is
more efficient for navigation. Based on this model | go on tacdbs the selection and
depiction of landmarks in order to maximize their utility.

3.1 Theoretical Model

3.1.1 Implicit Landmarks

As a starting point consider Lynch’s theory of landmarksiibain environments, where
every feature is a potential Iandma[??], referred to I8 thesis as ammplicit land-

mark In networks this equates to the possibility that at any oonenent, a node, edge,
or a group of nodes and edges, may act as a landmark, suggeftispace containing
combinatoric implicit landmarks. In scale-space the situnabecomes more compli-
cated, as the user modifies the view, different featuresrhbea@cognizable. Though
scale-space is technically infinite, it can initially be bded by the extremes of what
the user is likely to view. At one extreme the entire netwatkupies the view (usually
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referred to as an overview) and so zooming out further onlyeseto make the network
appear smaller. At the other extreme, the user is unlikekptom in past the point where
fewer than one or two edges are in view.

Furthermore, as suggested by Pinker’s theory of graph aeinmmsion4], not every
visual object within view is actually comprehended. Petaalprinciples serve to limit
the number of visual objects that become encoded and fortropéne user's schema
or internal representation. In particular, pop-out linvitisat is initially seen to striking
features that contrast strongly with their surroundings. hderarchical model of view
decompositionEZ] suggests that following pop-out, hig¥el features are recognized
first, and access to individual items only follows if attemtiis deliberately directed to
them. Thereforsaliencas likely to be a key factor in which potential implicit landwks
are actually encoded and used.

Unfortunately, the resulting implicit landmarks can notch&aranteed to assist the user
in recognizing features, as the effects of graph layout dotaiee semantic informa-
tion into account. Sorrows and Hirtle suggested a more r@éfmedel of landmarks in
the context of both real and electronic SpaQ[ﬂG]. Adogrtb their model the im-
plicit landmarks described so far astiking (i.e. salient) angtructural but to navigate
successfully the landmarks should contaicognitivedimension, with the benefit that
top-down knowledge can prime the visual system to recogolgects that one would
expect to see, given sufficient experience in a given dontaiming of the visual sys-
tem leads to faster recognition of significant features, ianteases the likelihood that
those features are encoded into the visual descriptionhande available in the user’s
schema. Given sufficient exposure the availability of megfuil features may induce
learning, adding the features into longer-term memorycsirnes.

3.1.2 Explicit Landmarks

Due to the limited capacity of the visual system (only a feyeots are available in the
visual description at any given moment), and the uncomtdoWay in which implicit
landmarks may be recognized, it seems unlikely that usefwibational references will
be comprehended by the user. Moreover, as the user moveslarogcale-space, the set
of landmarks available is subjected to frequent changesedal | propose that the addi-
tion of explicit landmarksn a controlled manner will provide a stable, and recogrizab
set of features, upon which to anchor the movements in Sqlee.



39

To satisfy the requirements for explicit landmarks | suggfesy must have the following
properties:

Salienceto ensure that attention is initially directed to expli@ntimarks before the
underlying network, thus overriding the encoding of impliandmarks; and

Meaningful and significant so that user can more easily identify the eptual content
of features, and link them with their internal represeotati

Note that a feature can be formed by more than a single nod#ger, axonnectedub-
graphs (or motifs) can represent expected configurationgdofidual relations. There-
fore | define arexplicit landmarkas a connected subgraph that represents a significant
or familiar unit of knowledge, overlaid upon the network kvithe aim of improving
congruence.

In the remainder of this chapter | introduce the design ofmmedul landmarks that aim
to improve congruence: alignment of the user’s internatiabmental model with the
meaning encoded in the graph. The alignment effect is aetiby highlighting explicit
landmarks in the network. | have definedexplicit landmarkas a connected subgraph
that represents a significant or familiar unit of knowledmegcontrast to thamplicit
landmarksthat result from the placement of edges and node-groupingdaced by the
choice of layout algorithm, and while useful for navigateannot be guaranteed to relate
to the meaning of the underlying network. To create meanirexplicit landmarks there
are two principal concerns:

e What is a landmark? That is, what features in the dataset meeadriveria for a
landmark and, of these candidates, which are selectedgogsentation?

e Given a well-principled selection of landmarks, how shotlldy be depicted to
maximize their operational utility? Specifically, how do bedance salience against
occlusion of the primary network display.

These questions are addressed in the following sections.

3.2 Landmark Selection

To serve the dual purposessifjnificanceandutility an appropriate choice of landmarks
depends on several factors.
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Figure 3.1: A network without explicit landmarks. Attentics guided by the salience
of features that arise from topologically-based graph d&yo

i

Figure 3.2: A network with explicit landmarks. The landmsudverride the salience
of the underlying network, guiding attention to significagmantic units within the
network.
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Domain What are the significant features in the domain?

Network semantics Of the domain-significant features, which appear in thesdtand
how frequently?

User Of the features available, which are likely to be most uséfulhe user? For
example, are there at least some features which will be imatedg recognizable
to the user?

Analysis task Does the nature of the user’s analysis task require ceraituffes to be
made explicit?

Network size Clearly, the larger the network, the more landmarks can deded. A
balance should be sought between too many landmarks whdcices their indi-
vidual significance, and too few so that their effect is ordine in a small part of
the network.

Network layout The layout of the network directly influences the placemédnaind-
marks. Some consideration should be given to how the ragulisual landmarks
are distributed throughout the network and, where possaveiding the two ex-
tremes. All landmarks concentrated in one area reducestilitg af the land-
marks by restricting their physical reach in the network.mform distribution of
landmarks across the network increases cognitive loadniyirig opportunities
for “chunking” of landmarks: a group of landmarks itself g a recognizable
landmark, helping to distinguish larger regions of the roatuwv

There is no algorithmic method to match the salience of featto specific tasks, and
given the general nature of the landmark selection probteshnot possible to be pre-
scriptive but a set of heuristics may provide some guidameesummarize therefore, an
ideal choice of landmarks would:

e provide a high-level semantic summary of the network;

e link useful and recognizable features in the network withukers existing knowl-
edge;

e be ‘nicely’ distributed over the network display, and;
e be neither too few nor too many.

These guidelines are subject to a trade-off, for examplesboeld not sacrifice an aes-
thetically efficient network layout in exchange for an idéajout of landmarks. For
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example, if the nature of the domain/task is such that thénearks are concentrated in
one area then this in itself may provide a fact about the comtethe network.

In the following paragraphs | describe four possible methaitselecting landmarks and
which to use is largely determined by the properties of tl@ldata. Motifs and metrics
rely only on the topology of the graph, which in the case of mbgeneous structure
such as a lattice, balanced tree, or fully-connected grgiphks little insight into local
regions of the graph (all subgraphs have a similar topolog§gjnantic analyses depend
on the availability of suitable attributes on the nodes afgks of the graph.

3.2.1 Motifs

Network motifs are defined as “patterns of interconnectimeurring in complex net-

works at numbers that are significantly higher than thosarndomized networks. [84].

Motifs represent the “basic building blocks” of the netwaky are drawn from. Analy-

sis using motifs has been successfully applied to many phena that can be modelled
as a graph, such as gene-regulation networks, moleculgrasition, and the hyperlink

structure of the World Wide Web (again SQ [84] for a longstr ¢if examples) where
the topological structure of the graph provides usefulghts. Landesberger et 33]
introduced a network visualization system where motifsidde defined interactively

and then used as a basis for searching, filtering and clogtére network.

3.2.2 Metrics

Metrics are distance measures calculated from the topmabgiructure of a graph and
may be applied to graphs, subgraphs or individual nodes dgdse An example is
node-degree: the number of edges incident to a given nodeh&@urposes of select-
ing landmarks it is important that the chosen metric refl@ogsortant domain-related
information. In a hypertext network for example, Mukherga Hara@G] select land-
marks based partly on the in-degree of a node, on the bagigripartant web-pages
have many hyper-links pointing to them. Once metrics hawenlassigned to the ele-
ments of the graph a threshold may be used to select thosemtemhich will be used
as landmarks.
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3.2.3 Semantic Analysis (node and edge properties)

Clearly some form of domain analysis and model is a necessargquisite for any
visualization that attempts to incorporate domain semantata mining and machine
learning techniques assist in automating this modelliraggss, just as they do in the
generation of ontological models (see eb [80]). Howermesmall domains it may be
possible to conduct a manual analysis to generate an aieget of candidates. |
describe an example of such a process in Settidn 5.1, tagendarlier work in the
specific domain of software memory visualizatim [91].

3.2.4 Annotation

Annotations are graphical marks added by the user, savimgingpmemory resources
by replacing the cognitive effort of remembering with a sienpisual search task. The
annotations serve to locate “chunks” of knowledge in theldis and provide com-
mon points of reference that can be easily revisited or shamongst collaborators.
In recent years there has been a trend towards archite@ncestandards to support
the analysis process by specifically aiding the discovegomding and coordination of
analysis artefacts. For example a W3C recommend [JFBjetl extensions to web
services schemata that allows items to be imbued with neetl-6emantics by linking
to ontologies. Shrinivasan and van Wi14] proposed enaork to support visual
analytic reasoning that defines three separate views: aaprigata representation; a
visual representation of the exploration process; and avlatge view to coordinate
analysis artefacts. The landmarks as described in thissthas act as annotations that
are overlaid upon the primary data representation to foronabined view.

3.2.5 Hybrids

Annotation is a useful adjunct to the previous methods vattekample, metrics provid-
ing an initial spatial reference framework for explorati@amd annotations being added
during exploration. Other hybrid methods are possiblehenhypertext example cited
earlier @5] a composite formula is used to take accountroicstral importance in ad-
dition to the attributes of individual nodes with the remgtlandmarks being used to
select and highlight areas of significance. A further paksils to take a user-defined
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Figure 3.3: Styles of drawing contained sets. Lines joirsagmembers have a similar
appearance to network edges and introduce an ordering @sneft); contour lines

avoid the ordering effect (centre); filled contours avoidesing effects and provide
good visual contrast with the network edges to form a sepaiatial level (right).

annotation as the definition of a motif (structure) or landi@dass (structure plus labels)
and automatically highlight other instances of that claghe network3].

3.3 Landmark Depiction

The primary design goal is for the overlaid landmarks tcshkent(to promote rapid
acquisition) whileavoiding occlusiorof the underlying network. Examples of visual-
izations that highlight subsets of nodes in a network aremomB,Eb]jmm&.
These works focus on accurate set containment while atteghfi maintain interac-
tive running times and use contour lines, filled contourgpming lines to indicate set
membership (see Figute B.3). Of these methods only filledocws avoid becoming
confused with edges of a network and provide sufficient slaagecolour contrast with
the network to form avisual level The existing designs avoid occluding the primary
display by placing the landmarks underneath the primamylayswith the effect that in
a network with many edges, the contours themselves becootgded with the result
that salience is lost. The use of a semi-transparent ovaridycareful attention to the
creation of visual levels as described here allows the costm be drawn on top of the
network without causing occlusion.

Since the purpose of landmarks in this case is to merely dttemteon to the correct
region of the display | relax the requirement for strict setttainment. | also use an
overlay so that the landmarks may remain visible regardiegse density of the network
and use transparency to allow the network to be read. Vigwald are formed as the
overlay contrasts with the underlying network in both shapd colour, allowing the
user to attend separately to the network or the landmarks.
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The purpose of explicit landmarks is to locate meaningfbigsaphs in the display. The
visual encoding therefore must indicate both what and whiggelandmark is, more
formally:

identity the knowledge artefact that is represented by the landraark;

membership the graph elements that comprise the landmark.

3.3.1 Identity

Textual labels alone give an approximate indication of kaatck location but do not con-
vey membership, size, and shape. Nor do they form a visuell, leging easily confused
with vertex or edge labels. Instead colour is used to eithtggorize or order the land-
marks depending on whether the landmarks were selectedabyg of by metric value
respectively. BrewerColomw] provides convenient setsoddars for this purpose with
variation in hue suitable for categorized landmarks andatian in saturation denoting
an ordered set.

3.3.2 Membership

Drawing a filled contour around members of a subgraph is stitpea number of prob-
lems in general. One must avoid including non-members tespe vagaries of the
graph layout algorithm. And where the subset is disconkedaedditional marks or
colour-based encoding must be introduced so that the sebmagrceived as a whole.
By restricting landmarks to a connected subgraph the |a$eieiis removed entirely. In
the case of the former, | relax the requirement for strictceettainment: the purpose of
the landmark is fulfilled even if non-members are accidéntatluded since its mem-
bers are located and attention is drawn to that region of gteark. A hierarchical
theory of display decompositio@82] suggests that atbenis first deployed to the top-
level visual structure, the constituent parts only beirgrated to if the group becomes
the focus of attention: for visual search tasks the toptlelsgects are key. Therefore |
take the simple approach of drawing the filled convex hulhef landmark’s vertices.

In early prototypes of the design | rejected two other apghnea: 2.5-D tubes drawn
along the edges contained within the landmark show acceetteontainment but pro-
vide little salience (they simpler cover fewer pixels) anerg/of no use in the case of a
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landmark containing a single vertex; and, implicit surkaeeere found to be relatively
slow to compute and required careful parameter selectimnghe wide variation in the
bounds of the input coordinates (i.e. the output of diffetayiout algorithms). Recent
implicit surface techniques such as Bubble [27] proxidear-linear approximation
that correctly contain each set however, such methodsreethe entire network to be
rendered. The simplified approach | describe here only regtine position of member
vertices as input with the advantage that filled hulls canddeutated in an early stage
of the visualization pipeline, immediately following gtafayout.

3.3.3 Visual Levels

The overlay is rendered with alpha-blending to reduce @ictuof the network and to
assist in creating the visual layer effect. Following Stand Bartram’s advic@l] on
rendering reference grids an opacity of 40% was initiallgdjghough this was found to
be insufficient for the lighter hues with 50% being more ggsdrceived. With respect to
the use of colour and transparency together, Stone and Bestrggest there is a more
complex interactionﬂO], and it was noted that landmarkthi overlay did not have
equal contrast with the substrate. A useful advance herédwarito adjust the alpha
value of each hue so that they appear equally salient.

3.3.4 Guaranteed Visibility

Prerequisite to the provision of salience is the issue abwity: the landmarks must
be drawn sufficiently large for them to be seen. A problem lgdited in Munzner

et al's TreeJuxtaposﬂQO] is that graphical objects magudked by the rasterization
process if they subtend less than the size of one pixel. Gicriumay also occur such
that fragments of the landmark may not be written to the fréouiger. To overcome

this TreeJuxtaposer artificially scales landmarks so #radering to the frame buffer is
guaranteed.

Beyond ensuring that the landmark is actually rendered tdidmay several additional
factors must be taken into account to ensure that the maakge Enough to be seen:

¢ the density of the network as edges and nodes ‘compete’ liensa;

¢ the pitch and resolution of the display, i.e. the physica sif each pixel; and,
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Figure 3.4: By fixing a minimum size in pixels for landmarksytremain visible at any
scale. In this figure the same landmark is shown at threerdiftdevels of scale.

¢ the visual acuity of the user (in concert with environmeifaators such as light-
ing).

Where necessary we correct for this problem by scaling lankbita guarantee a minimum-
size bounding box (measured in pixels in bathndy directions). The landmark retains
its original centre position and shape so it is still ideabfe. As the user zooms in, any
distortion is reduced until the on-screen dimensions ofahdmark equal the required
minimum. The minimum size is set initially to 30 pixels fortaisdard resolution 1680

x 1050 desktop display (approximately 3%), and can be corgdjunteractively accord-
ing to the user’s individual preference. One case remaioisiematic: long, thin convex
hulls are prone to invisibility and may appear excessivédyodted when scaled.

One further problem occurs when the display can be panneshdmlarks may no longer
appear in the display as a result of frustum culling. Thiséss dealt with in Chaptéd 4.

3.4 Landmark Management

The CoronaScope application includes a user interface soskes may activate sets of
landmarks in response to changing task demands. A colossixated with each set of
landmarks and to assist the user in choosing sets of colbatptovide a perceptually
efficient range, several palettes from the CoIorBre@r [18] &ve provided. Broadly

there are two types of colour palettes: varying hues are tmedominal data; and,

varying saturation is used to indicate a quantitative ramgéhe former case, hues that
are easily separated and consistently named are usedjdbthgauser in remembering
the otherwise arbitrary relationship between colour arants:@]. A property sheet
displays the colours and the names of landmark sets assoaigth them, acting as a
legend similar to those found in geographical maps (Chapten€ains further details).
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In Lam’s cognitive costs of interaction framewo@[?B], stensidered the need to sup-
port reflective cognitionallowing users the time to compare and contrast differgnt h
potheses about the data. Furthermore, Lam provides eedkatinterfaces that support
refinding a previous state in a visualization encouragesusaxplore more, and goes on
to suggest that allowing users to save the state is an impatsign consideration. The
CoronaScope toolbox provides the means to save and loadfdatsdmarks in XML
format so they can be reused between sessions, and to sgpflabioration between
users (again see Chapiér 6).

3.5 Summary

In this chapter | began by considering a network in scale&spa a combinatoric collec-
tion of implicit landmarks, constrained by the limitatiooildow-level perceptual mecha-
nisms including the deployment of visual attention. To deuthe problem that implicit
landmarks in networks arise from topologically-based tayadgorithms, and are unsta-
ble as the user moves around in scale-space, | proposediebgsidmarks with particu-
lar properties that ensure they are recognizable, and miabgathe viewers deployment
of attention in a positive way. Based on the theoretical gdougn | went on to set out
several ways of selecting landmarks in a network that attéonpaximize the dual aims
of providing useful navigational reference points and fimgnan explicit link between
the user’s existing knowledge of key high-level conceptthendomain and their loca-
tion in the network display. | explored the design space ofltaark representation in
networks and suggest that coloured convex hulls providestipgired effect provided the
constraint of strict set-containment is relaxed. The ushape and colours that contrast
with the points and arcs of the network drawing creates andisvisual level which,
coupled with semi-transparency, avoids occlusion of ti@gny display of the network
while maintaining a suitable level of salience.
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Chapter 4
Landmark Awareness in Scale-Space

Simple, camera-based pan and zoom is useful in network lizatian as a means to
access both overview and the fine details of the network. ©heerjuence of zooming
in on a network is that, while a small area of fine detail is madelable, the global nav-
igation context is lost. Significantly, any explicit landrka added to the network may
no longer be visible within the view since they are off-sere® overcome this kind of
problemoff-screen visualizatiomethods add navigational cues to the current view that
indicate the presence and location of features elsewheheinetwork. In this chapter
| survey the design space of existing off-screen visuabpathen propose a new tech-
nique that addresses problems of distortion and visuakecluthe new method, known
as “CoronaScope”, is then extended to provide specific safpgotwo key tasks: fol-
lowing paths in the network that extend beyond the curreswyand, revisiting features
of interest.

4.1 Design Space of Off-Screen Visualization

Off-screen visualization refers to the set of techniquespfoviding visual cues that
inform the user of important information that is not curtgnwithin the view. Such
techniques are potentially useful in concert with pan arahzeo that when the user has
focussed the display on one part of the scene, awareness gfdbal context can be
maintained and it becomes possible to directly navigateototp of interest. Instances
of off-screen visualization are common in document-bagpii@ations where distortion
methods would make text unreadable. The Eclipse programaﬁnironment@l] for
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example uses an enhanced scrollbar widget with annotataskarhat indicate the po-
sition of significant features such as to-do comments antagyarrors. The annotations
can then be used to rapidly navigate to the marked location.

In a survey of off-screen visualization designs very fewhnods specific to 2-D network

applications were found so the scope was expanded to in@udember of systems

aimed at using urban maps on small-screen devices thatimelpan and zoom interface
and have a similar aerial view of the substrate. As posiggelits in user studies have
been reportecﬂflbgba in the context of both networks andsyide technique warrants
further investigation. This review highlights three aini®fi-screen visualization:

1. enable the user focatean off-screen feature with respect to their current view;
2. enable the user identifyan off-screen feature without navigating to it; and,
3. be displayed in such a way that the main view is not obfestat

In the remainder of this section the existing design spadessribed in terms of these
three aims. A summary of the designs reviewed (includingregfces) can be found in
Table[4.1. Screen shots comparing implementations of the t@ehniques are given in
Figured 4.1l and’ 4]5.

4.1.1 Locate: Distance and Direction

Visually locating an off-screen feature from within the @mt view requires a represen-
tation of the direction and distance to some target. | idiedtitwo main methods for
doing this:

1. draw a shape around the target that protrudes in to the wiegy

2. draw an object in the view that points to the off-screegetr

Amodal completion refers to the perceptual principle that a viewer may mentall
complete cropped figures and interpret them as simple geiwadebbjects (see Fig-
ure[4.2). The HaIcJﬂZ] system uses a circle centred abouatget so the user must not
only complete the shape, but also interpolate the centrieeotitcle to locate the target
thus incurring significant cognitive costs. Wed@ [55] difigs the task by co-locating
the off-screen point of a triangle with the target. In botses the viewable portion of
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Figure 4.1: Comparison between amodal-based methods aicaden visualization.
Halo (left) and Wedge (right) locate off-screen landmarkisg amodal completion.

the shapes can be compared with each other to quickly estimatrelative distance be-
tween objects. Figurés 4.3 andl4.4 show how the amodal shapesawn with respect
to examples of off-screen targets.

Proxy methods add items to the view that act as an on-screen repaea of some
off-screen target. The simplest method uses part of the efithlee screen as a scaled-
down view of the off-screen parts of the network, though thathod has limited scal-
ability as the off-screen representation soon becomeslatieied to discern individual
items.

More sophisticated methogsoject the off-screen target into the view along a defined
path. Figure§ 4]6 arid 4.7 illustrate the idea, with a prodgdelaced anywhere along
the line of projection. The principle is that users can migntaconstruct the line of
projection and thus the path along which the off-screeretdigs. An obvious limitation

Figure 4.2: The principle cdimodal completionsimple, cropped figures can provide the
anchor structure required to mentally project the hiddehgfahe shapes.
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Figure 4.3: In Halo@Z] a circle is drawn, centred about eaitiscreen target. This con-
figuration requires the user to both project the cianel estimate the centre point. The
white area in the centre of the diagram is the current viewenthie grey box represents
the bounds of the network. Two off-screen targets are shateek points.

View

I
Network |
Bounds |

Figure 4.4: The Wedge methdﬂSS] uses a triangle whosecoffes point is co-located
with the target. Unlike Halo in Figuile 4.3, the user does reschto estimate the centre

of the shape.



53

Figure 4.5: Comparison between proxy-based methods otodles visualization. Bor-
derScope (left) and CoronaScope (right) use proxies that pmtheir off-screen coun-
terpart.

of orthogonal projections that there are significant areas of off-screen space wose
screen location is undefined, the simplest solution beirgdetticate the corners of the
view to these spaces, though this can rapidly lead to clUgtgthermore, the movement
of proxies as the view is panned around the network is not fmeproxies appear to
‘stick’ at the corners Along-edge projectiois a form of orthogonal projection used in
networks where proxies are placed at the edge of the vieweagidint where the graph-
edge that links the off-screen target intersects the eddkeoView. Frisch et al [47]
explore this idea more deeply and present several schemdedbng with the problem
that the off-screen target is not necessarily in line with ¢éalge along which the proxy
is placed.

Underradial projectionthe entire off-screen space can be represented equallynwith
distortion, though there is still a tendency for proxies litter the corners of the view.
The solution often employed in this case is to round off th@ers of the view to provide
more space to fit proxies in those regions.

4.1.1.1 Additional Distance Encoding

Some methods display only a limited indication of distaricegxample Radar\ﬁe3]
groups proxies around two concentric circles to give a @eapresentation of near and
far targets. In addition to encoding the distance to theetanging the length or position
of the proxy/amodal shape, some meth@ﬁb, 55] also retlecgpacity as target dis-
tance increases. Choosing this type of encoding over moriewdly ‘spatial’ methods
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Figure 4.6: Orthogonal projection of off-screen featukegroxy of an off-screen target

can be placed anywhere along the line of projection, pajitmwards the target. Targets
that fall within the regions of the network in the four corsef the off-screen area
(shown here in grey) have no line of projection that intets®gth the view.
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Figure 4.7: Radial projection of off-screen features. A prokan off-screen target can
be placed anywhere along the line of projection, in the dimacf the target. The origin

of the line of projection can be at the centre of the view asvshioere, or may be taken
from the current cursor position. Using radial projectiah,off-screen regions can be

represented within the view.



55

seems counter-intuitive, adds complexity, and uses additperceptual dimensions that
could be used to encode other attributes.

4.1.2 ldentity

Hue, text labels, and appearance (shape) have all beenaseghal the identity of a
proxy object. A significant advance was “Dynamic InseEh [B@&t aid identification by
providing an image of the off-screen target and its surrougndontext. Each proxy was
interactive, using the same modes as the main display sd beutoomed as required.
The technique seems to work well in map-like applicatiomgeithe high density of
graphical marks usually provides sufficient context. Hosvewt is not clear how this
technique extends to networks as the availability of usafukext cannot be guaranteed
while keeping the intended target object visible at a reaklenscale.

4.1.3 Visual Design

In the amodal completion methods there is little flexibilitythe overall layout, unlike
proxy-based methods which allow some freedom over wherhkdrine of projection
to place the proxy objects. Also, under radial projectioe amust decide where in the
view to project from, the centre of the view or, the currentsou position. The latter
option is more suitable when the off-screen representasiggmesented on-demand as
continuously moving and updating the location of the prexieany reference structure
could be confusing.

The space allocated to proxies can be limited to a 1-D spageraar the edges of the
view. This means that only direction is indicated by the posiof the proxy and some
other perceptual dimension must be used to encode the cistarthe target. Where a
small space at the edge of the view is allocated to proxie®as2aled mapping of the
off-screen space soon becomes too distorted to be usahkeisTass of a problem for
those methods that provide an on-demand display since erlprgportion of the view

may be used and the proxies can be targeted to a particudatidin of interesB].

A compromise is to stack overlapping proxies to create eéDlspace where the nearest
proxies are nearest the top of the stack which deals withribieigm of clutter but only
shows the relative distance in the case of overlaps. Thiksveell in the case that
the Euclidean distance is considered less important, famgie relatively small class
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diagrams@ﬂ. A further option is to encode the distancesasqd the proxy itself using
a retinal variable such as item-length. Many of the techesgqeviewed used distortion,
deliberately perturbing the position of the proxy to avoigaps between proxies.

4.2 CoronaScope: A Novel Off-Screen Visualization

Since existing off-screen visualization designs are Biohito adjacent nodes or suffer
from clutter and distortion around the screen corners a resigd to support off-screen
landmarks is desirable. This section describes a new tggbiihat aims to address these
problems and provide an effective method of indicating ttesence of off-screen land-
marks. As before, a key design constraint is to avoid ocolyithhe primary display of
the network. The new method is named “CoronaScope”, “corasat resembles the
sun’s corona and “scope” being an instrument for viewingguFéd 4.1l and 4.8 pro-
vide schematic illustrations of CoronaScope’s main elemeBtiefly, CoronaScope is
composed of a circuldvezeldrawn in the centre of the view that provides a frame of
reference or ‘visual scaffold’ around whigroxy elements are placed. These compo-
nents, and other features of the design are justified andidedén the remainder of this
chapter.

4.2.1 Bezel Design

A circularbezels drawn in the centre of the view, providing a visual scaffot reference
frame around which thproxyelements are placed. The use of radial projection coupled
with a circular bezel has two positive effects: off-screargéts are given equal space
around the bezel regardless of their position with respethé current view so there
are no problematic corners where bunching can occur; aednttvement of proxies
around the bezel is smooth and continuous. Furthermorergamization of navigation
cues around a central structure, rather than distributeddas points in the display or
around the border, reduces the perceptual cost of visusaitians ] by placing the
proxies close to the user’s expected point of focus. In audto the bezel, the centre of
the screen is marked by a small circle that assists the ugmnica mental representation
of the line of projection, starting at the centre circle aaggng through a proxy in the
direction of an off-screen landmark.

If the user is not interacting (i.e. not moving the mousentlienay be reasonable to



Direction Projection Layout Corners
Amodal | Radial | Radial | Ortho- | Along- | Border | Circle | Area | No RoundedSquare
or (display (cursor| gonal | edge corners|
Proxy centre)| pos’n)
Halo [12] A . ° °
Wedge [55] A . ° °
Hop [69] A ° °
WinHop [93] A . . °
Class diagrams [47] P °
Dynamic Insets [53] P . °
Bring & Slide [15] | P ° ° °
RadarView [123] P . ° °
Bring & Go [85] P . ° °
EdgeRadar [56] P ° ° °
CoronaScope P E \ \ \ \ [ o \ [o \ \ |

Table 4.1: Classification of existing off-screen visuai@atmethods compared with CoronaScope, across key desrgutds. Coro-
naScope uses a unique combination of radial projection anevacentred, circular layout that avoids the problems whdhing and
distortion in corners.

LS
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Figure 4.8: Off-screen distance and direction indicatiesigh used in CoronaScope. A
centre-mark and bezel are rendered as an overlay. Proxidsecalaced where the line
of projection (illustrated by the dashed lines in the figurejween the centre-mark and
the off-screen landmark intersects the bezel.

assume the user is viewing some details of the network ameftire not referring to the
global navigation cues. This leads to a further design ecdraent whereby the opacity
of both the bezel structure and the proxies is reduced toyaleerlevel (5%) when the
navigation aid is not needed, causing the off-screen oyéolanostly fade out of view.
Any cluttering effect is removed and the user can more eadtignd to the network
details. Retaining a faint trace of the overlay providesrdtimce, acting as a reminder
to the presence of the navigation aid and thus reducing theitbee costs of view-state
changes (see Figure #.9). Once the mouse begins movingthgairiginal opacity level
is restored. The overlay can be held in the visible state bgiiag the mouse over the
bezel, allowing the user to override the assumption encodtt visual design.

4.2.2 Proxy Design
4.2.2.1 Distance and Direction

The main body of the proxy is a sector shape that moves snyoatblind the bezel

in response to changes in the position of the view, and acts\asual anchor being
large enough to be readily perceived. The proxy is locatethenbezel such that it
falls on theline of projection a conceptual line that extends from the centre marker to
the off-screen target. A pointer ardicator is added to the main body to provide more
fine detailed information about the direction and distanicthe target. Pointer marks
such as arrows and lines are often used as graphical “ge’sd@], a metaphor for the
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Figure 4.9: When the user is not navigating, the CoronaScaas famoothly from 50%
(left) to 5% (right) opacity, leaving a faint trace as affandte. Once navigation resumes,
the original opacity is immediately restored.

dynamic hand movements people use to describe locatioqsoes Here the indicator
is used to similar effect, pointing along the line of projentand towards the off-screen
target. The indicator is scaled so that the length is propmat to the distance to the
off-screen target. Distances to off-screen targets amiltzdéed in world coordinates so
that the length of a distance indicator is invariant to therent level of zoom, otherwise
it would be necessary for the length of the pointers to reprean almost infinite range.

Limiting the length of the indicator is essential to ensurattit remains visible within
the view. Themaximumlength of the distance indicator is calculated to fit withie t
smallest space available between the bezel and the edgewaethh Assuming the view
contains at least some part of the network, the maximum plesdistance between view
and off-screen landmark is approximately the diagonal eftbunding rectangle of the
network (see Figuie 4.10). Tiheinimumpossible distance in world coordinates between
the centre of the view and an off-screen landmark decreasteeaview is zoomed in.
To ensure the perceptual effect of pointing to the targetaias) a minimum indicator
length of 10 pixels is fixed: on a standard desktop monitas ihisufficient to add a
noticeable protrusion to the smooth sector shape of theyds®e Figuré 4.11).

The limited space available to display the proxy indicat@as potentially negative con-
sequences since in large networks where high levels of zoemeguired, off-screen
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Figure 4.10: The maximum pointer length is calculated to togpg@rtional to the maxi-
mum possible distance to an off-screen landmark. Assunongegpart of the network
is in view, the diagonal of the bounding rectangle of the meknprovides a reasonable
estimate of the maximum distance that the user would wislavigate.

landmarks that are near may not be accurately representadar$;, the range of pos-
sible distances is poorly represented by the relativelyllsmianber of pixels available
to encode them. This loss of fidelity is a typical example & kind of trade-off one
must make when creating a layered visualization desigmeasing the space available
to indicators by reducing the diameter of the bezel incredlse visual clutter of the
primary representation of the network. Returning to thewgesy metaphor that led to
the indicator design, its purpose is to provide an approtionaof the magnitude and
direction of the distance to a landmark.

4.2.2.2 ldentification

To aid in identifying the feature referred to by a proxy, tliexy is filled with the same
colour as its off-screen counterpart. Text labels provideiah more direct identification
(since the meaning encoded by a colour must be rememberedlad up in a legend)
but add a large amount of visual clutter, especially if thevoek nodes and edges are
also labelled. To avoid the additional clutter, a text lakf¢he landmark name is shown
only when the user hovers over a proxy with the cursor.

In the context of navigation in virtual environments usesed on features formed by
spatial configurations of landmarks such as an ‘L’ shapeawige directional informa-

tion, though in that study the landmarks were uniform in @ppece and placed ran-
domly throughout the scenEiBl]. If the same spatial grayi@ifiect applies here, it
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View boundary

Figure 4.11: CoronaScope’s proxy design. The main body optbry is sector-shaped
so that fits neatly within, and moves smoothly around the IbeXealistance indicator
grows and shrinks in response to pan movements to encodestaaeak “on the map”,
subject to a minimum size of 10 pixels to ensure the indicateisible.

may aid identification of landmark instances if they are p&r larger spatial feature.
The group of landmarks in Figure 4114 illustrates an exarwblere the group occurs as
a result of a close semantic relationship thus the configuratf features is expected.
This hints at the possibility of a hierarchy of landmarks,idea that is returned to in
ChaptefT.

4.2.3 Overlap Removal

As increasing numbers of off-screen points are projectetbdhe bezel, overlaps are
inevitable as a 2-D space is projected into 1-D, since thgigsaare fixed to the bezel.
Overlapping proxies can be difficult to recognize and dgtish from each other, and
selecting an overlapped proxy with the mouse can be simitdrallenging. In partic-

ular, since they are transparent, two overlapping proxasaause confusing blending
artefacts and appear as three objects. My initial solutias vo exploit x-junctions

by staggering the baseline of the proxies, but this create®r@ complex view (see
Figure[4.1P). Similarly, stacking the proxies or addingitiddal concentric bezels to
represent increasing radial regions in off-screen spage wegected in favour of the
perceptually simpler option of perturbing the proxies tmose overlaps altogether.

While there is no direct evidence of how users internalizesofeen space, studies of
how people remember and recall real-world spaces revea@gattibns in people’s in-
ternal models@?]. This suggests that the requirementpiltxies must indicate the
exactdirection to the off-screen point may be relaxed, allowing positions of proxies
to be perturbed so that confusing overlaps are removed. irbeiatroduced by per-
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Figure 4.12: Overlapping, transparent shapes can credbggaity as the individual
shapes can not be easily distinguished (top). Creating Xtjums by staggering the
shapes resolves the problem (centre) while perturbing dinedntal position creates a
simpler view (bottom).

turbing proxies diminishes as the user navigates closetagat point, with the positive
effect that, for distant landmarks the proxy pointers cgreesense of direction, while
for closer landmarks they provide finer spatial discrimmat A similar observation was
made by Jul and Furnas in the context of zooming interf@]s though the appar-
ent distance between off-screen landmarks may appeartdi$tthe relative position of
landmarks is represented, provided the order of proxiasatthe bezel is not changed.

A related thread of research proposes algorithms for remgoeverlaps between rect-
angles in two dimensions, a common application being nétsvathere rather than an
infinitesimal point, nodes are represented by a significaaps and can contain a text
label. Generally these algorithms proceed by setting s¢iparconstraints between ob-
jects then solving a set of linear equations to find a solutlolving this optimization
problem in two dimensions was shown to be NP-hard, so cualgotithms often sim-
plify the problem by first solving for the-direction, thery, and merging the two results
to provide a reasonable approximation. For example D rg&es an algorithm that
removes overlaps in near-linear time by moving the rectesags little as possible, and a
slower variant that takes into account the relative distdetween objects so that group-
ing effects are preserved. Removing overlaps in two dimaessias the advantage that
the space available on the plane is infinite whereas thegsaxiCoronaScope have only
one degree of freedom, radially as they move around the b&bhel constrained space
means that rather than preserving relative spacing betpeaiies, | propose a simpler
algorithm that produces an exact solution with the follagvmaracteristics:

¢ the radial ordering of proxies is preserved;
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e the amount of distortion applied to any one proxy is mininaacl,

e the proxy positions can be updated within the limited timailable to maintain
interactive frame-rates.

Although distances between off-screen landmarks are mofrately represented using
this method, the fixed radial order ensures that relativatipoal information is pre-
served. A detailed description of the algorithm follows.

4.2.3.1 Algorithm Description

A segmenis defined as an ordered array of angles, each angle reféorthg mid-point
of a proxy, measured around the bezel with the origin in th@reeof the view. The
arc of a segment is defined as the amount of space required tddistits constituent
proxies, separated by, and themid-pointis the angle half way between the first and
last proxies in that segment. Given the arc and mid-points&Egment, the expected left
and right extents of the segment when overlaps have beerveehmoay be calculated,
since each proxy requir@sspace, hence given a segm8montainingn proxies:

S +&-9dn
==

_ S +S+0n

LEFT(S) >

RIGHT(S)

If the product of the total number of proxies adds greater than the amount of space
available around the bezedif > 360), then there is no solution, though this is unlikely
in practice given the relatively small number of off-scré@mdmarks.

Initially, input is supplied to the algorithm as an orderechy of segments, where each
segment contains one proxy. The algorithm then proceedgiistages:

Merge overlapping segmentsin the first stage, consecutive pairs of segments are com-
pared and if the expected extents overlap, the two segmentaerged into one,
such that the order of proxies within the new segment is pvedeand the length
of the segment array is reduced by one. Note that the firstat@égments in the
array may also overlap so the first comparison is betweetattandfirst seg-
ments in the array (it is assumed that calculations are pe&d using angles in
degrees and amodulo360). As the merge operation recalculates the combined
arc of the two segments about their new mid-point, new opsngith neighbour-
ing segments can be created. Overlaps to the front are diglalinthe next step,
as the new segment is compared with its successor. Otherhesentire merge
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Figure 4.13: lllustration of the proxy overlap removal aitfam. In the first stage a
segment is merged with its successor if they overlap. Orlcgegment overlaps have
been removed the proxies are evenly distributed withirr thegment. The result is the
removal of overlaps with minimal distortion to each proxy.

operation is repeated with the new set of segments until moaverlapping seg-
ments are found, or only one segment remains. The result adared array
of non-overlapping segments, where each segment containsdared array of
overlapping proxies.

Distribute proxies The second stage takes each segment in turn and distritsipeex-
ies equally within the bounds of the segment which, sincesdéggnents are non-
overlapping, does not create any new overlaps. By distrigutie proxies in the
minimum amount of space required, the displacement of aeypooxy is mini-
mized. Figuré 4.13 illustrates the process using a smathpia

Pseudo-code is given in Algorithm 1, and a brief analysissyiaptotic boundslﬁ8]
follows. Letn be the number of proxies. In the first merge loop therenavemparisons
(Line[?), and in the worst case, th¥' comparison detects an overlap and merges two
segments, thus reducing the number of segments by Kk lhethe number of iterations
of the merge loop required to remove all overlapping segmedince initiallyk = n, in

the worst-case only one pair of segments is merged, and an@vexlap is created in
every iteration then there are at most

1 1
n+(n—1)+(n—2)+...+2:Enz—in—l
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comparisons to give an asymptotic upper boun®@i?). The example in Figure 4113
illustrates the worst case: reversing the direction of tleega loop would find all the
overlapping segments in the first iteration and thus soleeettample in jush steps.
As the segments are somewhat sparse then in practice orbtiaely small number of
new overlaps are created following each merge loop, thexdfr most configurations
of proxies, running time is close @(n).

Algorithm 1 Remove proxy overlaps.
Input: P an ordered array of segments, where each segment cont&ipsa1y.
Input: o the required separation between proxies.

1: repeat > Merge overlapping segments.
2: n<« |P|

3 previous«— Py

4: for i < 1to|P| do

5: if RIGHT(previoug > LEFT(R) then

6: MERGE(previous P)

7 else

8: previous« R

9: end if

10: end for

11: until |P|=1or |P|=n

12: for i+ 1tondo > Distribute proxies.
13: for j«< 1to|R| do

14: R, + LEFT(R)+95(j —1)

15: end for

16: end for

Output: P an ordered array of non-overlapping segments.

Figure[4.14 shows a comparison between the arrangemenbxieprbefore and after
overlap reduction. The figure also shows a further desigatiten whereby the error
introduced by distorting a proxy position is also displayadeature that was added in
an attempt to replace the absolute distance informatidnghast when proxy positions
are perturbed. In order to clearly indicate that proxiesehasen perturbed the tip of the
direction remains in its original position. The effect ofceding this additional infor-
mation is that the main proxies give a coarse indication efriiative arrangement of
a group of off-screen landmarks, while more detailed atterto the distance indica-
tors provides a more accurate picture. Clearly this conredegional cognitive effort,
and since the structure of the user’s cognitive model okofeen space is not well un-
derstood in practice, caution should be used in adding paraecomplexity where the



Figure 4.14: (Left) Overlapping proxies can be difficult istthguish from each other.
Since they are transparent, and lacking x-junctions, twaylapping proxies can appear
as three. (Centre) After overlap removal the proxies retagir toriginal ordering and
are more easily discerned. (Right) The amount of distortigpliad to each proxy is
encoded by rotating the tip of the distance indicators badké original positions. (Far
right) The off-screen arrangement referred to by the psoixighis figure.

cognitive benefit is not clear. Lacking a firm theoreticatifisation for its inclusion, the
feature was left as a user option.

4.3 Following Long Paths in Scale-Space

As well as being a fundamental component of many graph t%sthe ability to fol-
low paths isthe rationale for selecting a network representation [54]. déwce from
user studies suggest that following a paths of more thamssyges in a network is par-
ticularly challenging@SBS]: as the number of brancheslye-crossings, and bends
increases, the cognitive costs of these decision pointsagiates leading to task break-
down. Although there is no empirical evidence of path-feilay tasks that extend be-
yond the current view, and thus requiring pan and zoom intiena additional cognitive
costs of navigation arise from the need for the viewer to ta@&nemporal-frame asso-
ciation EB]. Also relevant are the finding that users tenddarch for the next node in
the path either in a straight line or towards the tar@t [6&ither strategy is likely to be
helpful in the case that the correct path meanders towarfinhlgarget.

Previous work on topological navigation has provided sohg to incrementally traverse
a network by moving between adjacent nodg [85]. Havingtedea framework of
global navigational reference points, it becomes possiblprovide interactive tools
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for navigating along long paths in scale-space. Briefly, & pmtcalculated between
a node nearest the centre of the view and a node in a selectédadion landmark,
and an animated pan and zoom smoothly translates the vielettatget. The target
landmark is selected by clicking the mouse while hoveringrag proxy representation
in CoronaScope. The calculation of the network path, and ditfe @f the animation are
described next.

4.3.1 Network Path Selection

The start point for the network path is the node nearest ta¢hére of the view, which
can be explicitly selected by positioning the desired noikimthe centre marker. After
some initial testing it was noted that when the nearest neditolan edge that leads away
from selected target landmark, the effect was that the armmanitially moved away
from the target, in a direction that was not anticipated leyuiewer with the effect that
they become temporarily lost. To avoid the jarring effelog $election of a start node is
constrained to within a 18Carc, centred in the direction of the target. The end point is
simply the representative node of the target landmark.

Having determined the start and end nodes a graph-path cealddated, which has
one of three possible outcomes:

e the nodes are in distinct connected components and theratopath exists be-
tween them;

e only one path exists; or,
¢ there are multiple paths that may be followed.

In the first case where no graph-path exists, the networkseageignored and a direct
line across the substrate between the start and end poudgds In the case that only
one graph-path exists then the selection is trivial. Wheeeetlare many possible graph-
paths, a systematic method of route selection is used,idedanext.

To select a suitable route, edge weights are added to thé¢ gnpph and a minimum
weight spanning tree is calculated. In this tree represientanly one graph-path exists
between the start and endpoints, and which particular rieugelected is influenced by
the selection of edge weights. Weights are associated dgbsbased on three types of
features:
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¢ lengthl, the physical length of the edge in world coordinates;
e importancd, the combined vertex degree of the edge’s end points; and,

¢ landmark proximityp, the number vertices between the edge and the nearest land-
mark.

The sum of these three properties is then calculated for edgé:

w(e) =al —Bi—yp

Modifying the multiplicative constanta, 3, andy therefore gives rise to a variety of
possible routes: increasirmgfavours short edges; increasifigsteers the route through
highly connected vertices; and, increasincauses the route to pass close to, or through
landmarks. The effect is to provide support for differingisarios, for example the
shortest route minimizes animation time whereas passogpdb landmarks could aid
the formation of survey knowledge.

4.3.2 Animated Pan and Zoom

Once the network path to be followed has been calculatedakestep is to determine
the 3-D path that the camera must follow to provide an effeciinimated view. Tver-
sky _ﬂ] conducted a thorough review of empirical evident¢he effectiveness of
animation and found that to be understood, animations nallra to two principles:

congruence between the changes over time and the conceptual informidiab is being
conveyed; and,

apprehension of the content of the external representation.

An example of the application of these two principles to &l effective route maps
of the real world has been reported befcﬂe [2]. Specificldlyg roads were shortened
and the angle at junctions was increased on the basis thairtbtons are important
decision points whereas long roads give little useful imfation to support navigation.
Furthermore, distorting the angles did not lead to diffieglisince the exact angles are
not comprehended.

An alternative method to illustrate changes over time isrvisle multiple views of
snapshots at key points, allowing the viewer to freely siiféntion between the time-
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Figure 4.15: The camera path is formed by a sequence of ‘hptesed along the
network path. As the time to move the camera between nodes fand more nodes
are placed close to network nodes, the effect is that impojtactions are in view for
more time than long edges. This method also ensures a ‘sialew-out’ effect at the
start and end of the animation. Uninformative undulationedges are also smoothed
out.

steps that carry the most information. Instead, a contisyzan and zoom animation
Is used, with the benefit that tracking objects allows thevereto maintain object-
association between views. In CoronaScope the layout ofeheank is not distorted,
instead the speed of the change in view is modulated, so theg thme is available
to perceive junctions while long edges are traversed velgtiquickly and bends are
smoothed out. The animated effect is controlled by addinggaisnce of ‘nodes’ to the
network path that each represent a camera position, themgtwe camera in a lin-
ear interpolation between nodes (note that these nodeaeetually rendered). The
amount of time allowed to move from one node to the next is fixath the result that
a short distance between nodes appears slower than a ldagadigsee Figule 4.115).
Nodes are arranged along the network path so that more tirmeaitable to perceive
complex regions of the network with many turns, while longesiare traversed more
quickly. The arrangement of nodes means that undulatiolmhgedges that contribute
little useful information about the network path are renthvibough varying the zoom
level (described next) means that network edges remainnwtaw. Limiting the max-
imum distance between nodes on the animation path avoidsiticns that are too fast
to apprehend (as is the case for very long edges), and all@ygath to approximately
follow curved edges.
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Figure 4.16: The zoom level during the animation is variethst the at the mid-point
of the animation both start and end points are in view, to lenaloal-global association.
At the end of the animation the zoom level is restored to tigiral level.

Local-global association is the cognitive cost associatiéid making sense of local fea-
tures within the structure of the global context. One opisto arrange the zoom level
so that the entire network is in view, however doing so maynrteat the path being
followed becomes too small to be discerned as the edgesow®hbre lost in clutter. In-
stead we attempt to ensure the start and end points are nsalole Vi one view to at least
provide an overview of at the path being followed. Geneealitormulae for calculating
smooth camera paths through scale-space have previodeEermineciBl],
but both methods depend on metrics such as shortest-patbpagicdl flow rather than
the application-specific requirement here. As illustrate&igure[4.16 the zoom level
is varied such that at the mid-point of the animation, theremath is within the view.
Zoom level is restored at the end of the animation on the agsamthat the level of
detail at which the user was viewing the start feature is #mesat which they wish to
view the feature at the end of the animation.

An additional visual cue as to the network path being folldugcreated by highlighting
the relevant edges with a light, semi-transparent polg-l# dashed line drawn directly
between the start and end points is used to encode the case avgeph-path was not
found, the broken line suggesting a weaker link. Illusula®amples of following paths
in a network using the animated pan and zoom tool can be fouGthaptefb.
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4.3.3 Reuvisiting

The animated pan and zoom method as described here attesnptsnhote congru-
ence and to facilitate the user in maintaining both objesbaiation and local-global
association. As Tversky noted [128], there are severaleinges to apprehension that
come in to effect when using animation, but interaction cavide the necessary tools
to allow the user to overcome these difficulties. One probiethat key information
can be missed if the animation moves too quickly, parti¢yhaihen the view contains
many edges. Conversely, an animation that is too slow caredaustration amongst
users ]. Although the technique described above redov@sll animation time by
moving quickly over uninteresting sections, a simple aridatize addition is the pro-
vision of a speed control so that a user may adjust the aromaitcording to their
preference.

Missed information can also be obtainedmyisiting points along the animation path,
allowing the user to selectively view features of inter@ste provision of specific sup-
port for revisiting previous view states reduces the “g@ikwaluation”, and encourages
users to explore the network [73]. Specific tasks that befrefit revisiting support
include:

e comparison of two features;
e exploring digression points;
e returning to a known point to become reorientated in the agkw

In CoronaScope a number of camera positions (nodes) arel staxeview history cache,
Since each node is simply they, z-position of the camera, a few hundred nodes can
easily be stored. Following an animated pan and zoom thecaseinteractively move
through the cached views by pressing the left/right arroypsk®irect support for com-
parison by moving between any two features can be achieveddiactively annotating
the two features, then using a combination of animated eaptm and user-controlled
revisiting along the one or more network paths that can bedday varying edge weights
during route calculation.
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4.4 Summary

The design space of off-screen navigation was surveyed ageatml solution to the
problem that landmarks are not visible within the view of altirscale system such
as pan and zoom. Existing solutions are based on topologaagation that limits
movement to adjacent nodes in the network, or suffer frorodiens and cluttering in
the corners of the view. To counter this | contributed “Coi®c@pe”, a novel off-screen
visualization that avoids the problems described by fixingxges to a circular bezel
in the centre of the view, thereby providing an on-screemesgntation of the overall
configuration of landmarks.

To deal with the visual clutter created by overlapping pesxian efficient algorithm was
devised that removed overlaps, maintaining the origindéoof proxies and distorting
each by the smallest amount possible. In this way the relatikangement between off-
screen landmarks could be comprehended. In this case,iagdbé absolute distances
between landmarks was subject to a trade-off against asjrepkily perceived view.

The framework created by the landmark overlay, the bezélilaa proxies provided the
basis for specific interactive tools to directly supportptilowing. Path-following is a
fundamental task in networks, and most studies and tootsom@erned with incremental
navigation between adjacent nodes. To enable followingdopaths | proposed the use
of automatic pan and zoom, tailored to following the edgea nétwork through scale-
space. The addition of a history tool enabled views to besitend, a task that often forms
part of network exploration.

In all cases, the design decisions taken during construatfadhe new designs were
grounded within perceptual evidence and cognitive thewrth) the aim of providing
navigational information in a way that is readily perceivadd structured in a way that
is congruent with the user’s internal representation offlbbal network space.
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Chapter 5

Analysis: Three Case Studies

The design of navigation aids for networks based on theafiesmvigation in related
environments, has been described in previous chapterdidichapter three example
data sets are presented with the aim of demonstrating tbetsei of landmarks, and the
potential benefits of carrying out network exploration wahdmarks overlaid upon the
network representation. It is shown that the initial setecbf landmarks is key to the
utility of the overlay, but that even in extreme cases oftelythe new tools offer some
analytical support.

5.1 Case Study One: A Map of the Heap

This example demonstrates the selection of landmarks irephgthat represents the
structure of objects in heap memory storage of a running Cegiram. The example
was first used ir@l], and has been reworked for this thesash Ezertex represents an
instance of C++ class or basic data type (integer, float,. edcdirected edge is formed
when an object instantiates another object in heap memdrg.data was extracted by
taking a snapshot of the objects allocated on the heap frommmirrg VTK program.
The program contains a visualization pipeline that readplyidata in from a file and
displays a network.
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Figure 5.1: The collaboration graph of a vtkAlgorithm takesm Doxygen documenta-
tion. The blue edges represent inheritance relationshipie the pink edges represent
‘has-a’ relationships. The ‘has-a’ relationships of sal/&ey objects are used as the
basis for the set of landmarks in a heap memory graph.

5.1.1 Landmark Selection

Documentation and training material was used as a souraesight into the concepts
and abstractions that VTK users will be familiar with. Inroducing programmers to
the architecture, VTK documentation suchlg[log] dessritve major object models:

e The visualization modelefers to the part of the system devoted to converting
raw data to a geometric representation which is then reddeyethe graphics
model. Two key classes underpin implementation of the Visaizon pipeline:
vtkDataObject serves as the base class for a family of dpesmladata types that
are passed along the pipeline; vtkAlgorithm likewise pdea a common base type
for the filters that operate on the data objects at each steipe ipipeline. These
two classes are fundamental in pipeline execution and theet thesignificance
criterion for landmark selection.

e The graphics modektovers those classes used to take data from a pipeline and
assemble a graphical scene. Examples include vtkActdrjghk, vtkCamera and
vtkTransform. A specific pipeline will contain concrete tausces of subclasses
that are appropriate to the underlying graphics library.



Figure 5.2: VTK pipeline heap memory network without expliandmarks.

5.1.2 Analysis

Instances of the above classes (and their subclasses}etmtkbone of a VTK pipeline.
They are part of the user’s vocabulary and are explicitlyangsated by the user in their
own code. It is likely therefore that these classes are fsogmit in linking regions of
the heap graph to components of the user’s code. Howevexamiaing the heap, in-
dividual class instances are unlikely to be distinctive erceptually helpful. Instead, a
landmark is defined to be thmllaboration graphof such a class. In the case of VTK,
this graph is obtained from the online documentation whicheanerated automatically
from the source code with the Doxygen tool. Each landmankefbee represents a func-
tional unit consisting of several C++ objects.

The example in Figurie 5.2 shows the resulting network wittlamolmarks highlighted,
with node and edge labels removed for clarity. In this casegtfaph is a special case
known as a quasi-tree, a tree with a very small number of mddit edges. Having this
property means that the graph can be embedded using a toag Egorithm, with the
additional non-tree edges being added after the tree lastept With no explicit land-
marks the network can be seen to comprise three connectguboemts, each of which
is a VTK filter (the pipeline connections between filters ao¢ included in the graph).
In this case: a delimited text file reader that outputs a \kdaa filter that converts
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Figure 5.3: VTK pipeline heap memory network overlaid withedection explicit land-
marks. The landmarks give high-level structure to the netwbighlighting familiar
sub-structures within the view.

from the vtkTable to a vtkGraph data object; and, a complésrfihat performs layout,

geometric encoding and contains the graphics/renderirdgmtpon closer reading an
unusual looking cluster of nodes can be seen near the cdritre network which turns

out to be the command/observer structure used to propagatadtion events.

The addition of explicit landmarks (Figure 5.3) immedigtetovides information to the
viewer about the locations of some key, well understood aqpe&ed components in
the heap memory graph. At the core of each filter is a vtkAtbamiobject (orange), and
there are three vtkDataObject types (green). At the top @intwork is a vtkCamera
(purple), with a vtkLight (yellow), and various associatgdTransforms (blue). Dis-
tributed throughout are a number of command/observertstes (pink). Furthermore,
the display of landmarks as a semi-transparent overlaydarseparable visual level, so
that the nodes and edges of the network are not obscured.

The use of colours that are easily named promotes remergt{@]. Given sufficient

exposure to the landmarks view, the connection betweenem gwlour and the referred
to class is soon learned. At this stage a brief glance at g@aji is often enough to
recognize and locate the significant features of interesinRhe point of view of heap-
memory debugging, the presence or absence of these majarefeaan provide clues to
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Figure 5.4: An overview of a more complex VTK pipeline heapmmoey graph. The
circular layout is not based on semantic or topological intherefore creating an arbi-
trary arrangement of nodes. The addition of landmarks gxesflect the objects (VTK
filters) that a programmer would have directly instantiatedreby creating an immedi-
ately recognizable layer of abstraction, above the spetgfiails of nodes and edges.

solve problems. For example, the small connected compaoenains a vtkAlgorithm
but no vtkDataObject is present, as would be expected.

The tree-like data used for this example meant that the lagigorithm was able to
capture and present the semantics of the data to a large ,estiggesting that the land-
marks may not provide much further assistance beyond saghelével overviews. One
positive effect noticed by the author, is that the simplbsteacted view is easier to re-
member, and one can continue to reason about the data l@rgatually viewing the
network. Using a more complex example with a circular laythg landmarks provide
a complete overview of the objects instantiated in heap nmgiragure[5.4). In general,
a circular layout is simple to compute but takes no accoutit@fopology, or semantics
of the network. The radial layout of nodes in itself removeg ardering or hierarchy
effects, desirable or otherwise. In this case, the landsaré able to solely provide the
semantics of the network.
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5.2 Case Study Two: InfoVis Co-Authorship Network

This example data set was used in the IEEE Information Vigatbn (InfoVis) con-
test ] in 2004, and has since become a benchmark datavseq lveen used to demon-
strate graph visualization techniques in several pubtinatsince then. The data set con-
tains complete details of all the papers published at Irdaliring the years 1995-2002.
In this example a graph was generated from the data by linkihguthors who have
worked together on an article, referred to as a co-authpnséiwork, so that vertices
represent individual authors, and edges are instances-afittmrship for a particular
paper. The original graph contained one large connectegaoent plus hundreds of
small connected components containing only two or threlearst For this analysis, and
for the purpose of illustration, the many small componerdgsaniltered out to leave just
one large connected graph.

5.2.1 Landmark Selection

In social networks such as the one used in this case shetweenness centraliig
often used to determine the importance or influence of pdatiandividuals in a net-
work ]. Betweenness centrality is a graph-theoretic imétased on the number of
times the shortest path between every pair of vertices passaugh a given node: the
more such paths that pass through a vertex, the higher tmealegntrality value. To se-
lect landmarks for the co-authorship network betweennessality was calculated and
the most significant ten vertices were chosen. This app¢aieel a reasonable measure
with the influence of MacKinlay, Card, and Robertson clearjyresented, as well as
other well known contributors.

5.2.2 Analysis

As the landmarks represent well-recognized names in the dieinformation visual-
ization their immediate effect is to label the clusters ofie® (see Figure 3.5). The
clusters represent close collaborations, presumablydsstwesearchers from the same
institution (supervisors and students for example), whi landmark node calling out
the senior member of the group. The benefit is that the viewarquickly become
orientated, and the otherwise arbitrary arrangement tets is easily linked with the
semantic content.
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Figure 5.5: Landmarks as an overview.

In addition to anoverviewof the network, CoronaScope can also presistails-on-
demand Consider a scenario where the user is zoomed in to the clatstbe top of
the network containing Steven Roth, and wishes to answeruastign, “what, if any,
is the relationship between Steven Roth and Ben Shneidernm¥dm&’conceptual ques-
tion translates to a network task of path-following, to deti@e if there is a graph-path
between the two nodes. From the current view, the user cantgbk off-screen proxy
that represents Ben Shneiderman, and observe the animat@thgaoom that follows.
The three panels in Figufe 5.6 illustrate the main stagesi®fanimation, beginning
with Steven Roth, zooming out to reveal the entire path in tlobaj context of the
network, and coming to rest at Ben Shneiderman, zoomed inaddlta local context
is discernible. At this point the history function allowsetkiewer to rapidly return to
any position along the route, perhaps to inspect the loaatexd around the group of
landmarks that was passed along the way.
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Figure 5.6: CoronaScope provides direct support for folhmgmetwork paths through
scale-space. An animated pan and zoom is initiated by s®jeatproxy, the network
path is highlighted, and an animated camera movement mbeegdw to focus on the

selected off-screen target.



81

Figure 5.7: Path-following in an extremely dense networkspite the heavy cluttering
of edges, the animated pan and zoom tool can be used to id#itelatively simple
paths between familiar objects.

5.3 Case Study Three: Marvel Comics Network

The data set for this example is from a paper that studiedwidiarvel comics super-
heroes have appeared together in at least one episode.ublydatind that the network
has some graph-theoretic properties in common with a reaalsnetwork Bl]. It is
included as an example here due to the relatively large sidé@h density, having over
6,000 vertices (super-heroes) and approximatelyp@0 edges (co-appearances).

5.3.1 Landmark Selection

The top ten most popular super-heroes were determined vigbebased poll in which
around 7000 people voted which were then used as landmarks. Agasnntethod
resulted in the appearance of some highly recognizable samtbe list of landmarks,
for example Captain America, Spiderman, and Incredible Hulk
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5.3.2 Analysis

Unlike the other examples shown the overview gives verielittformation: clutter
caused by overlapping edges almost completely removesetational information, and
the landmarks are grouped within one area of the networks dduld be interpreted as
a complete failure, though the grouping of landmarks sugg@s opportunity to filter
the network to focus on the small region occupied by the mgsifs&cant actors. In the
case of following paths between vertices the animated pdrzaom technique proves
to be useful. Despite the large number of over-plotted edgeghlighting of the path
being followed reveals that the structure between landmarkelatively simple (see
Figure[5.7).

5.4 Summary

In this chapter three case studies were set out with the aidemfonstrating methods
of landmark selection, and how the resulting overlays carefienetwork navigation.
Initially the landmark overlay provides a high-level, seth@ overview of a network,
and with repeated exposure one can expect the user to beaoniaf with, and is more
likely to remember, the overall structure of the networkret interactive support for
the specific tasks of following long paths and revisiting wlasnonstrated, although a
reasonable distribution of landmarks across the networégsired to provide compre-
hensive coverage. In the final chapter these findings arewed and recommendations
for further work are made.
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Chapter 6
Implementation

A prototype graph visualization system known as “Corona8teyms implemented to
experiment with the network navigation overlay designscdbed in earlier chapters.
In this chapter | justify the choice of the Visualization Téat (VTK) as an application
framework, and describe details of the implementation obGaBcope. Since VTK uses
a data-flow pipeline modebnd was originally designed to support scientific viswaliz
tion, its use for information visualization is somewhat esimental. While the modular
design enabled the logical separation of network repraientfrom the implementation
of the new navigation tools, the assumptions implicit in piy@eline model as intended
for scientific visualization led to some challenges. Follgyvan introduction to the data-
flow pipeline model and graphics models used by VTK, | repartryy experience and
describe the design of new components that, combined wighirey features, enabled
implementation of the CoronaScope application.

6.1 Rationale for using VTK

Figurel6.1 shows a series of conceptual layers through whidsualization application
communicates with the underlying graphics hardware. Theeata visualization library
is to provide developers with an environment that is orgasharound visualization con-
cepts, and to translate those concepts into the langualye ohtlerlying graphics library,
freeing the developer from low-level concerns. System$sumg graph visualization
span a range of software architectures. At one extreme agrid@e extensions and
graph libraries such as BG@lS] and OG[25], which provsdéable algorithms
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Figure 6.1: A layered systems architecture for informaticualization development. A

visualization library provides functionality in the larage of visualization and interfaces
with the native graphics library/hardware. This separatitbows concerns of graphics
generation to be abstracted away from those of visualizat&velopment.

and data structures, but lack support for graphics andaatien. At the other extreme
are specialized, monolithic tools, such as Graph@ [52]piewducing static drawings,
or systems that provide a suite of network-specific intéwadiechniques, for example
CcGVv IE]. The space in between is occupied by extensiblesysand modular tools,
some of which (e.g. TuIi%GG] and Gephi[11]) are primarily fraph visualization, while
others, including Prefuse [61] and VTK [109], are more gaheisualization tools with

components for graph visualization.

A primary contribution of this thesis is the realization ahadular navigation layer, sep-
arated from concerns of graph representation. [109hise>aensive open-source
software library aimed originally at scientific visualimat and recently extended to in-
clude components for information visualizati@lmg]. Vi&based on a demand-driven
pipeline architecture{E?], where each component in thelpip performs some trans-
form on its input data before passing the data along to theamemponent in the pipeline.
The output of the pipeline is a set of geometry that is passsd agraphics model that
prepares the final scene for rendering by graphics hardwarckeprovides facilities for
interaction. Requests for new or updated data are passectapsto the component
that can fulfil the request. The benefit of VTK’s modular atebiure for the work in
this thesis is that an existing network visualization pipelcan be enhanced by adding
a new pipeline branch, taken from the graph layout filter, ol the new navigation
components. The output of this new branch is then added teetiderer along with the
network representation. The original pipeline remainshamged and distinct from the
additional navigation support.

From a visualization users point of view, the advantage efrtfodular architecture is
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that it provides the flexibility to create custom pipelinesstipport particular combina-
tions of task and data with relatively little programmingkviedge. The user must have
some understanding of the visualization process, thougélipe building tools such
as ParaView9] provide a graphical user interface thatassist with design. This
advantage also holds for visualization developers, as spégific modules need to be
developed to create new designs as many existing datawseacgraphical techniques,
and interaction components are already available in tH&ib@®ne further advantage of
VTK is that it is somewhat mature, and has an active commufitxgers and developers.
As an open-source product, VTK provides an online reviewesydo allow code con-
tributions from the community to be subjected to peer reylefore being added to the
publicly released code. Two of the newly implemented conepds produced to build
CoronaScope were submitted for review and have been incindbd public release of
VTK since version 5.8, namely vtkConvexHull2D and vtkGrapimatationLayersFilter
described in the second part of this chapter.

Having justified the choice of framework, the following dentcontains a detailed de-
scription of a basic graph visualization pipeline, and tke mavigation components.
VTK provides bindings for Java, Python, and Tcl, but all céalethis project was writ-
ten in the native C++ language as doing so results in the fgsssible executables.

6.2 The Basic Network Pipeline

A minimal network visualization pipeline can be constracteom four main compo-
nents, approximating the data states found in the infoomatisualization reference
model [21]:

e adata source (raw data and data tables);
e alayout algorithm (visual structures);

e arepresentation step that maps topological structure andxvpositions into ge-
ometric entities (visual structures); and,

e mapping the representation from geometric entities tolgcagrimitives (view).

However, before considering the specific example of a nétwipeline, it is necessary
to describe the pipeline execution model of VTK.
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Figure 6.2: A basic network visualization pipeline in VTKaé&hfilter produces an out-
putdata objectthat is passed as input to the next filter in the pipeline. HEtien of the
pipeline is triggered by theinkfilter which asks for updated data from its upstream filter
in the pipeline. Update requests pass along the pipelinkaadh filter is up to date and
data flows back to the sink. Update requests only propagde as is needed: since
each filter can store a copy of its data object, only filters sehparameters or input data
have been modified need to re-execute.

In VTK terminology each pipeline component is referred t@éi#ter, anddata objects
are passed from filter to filter, so that data flows along thelwip. Asourceis a filter
that has no input, rather its output data object is constduparametrically in the case of
simple geometrical objects, or as a result of reading data f file or network stream.
The visualization pipeline is terminated bk The sink is usually a type of mapper
that converts the geometric data from the pipeline into afgtaphics primitives suit-
able for display by the graphics model, described in the segtion. A filter contain
two major components: aalgorithnmy and anexecutive The algorithm component is
responsible for performing some computation that resaltsome output data object.
The executive is part of the pipeline execution system thabie to determine whether
its output data is up to date, and if not, to run the algoritbrgenerate the updated data.
Figure[6.2 is an overview of the pipeline execution procekswing the direction of
update requests and the direction of data flow.

Pipeline execution is triggered bysink object, typically in response to a request from
the graphics model to render the scene. The sink object pésseequest to its input
filter, which checks to see if its data object is up to date. olf execution returns to
the sink object, otherwise the algorithm must compute tha,dahich may require a
request for data from its input and so on. Update requesisrapagated back down the
pipeline until the required data is found, possibly a®arcealgorithm. By default each
algorithm’s output data is cached so that it need only bemgeted when input data,
or a parameter of the algorithm is modified. This mode in@sasemory requirements
in exchange for improved pipeline update performance. NKudé reference counting
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reduces the need to copy data objects, so in the networkimepeéscribed here, the
graph with layout is simply a reference to the initial gragitedobject with an additional
set of points. Several alternative pipeline execution nedee available, for example
using multiple-passes to stream subsets of data, or distrippipelines across multiple
processors but these are not used here.

A basic network visualization pipeline then, begins withmgosource data streamed
into the pipeline by a file reader. For this project the Tulip format EJS] was used
as VTK already provided a suitable reader. The output of dagler is a vtkGraph
data object which at this stage contains only a descriptidheotopology (vertices and
edges). vtkGraphLayout is a filter that takes a vtkGraph ahcutates a layout of the
vertices according to the chosen vtkGraphLayoutStrat&jyategies are instances of
layout algorithms, of which VTK provides a small number ofkizgamethods such as
circular, force-directed, and clustering. To enhance ¢thefdefault layout algorithms, |
created an adaptor to the Open Graph Drawing Framework (Q@Dbieh includes more
modern algorithms, in particular the fast multi-pole maitel (FM®) type algorithmsm9].
The layout step imbues the vtkGraph with a pokt/{coordinate) for each vertex. By
default the edges are drawn as straight lines between theéip@ants. Edge layout may
be carried out as a separate step, adding additional poietsch edge to create arcs, or
bundles.

All data objects in VTK ultimately derive from the same basass. The input and
outputs of filters are strongly typed so that only those dmedata types a particular
algorithm is designed to use may be connected to a filterrwibe an error message is
issued and pipeline execution terminates. Data objectalteady contain geometry (in
VTK these are known specifically as datasets) can be mappectlgliinto the graphics
pipeline, as is often the case with scientific visualizatlata formats, a structured mesh
for example. Otherwise, it is necessary to use a filter thabls to convert the abstract
data into a collection of polygons, lines, and other graplpidmitives. The class vtk-
GraphToPolyData is a filter that takes a vtkGraph as inputgamerates a glyph at each
vertex position, and lines or poly-lines for the edges. lyna mapper converts the poly-
gon data to a format specific to the underlying graphics ptatf and the network can
then be represented within the graphics model, describdgeinext section. Execution
of the pipeline is triggered by a request for it to be rendefiéte generated data remains
in memory until either a new file is requested, or a new laydgrethm is selected by
the user, via CoronaScope’s graphical user interface (spadf6.Y for screen shots of
the user interface).
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6.2.1 Graphics Model

The graphics model in VTK is an abstraction layer that separthe underlying platform-
specific graphics application programming interface (ARiin the concerns of visual-
ization data. This decision is largely historical, sinceewh/TK was conceived there
were several competing graphics formats. Most objectsinvitie graphics model are
instantiated by static factory classes that transparg@ndlyide concrete instances of the
classes that support the underlying library. For now at)é&xsenGL is the predominant
platform used in scientific and information visualizatitrowever the layer of abstrac-
tion has allowed advances in hardware design and GPU progragrio be incorporated
into VTK without modifying the high-level visualization peline.

VTK uses a film production metaphor to describe the rendediRf Actorsrepresent
visual objects arranged in a scene witihts, and acamerato represent point of view
from which the scene is rendered. The geometry of an actopisged by amapperas
described in the previous section, and the actor itselfatngtpositioning, and possibly
colour and texture information. For CoronaScope, an ortgagc view on to a 2-D
plane was used, so that the camera remains above the plangngadown thez-axis.
Pan and zoom controls enabled the user to interactively nh@eamera in the,y (pan)
andz (zoom) directions only. Lighting for the scene was simiyldiked, using the single
default global light source. A vtkRenderer is responsiblenianaging the rendering of
all its actors, and a vtkRenderWindow represents a rectanguhdow or viewport in a
graphical user interface and can contain one or more rerglétées this combination that
presents that final view of the network, including removahifden objects by frustum
culling and rasterization.

Closely related to the render window is a vtkRenderWindowéd®r. This class pro-
vides interaction support by routing mouse, keyboard, wwdand timer events into
VTK'’s event handling mechanism. Event handling in VTK is é&®n the command/
observer design pattern, that defines a one-to-many depentetween objects so that
when an interaction event occurs, all registered obsearermsotified automatically. This
allows multiple observers to be added to the interactorratime, after which observers
respond to the events by running their associated commatitbcheA typical example
is the routing of mouse events to modify the camera posipooducing pan and zoom
interactions. The observer mechanism is organized on atgrimsis, and further pro-
cessing of events can be prevented so that, for example enxtioks can be intercepted
by an overlay layer and not passed on to the underlying plslagous picking opera-
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tions are possible, with hardware-based methods beingstastt providing only pixel
coordinates, whereas slower software methods such as stigg;eor the use of space-
dividing data structures, can be used to identify specifiora®r pieces of geometry.

6.3 The CoronaScope Application

Having described the VTK pipeline and graphics models, Huostiated a generic net-
work visualization pipeline, in this section | describe thevelopment of the Coro-
naScope software, a network visualization application pinavides basic network vi-

sualization tools, plus the new components that provideoocusupport for network

navigation. The navigation components are additionallpips, that do not affect the
existing graph visualization pipeline. Figurel6.3 showsvtibe new components are
branched from the graph layout step. Also shown is the cporedence with the infor-

mation visualization reference model [21], first introdd@e Chapte[P.

6.3.1 Landmarks Overlay

Landmark definitions are represented using vtkAnnotatayels, an existing VTK data
object type that stores layers of selections of verticexhEglection is a set of vertex
indices which can be used to accessxhecoordinate of the corresponding vertex from
the graph layout data. This creates an hierarchy: a set efdajayers of landmarks;
individual landmarks; and, vertices. There are no resbnston the membership of a
landmark so a vertex may be contained in more than one lakdi@amilarly landmarks
can be fully contained within landmarks to (potentiallygate an hierarchy of land-
marks. Additional indexed arrays store text labels, a isg&ative vertex, and colour
information.

Landmarks can be streamed in to the pipeline using an XMLd#eler, or added interac-
tively using the mouse to make a selection of vertices in te@achieved by observing
selection events generated by the render window. To pr@adseptual support for mak-
ing selections, a “rubber-band” bounding area is drawrctlirén to the renderer’s pixel
buffer. When a selection is made by the user, the set of veriscadded to the vtkAn-
notationLayers data as a new landmark. Two new filters wereldeed specifically for
this component of the project, described in the followingagaaphs, and illustrated in

Figurel6.4.
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Figure 6.3: Implementation model showing distinct pipesiior network representation
and navigation: the addition of the navigation tools leathes network visualization
pipeline unchanged. A branch is taken from the graph layadute which, along with
landmark definitions (sets of graph vertices) in the vtkAtationLayers data, form the
input for drawing the landmark and off-screen overlay reprgations. Pan and zoom
causes window events that change the scale and extent oietieso these events are
passed back in to the navigation pipeline to provide for taark scaling to guarantee a
minimum pixel size, and to enable off-screen landmarks tddiermined.



91

I |
vtkConvexHull2D | - - - ! vtkRenderer |
|
L ___.
T
1
1
\ 4
vtkAnnotationLayers
vtkGraph ——3| vtkGraphAnnotationLayersFilter ———) VtkPolyData

(Landmarks)

Figure 6.4: The constituent points of each landmark aregased by vtkConvexHull2D
to determine the convex hulls to draw. Information from tederer is used to determine
the current camera position so that landmarks are scaleatigdysthe requirement for
minimum pixel dimensions.

vtkConvexHull2D generates a polygon that is the convex hull of a set of inpunto
A second input from the renderer provides the current cap@saion, so that minimum
polygon dimensions can be calculated in pixels, ensuriagttie landmark is a constant
size regardless of the current scale (zoom level). The fatexplicitly invalidated in
response to camera-move events with the result that thenlarkd are recalculated the
next time an update request is received, typically the render frame.

vtkGraphAnnotationLayersFilter  takes the data from vtkAnnotationLayers plus the
output of the graph layout filter to draw polygons that forra tdonvex hull of each land-
mark. The filter takes the vertex indices from each landmatke vtkAnnotationLayers
and looks up their points from the graph layout data. Thiso$@ints is then passed
to the convex hull routine described in the previous panagrd he output of this filter

is polygon data of the set of convex hulls that representahdrharks which finally, is
added to the renderer along with the network representation

Since both the new filters must respond to events generatedponse to camera move-
ments, any delay in re-execution of the pipeline could canseaterruption to rendering,
leading to a reduction in responsiveness. In the pipelinéalh@ny one filter that needs
to be updated causes all the filters between it and the sinlsdore-execute. For this
reason it was beneficial to ensure that these particulaisfitere not only very efficient,
but also positioned close to their sink, minimizing the tiraguired to bring the pipeline
up to date. In this way, coupled with the relatively small fnemof landmarks, delays in
rendering are avoided.
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6.3.2 CoronaScope Overlay Widget

The CoronaScope overlay refers to the navigation componepoped in Chaptdrl 4
that provides a representation of off-screen landmarkisinvihe view. While window
events can be used to trigger changes of view point to prodaneand zoom effects,
users may also wish to interact with the scene in more compésss. For this purpose
VTK provides a “widget” API that allows an interactive medism to be supported by
a visual representation so the user can control the operdtioexample manipulating
a bounding box around a 3-D volume rendering. The widget AHhplemented in two
parts that separate interaction and changes to the scendéifeagraphical representation
of the widget. In Figure 615 for example, the vtkFlightMagsponsible for animating the
camera is part of interaction, while the vtkDiskSourceBgktorSource filters provide
the graphical objects used to create proxies and the bezel.

vtkCoronaScopeWidget was developed as a widget that is rendered int@thphics
overlay plane The overlay plane is defined in display coordinates and\aveppears
above the main scene. The overlay plane can be thought ofragdtéached to the cam-
era so that changes to the camera position do not affect ffesaggnce of the overlay, in
this case the bezel and centre mark of the CoronaScope oventeyn fixed in position.
Calculating and drawing the proxies is more complicated;esiihiey must respond to
changes in the view. This is achieved by observing pan anchawents, which triggers
the calculation of which landmarks are currently off-seraad their distance: these val-
ues are used to determine the position of proxies and lerfgtieaistance indicators.
vtkDiskSource and vtkSectorSource are filters that geaedrasic geometrical shapes
according to given parameters. Each proxy is created byralpg two sectors and the
set of proxies forms one polygon data output. The bezel antteeenark are formed
from disks, and combined in a second output.

The CoronaScope design requires that hovering over a praxgesahat proxy to be
highlighted and its text label to be displayed. VTK providesumber of picking meth-
ods and which to use is a trade-off between speed and thedeabktraction at which
the picked object is identified:

e hardware picking is fastest and returns only the pixel coaite from the window;

e ray casting is an approximate method carried out in softvilaat can return a
reference to a specific vtkActor; and,



93

o |
vtkFlightMap ' vtkRenderer I
|
|
L
1 1
1 1
1 1
1 1
4
vtkAnnotationLayers > 3 vtkPolyData
vtkGraph — 3| vtkCoronaScopeWidget (Bezel)
—>» vikPolyData
A A (Proxies)
1 1
1
vtkDiskSource vtkSectorSource

Figure 6.5: The CoronaScope widget generates the bezel atrd cgarks from two disk
sources. The presence and location of each proxy is detedniiom the locations of
landmarks and the extent of the currently rendered viem #aeh proxy item is formed
by combining two sectors.

e space-dividing data structures take longer to compute duiaccurately pick in-
dividual primitives in geometric data.

Note that the entire CoronaScope widget is represented Imgbkesictor and each proxy
contains many points and cells. This turned out to be a pnofds none of these methods
can return item-level information about which proxy waskeid, that is, the index into
the vtkAnnotationLayers data structure: the informatieeded is lost when the data is
encoded as geometry. A simple solution in this case was twete an array containing
text labels with the points and polygons when the proxieeaceded, effectively adding
a large amount of redundant data to ensure its availabaltgr in the pipeline.

Highlighting the selected proxy was a greater challengeesagain, the item-level infor-
mation about the proxy itself is not available. In this cageen a picked cell index, and
hence the index of the landmark it referred to, it was theressary to identify all the
cells in the geometry data of the proxies with the same lamkimdex. Having identified
all the geometry which belongs to the selected proxy, theoalsvchoice of temporar-
ily changing the colour associated with it would require timglerlying landmark data
to be changed, and consequently would cause that sectitre @igualization pipeline
to be recalculated. The approach taken instead was to drascad semi-transparent
proxy shape over the selected proxy so that when combineeffinet is to increase the
intensity of the colour. Clearly none of these approacheseatable due to the linear
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searches involved and the computational expense of pigjengetric primitives.

The problems of obtaining item-level information about tiveerlying data from the
geometrical data in later stages of the visualization pieeteem to be a limitation of
the VTK model. Since scientific visualization is generalgncerned with continuous
spaces that are interpolated, there is often no connecétwelen a particular location
in the view and a specific value from the underlying data sdttha time of writing,
a new information visualization API is being created for V&t is similar to a scene
graph, with lightweight items that represent individuasval data items’. This new API
may well have been a better choice for the highly responsiaction required in the
CoronaScope application.

vtkFlightMapFilter  is a graph algorithm that adds edge weights to the input graph
data. CoronaScope uses this when the user has selected atprdetermine a route
along which to move the camera, as described in Chapter 4. @®moate has been
selected the path is first smoothed using Kochanek splinagaid jerky camera move-
ments. The animation is achieved using a timer callbaclkethett time it is called, moves
the camera to the next position. The path is stored so thatdkecan revisit the route
using arrow key presses.

6.3.3 Desktop User Interface Integration

Qt is a cross-platform desktop application developmenmhéaork with an extensive
graphical user interface (GUI) moduE34]. Coupling Qt WK allows desktop-style
widgets to be used to display and edit data, while benefitiogn fVTK’s visualization
capabilities. A class is provided that wraps a vtkRenderWiwna a Qt widget for
display, and synchronizes event mechanisms between tHeameworks. A key benefit
of this approach is the ability to change parameters on VTiKré| or even reconfigure
the pipeline during run-time. For example, a combo-boxs kesich of the available graph
layout algorithms. When a new layout is selected by the useevant is fired that
ultimately causes the current graph layout strategy to pkaced with the new choice.
Doing so invalidates the data flow in the pipeline so that & time rendering triggers
an update request, the graph layout will be recalculatetbie new filter.

In the case of the list of layout algorithms described in thevipus example, being
a small amount of static data it is a simple matter to harcedbe possible choices.
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Figure 6.6: The model/view architecture as implementedtiprQvides a clear separa-
tion of concerns between managing data and updating thé&agisp model communi-
cates with a data source and presents a standard interfaoenfmnents that provide a
view. The view obtains data via the model, and individuabdsgms are rendered by a
delegate object. Changes to the model are signalled to #dteegd views.

To maintain a table-view of current landmarks is more inedlyvsince the data can be
changed in several places: loading a new XML file via the ustrface; editing the
values using the table-view in Qt itself; and, interactviey making a vertex selection
within VTK. For this situation Qt provides a model/view atteltture to separate the data
model from the view (see Figute 6.6). The benefit of this decliire is that changes to
the underlying VTK data object are automatically reflectedhie data model and any
attached view is automatically updated to display the ndweg Similarly, changes to
the model by editing values in the table view are passed gireéo the underlying data
object, causing the navigation pipelines to be updatedurEig.T contains screen shots
of the table of landmarks, and other GUI components usedrttv@dCoronaScope.

6.4 Summary

The rationale for choosing the Visualization Tool Kit as aformation visualization
development framework for this thesis was that it allowesl thpid construction of a
generic network visualization pipeline that could be breet; with the advantage that
additional navigation support could be provided as a dis{ipeline. From the user’s
point of view, such tools can be easily incorporated in thein visualization designs by
composing pipelines from the required components. | desdrthe implementation of
several new VTK filters, and those that were used to creatatitknarks overlay have
since been incorporated in the public release of the VTKakr
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Some of the assumptions implicit in the pipeline designt a&s originally intended for
scientific visualization led to difficulties, particulariiye need to identify item-level data
during picking. Otherwise, the modular design provided ynahthe facilities needed
for this project, for example the network visualization glipe, interaction and event
handling mechanisms, and integration with Qt. The new sgeaph API being devel-
oped for VTK may prove to be a superior choice for future infation visualization
applications, none the less the final result was the devedapiof a fully operational
network visualization tool.
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Chapter 7
Conclusion

In this final chapter | summarize the problem of network nati@n, reflect on the
strengths and limitations of the cognitive theory-basegragach, and the resulting de-
sign of an overlay of landmarks. In conclusion, | offer someommendations for future
directions arising from this work.

7.1 Network Navigation

Information visualization supporexploratory analysisf relational data by allowing the
user to interactively reconfigure and refine the vieweAworkis a visual representation
of a graph that is particularly effective for understanduaghs formed by sequences of
nodes and edges, andvigationis the act of selecting and following such paths. There
are cognitive costs incurred during navigation, partly thuéhe potential confusion aris-
ing from false nodes that appear where two distinct edgesscrilso, the limitations of
display dimensions and resolution with respect to increggilarge networks mean that
visual clutter is inevitable, with the potential for useostiecome lost in “desert fog”.
To counter this problem, pan and zoom allows the user to athasview, zooming in
to read the fine details of nodes and edges, and zooming ouidirstand these local
features within the global context, though doing so enthsadditional cognitive costs
of maintaining object-association during movements. €lwsts add up to form a “gulf
of evaluation” in comprehending the network, and a “gulf ofrhation” whereby the
information needed to form conceptual goals, for exampleeme do | go next?”, is not
available, leading to task breakdown.



100

7.2 Theory and Approach

Inspired by MacEachren’s multi-level, multi-disciplinp@oach to a theory of map com-
prehension | set out theories and evidence related to thpredransion of networks from
various points of view:

perceptual concerns included models of visual attention, and empisicadies of low-
level path-following tasks;

cognitive models of graph and map comprehension, and theories ohaltespresenta-
tions (schemata); and,

semantic attributes of networks induced by layout algorithms basegdwrely topolog-
ical data.

Synthesizing these concepts with models of informationaligation | highlighted the
need forcongruence a logical organization of the display that reflects the expea
structure of the user’s internal representation. This besoparticularly relevant in the
case of networks where graph layout algorithms based orldgpmptimize the aes-
thetic appearance of the network, often failing to accoantté semantic content. Like
Agrawala and Stolte’s route-map systelE] [2], visualizatlesigns should be based on
an understanding of the systematic distortions in the siseeéntal map of an environ-
ment. This led me to establish a link between the internatggses used in real-world
navigation, and those we might expect to be employed durwgyation of a network.

7.3 An Overlay of Landmarks

Landmarkswere proposed as a means of providing a framework of navigatfer-
ences, just as they do in both urban, and virtual environsaémtefined a landmark in a
network as a meaningful subgraph representing a functiomnain the semantic domain
of the data, and proposed a set of guidelines for selectidglapicting landmarks. The
aim was to provide a set of visual references that are avaithboughout scale-space,
by setting a minimum size regardless of scale, and throuigbcogen visualization. Be-
cause the landmarks provide semantic information ratlaer therely acting as structural
markers, they promote congruence by acting as a high-leveastic overview of the
network. The framework of landmarks enabled the provisibeome support for the
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specific key tasks dbllowing long paths in scale-spaesing an edge-based animated
pan and zoom, anevisiting, an essential component of exploration tasks.

The proposed new designs for overlaid navigational togbpstt were implemented in
a desktop application, built on a pipeline-based framewadike framework was origi-
nally designed specifically for scientific visualizatiort later adapted with new features
to support information visualization data types. The agstion implicit in the pipeline
model that the final view is an interpolated space led to dilfiies in identifying item-
level data during picking. However, a fully functional pottpe application was suc-
cessfully produced by working round the problem, made btes$iy the relatively small
number of landmarks. Two of the new components now form fahepublic release
of the Visualization Tool Kit, and acceptance by a user comitgus one way in which
a design can be vaIidateJﬂSS].

7.4 Looking Back

During analysis of the new designs some strengths and tioniawere identified. Due
to the semantic dimension of the explicit landmarks they edrately provided a general
overview of the network, indicating some recognizable ez, potentially extending
beyond individual nodes to functional subgraphs or mot#sth careful use of shape,
colour, and transparency it was possible to create additiosual levelswithout obfus-
cating the primary network representation. The creatiovigfal levels relied here on
transparency, and could benefit from a perception-basegdaaency measure since dif-
ferent hues produced vary levels of intensity for the samel lef opacity. The concept
of visual levels rarely features in the information visaation literature, though efficient
deployment of visual attention is key to achieving efficiera cartography visual levels
are exploited to produce information-dense displays, hisdcould become particularly
relevant as display densities increase.

The design of an off-screen visualization to provide glomabreness of landmarks
throughout scale-space was more complicated, due to tltatioms in our understand-
ing of how users reason about off-screen space. The impkat@an described in this
thesis was predicated on models of real-world navigatiowl, \&hile theories of how
schemata visualization evolve from a more general nawigachema are evidence of
a connection between the two domains, there are also somécagt differences. Not
least is that viewing a network is not embodied in the same tay moving in the
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real world, or even a 3-D virtual environment, being more likading a map: a scaled
representation of some ‘other’ place.

Although some specific navigation task support was dematestr(path-following and

revisiting), many parts of the design would be challengogalidate empirically, due to

the expectation that users have some network visualizatipertise, knowledge about
the data domain, and because many of the expected benefithafiaed navigational

knowledge may require the development of longer-term mgsiouctures that take time
to develop, potentially over multiple analysis sessions.

7.5 Looking Forward

Being predicated on cognitive theories the work here indatat lack of understanding
of the user’s internal representation, and the exact indtion required to support navi-
gation tasks in any one moment. Models of salience are icgritly tailored to network
representation, and perceptual evidence from networkstiseies is limited. These limi-
tations suggest a need to investigate network comprehehstdo go beyond short-term,
localized path-following tasks, and instances of domaieesfic applications. The multi-
level approach (low-level vision, cognitive theories, $&tins) to map comprehension
espoused by MacEachreB[?S] combines theories of low-leg&bn, comprehension,
and semiotics: a similar approach to a unified model of ndkvmawvigation would be
a positive step. Particularly useful would be a functionaldel of salience, to predict
how visual attention is deployed during network navigatiorked with a model of net-
work features (nodes, edges, subgraphs) as they appeaterspace. One possibility is
that groups of landmarks may form a hierarchy, as noted iti®@€4.2.2.2. The initial
selection of landmarks is crucial, and | presented someefjois, but the methods sug-
gested often require a great deal of work ‘up-front’ to idigrthe appropriate technique.
To overcome this problem CoronaScope would benefit from thensated selection of
landmarks, based on the models just described.

A dimension of landmarks not explored in this thesis waditife, as the aim was to
guarantee a stable set of visual references. However,glanimated or manual pan
and zoom operations for example, it may be helpful to proteseporary landmarks to
assist with sub-tasks. While manual annotation is a stepsmtitection, as implemented
it was not easy to create and manage temporary landmarkssagpinesented a break
in the primary activity. A more analysis-focussed approéstich as Shrinivasan and
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van Wijk's “knowledge view” M]), indicating search rdsuin-situ by for example,
matching motifs, or attribute-based filtering, could extehe ideas presented in this
thesis to a wider range of tasks.

In summary, separation of navigation concerns from thoseejpfesentation has been
beneficial in recognizing the limitations of topology-bd$ayout algorithms, leading to
consideration of the navigation task with respect to boghappearance of networks in
scale-space, and the user’s internal model of that spaceongaing challenge is the
development of a deeper understanding of both externalrdachal representations, to
reduce the gulfs of evaluation and formation, and improvegcoeence.
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