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[bookmark: _Toc365230473][bookmark: _Toc365550543]Abstract
  Multiobjective genetic programming (MOGP) is a powerful evolutionary algorithm that requires no human pre-fixed model sets to handle regression and classification problems in the machine learning area. We aim to improve the model generalisation of MOGP in both regression and classification tasks. The work in this thesis has three main contributions.
  First, we propose replacing the division operator used in genetic programming with an analytic quotient (AQ) operator in regression to systematically achieve lower mean squared error due principally to removing the discontinuities or singularities caused by conventional protected or unprotected division. Further, this AQ operator is differentiable. 
  Second, we propose using Tikhonov regularisation, in conjunction with node count (using an extension of Pareto comparison from vectors to tuples) as a general complexity measure in MOGP. We demonstrate that employing this general complexity yields mean squared test error measures over a range of regression problems which are typically superior to those from conventional node count. We further analysed the reason why our new method outperforms the conventional complexity measure and conclude that it forms a decision mechanism which balances both syntactic and semantic information.
  Third, we propose using a loss measure complementary to Vapnik's statistical learning theory, which can effectively stabilise classifiers trained by MOGP. We demonstrate that this loss measure has a number of attractive properties and has a better correlation with generalisation error compared to 0/1 loss, so that better generalisation performance is achievable. 


[bookmark: _Toc365230170][bookmark: _Toc365230474][bookmark: _Toc365550544]Chapter 1 Introduction

  In this thesis, we are pursuing enhancement in model generalisation of multiobjective genetic programming. We aim to apply a variety of learning theories that yield lower test error, namely better generalisation, for the models evolved by multiobjective genetic programming (MOGP) which is an advanced evolutionary methodology widely applied in the machine learning area. Underpinned by solid mathematical theories as well as carefully-designed statistical assessment, we demonstrate that we have achieved statistically significant improvement in solving both regression and classification problems by MOGP.

[bookmark: _Toc365230171][bookmark: _Toc365230475][bookmark: _Toc365550545]1.1 Background
  The empirical modelling of data [1] has wide applications in science, engineering, commerce and other related areas. It aims to search for a function  that represents the empirical observations.
  (1.1)
For instance, given some samples of  training data, a subset  taken from an -dimensional measurement space assumed drawn from a stationary distribution:
  (1.2)
it is a regression modelling problem for , whereas the alternative representation of  alters it to classification.
  One of the key issues in empirical data fitting is model selection, determining which structural model form gives the most reliable predictions. During the empirical learning (modelling) process that minimises the empirical error, too simple a model will fail to capture the variability in the data, hence underfit the training data with large empirical training error (over a training set) and produce large test error (over a test set). Comparatively, too complex a model will display spurious variability and lead to overfitting that produces large error for the future prediction (test error or generalisation error) despite the small training error obtained. Bishop [2] shows a nice example of this dilemma in terms of polynomial functions. To cope with this issue, regularisation is a commonly-used general approach where a data analyst seeks the model with the lowest value of:
  (1.3)
where  is the regularisation constant and "Complexity" is some measure of the model complexity that is used to penalise complex models. 
  To quantitatively measure the complexity with a solid mathematical foundation,
Tikhonov [3] proposed regularisation as a general smoothness measure for an -times differentiable function defined in the Sobolev space , minimising which (factorised by ) accompanied with empirical error yields lower expected risk for future predictions, namely the test error over an unseen dataset. Vapnik [4] used a structural risk minimisation (SRM) framework and interpreted the "complexity" as a probabilistic uncertainty based on the Vapnik-Chervonenkis (VC)-dimension [4], which, essentially, is an upper bound on a measure of complexity. Minimising the sum of the empirical error and factorised "risk" upper bound also yields lower risk on future predictions. In essence, the general regularisation framework that minimises empirical error and a penalty term simultaneously conforms to the principle of parsimony, or Occam's razor [5]. Having been employed in many algorithms, both theories are widely applied and actively studied in the machine learning area [6-10]. In image processing, for instance, the  norm (n is commonly up to 2), which is just a special case of Tikhonov's regularisation, is commonly used as a penalty term to enhance generalisation performance [11-13]. In pattern recognition, the powerful support vector machine (SVM) learning algorithm [4] is developed from Vapnik's statistical learning theory and achieves success in various applications [14-16]. Nevertheless, there are still shortcomings in the existing methods. On the one hand, conventional learning algorithms commonly require human analysts (or somehow empirically) to determine a pre-fixed model set, either linear or non-linear. e.g., the highest order of a polynomial, or more generally a pre-fixed length of a series expansion. On the other hand, the SVM essentially works on linear models although the non-linear models can be obtained by non-linearly mapping the feature space into kernel space where the linear model is used.
  Genetic programming [17] as an advanced evolutionary algorithm based on syntax trees has little requirement in terms of a pre-fixed model set, hence needs little prior information on model sets and provides a large set of models to search, including both linear and non-linear models. With all these advantages, genetic programming has proved a valuable and flexible technique for a range of machine learning problems [18-23]. 
  There are numbers of methods in the GP literature that explicitly or implicitly employ the "general" regularisation framework guided by the parsimony principle or Occam's Razor. Explicitly, a typical example is that of Rissanen [24] who introduced the Minimum Description Length (MDL) as a computable form of Kolmogorov complexity and this was applied to GP by Iba et al. [25] who followed the regularisation framework to minimise a single objective that sums the empirical error and complexity. However, Iba et al. obtained the neutral results.
  Multiobjective genetic programming [26] optimises multiple objectives simultaneously via Pareto dominance (although there are cases using non-Pareto methods [27]) and evolves a set of non-dominated individuals. The implicit application of regularisation framework is to consider empirical error and complexity as competing objectives; minimising them simultaneously is effectively minimising the weighted sum to identify the trade-off between error and complexity. The most commonly used complexity measure is the node count of the tree [26]. Despite that node count only concerns structural size and is heedless of semantic complexity or syntactic redundancy, it achieves success in both regression and classification problems [28, 29] due to its simplicity. There are other complexity measures [30, 31], neither of which has shown significantly improved results, or have fundamental technical flaws; details will be given in Chapter 2.
  Further we can see that those authors have proposed "some" complexity measure and expected better results mainly based on the parsimony principle or Occam's razor. Tikhonov regularisation or Vapnik's statistical learning theory have solid mathematical foundations that prove lower generalisation error is expected. (Details will be discussed based on the literature in Chapter 2)
  As far as we have seen, there are difficulties in employing Tikhonov's and Vapnik's theories to genetic programming. To use Tikhonov regularisation, an -times differentiable function is required and GP does not necessarily always generate differentiable function. e.g., a discontinuity is observed [32] in evolved GP trees. Secondly, the SRM framework cannot be used in GP due to the fundamental difference in model syntax. The SVM essentially works only on linear function sets and is difficult to apply to evolved GP trees that commonly are nonlinear.
  To cope with these difficulties, we firstly motivate generating analytic trees by fundamentally removing discontinuities so that Tikhonov regularisation can be calculated and minimised in the evolutionary process. Vapnik has also presented vicinal risk minimisation (VRM) [4], a loss framework complementary to SRM; in some cases VRM and more conventional SRM approaches can be shown to yield identical results [4]. There is no fundamental difficulty in replacing the conventional 0/1 loss minimisation by the new risk minimisation in the GP process.

[bookmark: _Toc365230172][bookmark: _Toc365230476][bookmark: _Toc365550546]1.2 Research Perspective
  In this thesis, we focus on properly employing learning theories in genetic programming to achieve enhancement in regression and classification problems, respectively. A detailed study of both learning theories and genetic programming methodology is carried out to illustrate the difficulty in merging them, as well as the limits of existing methods. We motivate our methods theoretically to cope with these issues and the expected enhancement is supported by statistical tests.

[bookmark: _Toc365230173][bookmark: _Toc365230477][bookmark: _Toc365550547]1.3 Overview and Contributions
  The remainder of the thesis is organised as follows.
  In Chapter 2, we present a literature review that covers model generalisation, and genetic programming related to this study. For the model generalisation literature, we review the advantages and shortcomings of applying a variety of learning theories to regression and classification problems. We then review the GP literature, mainly on the application of different complexity measures and relevant issues. We end this chapter with a summary and motivations for the new methods in this thesis.
  In Chapter 3, we present our first main contribution – replacing the conventional (UN) protected division in GP by an analytic quotient operator. We demonstrate that this new operator systematically yields significantly lower best test error in regression problems by fundamentally removing the discontinuity (or singularity) produced by the (un)protected division operator. We demonstrate that this analytic quotient operator better correlates training and test error without losing expressive power. Further, this operator is analytic, unlike (un)protected division, so we can further apply regularisation to arbitrarily generated trees.
  In Chapter 4, we describe our second main contribution by motivating the use of Tikhonov regularisation in MOGP. We propose using Tikhonov regularisation in conjunction with node count as a general complexity measure in regression problems. We further extend Pareto dominance from vectors to tuples so as to smoothly apply Tikhonov regularisation by coping with diversity issues in MOGP. We demonstrate that employing this general complexity typically yields superior best test error over a range of regression test problems to those from conventional node count. We further analyse the reasons of the superior results and conclude that the new method forms a mechanism that balances both syntactic and semantic information.
  In Chapter 5, the third main contribution is described by proposing and motivating the use of Vapnik's vicinal risk minimisation (VRM) for training genetic programming classifiers. Besides a number of attractive properties, we have demonstrated that VRM has a better correlation with generalisation error compared to 0/1 loss so is more likely to lead to better generalisation performance, in general. We further demonstrate that VRM yields consistently superior generalisation error compared to 0/1 loss by statistical tests over a range of real and synthetic classification problems. To extend the applicability of our new method by removing or simplifying the cross-validation process, we empirically estimate the superiority for pre-fixed values of the tunable parameter by statistical tests and produce evidence to support it.
  In Chapter 6, we state the conclusions, summarise the results obtained throughout the thesis, and suggest improvements for future research.


[bookmark: _Toc365230174][bookmark: _Toc365230478][bookmark: _Toc365550548]Chapter 2 Literature Review

  In this chapter, we review in detail the associated literature on model generalisation learning theories and genetic programming, on which we have principally based our new methods in this thesis. We will mainly review Tikhonov’s regularisation and Vapnik’s statistical learning theories – two famous regularisation learning theories, as well as other model generalisation principles in the machine learning area. We then review genetic programming and include details of justifications for the methodology being used, or issues that need to be solved in this thesis. We then summarise the reviews and motivations for our new methods.

[bookmark: _Toc365230175][bookmark: _Toc365230479][bookmark: _Toc365550549]2.1 Model Generalisation
[bookmark: _Toc365230176][bookmark: _Toc365230480][bookmark: _Toc365550550]2.1.1 Tikhonov Regularisation and Ill-posed Problems
  Tikhonov is one of the earliest researchers in the field of ill-posed problems to successfully give a precise mathematical definition of ‘approximate solutions’ for general classes of such problems, and construct ‘optimal’ solutions [3]. From a mathematical point of view, ill-posed problems are in contrast to well-posed problems. For the problem of determining the solution,  in the space  from the “initial data”,  in the space  has to satisfy the following conditions to be considered a well-posed problem.
	i) For every element , there exists a solution  in the space .
	ii) The solution is unique.
	iii) The problem is stable (continuous [33]) on the spaces ().
Problems which do not satisfy any of these conditions are said to be ill-posed.
  Based on the definition, regression and classification are both ill-posed problems since a solution using a finite set of training patterns – a partial observation of the whole problem [34] – is not unique without further constraint. We illustrate in Fig. 2.1 (a and b) that the “solution” models for a training set (shown by open circles) is usually an infinite set of functions rather than unique.
[image: ]
(a)

[image: ] 
(b)
Fig. 2.1 Examples of non-unique solutions to typical machine learning problems. (a) regression problems and (b) classification problems.

In Fig. 2.1(a), we have shown that there is an infinite number of functions perfectly fitting the finite training set in regression problems, giving zero mean squared error. Over this infinite function set, the original training dataset cannot be used to prefer functions from one to another. Tikhonov regularisation provides further justification by imposing a smoothness prior to be additive to empirical mean squared error to justify expected risk among arbitrary functions. Fig. 2.1 (b) shows a similar example for separable classification problems that further information is required to distinguish classifiers with zero misclassification error. Tikhonov regularisation is a quantitative measure of smoothness (complexity) of a model that can be applied to select models with lower generalisation error.
  Chen and Haykin [33] have reviewed Tikhonov’s regularisation theory in detail as well as related it to Occam’s razor, the MDL principle, Bayesian theory, etc. The expected risk is decomposed into two terms: the empirical risk function and the regularised risk function.

To mathematically quantify the smoothness of a given function, Tikhonov regularisation is defined by the Sobolev norm operator in the Sobolev space :

where  is the order of the regulariser and  is the norm. Varying  defines different smoothness functions. When , Sobolev space reduces to a Hilbert space and eqn (2.2) reduces to:

  For a regression problem, as long as the model  is up to  order differentiable, we could use equation (eqn) (2.2) or (2.3) to calculate the  order regulariser that measures the smoothness. For those non-differentiable functions, we could only possibly calculate their  order regulariser, although whether the integral exists depends on the function itself. The following presents three cases of non-differentiable functions. The  order regulariser for the first two functions can be computed while the integral for the third one is divergent, hence the regulariser does not exist. The three non-differentiable functions are listed as follows:
 	 	 , (continuous, non-differentiable, integrable)
		 ,            (discontinuous, integrable)
		 ,      (discontinuous, non-integrable)
The third function listed above is a typical case in genetic programming when protected division is applied [17]. It implies that the functions with this type of discontinuity are highly unstable in terms of expected risk since the integral does not even converge. In practice, it is more convenient to have an analytic function set as a candidate to employ Tikhonov regularisation. There are successful applications of the regularisation theory. Wahba [35] used the special case  to successfully smooth splines. Giustolisi and Savic [36] effectively minimised the number of non-zero coefficients as one objective in their multiobjective genetic algorithm system, which essentially employs a form of  norm – the special case of a regulariser defined in  space. A solid mathematical foundation and successful examples suggest its potential in wider application.

[bookmark: _Toc365230177][bookmark: _Toc365230481][bookmark: _Toc365550551]2.1.2 Statistical Learning Theory and Risk Minimisation
  Vapnik introduced statistical learning theory to solve machine learning problems by minimising the expected risk measures of the loss  between the supervised response  and the response  from learning machine with a given input  [37]. The risk function is given by:

Vapnik then established a probabilistic upper bound for the generalisation based on the Vapnik-Chervonenkis (VC) dimension [4], which is a capacity metric of the function set (learning machine). More specifically, such an upper bound depends on the loss function .

i) Classification and Vicinal Risk Minimisation (VRM)
  In classification problems, the loss  commonly measures the difference between the state of the nature – y and the indicated class , which is commonly a non-negative function and bounded by unity. For a totally bounded non-negative function [4], a risk function, 

where  is the bound on the loss function, commonly unity if 0/1 loss is applied to assess the generalisation error, and  is determined by:

Note that  is the VC-dimension,  is the number of the training patterns and  is the probability such that the inequality (2.5) holds at least with probability .
  As indicated by the inequality (2.5), given constant , l and , the second term on the right-hand side is a function of the VC-dimension h. This term is a confidence level on the upper-bound of the difference between the empirical error and the expected risk, namely the true error [38]. In other words, the variability between the true error and the empirical error is positively correlated with h for a given training set. The larger the VC-dimension, the higher the uncertainty on the empirical error. Further, the size of the training set is another variable as the uncertainty is a monotonically decreasing function of . In other words, a large quotient (large training set and simpler models) yields small uncertainty, leading to an empirical error that well approximates the true error. The significance of statistical learning theory is that it gives a quantitative evaluation of uncertainty for the "ill-posed" problem. Informally, it quantifies “how ill-posed”.
  The explicit upper bound provides convenient foundation for further development and application. Byun and Lee [39] have surveyed the application of support-vector machine (SVM) for pattern recognition, and the great success of using Vapnik's theory in real problems. Especially, the SVM algorithm dominates the classification area due to its simplicity and effective performance. Strictly speaking, maximising margins in an SVM also employs structural risk minimisation (SRM) since a larger-margin function set is a subset with smaller VC-dimension given the whole function set contains arbitrary (linear) functions. Vapnik also proved that the optimal classifier (with largest margin) is unique [40]. An SVM only concerns linear classifiers in either feature space or the nonlinearly-transformed kernel space. The nonlinearity (in the feature space) of the classifiers trained by SVM is dependent on the kernel function, so it is not possible to obtain arbitrarily nonlinear classifiers using SVM. This is a limitation of SVM due to the fact that nonlinear problems are commonly encountered in real applications. The reason why SVM almost invariably uses linear functions is that the VC-dimension is not easy to obtain for an arbitrary function set, but for the linear function set it is proved to be , where  is the VC-dimension and  is the input dimensionality. There are known VC-dimensions or bounds for particular function sets [38]. The difficulty in directly applying VC-dimension-based algorithms to a general function set is fundamental.
  Complementary to statistical learning theory, Vapnik further introduced vicinal risk minimisation (VRM) so as to establish a novel classification loss that stabilises the decision hyperplane while being independent of the model function set. In other words, vicinal risk can be universally applied to any algorithm with any function sets. To reconsider the equation (2.4), Vapnik assumes that the (unknown) data distribution is locally 'smooth' in which case  can be approximated by placing a vicinity function on each training datum – this procedure is equivalent to interpolation or using a Gaussian Parzen window density 
estimator [4]. The predictive risk is given by:


where  is the Heaviside step function and  is a Gaussian Parzen window centred on each training datum with variance .
Chapelle et al. [41] reported that by choosing  heuristically, superior results were obtained compared to conventional 0/1 loss in a range of problems using linear classifiers. We noticed that the merit of VRM is that, unlike SVM that is derived from a constant VC-dimension for a linear function, it is a risk measure independent to the form of classifiers; hence, there is no fundamental difficulty in application for arbitrary learning algorithms.

ii) Regression and Structural Risk Minimisation
  In regression problems, the loss is usually measured by mean squared error (MSE), ranging from 0 to infinity. Thus, the loss being unbounded non-negative function cannot yield an inequality of type (2.5) without additional information about the loss function set [4]. The upper bound in a different form is obtained as:

where

Note that for ,  is determined by (2.6),  and  is the supremum (upper bound) of  where . As Vapnik mentioned in [4], Cherkassky also illustrated that the bound (2.9) cannot be further optimised in theory due to the lack of knowledge of the bound of the true function and the additive noise [38].
  Although the general upper bound for a regression problem cannot be explicitly quantified, the practical minimisation process can still be guided by the structural risk minimisation (SRM) inductive learning principle. For a given learning machine, say, polynomial , where  is the parameter, consider the structure:

where  is the  nested subset of the functions  such that , hence  (where  is the VC-dimension);  is a given constant.
The minimisation task is formed by:

where  is a given constant.
  This is a similar form to regularisation theory although measuring the complexity differently. SRM can be applied to any model, e.g., classifiers, as long as the complexity measure is based on the VC-dimension. Hence, it can be applied more generally than regression problems.

[bookmark: _Toc365230178][bookmark: _Toc365230482][bookmark: _Toc365550552]2.1.3 Comparison of the Two Theories
  Both theories aim to minimise the expected risk by considering the empirical error and a complexity term, see (2.1) (2.5) and (2.12). They utilise a priori constant (or more in variant SVM algorithms) to factorise the complexity (differently defined by norm or based on VC-dimension) so as to exhibit a trade-off between empirical error and complexity. The priori constant is commonly determined by cross-validation.
  Both theories express their "complexity measure" in very different ways mathematically although both are solid, as has been proved [3] [40]. Tikhonov's regularisation is very straightforward. He has precisely quantified the complexity measure to minimise by Sobolev's norm, whereas Vapnik's method appears more indirect. Vapnik, standing on a statistical point of view, has proposed SRM to minimise the VC-dimension of the subset of functions so as to minimise the upper bound of the uncertainty added to the empirical error. Moreover, Vapnik quantitatively illustrated how well the empirical error can predict the generalisation error in (2.5) and (2.9) based on the VC-dimension. Even though eqn (2.9) cannot provide an optimal bound for regression problems, it is suggested by Vapnik that from (2.5),  is typically where the uncertainty is not small enough to ignore [4]. Informally, this is a quantitative answer to "how ill-posed" the problem is.
  Since there are many differences in principle, their applicability differs as well. Tikhonov's regularisation favours models with differentiability. In classification problems, the discriminant can be disjoint hyperplanes (as the examples given in section 2.2.2) where regularisation is hard to apply while in regression, problems like model selection using a polynomial is where regularisation is applicable. In contrast, Vapnik's SRM is based on VC-dimension and is hard to apply other than in specific cases like polynomial model selection. Models generated by GP trees are unconstrained in syntax, hence cannot be formulated so as to apply SRM. In regression problems, Tikhonov's regularisation has the fundamental advantage of applicability to general models, e.g., evolved trees in GP, as Vapnik's statistical learning theory has no optimal bound. The dominant algorithm for classification derived from SRM is the support-vector machine. By using a non-linear (although unknown) kernel function, a maximum margin linear discriminant in kernel space can still successfully be constructed giving a non-linear classifier in feature space. Hence SVM can be successfully applied in the classification area. However, the discriminant function set is still constrained by the "linearity" in kernel space and the fixed (although unknown) kernel function. The main difficulty to apply SRM to a general discriminant function set, e.g., GP trees, is again that there is no trivial way to estimate their VC-dimensions. The only feasible method to apply in GP is VRM that replaces the conventional 0/1 loss by vicinal risk. The mathematical justification for VRM is solid [4] while the application in GP is also straightforward.
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i) Bias-Variance Dilemma
  The bias-variance decomposition was originally derived for squared loss [42]. The expected test error over all training sets  can be rewritten into the following:

where  is the generated model from training set ,  is the true (but unknown) function and  denotes the expectation operator. The first term in the right-hand side is the bias (squared) and the second term is the variance. In order to minimise the generalisation error, we need to minimise the bias and variance simultaneously. It is more difficult to explicitly formulate the decomposition of bias and variance in classification. Having considered the shortcomings from varieties of attempted decompositions of bias and variance in classification [43-45], Domingos proposed a unified bias-variance decomposition [46]. The significance is that Domingos defined bias as  and variance as , where  is the loss function and  is the optimal model. This is a general definition for machine learning problems and simplifies the bias-variance defined for classification problems.
  Nevertheless, the main difficulty in application of the bias-variance dilemma is that both terms have to be calculated on multiple training sets. Thus it is time consuming and not practical similar to cross-validation. Moreover, empirical learning is asymptotic to the generalisation error when training data is increasing. Rather than using partitioned training sets, training with large training sets (with or without Vapnik or Tikhonov's methods) can provide arguably better results than partitioning a large dataset to estimate bias and variance.
ii) Occam's Razor and Other Complexity Measures
  The regularisation and the statistical learning theories both conform to the parsimony principle or Occam's razor: that is, for a given empirical error, a 'simpler' model is preferred. Both theories have generally combined empirical error with a weighted complexity measure, which implies a trade-off between the empirical error and complexity of the model (set). 
  In essence, there is a difference between “applied Occam’s razor” and Occam’s razor on its own. Domingos [5] used a very interesting and clear interpretation to explore the impact of Occam's razor on machine learning. He clarified there are two 'razors'; one is, given identical generalisation error, the simpler is desired in itself, while the other is, given identical empirical training error, the simpler is chosen as it is more likely to have better generalisation error. The first interpretation is from the origin of the Occam’s razor while the second is “common sense” and an “applied version” in machine learning area. He also claimed that the first razor holds true while the second one has been shown to fail in certain cases. He concluded that the 'second razor' is false and we should seek to constrain induction using domain knowledge. We appreciate his easily understandable introduction but cannot fully agree with his conclusion. 
  First, those failure cases of applying the second razor are with various mathematical measures of complexity. Whether the observed failure is caused by the razor or by the inappropriate measure of complexity is uncertain. After all, the second razor does not guarantee success for an arbitrary complexity measure, especially for a syntactic complexity. Secondly, in Domingos's argument, he used VC dimension as a counter-example to illustrate that as long as the “complex” model is well constrained by another methods (e.g., SRM), the generalisation error is also minimised. It is clear that Domingos’s conclusion is based on pre-defining the “complex” model as “syntactically complex” and considering the “simpler” as “syntactically simpler”. In [4] (page 95), Vapnik himself claims his SRM is a trade-off between empirical fitness and the complexity (measure based on VC-dimension) of the model, precisely conforming to the second razor. Domingos's argument can be unified by defining the complexity of the model in a broad sense. In our opinion, the correctness of the second razor has not been proved or disproved. It appears, from the evidence, that certain measures of complexity with reliable mathematical justification (e.g., regularisation and VC-dimension) provide supportive results while others may not.
  Guided by the arguable philosophical principle (as Occam's razor itself is not proved or disproved in philosophy), there are varieties of other complexity measure to be explored in machine learning problems. Rissanen [24] introduced the minimum description length (MDL) as a computable Kolmogorov complexity and regulated the learning process to minimise a (weighted) sum of the description of the training data  with respect to that model (h) and the model's algorithmic complexity in [47]:

, where is the Kolmogorov complexity and the optimal model  that
.
  This principle can be viewed as another form of regularisation theory with an alternative mathematical interpretation of complexity and the empirical error in terms of Kolmogorov complexity. The Kolmogorov complexity is a solid and objective measure for universal objects, although with two main difficulties. One is that the true Kolmogorov complexity is uncomputable, and the other is that the computable Kolmogorov complexity given by a language has an additive constant overhead c that depends on the language chosen [48]: 

The "true" complexity is of interest rather than the summation with the unknown constant overhead. The key MDL principle illustrates that for a fixed coding (notion) table, the minimum description length is a computable form of Kolmogorov complexity. Nevertheless the remaining theoretical difficulty is that the constant overhead needs to be removed or reduced so that the computable complexity can well approximate the true complexity in practice. Further, to search for the simplest form in a given language for computing the minimum description length can still practically be an NP-complete problem, which leaves the computation of MDL unsolved even though the 'theoretical' issues are satisfied. In other words, the difficulty of applying the MDL principle to practical problems remains.
  There are also varieties of definitions of model complexity measures attempted for model generalisation purposes, mainly based on a trade-off between empirical errors and a pre-defined complexity measure. In particular, we only review those applied to genetic programming, which is our interest, in section 2.2.3.
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[bookmark: _Toc365230181][bookmark: _Toc365230485][bookmark: _Toc365550555]2.2.1 General GP
  Genetic programming has shown successful applications in varieties of machine learning problems due to its avoiding pre-determination of the structure of the model, hence the search space is not limited by a certain model structure [26]. Conventional optimisation commonly concentrates on determining the coefficients of pre-fixed models, e.g., polynomial models or the simple and widely-applied linear models. Strictly speaking, to determine the model structure in the first place, say polynomial or multi-layer neutral networks, carries the risk of using a sub-optimal solution. Further, the number of coefficients requires prior knowledge set by the model. To avoid these shortcomings, genetic programming – an evolutionary algorithm – searches for the optimal solution by evolving syntax trees from a randomly-generated initial population [17]. 
  The model space to be searched using GP is still dependent on the operation set defined, although complex models can be flexibly generated by large trees. For instance, we only need to use  to produce a search set larger than a polynomial and without the necessity to predetermine much detail. Or we can use '' or '' to extend the search set to trigonometric polynomials. The evolutionary process will automatically combine the operators defined in the operation set, termed a 'node', with constant and/or input variables, termed terminal or 'leaf' nodes to construct a syntax tree to express the generated model. By traversing the simple GP tree in Fig. 2.2 the model  is evaluated and the results output at the root.
  From a pre-determined operation set, GP can be applied to a wide range of machine learning problems in reality. For instance, a logical operation set can be used for decision tree problems; more complicated operators, e.g., filters can be used to construct GP trees for signal processing tasks. Strictly speaking, this is where GP requires "prior" knowledge for the problem; nevertheless, this is already much weaker than the requirement for conventional "coefficient-based" learning algorithms.
[image: E:\jnPublic\Dropbox\Topics\Thesis\Chapter2 Literature Review\path3024-2-5-9-1.png]
Fig 2.2. A simple example of a GP tree

  The evolutionary process of GP starts from a population consisting of a group of randomly-generated individuals. Selected individuals [26] breed offspring via crossover and/or mutation and the whole population evolves by generating and preserving superior individuals but discarding worse individuals during the evolutionary process. The fitness score evaluated from the objective function (e.g. mean squared error in regression problems) is used to measure the good or bad individuals so that the individuals in the population are evolved towards the optimal solution. 
  The objective function is the goal that we aim to optimise (maximise or minimise). It is determined by the nature of the learning problem. For instance, we minimise the mean squared error for regression and 0/1 loss for classification problems. Or we could minimise a weighted sum of MSE and regularisation following regularisation theory. In other words, GP can be widely applied to optimisation problems.
  According to the number of objective functions, there is single-objective and multiobjective GP. In the real world, it is common that one desires to optimise multiple objectives simultaneously when those objectives compete against each other. Unlike the (close to) optimal solution being unique for single objective problems, the optimal solutions for multiobjective optimisation is in a non-dominated solution set justified by Pareto dominance. For N-D vectors  and , where N is the integer dimension, in a minimisation problem,  dominates  iff:

In other words, all elements in  are no worse than those in  and there exists at least one superior element in , in this case smaller, to that in ; we say  dominates . Otherwise we say  is not dominated by . 
  Pareto comparison provides a mechanism for comparing the solutions of multiobjective problems and the non-dominated individuals in the final population form the best solution set, namely the Pareto-front. Since solutions on the Pareto-front are non-dominated to each other, as long as there is no further information, we cannot distinguish one solution from another, and all solutions on the Pareto-front remain equivalent. The Pareto-front presents the trade-off among all the objectives. This property exhibits the potential for implementing regularisation theory in multiobjective genetic programming, as eqn (2.1) also presents the trade-off between the empirical error and model complexity that cooperatively impacts the expected generalisation error. Methods for using MOGP to optimise empirical error accompanied with varieties of complexity will be reviewed in section 2.2.3. The general, MOGP is able to optimise multiple objectives of interest [49-52].
  There are also successful applications of MOGP, particularly in a range of regression and classification problems. Ekárt and Németh [28] used node count as the second objective in regression problems. Gustafson [53] considered maintaining diversity as an objective to improve the performance in symbolic regression. Zhang and Rockett [18, 29] successfully applied MOGP to classification problems with a scheme to minimise empirical training error and node count simultaneously. Classifiers can be trained as an edge detector in [29] or a feature extractor in [18] depending on the requirement.
  Bloat is a phenomenon whereby the tree size increases without improving fitness during the evolutionary process [26]. It remains an important topic in the GP literature since the increasing size of trees demands higher computational consumption and reduces the algorithm efficiency. Further, in the machine learning area, models with larger tree sizes are more likely to be more complex. Hence, given an empirical error, one tree of a larger size is more likely to have worse generalisation error than that of a smaller tree size. We have to clarify, however, that larger trees do not necessarily represent a complex model since there can be redundancy in the tree; it is possible that a larger tree can be a semantically simpler model due to large redundancy. However, the tree size, namely syntactic complexity, is somehow correlated to the model complexity (smoothness or in terms of any other mathematical interpretation), namely the semantic complexity. Larger trees are more capable to express complex semantics. So, bloated trees risk of worse generalisation.
  Suppressing bloat benefits the computational consumption as well as the potential to enhance generalisation ability by reducing the capability to express complex semantics. Many methods to control bloat have been proposed. In the early stage of GP history, computers were not as powerful as now and consumption was more of a concern. Setting a limit on tree size or alternatively, the depth of the trees, is commonly used to control bloat, even though we have no prior information to justify whether the limit on the "tree size" or "tree depth" is sufficient to express the optimal models. Silva and Costa [54] proposed a dynamic depth (size) control method to control bloat by which the size (depth) limit only takes effect for those larger-than-the-limit trees with no superior fitness. If a larger tree produces lower training error, this tree will be preserved and the limit of the tree depth is replaced by the new depth/size. This method provides an adaptive limit to control bloat without eliminating those improved individuals with larger syntax due to a "hard limit". It is an effective bloat control method without compromising progress during the evolutionary process.
  Wong and Zhang [55, 56] have proposed online algebraic simplification of trees to control bloat as well as to accelerate the evolutionary process.  By using a number of rewriting rules, GP (sub) tress are simplified once a "rule" is matched. They studied the impact of applying simplification at different frequencies on bloat control, time consumption and the best fitness of the GP system. The results on two regression and two classification problems suggest that bloat control is positively correlated to the simplification frequency, e.g., to apply simplification every generation yields smaller trees compared to other frequencies (or no simplification). The time consumption gain is achieved only when simplification is applied every 2 or 4 or 6 generations because the overhead of implementing simplification at every generation can neutralise or exceed the time saved by evaluating smaller trees compared to methods without simplification. The best fitness shows no trend against simplification at different frequencies. This work is a good example to show that online simplification will control bloat effectively and will accelerate the evolutionary process with a "proper" frequency of implementing simplification. The results on best fitness show that the simplification process does not necessarily compromise the accuracy. Nevertheless, Wong and Zhang also illustrated in [55] that simplification at every generation is "more likely" to have worse fitness in the end and this may be because simplifying trees too often may reduce the "evolution effectiveness". This phenomenon confirms what Poli et al. have mentioned in [26] that simplification of (sub)trees may lead the evolutionary process to become stuck in local optima due to, we suspect, manipulating syntactic diversity. Moreover, the "proper frequency" for not compromising the fitness is a heuristic.
  The above-reviewed bloat control methods on "internal mechanisms" to control bloat by adding a constraint (size or depth) or modifying trees. (Although Silva's dynamic depth control method already concerns fitness at some level compared to conventional methods, it is still very weakly correlated to fitness performance.) We now review setting an "external mechanism" to control bloat more directly concerning the fitness. 
  To control bloat without compromising fitness, both objectives need to be optimised. Multiobjective GP is a natural choice, setting the tree size and fitness functions as the two objectives to be minimised simultaneously. In the evolutionary process, Pareto dominance will rank trees considering both fitness and tree size. Those with bad fitness and large sizes will be assigned lower ranks and have lower probability to breed (given Goldberg's selection algorithm [57]) as well as a higher probability to be discarded, which implies a higher efficiency of the evolutionary process. The optimal solution set – the Pareto front will represent the trade-off between fitness and tree size. 
  Based on the recent research on bloat [58, 59], it is not necessary to employ bloat control strategies to improve generalisation ability. In other words, bloat control limits the growth of the tree size during the evolutionary process (by reducing or limiting the size of the trees) so that the GP system demands less computation (faster) rather than achieving better generalisation (learning) ability. Logically, the reason why MOGP (using node count) achieves improved generalisation performance is a side effect of bloat control. Since regularisation theory always presents a trade-off between empirical error and model complexity in terms of different measures and conforms to Occam's razor, we consider node count as a syntactic complexity measure (implicitly correlated to the semantic complexity somehow) which minimises simultaneously with empirical error, yields improved generalisation. The main advantage of multiobjective GP is that we can successfully avoid, in advance, using cross-validation to empirically estimate the constant  and then minimise the sum, but always present the trade-off between empirical error and complexity using Pareto comparison to justify "better" and "worse" results. In this thesis, MOGP is always employed not only because the new complexity measure is easy to apply, but because it also controls bloat effectively.
  To further justify the algorithms that we choose for experiments in this thesis, we also review different GP algorithms. Based on the preservation strategy, GP algorithms are typically divided into elitist GP and non-elitist GP. Elitist GP breeds the offspring by copying a portion of the elite individuals of the parent population so as to always preserve the best part of the population. Non-elitist GP generates a new population at each generation with the risk of losing the top-performing individuals. Generally speaking, the elitist algorithm dominates recent GP algorithms.
  In elitist GP algorithms, a variety of strategies are employed. There are three state-of-the-art algorithms originally motivated for multiobjective genetic algorithms which can be adapted in GP form. 
  Deb et al. [60] proposed a fast and elitist non-dominated sorting genetic algorithm II (NSGA-II) with an additional justification for discarding individuals based on a distance measure to improve diversity. Bleuler et al. [61] proposed the use of the strength Pareto evolutionary algorithm II (SPEA-II) [62] and report its effectiveness in reducing bloat while maintaining the convergence speed on an even-parity problem. Kumar and Rockett [63] proposed an steady-state evolutionary strategy to improve sampling of the Pareto-front, called Pareto converging genetic algorithm (PCGA). Using a steady-state evolutionary process will provide better sampling on the Pareto-front, giving better solutions in the evolved population.
  Zhang and Rockett have compared these three GP algorithms [64] over three regression and five classification problems and concluded that 
· SPEA-II failed to control bloat very effectively
· NSGA-II has competitive results to PCGA in classification problems
· NSGA-II did not seem very adept at finding solutions with low errors on regression problems.
Comparatively, the steady-state GP provides non-dominated performance in terms of fitness and bloat control in both regression and classification problems. In this thesis our work is mainly based on steady-state GP, although in some cases, we have also employed typical generational GP in our experiments. Details will be introduced accordingly in Chapters 3, 4 and 5.
  There are also other variant implementations of MOGP. One is to combine multiple objective functions additively into one fitness. For instance, Langdon and Buxton [65] linearly combined two objectives into one fitness to be optimised and succeeded on a feature selection task. O'Reilly and Hemberg used six different objectives to develop 3D surfaces in response to a simulated environment [66].
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  The models generated by genetic programming can differ from one task to another. In regression problems, a GP tree represents a model function () that maps an -dimensional input  to a real number . The evolutionary process is to minimise the mean squared error that is averaged over all training data. The nature of GP trees, being highly flexible in syntax, can produce discontinuities which are not necessarily present in other algorithms for regression problems.
  For instance, a simple GP tree represents . Since protected division is used,  rather than a singularity. However, the discontinuity remains. Namely  and . Since training data are finite, it is not guaranteed there is always a training sample in the neighbourhood of  to yield a large training MSE and thereby detect the discontinuity. In other words, a given model can produce a very small empirical training error for a training dataset consisting of a finite number of patterns, but generalisation error is still large. (Observation of large test error requires an effective test set). Conventional methods of coefficient optimisation methods for pre-fixed syntax do not necessarily suffer from this problem. According to the Weierstrass theorem [67, 68], there always exists a degree m such that the polynomial  can well approximate any continuous function on a compact set, e.g., on an interval [a, b] in real space and constants a, b are real [38]. This is the foundation for all the conventional methods using polynomials to solve regression problems, where the form of the polynomial can be algebraic, trigonometric or any other form, like multilayer networks [4]. For a fixed-length of polynomial models, they are commonly continuous and bounded without risk of mapping an input to infinity, which implies the pre-fixed length is effectively imposing a smoothness constraint equivalent to adding prior knowledge [38]. In genetic programming, as a consequence of maintaining high flexibility of model syntax, a discontinuity can occur based on the choice of operator, typically protected division.
  In mathematical analysis, a function that has derivatives of all orders is said to be of class  or smooth [69]. Note that  is a differentiability class with  order derivatives being continuous. For instance,  represents curves that are joined but non-differentiable, whereas  represents  through  order derivatives are continuous. The definition of continuity for function  requires the left limit equals the right limit everywhere in the domain:

Models without continuity are not smooth analytic models of class . Further, discontinuous models lose consistency (a form of stability) of neighbourhood everywhere as the discontinuities violate (2.17). (e.g., Tikhonov [3] used "stable" for the third condition of well-posed problems while Chen and Haykin [33] used "continuous".) It implies that discontinuous models have higher risk of larger generalisation error. This phenomenon in genetic programming was first noted by Keijzer [32] who proposed a method to detect the discontinuity. Since the discontinuity caused by the protected division operator is always associated with infinite response, namely large generalisation error, a tree that 'finds' a discontinuity is discarded regardless of its empirical error. Unfortunately his work has been largely ignored in the later research on GP. In the literature, people typically conclude large generalisation errors are due to overfitting or even a "bad run", but do not consider that an "underfitted" model can still contain a discontinuity and have a large generalisation error. Similarly the test set must be dense enough to address approximation of the true generalisation error.
  Keijzer [32] proposed interval arithmetic to guarantee that individuals in the evolved population have no discontinuity, but this cannot fundamentally prevent discontinuous trees from being generated. Even for those trees eliminated in the later stages, the cost of generating and evaluating those discontinuous trees reduces efficiency. Further, the method to detect the discontinuity is another overhead. Given those shortcomings, we propose a method that fundamentally removes discontinuities, hence no effort in generating new trees is wasted. Further, the new method should not decrease the expressive power of the GP system. e.g., a direct removal of protected division severely decreases the expressive power and is undesired. The new method will be present in Chapter 3.
  We now consider GP models in classification problems. The goal of classification is to find a discriminant function by separating the input patterns into correct classes [47]. Without losing generality, in this thesis we always discuss two-class classification problems because multiple-class problems can be solved by being considered as a set of two-class problems [47].
  We aim to evolve a discriminant function , where  is a constant. We consider a GP tree  maps the -dimensional input feature space  into a one-dimensional decision space , where the input vector in feature space is mapped into scalar in the decision space. We then search for an optimal threshold  that gives the lowest empirical error rate, namely 0/1 loss. The discriminant function  is the classifier we aim to optimise. 
  Different from the regression model  being an  dimensional surface (given -dimensional input), the classification model  is an -diemsional decision surface of an equation. For instance, function  represents a 3D surface given 2D inputs, shown in Fig. 2.3, while  is a hyperbola shown in Fig. 2.4. This example shows that even when the evolved trees are continuous, the discriminant function  can be disjoint. Essentially, unlike regression models, it is difficult to constrain the discriminant function to be continuous or differentiable as we have done in Chapter 3 for regression. A complexity measure like regularisation is barely applicable in classification no matter whether the evolved tree is continuous or not. This is the fundamental reason why we only consider employing a regularised loss function in classification problems rather than proposing advanced complexity measures for a discriminant function. In Chapter 5, we use vicinal risk – a regularised loss function – to train GP classifiers while using node count as the second objective to effectively control bloat.
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Fig 2.3 Surface plot for function 
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Fig. 2.4 Plot for equation 
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  Due to simplicity in application, node count is a complexity measure considered either to control bloat or to improve generalisation [28] [70].
  Borges et al. [71] claim the number of "non-scalar" nodes, namely the operators and terminal variables, of the tree is the VC-dimension of the tree and:

where  and h is the VC-dimension is used to calculate the upper bound of generalisation risk. They also claim eqn (2.18) is cited from Vapnik [40].
   First, they have no justification to connect the number of "non-scalar" nodes of a GP tree to the shattering dimension [4]. Thus the correctness of representing the upper bound of generalisation error using such a measure is unfounded. Second, Vapnik used a very conservative approach in interpreting the upper bound in regression problems as he has repeated in different chapters that the bound holds in the form of eqn (2.9) if there is no further information about the model or noise. Vapnik further extended discussion of this bound only in terms of regression by series expansion (see 6.4 in [40]): we cannot see much chance of GP trees generally remaining in the form of a series expansion. Equation (2.18) is found in 4.3.2 in [38]. Strictly speaking, it is an inequality that represents an upper bound rather than an equation. More importantly, Cherkassky has discussed this inequality and emphasised that this "practical" form of VC bound for regression is obtained by empirically imposing two unknown constants. Vapnik's book clarifies premises or conditions upon which this equation holds. Comparatively Cherkassky wrote [38] more in an application sense, hence introduced an "empirical applicable form" of (2.18) which should be more carefully dealt with. In other words, there is no clear condition or premises to apply eqn (2.18); using (2.18) in GP has no more justification other than 'empirical success' clarified by [38]. Essentially, [71] is an interesting attempt although there are fundamental flaws, as addressed above.
  Iba et al. [25] proposed using MDL in genetic programming by defining: 

Comparing eqn (2.14) to (2.19) in the sense of Kolmogorov complexity, the tree coding length is equivalent to  in eqn (2.14), namely the complexity portion while the exception coding length is the , namely the empirical error portion. The definition of MDL in Iba's work imposed . Iba applied MDL – the summation of complexity and empirical error in terms of Kolmogorov complexity as the single objective function and ran experiments over an decision tree problem as well as a regression problem. Iba demonstrated the MDL effectively controls tree growth while fitness results were not as good as neural networks for the systems they employed. As reviewed in section 2.1.2, there are fundamental issues for Iba's application. 
  First, since there is correlation between the MDL principle and other regularisation theories, the constant factor  is a priori used to weight the complexity. The optimal (true) value of  is problem dependent and can be arbitrary. Simply imposing unity for this constant can lead to a bad learning process. It might work on the cases that Iba has presented, but is not guaranteed good performance in others.
  Second, MDL is a computable form of Kolmogorov complexity for which the value of complexity is "language dependent". Such dependency determines an unknown overhead for the true Kolmogorov complexity measure. In other words, this value is only a upper bound of Kolmogorov complexity. In the case that such overhead is too large to ignore, the results will not be accurate. Nevertheless, this is a fundamental issue that MDL principle has not fully solved.
  Third, the requirement of the MDL principle is for the GP trees have to be their simplest form in the given language. For general GP trees, it is very common to have reducible (sub)trees in the population [26]. Therefore, it is hard to calculate MDL due to the difficulty of simplifying a tree to its most parsimonious form. Wong and Zhang [56] showed a table of rewriting rules for simplification. Nevertheless those rewriting rules are still far from leading to the simplest trees, especially as rewriting rules can differ for different operation sets (again, language dependency). For instance, if the  operator is in the operation set, all consecutive multiplications have to be simplified into the form of ; e.g., . Essentially, we suspect that to simplify an arbitrary tree into its simplest form is an NP-complete problem [72].
  As far as we are concerned, there are still fundamental issues to solve in applying MDL genetic programming.
  Vladislavleva et al. [30] claimed to have solved the model selection problem for GP by constructing a measure based on the order of the Chebyshev polynomials used to approximate the GP trees. The idea is interesting in that they have defined a list of methods for measuring different operators, which are used to calculate the order of nonlinearity for a GP tree once the tree can be approximated by a Chebyshev polynomial with an error less than . In their implementation, they have imposed a practical upper bound on the order of the polynomial which is 100. If a Chebyshev polynomial with more than -order still cannot approximate a GP tree with less than  error, they assign a large predetermined complexity value to that tree. They also set . It is not difficult to see from here that this method is dependent on these two settings – there is no justification other than empirical. For example, if we set  to a higher accuracy level, there will be fewer trees with a complexity measure not exceeding the order limit. More trees will be assigned the predetermined larger number (intended to be discarded) since the accuracy constraint is more difficult to reach. Thus the whole evolutionary process will change. This implies that for a given  and a given order limit, the computable nonlinearity measure (complexity) always tolerates some error determined by . This phenomenon is very interesting and similar to the "overhead" of MDL – uncertain error on the true complexity in the Kolmogorov sense. Given a certain language, the minimum description length is computable, namely a form of Kolmogorov complexity. Nevertheless, there is always an unknown overhead contained in the MDL value that depends on the language used. The case of nonlinearity order is slightly different. Informally,  can be set quantitatively and with enough computational power, we can practically set an extremely small  as well as an extremely large upper bound on the highest order, such that the error contained in the complexity measure can be effectively reduced. Comparatively, there is no quantitative way to choose a language with higher efficiency and less "overhead" even if the high computational power is affordable. It will be very interesting if there is further theoretical or practical justification on how  impacts the error contained in the complexity measure.
  Vanneschi et al. [31] proposed using the summation of partial complexity of each dimension inspired by the theory of generalised curvatures [73]. Unfortunately this paper lacks detail of the experimental methodology. The paper aims to quantitatively define measures for bloat, overfitting and complexity. As a practical measure, those mathematical definitions for all terms are reasonable. But the experiments are too weak to convince if those terms are effective. Concerning the complexity only, there is no clear interpretation on the way of calculating the curvature over discontinuous GP trees [32, 74]. However, to use curvature to measure the complexity is an interesting idea. Wahba [35, 75] used a second-order regulariser to penalise the "wigglyness", essentially penalising a form of curvature.
  To sum up, the study of complexity measures in GP is not quite systematic. There can be a number of measures for complexity in mathematics, most of which have little justification in combining complexity and training error but Occam's razor. MDL has a formal equation related to generalisation error but the "simplest" form debars it from practical application. Borges [71] claiming that non-constant node count is "VC-dimension" lacks justification. Other methods are guided by Occam's razor, hence unnecessarily tightly coupled with the generalisation error (minimising those complexity measures may suffer from Domingos's statement of using the "second razor"). Although [30] present strong results, their empirical reliance on  is not desired. In chapter 4 we are proposing using Tikhonov's regularisation to solve ill-posed problems, a special case of which is machine learning problems. We also provide strong results by statistical tests, justified by an objective confidence level. 

[bookmark: _Toc365230184][bookmark: _Toc365230488][bookmark: _Toc365550558]2.3 Summary
  In this chapter, we have reviewed the literature on model generalisation and genetic programming, respectively. We have systematically studied the advantages and limitations of applying Tikhonov regularisation theory and Vapnik's statistical learning theory to regression and classification problems. Within the context of GP models having little restriction in structure, it is the Tikhonov regularisation that is easier to apply to regression problems, whereas Vapnik's vicinal risk minimisation can be applied to classification problems without fundamental difficulty. We have also reviewed other complexity measures, like minimum description length (MDL) principle, generalised curvature, order of nonlinearity and so forth for completeness. The MDL is a computable Kolmogorov complexity given the language being used, but only measures an upper bound of the true Kolmogorov complexity. The simplest form required to calculate MDL can also be NP-hard. These are the theoretical and practical difficulties to apply the MDL principle. Other complexity measures applied in genetic programming either have technical flaws or little evidence to support better generalisation. 
  We have also reviewed the genetic programming literature to justify that the GP algorithms used in this thesis are state-of-the-art. Improvements achieved in this thesis extend the frontier of using multiobjective genetic programming for solving machine learning problems. We have illustrated that models evolved from genetic programming can be discontinuous and disjoint. Keijzer [32] has identified that discontinuities in regression models incur large generalisation error, although his internal arithmetic algorithm cannot fundamentally solve this problem. This inspired us to improve the generalisation by 'smoothing' the function – aiming to create an expressive operation set to fundamentally evolve analytic trees that are mathematically smoother than discontinuous ones. Analytic trees further facilitate application of Tikhonov regularisation. For classification problems, the decision surface evolved by genetic programming can be disjoint, which naturally lead us to apply Vapnik's VRM for general classifiers.


[bookmark: _Toc365230185][bookmark: _Toc365230489][bookmark: _Toc365550559]Chapter 3 The Use of an Analytic Quotient Operator in Genetic Programming

  In this chapter we propose replacing the division operator [17] used in genetic programming with an analytic quotient (AQ) operator. We demonstrate that this AQ operator systematically yields lower mean squared errors over a range of regression tasks, due principally to removing the discontinuities or singularities that can often result from using either protected or unprotected division. Further, the AQ operator is differentiable. This chapter will begin with the motivation and definition of an analytic quotient in genetic programming, followed by methods employed for assessing the performance. We then present statistically superior results from an analytic quotient and further discuss its variance stabilisation property. A summary is given in the final section.

[bookmark: _Toc365230186][bookmark: _Toc365230490][bookmark: _Toc365550560]3.1 Analytic Quotient
[bookmark: _Toc365230187][bookmark: _Toc365230491][bookmark: _Toc365550561]3.1.1 Motivation
  The function set is a very important component in a GP setup, and can be set as arithmetic operators, for instance, addition, subtraction, multiplication and protected division (PD), or Boolean operators, such as AND, OR, XOR or even complex functions e.g., filters for different problems [26]. The commonly-used basic arithmetic operators appear to date back to Koza [17]. Koza’s basic concern about operator sets was closure – the desire for an operation on a real number to always map to another real number – although he recognised the difficulties with the normal division operator and therefore introduced protected division whereby

The protected division imposes a real number “1” to replace the mathematical singularity that is produced by normal division when the denominator equals 0. 
  The use of the protected division appears “common” although maybe not universal, and some authors appear to use an unprotected form of the division operation. According to IEEE754:1985 standard for floating-point arithmetic [76], using unprotected division (UPD) we have

where INF symbolises infinity and NaN, not-a-number. More specifically, NaN stands for the indeterminate form of 0/0 [32], although in other cases, e.g., NaN =  stands for an imaginary (not real) number.
  In the evolutionary process, we evaluate trees to obtain their fitness vectors comprising mean squared error and node count. While comparing fitness vectors by Pareto dominance, INF produces sensible results, while NaN always gives a logical “FALSE” that possibly disrupts the evolutionary process. We speculate that authors using unprotected division in GP have an (implicit) mechanism to discard GP trees with NaN fitness in selection for breeding or tournament comparison. Both PD and UPD operators are used in GP so we cover both protected and unprotected division in our experiments. Specifically, to avoid NaN disrupting the evolutionary process, we assign a large fitness to trees returning a NaN so that they will be discarded. Details of UPD experiments will be introduced in Section 3.3.
  Having further investigated unprotected and protected division, we noticed the only effective difference is that they define the mathematical singularity differently – returning 1 in PD while returning INF in UPD – the discontinuity remains consistent. In the neighbourhood of the discontinuity, sensible but “large” real numbers are returned. Those “spikes” of very large values are highly undesirable, especially in regression problems since predictions can deviate markedly from the  target function. This shortcoming of (un)protected protected division was previously identified by Keijzer [32] who proposed using interval arithmetic to probe the regions around training points for discontinuities. Unfortunately, Keijzer’s work seems to have been largely ignored. Similarly, the option of simply omitting the problematic division operator has been explored (see [32]), but the resulting function set is far less expressive.
  Additionally, (U)PD embeds a discontinuity whenever  x2 = 0 and therefore renders the function represented by the whole tree nonanalytic. This inability to differentiate the tree function restricts the range of operations which can be carried out on the tree. For example, the nonanalyticity due to (un)protected division prevents the use of curvature as a complexity measure [77]. We thus propose an analytic quotient (AQ) operator to replace PD to stabilize the GP trees by fundamentally removing discontinuities.

[bookmark: _Toc365230188][bookmark: _Toc365230492][bookmark: _Toc365550562]3.1.2 Definition
  The analytic quotient operator (AQ) is defined by

which has the general properties of division, especially when , but is everywhere differentiable. Given that the empirical modelling of data has been carried out using a very wide range of functions [78], we can see no fundamental reason why the (U)PD is sacrosanct. (Details are given in [74] of the properties of this particular form of analytic operator as that work was contributed by the co-authors of the paper.)

[bookmark: _Toc365230189][bookmark: _Toc365230493][bookmark: _Toc365550563]3.2 Method
[bookmark: _Toc365230190][bookmark: _Toc365230494][bookmark: _Toc365550564]3.2.1 Datasets
  We have considered six regression problems ranging from one to five dimensional to assess the performance arising from different operators. The six functions are listed in Table 3.1. Functions 1 (F1) to F3 are one-dimensional functions with different ‘wiggliness’, whereas F4 to F6 are to assess the performance in multiple dimensions. Plots for all functions are shown in Fig. 3.1. Specifically,  for F5 and F6 being higher than two dimensional and impossible to visualise, we plot projections to 3D space given , where .


Table 3.1 Test functions
	F1
	
	
	Automatic French curve [35]

	F2
	
	
	Chebyshev polynomial

	F3
	
	
	Scaled sinc function

	F4
	 
	
	'Ripple' function [30]

	F5
	
	
	'RatPol3D' function [30]

	F6
	
	
	'UBall5D' function [30]



  Fig. 3.1 (a) is the famous French curve of Wahba and Wold [35]. Within the domain , the curve rapidly changes with a high slope around interval  and with a valley at around 0.4. It remains quite smooth for . Fig. 3.1 (b) and (c) are the Chebyshev polynomial and scaled sinc() function, respectively. The Chebyshev polynomial is odd symmetric to the origin from  to . The sinc() function is asymmetric with domain of . The other three functions were employed by [30] as they are considered as "complex" models to fit. Fig. 3.1 (d) is the 3D plot for function 4, while the Fig. 3.1 (e) and (f) are plots for 3D projection. Since functions 5 and 6 are high-dimensional functions, we visualise them for   for  so as to provide an indirect visual representation of their "complex" hyper-surfaces. 
  We generated 100 independent training sets from each function comprising 30 data per dimension, randomly selected from the domain, and added zero-mean Gaussian noise with a variance of 0.01 to each training instance. Independent test sets comprising 100,000 randomly-drawn instances were used to assess generalisation performance.




 


 


  
Fig. 3.1. Plots for test functions. (a) Automatic French curve; (b) Chebyshev polynomial; (c) Scaled sinc() function; (d) 'Ripple' function; (e) 'RatPol3D' function; (f) 'UBall5D' function. (Note that it is the 3D projections for higher dimensional functions in plot (d), (e), and (f))

[bookmark: _Toc365230191][bookmark: _Toc365230495][bookmark: _Toc365550565]3.2.2 GP Algorithms
  To ensure our results are not dependent on evolutionary strategy, we have employed both generational GP with 50% elitism and steady-state algorithms. To further illustrate that AQ can fundamentally improve the GP performance in regression problems, we have used both MOGP and single-objective (SO) GP algorithms. We have used rank-based selection for all algorithms. For the MOGP experiments that used steady-state, we have used the Pareto converging genetic programming (PCGP) algorithm [63]. The parameters are summarised in Table 3.2. The steady-state algorithms were run for constant 20,000 tree evaluations per run and the generational algorithms for 398 generations (which corresponds to an equivalent 20,000 tree evaluations).
  An enduring problem in GP is bloat, the tendency for trees to continue to increase in size without any improvement in fitness [26]. For the single-objective GP experiments, we have used the dynamic depth-control method of Silva and Almeida [54] to control bloat. For the multiobjective GP experiments, we have controlled bloat by simultaneously minimising 1) mean squared error (MSE) over the training set, and 2) tree node count, including terminals, within a Pareto framework [18, 28].

Table 3.2 GP parameters used in this chapter
	Population Size
	100

	No. of Evaluations(PCGP)
No. of Generations(Generational)
	20,000
398

	Crossover
Mutation strategy
	Point crossover[26]
Point mutation[26]; full depth of 4

	Node types
	Unary minus
Addition, Subtraction
Multiplication
UPD, PD or Analytic quotient



[bookmark: _Toc365230192][bookmark: _Toc365230496][bookmark: _Toc365550566]3.2.3 Statistical Tests
  Statistical tests are a powerful tool that allow inference about the differences between algorithms by giving a quantitative confidence level calculated over a set of repeated tests. We have computed the test errors for each of the 100 training runs by averaging the squared errors over the relevant test set of 100,000 data. Our consideration is to choose a proper test for the 100 pairwise (AQ against (U)PD) comparisons. A t-test or Z-test directly takes account of the value of each pairwise difference and hence exhibits high power. However, the assumption requires the distribution of the pairwise differences is symmetric or Gaussian. 


Fig. 3.2. An example of QQ-plot for pairwise difference of test error arising from AQ and (U)PD
Further, our large population of resamplings – 100 independent comparisons – leads the t-test very close to a Z-test. We examined the normality as well as the distribution of some of the pairwise differences and typical observations are in Figs. 3.2 and 3.3, respectively.
    The Quantile-Quantile (QQ) plot [79] is used to compare two arbitrary distributions by  plotting their quantiles against each other. In our case, we plot the quantile drawn from standard Gaussian distribution against that from the observations so as to justify the correlation between them. The more linear the plot, the more likely the observed distribution is a Gaussian. The desired linear  plot is a straight line while our observation, being very nonlinear, shows that our pairwise differences deviates significantly from a Gaussian distribution, which violates the assumption for applying a Z-test . Fig. 3.3 presents another example of the histogram of the pairwise differences which is highly asymmetric. 


Fig. 3.3. An example of histogram of pairwise difference of test error arising from AQ and (U)PD
  To avoid dependency on the sample distribution, we employ nonparametric statistics that make no assumptions about the distribution of the underlying sampling other than that it is continuous [80], which is satisfied by the pairwise different of test MSE. The sign test [81] requires the fewest assumptions, only independence of the samples. Our statistical run over 100 independently generated training datasets satisfied this assumption. Thus we have performed one-sided sign tests on each set of 100 paired differences under the null hypothesis that the median is less than or equal to zero. The necessary binomial probability can be well-approximated using a normal distribution leading to p-values supporting the null hypothesis [81].

[bookmark: _Toc365230193][bookmark: _Toc365230497][bookmark: _Toc365550567]3.3 Experimental Results
  For a given generating function (see Table 3.1) and for each of the 100 training sets, we have conducted paired experiments of minimising the training set MSE (SOGP) or training set MSE/node count (MOGP) using trees with either PD, UPD, or AQ operators. For both SO and MOGP methods, on the termination of each GP run, we have selected the individuals with the best MSE over the test set and compared the values arising from the use of the AQ, PD, and UPD operators. 
  Obtaining the UPD results, which we include for completeness, proved problematic. During evolution, a large fraction of the trees using UPD evaluated to NaN [76], i.e., indeterminate values. This posed a problem with our tree sorting algorithm since any binary comparison of a floating-point number with a NaN always returns false [76]. On further investigation, the source of these NaNs was found to be zero-divided-by-zero operations. We thus modified our UPD procedure to assign any tree evaluating to NaN to have a very large fitness, making it unlikely to be selected for breeding in the subsequent iterations [26]. (We speculate that anybody using truly UPD in GP must be implementing sorting or tournament selection in a way that implicitly discards NaN-evaluating trees.)
  All the mean test error results are summarized in Tables 3.3 to 3.6. Some of the mean test errors, particularly for SOGP (Tables 3.3, 3.4) are very large. This reflects not any lack of convergence to small training errors but the fact that over 100 trials, although some runs produced very small test errors, some produced extremely large test errors resulting in an overall very large mean test error. [The large spread of test errors also results in large values of standard deviation (SD), as can be seen in Tables 3.3 and 3.4.] This trend is most marked for the steady-state single-objective algorithm. An unambiguous general trend emerges that for any given evolutionary setup (e.g., single objective + generational), trees using the AQ operator always yielded the smallest mean test errors. Comparing PD and UPD, no clear pattern emerges – sometimes PD is better, sometimes UPD. Overall, the steady-state MOGP algorithm yielded the lowest mean test errors over the set of functions explored here.
Table 3.3 Summary of best test errors for single objective generational GP for varying division operators
	
	AQ
	PD
	UPD

	F1
	
	
	

	F2
	
	
	

	F3
	
	
	

	F4
	
	1293396
	

	F5
	
	
	

	F6
	
	
	


(Errors are shown  one SD)
Table 3.4 Summary of best test errors for single objective steady-state GP for varying division operators
	
	AQ
	PD
	UPD

	F1
	
	
	

	F2
	
	
	

	F3
	
	
	

	F4
	
	
	

	F5
	
	 
	

	F6
	
	
	



Table 3.5 Summary of best test errors for multiobjective generational GP for varying division
	
	AQ
	PD
	UPD

	F1
	
	
	

	F2
	
	
	

	F3
	
	
	

	F4
	
	
	

	F5
	
	
	

	F6
	
	
	



Table 3.6 Summary of best test errors for multiobjective stead-state GP for varying division
	
	AQ
	PD
	UPD

	F1
	
	
	

	F2
	
	
	

	F3
	
	
	

	F4
	
	
	

	F5
	
	
	

	F6
	
	
	


  
  An equally important observation is that, comparing within a given evolutionary setup (i.e., by table), AQ yields the smallest SD of any operator (with the single exception of PD for F6 under generational MOGP where the SD is the same as for AQ). This implies that AQ consistently produces more compact distributions of test errors across different runs leading to greater repeatability and a far higher probability of obtaining a good generalization error from a limited number of runs.
  The results of the statistical comparisons are shown in Tables 3.7 and 3.8 from which it can be seen that for all strategies (generational and steady-state, single and multiple objectives) and for all functions (F1 to F6), the p-values "suggest" that the AQ outperforms both protected and UPDs with around 99% confidence or greater. (Due to the limited power of nonparametric tests, a few of the tests using 100 paired samples yielded p-values that provided no clear evidence either way about the null hypothesis. We repeated these tests using 500 training sets to give the figures shown in bold in Table 3.8, in which case clearer evidence is obtained due to the extra power from the increasing sample size) The AQ is thus much more likely to produce individuals exhibiting statistically better generalization.


Table 3.7 Statistical comparisons of differences in best MSE for single-objective GP algorithms, 100 paired samples
	
	Generational GP
	Steady-state GP

	
	AQ versus PD
	AQ versus UPD
	AQ versus PD
	AQ versus UPD

	
	Z score
	p-value
	Z score
	p-value
	Z score
	p-value
	Z score
	p-value

	F1
	3.4
	0.000337
	4.4
	
	9.6
	0
	9.6
	0

	F2
	5.6
	
	3.8
	
	9.8
	0
	9.2
	0

	F3
	9.0
	0
	8.6
	0
	9.4
	0
	9.8
	0

	F4
	9.4
	0
	9.6
	0
	10
	0
	10
	0

	F5
	5.4
	
	6.4
	
	9.4
	0
	9.2
	0

	F6
	9.4
	0
	9.0
	0
	9.6
	0
	9.8
	0



Table 3.8 Statistical comparisons of differences in best MSE for multiobjective GP algorithms, 100 paired samples apart from results in bold face (see the text for further details)
	
	Generational GP
	Steady-state GP

	
	AQ versus PD
	AQ versus UPD
	AQ versus PD
	AQ versus UPD

	
	Z score
	p-value
	Z score
	p-value
	Z score
	p-value
	Z score
	p-value

	F1
	3.2
	0.00687
	5.4
	
	3.0
	0.00135
	3.4
	0.00034

	F2
	4.2
	
	4.4
	
	3.2
	0.00687
	4.2
	

	F3
	8.4
	0
	8.4
	0
	8.8
	0
	9.4
	0

	F4
	8.8
	0
	9.2
	0
	9
	0
	9.2
	0

	F5
	3.4
	0.00034
	2.4
	0.0082
	2.4
	0.0082
	6.3
	

	F6
	9.6
	0
	9.6
	0
	7.8
	
	8.6
	0




[bookmark: _Toc365230194][bookmark: _Toc365230498][bookmark: _Toc365550568]3.4 Discussion
  To further explore the reasons for the superiority of the AQ operator, we show in Fig. 3.4 (a) and (b)  an example of a GP fit to the French curve function [35] (F1) for one particular training set instance using PD. The filled (red) circles represent the training data and the solid line shows the evolved mapping over the domain. Note that Fig. 3.4 (a) and (b) show the same plot at different scales. 
[image: E:\jnPublic\Dropbox\Topics\Thesis\Chapter3 Analytic Quotient\spike-1 copy.png] [image: E:\jnPublic\Dropbox\Topics\Thesis\Chapter3 Analytic Quotient\spike-2 copy.PNG]
Fig. 3.4. Fitted automatic French curve. Filled points are the training data and the solid line the fitted model.
  Although the evolutionary pressure has ensured that the fitted function’s deviation is small at the training data, there is nothing to constrain the function away from the training points. For , the fitted function has a discontinuity that deviates significantly with a “spike” up to  and down to . AQ does not produce such discontinuities due fundamentally to removing discontinuities. Although we show only one example, and although not every fit using (U)PD exhibits discontinuities, such behaviour is not uncommon. We can further see from Table 3.4 that for steady-state + single objectives algorithm, the best test error values for (U)PD are extremely large (around or more than ) for all cases. It indicates that over 100 statistical runs, there always an evolved population, in which all individuals produce extremely large test errors since the "best"(smallest) test error is large enough to yield the mean of around or more than . We believe the large test errors are caused by discontinuities rather than "over-fitting" as AQ produces consistently low test errors without any problem. Indeed, this phenomenon has previously been reported by Keijzer[32] who gave other examples.
  In Figs. 3.5 and 3.6 we plot comprehensive examples for all test functions (a – f) of the cumulative probability distributions of the mean-squared test errors over the 100 runs for both the PD and AQ trees, for the individuals with the best training errors in their run using steady-state and generational MOGP, respectively.
  The distributions for the AQ trees (shown with red dashes) are always compact in terms of test error indicating that there is a good correlation between low training error and low test error. For the PD trees, although there are some instances of highly-performing individuals, it is clear that many of the GP runs are producing very large best test errors despite these individuals having the lowest training errors in their respective runs. This frequent association of low training error with very large test error is a result of the instabilities introduced by (U)PD, as illustrated in Fig. 3.4, but is completely absent from trees using the AQ operator. This phenomenon of some GP runs producing best-performing individuals with large test errors has frequently (but incorrectly) been ascribed in the literature to overfitting or a "bad run", whereas we suspect it is, in fact, caused by the instabilities of the (U)PD operator. Although using interval arithmetic to probe the regions around the training points [32] can mitigate the instabilities due to (U)PD, interval arithmetic cannot completely remove the problem – unless a discontinuity falls within the interval around a training datum it will not be identified.
  All the results reported above have used the functional form for the AQ given by equation (3.1). It is possible to envisage a more general AQ form as follows:




  


 


  Fig. 3.5. Cumulative probability distributions of the test errors for steady-state MOGP and all test functions.



 


 


  Fig. 3.6. Cumulative probability distributions of the test errors for generational MOGP and all test functions.
We have investigated the effect of varying the value of the constant a to see if it can be "tuned" to give better results. Broadly, as , the distribution of test errors (unsurprisingly) tends to the same distribution as the (U)PD operator. For values of a larger than unity, the distribution of test errors becomes more compact, but its mean shifts to larger values. For , the AQ tends to  divided by a large, positive constant which presumably lacks the expressive power of a division-type operator [32]. Typical data for generational SOGP are shown in Fig. 3.7 in the form of cumulative probability distributions. A value of  seems to be a good compromise for the data used in our experiments; whether it might be beneficial to tune '' for other datasets would need to be investigated on a case-by-case basis. 


Fig.3.7 Typical cumulative probability distribution of the test errors for varying values of a, generational single-objective GP.
  Finally, we have examined the distributions of tree sizes which result from using the AQ operator. Since the AQ function is somewhat smoother than (U)PD, we might expect the expressiveness of the AQ function to be lower leading to larger tree sizes. The mean node counts for each of the experiments are shown in Tables 3.9 – 3.12.  The averaged tree sizes from a single objective are much larger than that of multiobjective GP, especially with the steady-state algorithm. This is a clear evidence that minimising node count as the second objective is a much more efficient to control bloat. If we further correlate the tree size with the accuracy performance in Tables 3.3 – 3.6, we do not observe extremely large values in the best test errors using PD or UPD with multiobjective strategies, as opposed to the extremely large errors always observed in single objective strategies. This implies that it is much less likely to include a discontinuity in a tree of much smaller size. 

Table 3.9 Mean node counts for single-objective generational GP for different division operators
	
	AQ
	PD
	UPD

	F1
	
	
	

	F2
	
	
	

	F3
	
	
	

	F4
	
	
	

	F5
	
	
	

	F6
	
	
	



Table 3.10 Mean node counts for single-objective steady-state GP for different division operators
	
	AQ
	PD
	UPD

	F1
	
	
	

	F2
	
	
	

	F3
	
	
	

	F4
	
	
	

	F5
	
	
	

	F6
	
	
	



  Moreover, it is indeed the case that, within any given evolutionary setup, AQ produces larger trees. Interestingly, Šprogar [82] also observed a significant variation in the mean size of trees due to using different versions of the division operator. Despite tending to produce larger trees, the AQ operator has the overriding advantage of delivering consistently and statistically-significant smaller test errors.

Table 3.11 Mean node counts for multiobjective generational GP for different division operators
	
	AQ
	PD
	UPD

	F1
	
	
	

	F2
	
	
	

	F3
	
	
	

	F4
	
	
	

	F5
	
	
	

	F6
	
	
	



Table 3.12 Mean node counts for multiobjective steady-state GP for different division operators
	
	AQ
	PD
	UPD

	F1
	
	
	

	F2
	
	
	

	F3
	
	
	

	F4
	
	
	

	F5
	
	
	

	F6
	
	
	



[bookmark: _Toc365230195][bookmark: _Toc365230499][bookmark: _Toc365550569]3.5 Conclusion
  In this Chapter, we proposed an analytic quotient as a replacement for the commonly used protected and unprotected division operations. The problems related to protected division have previously been identified in the literature [32] and although these can be mitigated by using interval arithmetic, the fundamental problem of instability remains. We showed that the AQ produces statistically lower mean test error on a range of regression problems due to the elimination of the unstable fitted functions, which can result from the use of (U)PD. We also demonstrated the variance-stabilising property of the AQ transformation [74]. Further, this transformation is differentiable.
  We thus propose the AQ as a superior replacement for division in genetic programming. Its differentiability enables the calculation of derivatives of the tree, which allows us to study a new complexity measure, Tikhonov regularisation that requires calculation of  order derivative of a function.


[bookmark: _Toc365230196][bookmark: _Toc365230500][bookmark: _Toc365550570]Chapter 4 Tikhonov Regularisation as a Complexity Measure in Multiobjective Genetic Programming

  In this chapter, we propose using Tikhonov regularisation in conjunction with node count as a general complexity measure to evolve models using multiobjective genetic programming. We demonstrate that employing a general complexity measure yields mean squared test error measures over a range of regression problems which are typically superior to those from conventional node count. We also analyse the reason why our new method outperforms the conventional complexity measure and conclude that it forms a decision mechanism which balances both syntactic and semantic information.

[bookmark: _Toc365230197][bookmark: _Toc365230501][bookmark: _Toc365550571]4.1 Introduction
  Model selection is one of the key issues in the empirical modelling of data [1] . It determines which structural model gives the most reliable predictions. Too simple a model will fail to capture the variability in the data (underfitting) while too complex a model will display spurious variability (overfitting). Bishop [2] shows a nice example of this dilemma in terms of polynomial functions. How to balance closeness-of-fit to the training set (which can usually be reduced by fitting a more complex model) against model complexity, is the essence of the model selection problem. This is commonly addressed by a regularisation approach where a data analyst seeks the model with lowest value of:

where  is the regularisation constant and “Complexity” is some measure of the complexity of the model under consideration. In regression problems, “Closeness-of-fit” is normally mean-squared error (MSE). Regularisation is the basis of the well-known Akaike information criterion [83] as well as having more general interpretation [4]; Bayesian model selection methods can often be interpreted in a regularisation framework where a log prior forms the right-hand term in (4.1).
  In essence, eqn. (1) expresses the trade-off between the desire to make the model fit the training data as closely as possible, and the competing desire to have as simple a model as possible to conform the principle of parsimony, or Occam’s razor. Unfortunately, for some given data set and a given model, selecting  is not trivial since its value influences the minimum of (4.1) and therefore the model selection decision. When regularisation is used in the form of (4.1), cross validation schemes are often used to select . Alternatively, the regularisation framework can be expressed as the simultaneous desire to minimise the fitting error and the model complexity which leads naturally to Pareto optimisation in which identifying a specific, optimum value of  is avoided. Given some 2-vector of objectives f, where the elements of f are (i) the MSE over the training set, and (ii) a measure of model complexity, the Pareto dominance relation that an objective vector  dominates  (expressed symbolically as ) is :

What results from such a multiobjective optimisation is a set of non-dominated individuals which delineate the fundamental trade-off between training-set MSE and model complexity. In the present context, we perform this multiobjective optimisation using genetic programming (GP) [26] and obtain a set of candidate models which have the property that no models exist which are both less complex and have a lower training set MSE. Analogous to the final model selection by a human data analyst discussed above, it remains to select one of the Pareto set of non-dominated candidates as the final model using an independent test set. The overarching advantage of the GP process, of course, is that GP is able to explore a far wider and richer set of possible model structures than can generally be considered by a human analyst. 

[bookmark: _Toc365230198][bookmark: _Toc365230502][bookmark: _Toc365550572]4.1.1 Model Complexity
  Crucially, we have not so far discussed the key aspect of model complexity, how to measure the complexity of a quite general functional model produced by GP. Multiobjective genetic programming was initially introduced [28] to address the bloat issue, the tendency of GP trees to increase in the size without any accompanying improvement in performance. By imposing an evolutionary pressure to reduce tree size, bloated trees will be less likely to breed although we believe the situation is more subtle than this: simultaneously minimising training set MSE and tree complexity is actually a regularisation framework. Bloat control – which is the setting of some practical upper bound on tree size – follows as a beneficial consequence of regularisation which principally seeks the least complex model for some given training set MSE.
  By far the most common complexity measure used in the MOGP literature is a count of the number of nodes in the GP tree. This was introduced because it was a “simple” and “easy to calculate” measure [28] although it is not without its philosophical difficulties. Firstly, it is a measure of the syntactic complexity of a tree. Considering the two expressions  and encoded as trees, the first appears twice as complex as the second despite being functionally smoother and therefore less likely to display excessive variability under prediction. In evolutionary breeding selection, the second tree would be preferred whereas from the perspective of evolving a function, the first is semantically simpler in terms of the "wigglyness" of the functions as in [35].
  Second, every node in the tree contributes equally to a node count measure regardless of the function it implements. So a unary minus node and a sine transformation node are both equally weighted despite the sine node embedding an (infinite) power series which would intuitively appear more complex than a unary minus operation.
  The apparent shortcomings of node count have motivated us to consider other complexity measures. Kolmogorov complexity [84] is known to be a fundamental measure although it is uncomputable. Consequently, a number of other, more practical measures have been developed over the years.

[bookmark: _Toc365230199][bookmark: _Toc365230503][bookmark: _Toc365550573]4.1.2 Tikhonov Regularisation
  In this chapter, we principally explore the use of Tikhonov regularisers in MOGP. Formally, Tikhonov regularisation is defined [3, 33] in terms of the Sobolev norm operator which broadly determines the “smoothness” of a function. In a Sobolev space , the Sobolev norm operator is given by:

where  is the order of the regulariser and  is the norm. For the case of  (the Euclidean or 2-norm), a Sobolev space reduces to a Hilbert space, since , and the Sobolev norm operator is given by:

where  denotes the 2-norm.
  Typically, regularisation is applied by minimising the so-called Tikhonov function:

where  is the empirical error (typically mean squared error),  is the regularisation constant and  is the complexity term given by (4.4). The (lengthy) derivation of (4.4) can be found in [3, 33].To calculate the regulariser for an -times differentiable function, we have to sum up to  order partial derivatives of the fitted function which is usually approximated by a small number of low-order derivatives. Tikhonov regularisation works by imposing additional constraints on the solution of the ill-posed learning problem in the form of a ‘smoothness prior’ [33] but although smoothness is an intuitively obvious notion, expressing it mathematically is less straightforward. For example, the zeroth-order () regulariser term in (4.4) tends to penalise functions with many extreme values whereas the first-order () term disfavours functions which change rapidly. Wahba [75] informally noted that the second-order () regulariser penalises the “wiggliness” of the fitted function (i.e., acts to suppress overfitting). Hence each term in (4.4) measures smoothness in a subtly different way.
  From the perspective of GP, the regulariser in (4.4) is a semantic measure – that is, it is invariant to the particular syntax of a given GP tree. Furthermore, it has solid theoretical foundations.
[bookmark: _Toc365230200][bookmark: _Toc365230504][bookmark: _Toc365550574]4.1.3 Other Complexity Measures
  In passing, and for completeness of this chapter, we briefly discuss several other complexity measures that have been applied to GP.
  Rissanen [24] introduced the Minimum Description Length (MDL) as a computable form of the Kolmogorov complexity and this was applied to GP by Iba et al. [25] who obtained neutral results. Reconsidering the two example mappings above,  and , these two expressions ought to have the same MDL complexity measure but the first evaluates to be more complex than the second because it happens to be in non-minimal algebraic form. It is clear that just calculating the MDL from an unsimplified tree – as done by Iba et al. – only produces an upper bound on the MDL measure. The true MDL complexity measure of tree can only be meaningfully computed, in the Kolmogorov sense, after the tree has been reduced to its minimal form which, we suspect, is an NP-complete problem [72]. After numerical simplification, the above examples become  and , with same MDL complexity measure (but the first expression is obviously smoother and has less ‘flexibility’ to overfit). We suspect that the failure to reduce their trees to minimal form explains the neutral results obtained in [25].
  Second, Vladislavleva et al. [30] claim to have solved the model selection problem for GP by constructing a measure dependent on the order of the Chebyshev polynomials used to approximate the GP tree. In fact, careful inspection reveals that Vladislavleva et al. have converted the model selection problem in GP into a model selection problem on the set of polynomial fits which they solve with an arbitrary threshold (their “” in the definition in Section B [29, p. 337]). Thus they have not solved the GP model selection problem rather changed it into another model selection problem which, in turn, they have not fundamentally solved.
  Vanneschi et al. [31] proposed using the summation of partial complexity of each dimension inspired by the theory of generalised curvature [73]. However, Vanneschi et al. did not show any evidence that such a measure yields superior test MSE. Further, curvature is one specific component of a Tikhonov regulariser – see (4.4). In addition, these authors used protected division in their GP formulation and it is not clear how a second-order derivative was defined for this discontinuous function [74].
  An interesting approach has been employed by Giustolisi and Savic [36] who defined a set of pseudo-polynomial models where inclusion/exclusion of terms in the model structure, and consequently the number of input variables, is determined by evolutionary search. In fact, they use a genetic algorithm over a fixed-size chromosomal structure rather than genetic programming. The subsequent models – which can be “extended” by incorporation of user-defined transformations – are (potentially) nonlinear in the input variables although linear-in-the-parameters, which are determined by conventional least squares fitting. Giustolisi and Savic control the complexity of candidate models by placing an upper bound on the number of terms in the pseudo-polynomial, the value of which is one of the multiple objectives to be minimised. In fact, these authors implicitly employ a form of  regularisation because omitting terms from the fitted function is equivalent to reducing an  norm – see (4.3). Overall, restriction of possible models to those belonging to a user-defined set is a limitation with the approach of [36].
  The remainder of this chapter is structured as follows: the next section presents the methodology to apply regularisation to MOGP and the statistical tests we have set up to assess the performance of the new method. Section 4.3 presents the development of our new complexity measure and the results obtained to support its superiority compared to node count. In Section 4.4 we discuss the operation of regularisation in MOGP and the reason for its success. Conclusions and future work is the last section of this chapter.

[bookmark: _Toc365230201][bookmark: _Toc365230505][bookmark: _Toc365550575]4.2 Methodology
  In this section we first discuss the implementation of regularisation in MOGP followed by the development of a 'grand complexity' measure. The experimental methodology we have employed is covered in Section 4.2.3.

[bookmark: _Toc365230202][bookmark: _Toc365230506][bookmark: _Toc365550576]4.2.1 Implementation of Regularisation
  Except for the  order regulariser,  order regularisation requires calculation of the first  () derivatives of the function. Therefore, all GP-generated individuals have to be analytic. Conventional (un)protected division can produce discontinuities [32] and lead to individuals which are non-differentiable [74]. We consequently replaced conventional (un)protected division with an analytic quotient operator [74], defined in (3.1) to satisfy the condition of differentiability. Using this analytic quotient systematically yields lower test MSE compared to conventional protected division and stabilises the evolved trees by eliminating discontinuities. See [74]  (or Chapter 3) for more details.
  Every individual evolved by GP is a tree which implicitly encodes a function. It is possible to transform such trees to evaluate a derivative of arbitrary order but for this initial exploratory study, we have estimated the necessary derivatives using numerical methods for convenience. For regularisers with order , we have to calculate  order derivatives followed by an integration over the domain. High accuracy is desired for numerical differentiation. On one hand, to flexibly calculate the  order derivates, we differentiate the function   times to have

The higher order (e.g., ) derivative is calculated based on the one-degree lower order  derivative, and the error increases exponentially with the respect to the order. On the other hand, the numerical integration is based on the results of derivative functions, so low accuracy on the numerical derivatives will cause severe error propagation. The difficulty of  reducing the error of a numerical derivative is that there is a trade-off between rounding and truncation errors. As theoretically reviewed in Chapter 2, we have used the method of Hahm et al. [85] who proposed the use of Lagrange interpolation to approximate numerical derivatives and showed it to be superior to the widely-used central-difference method, achieving higher overall accuracy. We have used a general recursive method to calculate an  order derivative for an arbitrary function so that an arbitrary numerical differentiation method (e.g., central difference, Richardson's extrapolation, etc. [86]) is applicable. Given an arbitrary numerical method for a first-order derivative , where  is the 'step' applied and  is where the derivative to be estimated, and  is the original function to be differentiated. The recursive algorithm is:

	Algorithm 1:

	double NumDif (int mOrder, double input)
{
	if (N == 0)	return ; //  order derivative is 
	else return ; 
	//  order derivative is the (numerical) differentiation of  order derivative 	// that is . Namely, 
}



  For the purpose of completeness, we set up a brief experiment to demonstrate that the Lagrange interpolation method provides superior results to central difference, especially for higher-order derivatives using the recursive method. We modify  to a 5-point central difference (best results on ) method and Lagrange interpolation methods (), respectively. We use  to test the accuracy of each methods since the  order derivative of  remains  and  remains constant . The results are shown in Table 4.1. Relative to the standard e value, we notice that using "double" precision numbers in C++ achieves a rounding error around  for . We then have tested up to 3rd order derivatives using the recursive method. As implied by [85], Lagrange interpolation systematically achieves higher accuracy than the 5-point central difference method for all the results; Hahm et al. [85] only present the superior results of the 1st order derivative. Our later experiments employ Lagrange interpolation for numerical differentiation up to -order derivatives which is superior to the commonly-used central difference methods.
Table 4.1 Accuracy comparison between Lagrange interpolation and 5-point central difference
	Standard e value
	
	2.71828182845904523...

	0th order derivative
	
	2.71828182845904509

	1st order derivative
	Lagrange Interpolation 
	2.7182818284590362

	
	Central difference 
	2.718281828458745

	2nd order derivative (recursive)
	Lagrange Interpolation
	2.7182818284580680

	
	Central difference
	2.7182818281846765

	3rd order derivative (recursive)
	Lagrange Interpolation
	2.71828182862514

	
	Central difference
	2.718281876136911



  For the numerical integration, the accuracy is not as critical as for differentiation since there are fewer calculation steps. To compare two floating-point numbers, relative error is of more concern due to catastrophic cancellation [87]. We have used adaptive Gauss-Kronrod integration from the Gnu Scientific Library (GSL) to obtain a relative accuracy of  to reduce the impact of catastrophic cancellation, as well as having acceptable time consumption. 

[bookmark: _Toc365230203][bookmark: _Toc365230507][bookmark: _Toc365550577]4.2.2 Application of Regularisation with Extended Pareto-ranking
  Regularisation, having no regard to syntactic complexity, measures the 'smoothness' of a function which is a semantic measure. From Occam's razor, we prefer simpler individuals given the same MSE during the evolutionary process but there are, however, two difficulties with direct replacement of conventional node count by a regulariser in MOGP. One is that although the solid regularisation theory only concerns the empirical error and the smoothness – semantic complexity, the evolutionary process, e.g., crossover and/or mutation, is based on syntax due to the fact that genetic programming is a syntax-tree-based evolutionary algorithm. Without consideration of syntactic complexity, bloat will reduce the efficiency of a GP run[26]. Nevertheless, minimising syntactic complexity will not necessarily minimise semantic complexity and vice versa (although these quantities will tend to exhibit some positive correlation). For example, a semantic complexity measure cannot distinguish between  and , preferring them equally, which is not desired. Semantic complexity cannot help to select trees with less syntactic redundancy. Similarly, a syntactic complexity measure cannot help to select variance-stabilised solutions. 
  The second practical difficulty with applying (semantic) regularisation is that, even when the extra computational effort due to bloated trees is affordable, we will show in Sections 4.3 that a direct application of regularisation causes premature convergence during the evolutionary process.
  To cope with these two difficulties, we seek a complexity measure that minimises both syntactic and semantic complexity simultaneously. An obvious approach is to use 3-dimentional MOGP to minimise MSE, node count and regularisation simultaneously. Again we will show in Section 4.3 that premature convergence still occurs. We further investigate the diversity/premature convergence issue in GP to search for potential solutions. Essentially, the genotype and phenotype diversity [88] can be interpreted more generally as two types of diversities. The genotype is the "gene" of each GP tree and considered as the syntax, whereas the phenotype expresses the functionality of the GP tree, namely semantics. There are methods to calculate the syntactic "distance" between two trees and a corresponding mechanism is set up to maintain diversity (or even maximise it as an objective) in the evolutionary process. Nevertheless, those measures of diversity are always time consuming and there is no strong evidence to show they significantly improve the results. Further, due to the existence of redundancy in GP trees that prevents the generated GP trees from being in parsimonious form, to maintain a highly diversified population in terms of genotype (or syntax) does not necessarily maintain semantic diversity.
  The -dominance method [89] successfully controls and preserves the phenotype diversity by selecting the proper  to diversify the samples in objective space, which is determined by the phenotype of a GP individual. However, the unknown  has to been fine-tuned by cross validation or a preference-based learning algorithm [89, 90] and is problem dependent. It possibly varies from problem to problem, or even among different training samples from the same problem. Despite a solid foundation that -dominance provides good selective pressure in terms of general evolutionary, so far we have not seen application in genetic programming. Further, the overhead of pre-determining  is undesired. 
  Essentially, we desire to minimise MSE, with syntactic and semantic complexity in an MO scheme while preserving semantic (phenotype) diversity. 3D MOGP implicitly considers syntactic and semantic complexity in competition, which is not appropriate since it is common to consider syntax and semantics as positively correlated although such correlation is not always obeyed. Rather than considering syntactic and semantic complexity to be in competition, we desire a better, more cooperative strategy to be formulated between both complexity measures.
  Reconsidering complexity, syntax and semantics are two components. As there is no easy way to combine them, we propose a 2-dimensional vector  that consists of node count and a regulariser to represent the general complexity of an individual, and use Pareto comparison to select the simpler one. We term this 2D vector grand complexity as it reflects both the syntactic and semantic complexity of an individual. This selection method can handle the loose correlation between syntactic and semantic complexity and when the complexity of one individual dominates another, we have better confidence that one individual is 'simpler' and therefore to be preferred. Otherwise, we prefer neither individual as simpler due to the contradictory evidence provided by syntax and semantics.
  To apply this grand complexity to MOGP, we reformulate the traditional overall MOGP fitness vector into a fitness tuple that consists of: i) the MSE (), and ii) grand complexity, a two-dimensional vector which itself comprises node count (as a syntactic measure) and a regulariser (as a measure of solution smoothness). In general multiobjective optimisation problems, the fitness vector consists of two or more objectives that are usually in conflict. Here we extend the fitness vector to a fitness tuple, one component of which is a real number and the other a vector. The ranking method is an extension of the conventional Pareto comparison introduced by Goldberg [57].
  In conventional Pareto-ranking, Goldberg [57] introduced assignment of equal ranks to all non-dominated individuals in a population so that non-dominated individuals within the same rank have the same probability to breed. For a minimisation problem, recall from the definition in (4.2), for -dimensional vectors , an objective vector  dominates  iff:

  If an individual is not dominated by any other in the population, it is said to be non-dominated [57]. We denote the non-domination of  by  as  In (4.6), f is a real vector. We now expand this definition in a general sense by considering each component of the fitness tuple to be a vector rather than a real number. Consider an  member fitness tuple G, each component of which is a -dimensional vector g where . We define that  dominates  iff:

  Similar to the case with (4.6), if  does not dominate  we consider  as non-dominated by  (). If an individual is not dominated by any member of the population then it is said to be non-dominated. Notice that when  are 1D vectors (i.e., scalars), (4.7) reduces to (4.6). With the extended definition of Pareto dominance in (4.7), we can address more complicated forms of comparisons, particularly when G comprises a scalar and a 2-vector. Considering specific examples where  where  is the 2-vector comprising node count and a regulariser, and , the extended Pareto comparison can be expressed in pseudo-C code in Algorithm 4.2.




	Algorithm 2 Algorithm for determining extended Pareto dominance

	if (() and not ( 
or (() and () then
     
else
    
end if



[bookmark: _Toc365230204][bookmark: _Toc365230508][bookmark: _Toc365550578]4.2.3 Datasets
  We have considered six one-dimensional regression problems of varying degrees of curvature listed in Table 4.2 and plotted in Fig. 4.1 (a – f).
Table 4.2 Test functions
	F1
	 
	
	 order polynomial

	F2
	
	
	Automatic French curve

	F3
	
	
	 order polynomial [28]

	F4
	
	
	Salutowicz-2D [30]

	F5
	
	
	Chebyshev polynomial

	F6
	
	
	Scaled sinc function





 


 


  Fig. 4.1. Plots for test functions
We have generated 100 independent training sets from each function comprising 30 data, randomly-selected from the domain, and added zero-mean Gaussian noise with a variance of 0.01 to each training instance. Independent test sets comprising 100,000 randomly-drawn instances were used to assess generalisation performance. (We have employed different regression functions compared to Chapter 3, but used the identical resampling method – 100 independent training sets and 1 large independent test set.)

[bookmark: _Toc365230205][bookmark: _Toc365230509][bookmark: _Toc365550579]4.2.4 GP Algorithms
  To confirm that our conclusions are independent of evolutionary strategy, we have employed both generational GP with 50% elitism, and a steady-state algorithm. We have used rank-based selection for both strategies. For the steady-state experiments, we have used Pareto Converging Genetic Programming (PCGP), a GP adaption PCGA algorithm [63]. The GP parameters are summarised in Table 4.3. The steady-state algorithm was run for 10,000 tree evaluations and the generational GP for an equivalent 198 generations. Note that these evaluations numbers only count a complete evaluation of a tree fitness, not the somewhat larger number of calculations necessary to perform the numerical differentiation/integration.
Table 4.3 GP Parameters used in this study
	Population Size
	100

	No. of Evaluations(PCGP)
No. of Generations(Generational)
	10,000
198

	Crossover
Mutation strategy
	Point crossover [26]
Point mutation [26]; full depth of 4

	Node types
	Unary minus
Addition, Subtraction, Multiplication
Analytic quotient [74]


[bookmark: _Toc365230206][bookmark: _Toc365230510]

[bookmark: _Toc365550580]4.2.5 Experimental Setup
  For each function, we have run paired statistical tests over 100 independent training sets by minimising both MSE and complexity measure, which is either node count, regulariser or grand complexity. For the grand complexity measure, we have employed regularisers of either zeroth-, first- or second- order [, 1 or 2; see (4.4)] to explore the performance over different ways of defining smoothness. We computed statistics using the individual in the final population of each GP run with the lowest error over the relevant independent test sets described in Section 4.2.3.

[bookmark: _Toc365230207][bookmark: _Toc365230511][bookmark: _Toc365550581]4.3 Results
[bookmark: _Toc365230208][bookmark: _Toc365230512][bookmark: _Toc365550582]4.3.1 Direct Application of Regularisation
  The results of directly applying zeroth-order regularisation in MOGP are shown in Table 4.4 for both 2D (MSE/regulariser) and 3D objective vectors (MSE/node count/regulariser). For brevity we present only results for the F3 and F5 test functions which are typical enough to present the general situation. Comparing columns 3 ('node count') and 4 ('Reg0') of Table 4.4, it is obvious that the node count complexity measure produces significantly better average test errors. 
  Inspection of the population reveals that regularisation has resulted in premature convergence – all individuals have quickly become all rank-1. Considering Goldberg's algorithm [57], individuals with higher ranks have higher probability to be selected and breed than those with lower ranks, and individuals with equal rank have equal probability. Thus, premature convergence in the early stages fills the whole population with all rank-1 individuals leading the later evolutionary process to run with equal selection (due to equivalent rank) in breeding, hence the evolutionary pressure is eliminated by uniform selection over the whole population.
Table 4.4 2D-MOGP mean & standard deviation (SD) of the best test MSE in the final population over 100 statistical runs arising from different complexity measures (node count, zeroth-order regularisation and quantised zeroth-order regularisations)
	
	Function
	Node count
	Reg0
	Reg0 (quantised to 1)
	Reg0 (quantised to 10)

	2D-steady-state
	F3
F5
	

	

	

	


	3D-steady-state
	F3
F5
	

	

	

	


	2D-Gener-
ational
	F3
F5
	

	

	

	


	3D-Gener-
ational
	F3
F5
	

	

	

	




  Besides, since there is no further mechanism to distinguish individuals with identical ranks, discarding rank-1 individuals is also problematic. This phenomenon is observed in both using 2D and 3D objective vectors. Clearly regularisation on its own is worse than conventional node count.
  Closer inspection shows that the premature convergence we observe using a regularisation measure is due to failure to maintain selective pressure in the population when using more than one real objective. Consider a non-dominated objective vector f =  where . If we generate a new but marginally different individual with objective vector , for some arbitrarily small , this too will be non-dominated. It is thus fairly easy to reduce the population to all rank-1 individuals by essentially resampling the existing rank-1 solutions, rather than advancing the Pareto front. At this point all selective pressure ceases and this is indeed what we observe in practice.
  To preserve effective selective pressure, and inspired by the idea of -dominance [89], we have experimented with quantising the regulariser since -dominance increases selective pressure. The results of quantising [replacing the regulariser  with  where  or 10] are shown in columns 5 and 6 of Table 4.4. It is clear that quantisation has improved the performance to be as good as node count in some cases, particularly for , but still just worse than node count in others. After quantisation, inspection of the populations revealed that premature convergence had either been eliminated () or at least delayed (). Nonetheless, direct application of regularisation – either as a replacement for node count in a 2D optimisation, or in addition to it in a 3D formulation – produces no advantage in GP despite its theoretical solidity.

[bookmark: _Toc365230209][bookmark: _Toc365230513][bookmark: _Toc365550583]4.3.2 Grand Complexity
  The test error performances over 100 repetitions for the grand complexity measure with zeroth, first and second order regularisers are shown in Table 4.5 for steady-state evolution, and Table 4.6 for the generational algorithm. 
Table 4.5 Mean & SD of the best test MSE for steady-state MOGP in the final population over 100 statistical runs arising from different complexity measures (node count and grand complexity of various orders). The statistically-significant differences compared to node count at 95% confidence are shown in bold
	
	Node count
	GrC-Reg0
	GrC-Reg1
	GrC-Reg2

	F1
	
	
	
	

	F2
	
	
	
	

	F3
	
	
	
	

	F4
	
	
	
	

	F5
	
	
	
	

	F6
	
	
	
	



Generally, grand complexity gives a lower mean test error than using node count with the exception of the test function F2 for the steady-state method. As far as we have observed, there does not appear to be a great deal of difference between the different-order regularisers.

Table 4.6 Mean & SD of the best test MSE for generational MOGP in the final population over 100 statistical runs arising from different complexity measures (node count and grand complexity of various orders). The statistically significant differences compared to node count at 95% confidence are shown in bold
	
	Node count
	GrC-Reg0
	GrC-Reg1
	GrC-Reg2

	F1
	
	
	
	

	F2
	
	
	
	

	F3
	
	
	
	

	F4
	
	
	
	

	F5
	
	
	
	

	F6
	
	
	
	



To further examine the significance of the results in Table 4.5 and 4.6, we have performed a one-sided paired sign-test under the null hypothesis that the median difference between the two methods is  0 [81]. If grand complexity outperforms node count in  59 pairwise comparisons then this implies statistical significance at the  confidence level. Conversely, if grand complexity is outperformed by node count in  41 comparisons, this implies node count is statistically superior at the  level. The outcomes of the pairwise comparisons are shown in Tables 4.7 and 4.8 for steady-state and generational algorithms, respectively together with the corresponding p-values.
In 25 of the 36 comparisons, grand complexity is statistically superior, sometimes at the 99.99% confidence level. In the remaining eleven comparisons, there is no strong evidence to support the superiority of either method. Most significantly, in no case is node count statistically superior.
Table 4.7 Sign test results comparing GrC with different regularisers, against node count; steady-state. The '+' column shows the number of times out of 100 trials that GrC gave a smaller test error than node count
	
	Reg0
	Reg1
	Reg2

	
	+
	p-value
	+
	p-value
	+
	p-value

	F1
	60
	0.0228
	57
	0.0808
	52
	0.3446

	F2
	49
	0.5793
	49
	0.5793
	46
	0.7881

	F3
	69
	0.0001
	76
	
	74
	

	F4
	56
	0.1151
	60
	0.0228
	64
	0.0026

	F5
	59
	0.0359
	53
	0.2743
	59
	0.0359

	F6
	50
	0.5000
	62
	0.0082
	76
	



Table 4.8 Sign test results comparing GrC with different regularisers, against node count; generational evolution. The '+' column shows the number of times out of 100 trials that GrC gave a smaller test error than node count
	
	Reg0
	Reg1
	Reg2

	
	+
	p-value
	+
	p-value
	+
	p-value

	F1
	62
	0.0082
	63
	0.0047
	61
	0.0139

	F2
	58
	0.0548
	68
	0.0002
	62
	0.0082

	F3
	66
	0.0007
	70
	
	63
	0.0047

	F4
	73
	
	78
	
	75
	

	F5
	81
	
	78
	
	75
	

	F6
	74
	
	74
	
	79
	



  (From the foregoing, it might be inferred that the generational algorithm is superior. Directly performing pairwise comparisons between the corresponding steady-state and generational results shows that the steady-state PCGP algorithm consistently outperforms the generational algorithm at the  99.99% confidence level. So although grand complexity in the generational algorithm scores more successes over node count than for PCGP, this is because the strongly elitist, steady-state PCGP algorithm with node count produces better results than the generational/node count combination; grand complexity in the generational algorithm thus has a weaker set of 'opponents' to beat in the pairwise tests. This observation of the superiority of the steady-state algorithm reinforces previous observations, for example [64] as reviewed in Chapter 2.)

[bookmark: _Toc365230210][bookmark: _Toc365230514][bookmark: _Toc365550584]4.4 Discussion
  To further explore the reason for the superiority of grand complexity, we analysed the properties of MOGP with grand complexity compared to the other methods of computing a complexity measure.

[bookmark: _Toc365230211][bookmark: _Toc365230515][bookmark: _Toc365550585]4.4.1 Premature Convergence of Regularisation
  Based on regularisation theory, we seek to minimise (4.5). Minimising MSE and complexity simultaneously will effectively minimise the Tikhonov functional and should yield a set of non-dominated rank-1 individuals with various (implicit) values of . In other words, theoretically it is possible to minimise MSE/complexity using MOGP to yield a set of individuals with the lowest attainable MSE for some given value of . Based on our experiments, however, GP in such a setting suffers premature convergence in that the whole population converges to all rank-1 individuals at a very early stage and the MSE remains large due to stagnated search. Crucially, this premature convergence is not a failing of Tikhonov regularisation, rather a problem caused by the interaction of two, real-valued objectives in MOGP.
  Regularisation concerns only the semantic 'smoothness' of a function without any regard to its syntactic representation so it is not surprising that GP, as a syntax-based algorithm, experiences problems with no control on its syntax. We have tried using a 3D objective vector within MOGP, minimising MSE/node count/regulariser, however, premature convergence remains. Premature convergence leads to all rank-1 individuals and causes the evolution to degenerate to random search, which is the reason for the low efficiency.
  To further study the reason why premature convergence occurs, we have inspected the properties of the newly-generated offspring. As premature convergence can be considered as a rapid growth in the numbers of individuals labelled as rank-1 (regardless of their absolute quality), we recorded the Pareto comparison between the newly-generated offspring and the current rank-1 individuals. (Here "current" is taken as the quasi-stationary population in the case of steady-state evolution, and the existing population from which offspring are being generated in the case of the generational model.) We can identify three mutually-exclusive outcomes from such a comparison:
	i)	The new offspring dominates at least one individual on the current Pareto-front. The 		Pareto front is thus advanced, and the number of rank-1 individuals will not 			increase.
	ii)	The new offspring is dominated by the current Pareto front. The offspring will be 		labelled as of lower than rank-1, hence making no impact on the Pareto-front.
	iii)	The new offspring is neither of (i) nor (ii). In this situation, the new individual is			labelled as rank-1 and the number of rank-1 individuals will be increased. The 			Pareto-front thus expands rather than being advanced. Note that this outcome is the 		main cause of the population converging to all rank-1 individuals.
  The probability of each category is obtained straightforwardly from the counts of offspring falling into each category divided by the total number of newly generated offspring. We accumulated the statistics over 100 training sets and characterised the average value of the probability in each category. Since regularisers with different orders give similar results, we present results only for the zeroth-order regulariser. The results are summarised in Figs. 4.2 and 4.3 for test functions F2 and F5.


(a)


(b)
Fig. 4.2. Mean value of probabilities of generating category (i), (ii) and (iii) outcomes for test function F2(a) and F5(b).
  For the node count complexity objective, it is very rare for offspring to fall to categories (i) and (iii), as most fall to (ii). This implies that it is rare for node count to generate a new rank-1 individual either by improving or expanding the current Pareto-front. With a low rate of Pareto-front expansion, the evolutionary process using node count remains stable and yields good results, albeit rather slowly and, by implication, inefficiently.
  For 2D and 3D MOGP minimising MSE vs. regulariser, and MSE vs. regulariser vs. node count, respectively, both methods have small probabilities of generating category (i) individuals, while category (iii) offspring are much more likely than category (i). This means that there is large chance that the newly-generated individuals will be rank-1 but most are simply supplementing the current Pareto-front rather than improving it. If the population is of all rank-1 individuals, then optimisation is reduced to simple random search and hence is very inefficient. We believe this is the reason why both 2D and 3D MOGP suffer premature convergence.
  For grand complexity, the probability of generating category (iii) individuals that fill-in the Pareto-front is lower than for 2D and 3D, however it is still much higher than for node count. The reason that grand complexity does not suffer premature convergence despite generating large number of category (iii) individuals is that grand complexity also generates an even higher number of category (i) individuals. Such individuals keep driving the Pareto front forward and mitigate the category (iii) individuals by dominating them, thereby reducing them to lower ranks. Thus under grand complexity, the population does not prematurely converge to all rank-1 individuals.
  To gain further insight into how the ranking distribution changes during evolution, Fig. 4.3 shows the maximum rank during the evolutionary process starting from an identical initial population for test function F3. In Fig. 4.3, grand complexity starts from large maximum rank – more than 60 on initialisation – and keeps the maximum rank fluctuating over all 10,000 evaluations.
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Fig. 4.3 Maximum ranks as a function of iteration number for: 3D MOGP, node count and grand complexity measures; steady-state evolution.
  Fig. 4.4 compares 2D regularisation with different quantisation again for test function F3 and illustrates how a quantised regulariser affects premature convergence. For the original, unquantised regulariser, the maximum rank starts at a little less than 40 (higher diversity compared to node count) but reduces very quickly. Occasionally in the remainder of the 10,000 iterations the maximum rank increases to 2 or 3, but returns to 1 very rapidly. With exactly the same algorithm and initialisation, quantising the regularisation measure,  has a larger range of ranks on initialisation and delays degeneration to all rank-1 individuals until around 2000 iterations.
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Fig. 4.4. Maximum ranks as a function of iteration number for  order regulariser, and with quantisation of Q = 1 and Q = 10; steady-state evolution.
  Quantising the regulariser as  further improves the rank distribution and maintains a better spread of ranks throughout the whole evolutionary process. In other words, a properly quantised regulariser may have the potential to produce good performance. From Fig. 4.5, it is easy to see how three individuals which are all rank-1 in continuous regularisation space take on a range of ranks from 1 to 3 after quantisation (i.e., projected onto the vertical dashed line). Quantisation increases the range of ranks and thereby prevents premature convergence. However, determining the quantisation scale Q is problem-dependent and there seems no way to predetermine it other than enumerative search. Moreover, despite careful tuning of the quantisation, the improvement compared to node count is small; we observe no result better than node count even where highly diversified ranks are maintained by quantising the regulariser. This shows that the high rank diversity is a necessary but not sufficient condition for the better results.
[image: ]
Fig. 4.5. Illustration of the way quantisation of the regularisation measure increases rank diversity. Three individuals all of rank-1 are quantised to rank 1 to 3.
The regulariser quantised to 10 provides wider rank diversity than node count (e.g., Fig. 4.4), however, the elite individuals evolved under the higher selective pressure from quantised regulariser are not as good as those evolved with lower pressure from node count. This phenomenon implies that not all the superiority of grand complexity over node count is due to maintaining a higher rank diversity and higher evolutionary pressure, but that grand complexity forms an intrinsically better general complexity measure.

[bookmark: _Toc365230212][bookmark: _Toc365230516][bookmark: _Toc365550586]4.4.2 Pareto Comparison of Grand Complexity
  An interesting aspect of grand complexity is that it is very similar to 3D MOGP but the evolutionary processes clearly differ significantly. Table 4.9 lists the two comparisons in detail. In this table, the comparisons between MSE values are shown horizontally and those based on the grand complexity vector components are shown vertically. Based on Goldberg's algorithm, there is a binary relation between two individuals 'A and 'B'. 'A' either dominates 'B' (denoted by 'D'), or 'B' is not dominated by 'A' (denoted by 'ND').
Table 4.9 Grand complexity (GrC) and 3D relations. The differences are highlighted in grey.
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  From Table 4.9, there are only two cases where 3D Pareto comparison and grand complexity produce different results, indicated by the grey cells. Taking the first of these cases for illustration, despite the fact that 'A' has a lower MSE than 'B' and a smaller node count, its regulariser is larger. Thus under 3D vector comparison, 'A' does not dominate 'B' as there is no clear evidence to indicate the superiority of either individual. For grand complexity, the opposing relations between node count ('') and regulariser ('') mean that  will not dominate  so the overall result of the comparison will be determined by the relative MSEs. Thus under grand complexity, 'A' does indeed dominate 'B'. Grand complexity effectively reduces the syntactic and semantic complexity to a lower priority compared to MSE and forms a 'soft' decision in terms of complexity.
  As to the impact on the behaviour of GP, based on Figs. 4.2 and 4.3, we believe this is the reason that grand complexity produces a higher probability of generating better, category (i) individuals compared to 3D MOGP. This small difference essentially improves the evolutionary process from one prone to premature convergence to one with a stable population.
  Finally, for further work, it is worth considering transformation of trees to yield the derivative of the tree function rather than using numerical differentiation. This would involve a fairly straightforward recursive application of the laws of basic calculus and save significant computing time, especially for extension to higher-order regularisers and higher-dimensional problems.

[bookmark: _Toc365230213][bookmark: _Toc365230517][bookmark: _Toc365550587]4.5 Conclusion
  In this chapter, we have proposed applying Tikhonov regularisation, a general semantic complexity (smoothness) measure, to MOGP. We extend Pareto-ranking between vectors to tuples, constructing a general complexity measure, grand complexity, that incorporates both the syntactic and semantic complexities of individuals. Grand complexity with regularisers of different orders yields generally lower test mean squared errors; we have confirmed our observations with appropriate statistical sign tests. Further, we have examined the mechanisms why grand complexity outperforms node count and shown that whereas the node count complexity measure leads to large fractions of offspring which are dominated by existing population members, grand complexity is able to produce significant numbers of offspring which advance the Pareto front. Grand complexity maintains a larger range of ranks and thus sustains a high selective pressure. In addition, using regularisation alone leads to premature convergence. We conclude that grand complexity forms a 'soft' comparison able to incorporate the non-commensurate syntactic and semantic complexity measures and is thus a superior complexity measure.

[bookmark: _Toc365230214][bookmark: _Toc365230518][bookmark: _Toc365550588]Chapter 5 Training Genetic Programming Classifiers by Vicinal Risk Minimisation

  In this chapter we propose and motivate the use of vicinal risk minimisation (VRM) for training genetic programming classifiers. We demonstrate that VRM has a number of attractive properties and has a better correlation with generalisation error compared to 0/1 loss so is more likely to lead to better generalisation performance, in general. From the results of statistical tests over a range of real and synthetic datasets, we further demonstrate that VRM yields consistently superior generalisation errors compared to conventional 0/1 loss.

[bookmark: _Toc365230215][bookmark: _Toc365230519][bookmark: _Toc365550589]5.1 Motivation
  In classification problems, 0/1 loss is widely used as the empirical error in training varieties of classifiers [47]. However, fitting to the training data by minimising empirical error can lead to overfitting and large generalisation error. As shown in Fig. 5.1, to generate classifiers for a small training set of non-separable data drawn from two, arbitrary, two-dimensional class distribution, there is no reason to differentiate between the two candidate decision surfaces  and  due to the deficiencies of 0/1 loss.
  Both  and  have identical 0/1 loss because both misclassify two training set patterns out of ten. There is no reason to prefer one decision surface over another; more generally, any function which misclassifies any two training patterns cannot be set apart from  and  by 0/1 loss. As to the generalization abilities of  and , it is clear that  will exhibit a worse test error than  since it does a worse job at separating the two underlying class distributions although this, of course, cannot be judged from the 0/1 loss over this training set. In summary, it is clear that the same value of 0/1 loss can produce a range of possible generalisation errors – it is, of course, the objective of machine learning to produce the best possible generalisation error. It is noteworthy that almost all GP classifiers reported in the literature have involved minimising 0/1 loss.
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Fig. 5.1. Illustration of the deficiency of 0/1 loss. A small training set, shown as crosses and circles have been drawn from the distributions of class A and B, respectively.  and  are two arbitrary, candidate decision surfaces.

  In order to attempt to strike a balance between error over the training set and the complexity of the discriminant, a number of methods have been employed in the machine learning field. Classically, regularisation [3] seeks to minimise the weighted sum of an empirical loss and some measure of discriminant complexity, although how to decide on the weighting (the so-called regularisation constant) between the two terms usually involves cross-validation [38]. Further, the Tikhonov’s regularisers much-used in regression problems and illustrated in the previous chapter, cannot easily be applied to training GP classifiers since the discriminant functions evolved by GP are commonly disjoint. In classification, we use GP to evolve  and further search a threshold  in decision space, such that  provides the smallest training error. The discriminant function : , unlike the model  representing an -dimensional hyper-surface (where  is the dimensionality of input) in regression problems, represents an -dimensional decision surface that is the solution set for the equation . No matter whether  is continuous or not,  can easily be disjoint; e.g.,  yields hyperbolae that are two disjoint 1D decision surfaces. In other words, the differentiability of the decision hyperplane is not necessarily satisfied for classifiers trained by GP and Tikhonov’s regulariser, which directly measures the smoothness, cannot generally be applied.
  The parsimony principle [26] much-used in GP is an example of another form of regularisation. Minimum description length (MDL) approaches [24] can also be viewed as a regularisation that minimises descriptive length, for a given language, to minimise an upper bound on the true Kolmogorov complexity. Iba et al. [25] attempted to apply MDL to GP but failed to account for the not-necessarily-minimal form of the trees – logically, MDL can only be applied to trees which have been simplified to truly minimal form which we suspect is an NP-complete task. In Bayesian approaches, the log prior can be interpreted as a regularisation term [4].
  Over the past twenty years, the structural risk minimisation (SRM) framework of Vapnik[4] has been a dominant paradigm in machine learning and has lead to powerful notion of maximum margin classification as well as support-vector machines (SVMs). Application of SRM to genetic programming classifiers, however, is technically difficult. Borges et al. [71] interpreted the node count of GP trees as the Vapnik-Chervonenkis (VC) dimension of the discriminant and claimed to apply SRM principles to GP training although there is no theoretical justification of why node count is connected to the shattering dimension [38] of the function; the fact that these authors were able to observe improved performance was probably because their “VC dimension” was employed in a conventional regularisation framework and the value of the regularisation constant adjusted to yield improved performance over non-regularised comparators.
  Exploring the complexity of the discriminant implemented by a GP tree is feasible using multiobjective (MO) (or other parsimony) methods by simultaneously minimising the empirical error/complexity leading to a (Pareto) set of solutions which delineate this trade-off. The problem that remains, as we have argued above, is that minimising the 0/1 loss over a training set does not necessarily equate to minimising the generalisation error of the resulting classifier. As shown in Fig. 5.1, training-set 0/1 loss is a one-to-many mapping to test error which undermines the validity of the regularisation framework, especially under the small sample conditions that are typical of machine learning. For this reason we have explored the use of an improved loss function for training GP classifiers.
  Although SRM principles are not straightforward to apply in GP, Vapnik [4] has also presented vicinal risk minimisation (VRM), a loss framework complementary to SRM; in some cases VRM and more conventional SRM approaches can be shown to yield identical results [4]. Crucially in the present context, applying VRM in GP is readily tractable. We introduce VRM in Section 5.2. We describe our experimental setup in Section 5.3 and report the results of statistical comparisons over a range of real and synthetic datasets in Section 5.4 with statistically-founded evidence that VRM produces superior classifiers. We further extend the applicability of training genetic programming classifiers by VRM by statistical analysis in Section 5.5. We discuss a number of aspects of VRM and illustrate its Bayesian setting in Section 5.6 before summarising this chapter in Section 5.7.

[bookmark: _Toc365230216][bookmark: _Toc365230520][bookmark: _Toc365550590]5.2 Vicinal Risk
  Given some set of  training data drawn independent and identically distributed (i.i.d) from a data distribution :

where  and , the task of training a scoring classifier in machine learning is to select some discriminant function  such that:
    (5.1)
  We require to select the  which minimises the expected risk,  which will ensure optimum generalisation over future unseen examples drawn from :

where  is some loss function. Unfortunately,  is not known in practice and so a conventional approximation has been to minimise the empirical risk,  (i.e., the 0/1 loss) over the training set. We take the loss function to be:

where  is the Heaviside step function. Thus for -values which would give rise to a misclassification, (5.3) is unity; conversely, for -values which yield correct classification, the loss is zero. Thus  can be formally defined as:

  As is clear from Section 5.1, the fundamental shortcoming of the 0/1 loss is due to its discrete nature, in particular, that a pattern is either classified correctly, in which case it contributes zero to the cumulative loss, or the pattern is misclassified and so contributes unity to the loss. Crucially, no account is taken of the margin by which a pattern is misclassified (or indeed, correctly classified). A misclassified pattern which is just the wrong side of a decision surface is weighted equally with a pattern that is a very large distance from the decision surface; intuitively, the latter case should be treated as more serious than the former. As a logical consequence, a pattern's distance from the decision surface should weight its contribution to the loss.
  Vapnik [4] has motivated vicinal risk by assuming that the (unknown) data distribution is locally 'smooth' in which case  can be approximated by placing a vicinity function on each training datum – this process can be thought of as either resampling or, equivalently, interpolating . Since the shortcomings of 0/1 loss are due to its discrete nature, smoothing the training set will have the effect of stabilising the training process. Vapnik [4] described two possible types of vicinity functions, hard and soft. Hard vicinity functions have an abrupt cut-off at some distance from a training datum – under a 2-norm, this would be a ball or hypersphere centred on each datum. Whereas a hard vicinity function has a constant, non-zero value up to the cut-off distance and zero beyond, a soft vicinity function, such as a Gaussian kernel, typically has a peak value at the training datum and a monotonically-reducing value with increasing distance from the datum. Entirely equivalently, placing a kernel over each training datum can be viewed as approximating  using a Parzen windows density estimator [47], [41] for which a Gaussian kernel is a natural choice. Here we develop the soft vicinity function approach because: i) it is more tolerant of the setting of scale of the kernel and ii) there is a technical requirement with hard vicinity functions that they do not overlap in pattern space [4] which is inconvenient to ensure.
  Taking the loss function given in (5.3), analogous to minimising (5.2), we wish to select the  which minimises the vicinal risk,  which is the expectation of (5.3) over the data distribution:


where  is the zero-mean Gaussian kernel of variance  placed on the  datum, and  is approximated by the Parzen windows estimate of a sum of Gaussians. The equation (5.6) has a straightforward interpretation as the hypervolume, in the -dimensional pattern space, of the portion of the  kernel which falls on the 'wrong' side of the decision surface and hence would give rise to misclassification.
  A number of properties of VRM is apparent:
· Under VRM, we seek to minimise a continuous function (5.6), thereby removing the problem with 0/1 loss of being discrete. Patterns contribute to the loss depending on their distance from the decision surface, or more strictly, the hypervolume of the kernel function falling on the 'wrong' side of the decision surface. It is clear that correctly-classified patterns with a long way from the decision surface will make a very small contribution to the loss and will hence have a minimal influence on the placement of the decision surface – this is highly desirable since only data in the vicinity of the decision surface run the risk of misclassification and should arbitrate on the location of the decision surface.
· At distances greater than   3 from the decision surface, the contribution to the loss of an incorrectly-labelled datum saturates at unity, conferring robustness to outliers.
· As , the Gaussian kernel tends to a -function and so the vicinal risk tends to the 0/1 loss. Thus 0/1 loss can be understood as a special case of vicinal risk.
· As , the value of vicinal risk tends to 0.5 since in the limit, ‘half’ the kernel extends either side of the decision surface.
·  defines a characteristic ‘scale’ for the learning problem which will vary by dataset.
  Chapelle et al. [41] have directly minimised VRM for linear classifiers, assigning each training datum kernel its own value of  proportional to a measure of local density although the constant of proportionality had to be determined by cross-validation. As far as we are aware, the present chapter is the first report of applying VRM to genetic programming classifiers.
  Key to the computational tractability of VRM is the evaluation of the integral in (5.6). Rather than the inconvenient evaluation of an -dimensional integral, we can propagate the Gaussian kernel through into the 1D decision space, the image of . Given a scoring classifier as in (5.1) and a true pattern label of, say, , all points in the set for which the integrand in (5.6) is non-zero map to . (And conversely for when the true label is +1) This situation is illustrated in Fig. 5.2. Hence we can consider this measure as the probability of misclassification of the  training pattern. It is the expectation of this probability over the training set that we seek to minimise.
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Fig. 5.2. Illustration of the propagation of the Gaussian kernel into decision space. The shaded area is the probability of misclassification of the propagated kernel.

  Ultimately, we desire a loss function which is more predictive of (i.e. better correlated with) test error than 0/1 loss which is a one-to-many mapping. Namely, minimising a given loss function produces a classifier with superior generalisation performance. We have explored this issue in Section 5.4.1 where we present results that demonstrate that vicinal risk does indeed have this key property of superior correlation. In Section 5.4.2 we show that vicinal risk yields lower generalization errors.

[bookmark: _Toc365230217][bookmark: _Toc365230521][bookmark: _Toc365550591]5.3 Experiment Setup
[bookmark: _Toc365230218][bookmark: _Toc365230522][bookmark: _Toc365550592]5.3.1 GP Configuration
  We have used conventional tree-based GP to train discriminant functions where each individual in the population represents a function . In the process of evaluating the fitness of an individual, we run a further search for the threshold  using golden section search (GSS) [91] in the 1D decision space to yield the lowest training set error (either 0/1 or vicinal risk). Despite the fast convergence of GSS, there is an assumption that the function is continuous and unimodal, which is not necessarily satisfied here. To make the search for  robust, we divide the whole decision space into multiple intervals and perform GSS within each to reduce the risk of the algorithm getting stuck in a local optimum; five intervals appears to give a satisfactory compromise between speed and robustness of the search.
  We have employed a GP-variant of the multiobjective, steady-state Pareto-converging algorithm [63] to compare 0/1 loss and vicinal risk (VR). Loss – either 0/1 or VR – was one objective, and node count, a straightforward measure of tree complexity, was the other. We have used MO-GP here principally to suppress bloat [28] although we should point-out a key relationship between model complexity and bloat control. Although MO methods were originally motivated by the desire to control bloat – see, for example, [28] – MO approaches actually minimise tree size (for some given value of the other objective, typically error), yielding the set of the most parsimonious models. Conventional bloat control has operated by placing an upper bound on tree size (although see [92] for more sophisticated  work on bloat control), whereas MOGP seeks to minimise tree size for some given error. The two are profoundly different outcomes. Thus MO methods perform highly effective bloat control almost as a side effect of minimising tree size. This explains why numerous authors have found little correlation between bloat control and generalisation performance since simply placing an upper bound on tree size does not necessarily minimise the complexity of the generated mapping, . The parameters used in the experimental work are listed in Table 5.1.
Table 5.1 GP Parameters Used
	Population size
	100

	No. of tree evaluations
	10,000

	Crossover
	Point crossover [26]

	Mutation
	Point mutation [26] with tree depth = 4

	Node types
	Unary minus

	
	Addition, Subtraction,

	
	Multiplication, Protected division



  To calculate the vicinal risk of a GP tree requires propagation of the Gaussian-distribution in pattern space through into the 1D decision space. For a tree, which implements an arbitrary mapping, we have used Monte Carlo integration with 200 samples generated from each training datum, pre-calculated and stored as an augmented training set. The necessary value of the integral can be well-approximated by counting the fraction of patterns in the augmented training set that are misclassified. 

[bookmark: _Toc365230219][bookmark: _Toc365230523][bookmark: _Toc365550593]5.3.2 Datasets
  We have conducted experiments with a range of synthetic and real 2-class datasets. Most have real attributes since the formulation of vicinal risk implicitly makes this assumption although the German and Australian Credit datasets also contain categorical attributes which we have mapped to integers in the order in which they are described in the UCI documentation [93]. All (numerical) attributes have been normalised to unit variance. 
  We have used three synthetic datasets: a 2D mixture of Gaussians due to Ripley [94], a second 2D mixture of Gaussians due to Hastie et al. [78], and a 10D Gaussian problem with class-mean vectors of (0, ..., 0) and  and equal, unit covariance matrices. The Ripley and Hastie datasets have very non-linear optimal decision boundaries. For these synthetic problems, we randomly drew 100 patterns of each class to produce datasets of 200 data which were randomly partitioned into training and test folds.
  In addition to the three synthetic datasets described above, we also used eight real datasets from UCI repository [93] to compare the performance of 0/1 loss and VRM. Details of the datasets are summarised in Table 5.2. 2-Glass is a 2-class dataset generated from the original 6-class UCI dataset to classify float and non-float glasses. The Pima Indians Diabetes dataset is the version due to Ripley [94] with incomplete/implausible records removed.

Table 5.2 Details of Datasets
	Name
	Dimensionality
	#Patterns

	2-Glass
	9
	163

	BUPA
	6
	345

	Pima Indians Diabetes (PID)
	7
	532

	German Credit
	24
	1000

	Australian Credit
	14
	690

	Statlog Heart
	13
	270

	Wisconsin Breast Cancer (WBC)
	9
	683

	Wisconsin Diagnostic Breast Cancer (WDBC)
	30
	569

	Ripley [94]
	2
	200

	Hastie [78]
	2
	200

	10D-Gaussian (10D-G)
	10
	200


[bookmark: _Toc365230220][bookmark: _Toc365230524][bookmark: _Toc365550594]5.3.3 Statistical Testing Methodology
  We have estimated test error by taking the average over fifteen [95] cross-validation partitions of each dataset. Due to the small numbers of patterns in each UCI dataset, to assess the performance with an independent “large” test set that provides “true” test error is not possible. We hence employ cross-validation techniques that average test errors obtained from each partition, using half the patterns for training, and the rest for independent testing. The averaged test error from cross-validation is considered as the assessment of the performance of the algorithm [96]. 
 In order to accommodate the stochastic nature of GP the estimate of test error for every fold is the median of 30 runs with randomly initialised population (i.e. a total of  runs per dataset). The median value presents the “most likely” results given arbitrary initialisation.
  For each dataset, we have used a single, optimised value of  for every smoothing kernel determined by the cross-validation procedure outlined in Section 5.4.1. To facilitate a single value of  on each dimension, we normalised each attribute to unit variance over every training fold and then normalised the test fold using the same scaling. (Chapelle et al [41] assigned individually optimised values of  which may improve the performance of VRM.) To gauge statistical significance, we have used the Wilcoxon two-sided non-parametric test to assess the results [96]. Unlike using the single-sided sign test as in previous chapters, we have employed a method with higher power but stronger assumptions as well. A fundamental difference between the experiments in this chapter and previous one is that we have very limited, finite number of data for both training and testing. It is not affordable, as previously, to run a large number of repetitions for statistical testing. The fundamental reason is that the statistical tests based on resampling techniques require that the result from each run is independent so that the mean and variance are meaningful. The statistical tests used in previous chapters used 100 independent training sets to guarantee this premise is satisfied and used an extremely large test set (100,000 patterns) to provide a high-accuracy test error. In this situation, using a sign test provides enough power to statistically interpret the results. Using datasets from the UCI repository we can only re-use a finite and small number of patterns as training and testing sets in each different partition, and a correlation between each run always exists. Repeatedly partitioning the dataset into 100 runs does not greatly increase the power of the statistical test but around 10 repetitions is recommended [95]. In other words, we require a more powerful statistical test to cope with a situation lacking data.
  As to the assumption that is made for the two-sided Wilcoxon rank test, it requires a symmetric distribution for differences arising from pairwise competitors. Demsăr [96] has discussed that this is a very weak assumption for tests taken over various datasets since the tests are highly dependent on one another. Despite the fact that the assumption of the Wilcoxon test is not guaranteed to be satisfied, it is still widely used in machine learning due to the weakness of the assumption that is easily satisfied in practice, together with the benefit of high statistical power. 
  To extend the applicability of VR, by avoiding time-consuming cross-validation to determine the optimal , we aim to search for an empirically optimal  that generally yields superior performance. We have run Friedman’s tests with Holm’s procedure in Section 5.5 to quantitatively identify the difference in performance among 0/1 and VR with varying but pre-fixed . Applying Friedman’s test requires no assumption (or premises) to identify if there is any significant difference among multiple algorithms tested on multiple datasets. We followed Holm’s procedure [96] to further address the difference between each candidate algorithm which in our case yields the significance in the error difference between VRM with a given  and 0/1 loss.
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  To explore whether the proposed vicinal risk exhibits superior correlation between training and the test errors than 0/1 loss, we have sampled a large number of randomly-initialised, partially-trained and fully-trained GP trees. We present typical results for the Hastie dataset where we have actually measured test error over an independently drawn set of 10,000 data per class. Results for 0/1 loss are shown in Fig. 5.3, and for vicinal risk in Fig. 5.4 for a range of values of . Ideally, we would like a relation between training error and test error which displays a clear, single minimum such that minimising the loss over the training set invariably leads to the lowest possible test error.
  The correlation plot for 0/1 loss in Fig. 5.3 displays vertical striations reinforcing the fact that this is a one-training-error-to-many-possible-test-errors mapping. The minimum test error does not coincide with minimum training error although this may be due to deficiencies in the sampling; logically, the GP optimization could discover the optimal decision surface by chance which should return the Bayes-optimal test error. The key feature is that this optimal solution could not be identified using 0/1 loss due to the one-to-many nature of 0/1 loss.


Fig. 5.3. Correlation between training and test errors for 0/1 loss. Hastie dataset.

The sequence of plots (Fig. 5.4 a – d) for vicinal risk shows the correlation for different values of . For  much of the striated character of the 0/1 loss plot in Fig.5.3 remains implying insufficient smoothing. At the other extreme, Fig. 5.4 (d) does not display a clear minimum. Fig. 5.4 (c) for  appears near-optimal with a cloud of points that form a reasonably sharp cusp; training to the minimum value of vicinal risk for this value of  would yield a test error quite close to the Bayes error for the Hastie dataset of 0.21. Sequences of plots such as those in Fig. 5.4 (a) to (d) appear to pass though an 'optimum', thereby implying that conventional cross-validation can be used to identify a (near-)optimal value of . In most of what follows we have 'tuned'  rather coarsely by only considering . 


  


 
Fig. 5.4. Correlation between training and test errors for VRM for a range of values of  (a-d). Hastie dataset.

  A typical although more detailed plot of mean cross-validation test error against  is shown in Fig. 5.5 (a) and (b) for the WDBC dataset, for the individuals with smallest training error (best trained) and individuals with the smallest test error (best-performing) from the Pareto front, respectively. Clear although reassuringly broad minima are apparently allowing an appropriate determination of  which justifies the coarse tuning of  described above. The horizontal dashed line in Fig. 5.5 is the corresponding cross-validation test error for 0/1 loss. It is clear that VRM produces a significantly lower error values – we consider statistical testing of differences in errors in the next section.


 
Fig. 5.5 Mean cross-validation test error over fifteen folds vs.  for WDBC dataset. The dashed line is the best mean-of-medians test error for 0/1 loss.

5.4.2 Results over Real and Synthetic Datasets
  The average of the median test errors over fifteen folds of cross-validation on each dataset are shown in Tables 5.3 and 5.4 in the case of vicinal risk for optimised values of .
· Table 5.3 shows the results for the individuals with the lowest value of training error in the final population – either 0/1 or vicinal risk.
· Table 5.4 shows the results for the individuals with the lowest errors over each test fold, taken from the whole Pareto front [78, pp. 222-223].
  In Table 5.3 and 5.4, the lowest errors are shown bold font, and the standard deviations of the averages are given after the mean errors. A number of observations can be made from these results.
  First, vicinal risk displays the consistently lowest test errors across all datasets in both tables. From a statistical perspective, a Wilcoxon test returns  and , where W+ is the count of datasets where 0/1 loss delivers a larger test error than VRM, and  the converse. We obtain a p-value of . There is thus very little evidence to support the null hypothesis that the median test error for 0/1 and VR are identical. (See [97] for more detail.)
  Second, although minimising some loss over a training set might be naively presumed to yield the best test error, from the arguments concerning regularisation and model selection in Section 5.1, it is clear from comparing values of 0/1 loss in Table 5.3 and 5.4, and also VR across these two tables, that simply minimising training loss (Table 5.3) does not deliver the best generalisation. A model selection stage over the test set in each fold (Table 5.4) selects better generalising models. (This procedure is well-established in the conventional machine learning fields – see [78, pp. 222-223].) An identical statistical calculation to that detailed in the paragraph above again yields a p-value of <0.01, yet again very little evidence to support the null hypothesis that the median errors for the two model selection methods (smallest training error vs. best test fold error) are identical. The fact that simply minimising vicinal risk regardless of model complexity (Table 5.3) does not yield the optimal generalisation demonstrates that vicinal risk is not perfectly correlated with test error. From Section 5.4.1, however, it is clear that vicinal risk displays better correlation properties than 0/1 loss. The results here indicate that vicinal risk produces better generalisation results than 0/1 loss. 

Table 5.3 Median test errors for individuals with the best training error
	
	0/1 Loss
	Soft Loss

	2-Glass
	
	

	BUPA
	
	

	PID
	
	

	German Credit
	
	

	Australian Credit
	
	

	Statlog Heart
	
	

	WBC
	
	

	WDBC
	
	

	Ripley
	
	

	Hastie
	
	

	10D-G
	
	



Table 5.4 Median test errors for the best individuals on the Pareto front
	
	0/1 Loss
	VRM

	2-Glass
	
	

	BUPA
	
	

	PID
	
	

	German Credit
	
	

	Australian Credit
	
	

	Statlog Heart
	
	

	WBC
	
	

	WDBC
	
	

	Ripley
	
	

	Hastie
	
	

	10D-G
	
	



  Within each dataset, we can also compare the vicinal risk (for optimised ) with 0/1 loss using the Wilcoxon test. Results over the fifteen folds are summarised in Table 5.5 (individuals with the lowest training error), and Table 5.6 (individuals with lowest test fold error).  is the number of folds for which 0/1 loss produces larger test error than VR, and  the count of the converse. As before, we have taken the median test error over 30 independently-initialised runs as representative of the test error over each of the fifteen folds.
  For most datasets, there is little evidence to support the null hypothesis that training with 0/1 loss and VRM produce the same averaged median test error, the only exceptions being the results for 2D-Glass in Table 5.5 and for German Credit in Table 5.6. This could be a manifestation of the probabilistic nature of hypothesis testing – perform enough tests and eventually one will yield an erroneous result due to the non-zero probability of type II error. Nonetheless, taking the results at face value, VRM generally delivers superior results and at very worst, two results which are not statistically separable. In no single case is 0/1 loss superior to VRM. (It should also be noted that 2D-Glass VRM vs. 0/1 loss produced 8 'wins' for VRM and 5 'losses' out of 15 pairwise comparisons.
  From Table 5.5 and 5.6, it is obvious that the optimal value of  and the apparent superiority of VRM both vary by dataset which is expected as each problem has different characteristics.

Table 5.5 Wilcoxon's test comparing 0/1 and VRMs within each dataset; individuals with the lowest training sett error
	Dataset
	Optimal 
	W-score
	p-value

	2-Glass
	10-2
	
	=0.26

	BUPA
	10-3
	
	<0.02

	PID
	100
	
	<0.02

	German Credit
	10-1
	
	<0.01

	Australian Credit
	100
	
	<0.01

	Statlog Heart
	100
	
	<0.02

	WBC
	10-1
	
	

	WDBC
	10-1
	
	<0.01

	Ripley
	10-1
	
	<0.01

	Hastie
	10-1
	
	<0.01

	10D-G
	100
	W+ = 97.5, W- = 7.5
	<0.05







Table 5.6 Wilcoxon's test comparing 0/1 and VRMs within each dataset; individuals with the lowest test error on the Pareto front
	Dataset
	Optimal 
	W-score
	p-value

	2-Glass
	10-2
	
	<0.01

	BUPA
	10-3
	
	<0.01

	PID
	100
	
	<0.01

	German Credit
	10-1
	
	=0.30

	Australian Credit
	100
	
	<0.01

	Statlog Heart
	100
	
	<0.01

	WBC
	10-1
	
	

	WDBC
	10-1
	
	<0.01

	Ripley
	10-1
	
	<0.01

	Hastie
	10-3
	
	<0.01

	10D-G
	10-1
	
	<0.05



[bookmark: _Toc365230223][bookmark: _Toc365230527][bookmark: _Toc365550597]5.5 Extended Applicability
  As shown in the statistical tests, the superior results are obtained from VRM with optimal , which can be obtained by a cross-validation framework. Nevertheless, from the stand point of efficiency, using cross-validation to select  incurs a heavy overhead in computational cost. We address if there is any optimal value for  generally satisfying various problems.
  Recall from Fig. 5.4 (a – d), the four plots imply that the smallest test errors either from best trained individuals or the best-from-Pareto-front are always around . Further inspection of the optimal  in Tables 5.5 and 5.6 suggests that  is the most-frequent optimal . To quantitatively study the effectiveness of VR with varying , we perform Friedman’s tests and Holm’s procedure [96] among 0/1 loss and VR with varying  to explore the statistical superiority for a given . We present the test error and assigned Friedman’s ranks arising from best-trained individuals and best test error from Pareto-front in Table 5.7 and Table 5.8, respectively. The tables list the test error coupled with assigned ranks in the brackets.

Table 5.7 Test error & Friedman ranks from best trained individual
	
	0/1 loss
	
	
	
	

	2-Glass
	0.29024 (4)
	0.28537 (3)
	0.28374 (1)
	0.28415 (2)
	0.34715 (5)

	BUPA
	0.30019 (3)
	0.29152 (1)
	0.293449 (2)
	0.31773 (4)
	0.38516 (5)

	PID
	0.24812 (5)
	0.24774 (4)
	0.246366 (3)
	0.24048 (2)
	0.23571 (1)

	German Credit
	0.27187 (4)
	0.27100 (3)
	0.269867 (2)
	0.26780 (1)
	0.28013 (5)

	Australian Credit
	0.14261 (4)
	0.14145 (2)
	0.141932 (3)
	0.14271 (5)
	0.13411 (1)

	Statlog Heart
	0.19383 (5)
	0.18938 (4)
	0.18716 (3)
	0.17630 (2)
	0.16469 (1)

	WBC
	0.03392 (3)
	0.03470 (4)
	0.032651 (2)
	0.03109 (1)
	0.03577 (5)

	WDBC
	0.03906 (4)
	0.03579 (3)
	0.032748 (2)
	0.03170 (1)
	0.04444 (5)

	Ripley
	0.08767 (4)
	0.08567 (3)
	0.071333 (2)
	0.06067 (1)
	0.09667 (5)

	Hastie
	0.30200 (4)
	0.29833 (3)
	0.29200 (2)
	0.28600 (1)
	0.32900 (5)

	10D-G
	0.41733 (5)
	0.41500 (4)
	0.40800 (3)
	0.40067 (2)
	0.39067 (1)

	Average Ranks
	4.09091
	3.09091
	2.27273
	2.00000
	3.54545



As in [96], we employ Friedman's test to identify whether there is a significant difference among all algorithms. In our case,  is the number of the classifiers, and  is the number of datasets, the F-score  is distributed according to the -distribution with  and  degrees of freedom. 

Table 5.8 Test error & Friedman ranks from the best individual on PF
	
	0/1 loss
	
	
	
	

	2-Glass
	0.24675(4)
	0.23455 (3)
	0.23211 (1)
	0.23293 (2)
	0.34715 (5)

	BUPA
	0. 26628(3)
	0.25877 (1)
	0.25973 (2)
	0.28170 (4)
	0.38516 (5)

	PID
	0.23208 (5)
	0.22857 (4)
	0.22807 (3)
	0.22130 (1)
	0.23571 (1)

	German Credit
	0.25720 (4)
	0.25593 (2)
	0.25620 (3)
	0.25587 (1)
	0.28013 (5)

	Australian Credit
	0.12976 (4)
	0.12841 (2)
	0.12966 (3)
	0.13343 (5)
	0.13411 (1)

	Statlog Heart
	0.16716 (5)
	0.16100 (4)
	0. 15901(3)
	0.15407 (2)
	0.16469 (1)

	WBC
	0.02885 (4)
	0.02710 (3)
	0.02602 (2)
	0.02573 (1)
	0.03577 (5)

	WDBC
	0.03298 (4)
	0.02702 (3)
	0.02620 (2)
	0.02480 (1)
	0.04444 (5)

	Ripley
	0.07200 (4)
	0.06100 (3)
	0.05367 (2)
	0.05233 (1)
	0.09667 (5)

	Hastie
	0.26767 (4)
	0.24467 (1)
	0.26400 (2)
	0.26433 (3)
	0.32900 (5)

	10D-G
	0.35600 (5)
	0.41500 (4)
	0.34933 (3)
	0.34833 (1.5)
	0.34833 (1.5)

	Average Ranks
	4.18182
	2.72727
	2.36364
	2.04545
	3.68182



Given that , and , the F-score  has to be greater than or equal to 3.83 or 2.61 to achieve 99% or 95% confidence level, respectively. We then have

where  is the average ranks from the  classifier. And 

According to the above equations (5.7) and (5.8) and for Table 5.7, 
, 
.
For Table 5.8, 
,
.
  The results that  for both tables reject the null hypothesis that the five classifiers show no difference in terms of test error from both best-trained individuals and from the best-test-error individuals from the Pareto front. 
  Since Friedman’s test only illustrates the existence of significant differences among five classifiers, we need to further run Holm’s procedure to identify the specific differences between classifiers. From Table 5.7 and 5.8, the fact that 0/1 loss always provides the largest average rank indicates its worst performance among all classifiers. Moreover, we aim to address the differences between 0/1 loss and VR with varying  hence we consider 0/1 loss as the base case to be compared with VR with varying  through Holm’s procedure. To transform rank differences into a Z-score, we have the standard error

We have examined restricted confidence levels of both  and  using Holm’s procedure in Tables 5.9 and 5.10 for test errors arising from best-trained and best-PF individuals, respectively. 
Table 5.9 Holm’s procedure on results from best trained individuals
	i
	Classifier
	
	
	
	
	Confidence
level

	1
	
	
	0.0009
	0.0025
	0.0125
	>99%

	2
	
	
	0.0035
	0.0034
	0.017
	>95%

	3
	
	
	0.07
	0.005
	0.025
	<95%

	4
	
	
	0.21
	0.01
	0.05
	<95%




Table 5.10 Holm’s procedure on results from best individual on PF
	i
	Classifier
	
	
	
	
	Confidence
level

	1
	
	
	0.00076
	0.0025
	0.0125
	>99%

	2
	
	
	0.0035
	0.0034
	0.017
	>95%

	3
	
	
	0.015
	0.005
	0.025
	>95%

	4
	
	
	0.21
	0.01
	0.05
	<95%



  The results from Holm’s procedure show that  provides more than 99% confidence level of superiority over 0/1 loss while  provides more than 95% in terms of test error from both best-trained individuals and from best-individual-on-PF. For , the results from best-individual-on-PF achieves 95% confidence level, however, it falls slightly below the 95% confidence level for the results from the best trained. Despite the fact that  achieves rank 1 several times as shown in Tables 5.7 and 5.8, it still fails to achieve any significant difference in comparison with 0/1 loss. The reason is that it is also beaten by 0/1 loss in a lot of cases and falls to the last position (rank 5). The unstable performance of  yields insignificant results compared to 0/1 loss, where the p-value is around 0.21 in both tables.
  Considering  and  achieve significant confidence levels of superiority over various datasets, this implies that in a statistical sense, applying vicinal risk with pre-fixed  will generally perform better than conventional 0/1 loss without further the need of cross-validation. This property improves the applicability of VR in terms of computational cost by avoiding of cross-validation for choosing .

[bookmark: _Toc365230224][bookmark: _Toc365230528][bookmark: _Toc365550598]5.6 Discussion
  In essence, what we are doing in the VRM approach is to form a ‘better’ approximation of the underlying class-conditioned densities by smoothing-out the set of discrete samples in the training set. In this sense,  is another kind of regularizing parameter which needs to be adjusted to obtain best results. Similar although differently motivated approaches have previously been employed with multi-layer perceptron (MLP) neural networks. For example, Holmström and Koistenen [98] obtained improved generalization performance by adding Gaussian-distributed noise to the training set in an ad hoc manner. Karystinos and Pados [99] employed a much more elaborate approach of modelling the distribution of input variables and then drawing a large, similarly-distributed training set which yielded improved performance. 
  In fact, the act of placing Gaussian kernel over a dataset is like Parzen window density estimation [47] where the width of the kernel is a smoothing parameter which has to be tuned, typically by cross-validation. Under Parzen window estimation, the probability density function (PDF) of each class is approximated by a (normalized) summation of Gaussian kernels. Assuming the approximation of the class-conditioned PDF for class ‘A’ is given by , the loss associated with misclassifying a pattern drawn from ‘A’ is given by:

Where  and the region of integration,  is the portion of N-dimensional pattern space to the right of the decision surface in Fig. 5.6. 
  A similar argument holds for class ‘B’ which can be approximated by  and where the integral defining  is taken over the region of space in Fig. 5.6 to the left of the decision boundary. The overall probability of error,  is given by a weighted sum of  and :

where  is the cost of misclassifying a pattern from class i as belonging to class j , which we can, without loss of generality, assume to be unity.  and  are the prior probabilities of classes ‘A’ and ‘B’, respectively. By selection of an appropriate decision surface (i.e., by classifier training), (5.10) can be minimised to yield the Bayes' optimal error. Since  are given by a (normalised) sum of Gaussian kernels, one for each training pattern, it follows that minimising (5.10) is equivalent to minimising the vicinal risk under the assumption of a meaningful discriminant  that separates the majority of points in one class such that  and the majority of the points in the other class such that . VRM can thus be directly related to minimising the overall prbability of error. The significant advantage of the formulation presented in the work is that the class-conditioned risks  (5.9) are evaluated in the 1D decision space rather than in N-dimensional pattern space over, typically, a region of integration defined by a highly non-linear decision surface. (Indeed, in our experience, GP classifiers can frequently generate disjoint decision regions in pattern space.)

[image: E:\jnPublic\Dropbox\Topics\Thesis\Chapter5 GPVR\Fig. 6.png]
Fig. 5.6. Illustration of the domain of integration over pattern space to calculate loss.

  As to why vicinal risk does not exhibit perfect correlation with test error (Section 5.4.1), obviously the (implicitly) assumed forms for  are approximations and therefore incur some error. Nonetheless, VRM is able to guide the optimisation to consistently superior regions of the solution space and is thus a demonstrable improvement over 0/1 loss. 

[bookmark: _Toc365230225][bookmark: _Toc365230529][bookmark: _Toc365550599]5.7 Conclusion
  In this chapter we have introduced and motivated vicinal risk minimisation (VRM) for training genetic programming classifiers. VRM is formulated by placing a Gaussian kernel on each training datum in pattern space and propagating the resulting errors on the decision into the 1D decision space. Minimising vicinal risk over the training set is shown to be equivalent to approximately minimising the overall probability of error in a Bayesian setting. VRM is shown to be far better correlated with test error than 0/1 loss, that is, minimising vicinal risk leads to consistently improved classifier generalization.
  We present statistical comparisons between 0/1 and VRM which indicate there is very little evidence to support the null hypothesis that the two loss functions perform identically. We further illustrate that  is a generally applicable optimal value for choosing the width of Gaussian kernel and yields statistical superiority over 0/1 loss. VRM is shown not to completely remove the need for a model selection stage over the Pareto front of equivalent solutions, although there is good evidence that it guides the evolutionary optimisation to improved solutions. 




[bookmark: _Toc365230226][bookmark: _Toc365230530][bookmark: _Toc365550600]Chapter 6 Conclusions

  In this thesis, we have achieved enhancement in model generalisation in multiobjective genetic programming by applying regularisation theory and statistical learning theory for regression and classification problems, respectively. There are three main contributions.

[bookmark: _Toc365230227][bookmark: _Toc365230531][bookmark: _Toc365550601]6.1 Contributions
  First, we have fundamentally removed the discontinuity/singularity and stabilised the evolved GP trees as well as providing differentiability, by introducing replacing the conventional (un)protected division operator by an analytic quotient, by which systematically lower generalisation error is obtained for a range of regression problems. The analytic quotient transformation, being differentiable, satisfies the requirements of applying Tikhonov regularisation.
  Second, we have employed Tikhonov regularisation (a semantic/smoothness measure) in conjunction with node count (a syntactic measure) in MOGP. We extended Pareto dominance between vectors to tuples so as to construct a general complexity measure, grand complexity, that incorporates syntactic and semantic complexities of a GP tree. We have observed typically superior generalisation error from grand complexity with different-order regularisers, which is confirmed by appropriate statistical sign tests. We have further investigated why grand complexity copes with premature convergence and illustrated that by maintaining a high diversity in objective space (in terms of Pareto ranks) during the evolutionary process, grand complexity preserves a high selection pressure yielding better evolved individuals.
  Third, we have applied Vapnik's vicinal risk minimisation (VRM) which effectively stabilises classifiers trained by MOGP. VRM is formulated by placing a Gaussian kernel on each training datum in pattern space and propagating the resulting errors on the 1D decision space. The width of the Gaussian kernel can be straightforwardly chosen by cross-validation. We have shown that VRM has far better correlation to generalisation error than 0/1 loss, hence better generalisation error is systematically obtained. We have also employed appropriate statistical tests to confirm our observation. By examining the optimal variance of the Gaussian kernel by statistical tests over a range of real and synthetic problems, we have identified an empirically optimal region for choosing the variance of a Gaussian kernel. An empirically optimal region is practically significant as to avoid using time-consuming cross-validation to determine the optimal variance. We further demonstrate that VRM approximates a Bayes optimal classifier. Despite that, we have not observed perfect correlation between VRM and generalisation error although there is good evidence from statistical tests that VRM guides the evolutionary optimisation to improved solutions.

[bookmark: _Toc365230228][bookmark: _Toc365230532][bookmark: _Toc365550602]6.2 Future Directions
  Although we have applied solid learning theories to MOGP and obtained statistically superior results in terms of generalisation error, there are further studies which can achieve improvement.

[bookmark: _Toc365230229][bookmark: _Toc365230533][bookmark: _Toc365550603]6.2.1 Analytic Differentiation
  In this thesis, we aim to address the effectiveness of applying learning theories to MOGP to improve model generalisaiton ability. For convenience, we have employed numerical differentiation and Monte-Carlo integration of the transformed Gaussian kernel, although both are computationally costly. To more efficiently apply both theories in the MOGP framework in real applications, we propose potential methods to accelerate these numerical methods.
  To avoid numerical differentiation, we suggest using rewrite rules to generate differentiated trees, by which an  order derivative of a tree can be generated with m applications of the rewrite rules. Once the  order derivative tree is generated, the derivatives at any point can be analytically computed. As to accuracy, numerical methods propagate overall error () exponentially for every iteration (see Algorithm 1 in Chapter 4). Comparatively, the expansion of derivative trees only leads to (possibly) higher rounding error as there is no truncation error incurred. Further, the final derivative tree can possibly be simplified. (e.g., higher-order derivative polynomial trees or sub-trees yielding terms evaluating to zero) So, a derivative tree provides potential to cope with efficiency and accuracy for computing higher-order derivatives.

[bookmark: _Toc365230230][bookmark: _Toc365230534][bookmark: _Toc365550604]6.2.2 Simplified Distribution Transformation
  To approximate the Gaussian kernel in Vapnik's VRM, we have employed the Monte-Carlo integration and transformed values (by the GP tree) into the 1D decision space to approximate the transformed distribution in 1D space. Since the process of searching for the threshold is in the 1D decision space, a good approximation of the transformed distribution is desired. The unscented transform [100] could be used to estimate the (nonlinearly) transformed distribution in the 1D decision space from the N-dimensional Gaussian distribution in the feature space. This would be much less time-consuming.

[bookmark: _Toc365230231][bookmark: _Toc365230535][bookmark: _Toc365550605]6.2.3 Further Tuning
  In Vapnik's vicinal risk minimisation, the variance of the Gaussian kernel is tunable. Despite the superior results are obtained, we and Chapelle [41] have used different methods to predetermine the variance, followed by a fine-tuning process for a global factor. To achieve further improved generalisation ability, it is possible to fine tune the variance of the Gaussian kernel of each datum in the evolutionary process with a preference dataset. In this way, every Gaussian kernel can be optimised and flexibly fine-tuned, which is expected to have closer-to-perfect correlation between VRM and generalisation error, hence better generalisation ability. The issue for this method is the extra time consumption required for online optimisation of each variance.
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