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Abstract

Convective storms produce hazardous conditions that can lead to natural disasters such as

flooding and landslides. Their societal and economic impacts are felt throughout the world,

particularly in vulnerable tropical regions. Providing effective early warnings for such events

requires accurate short-term prediction — a major challenge in meteorology, especially in the

Tropics, where numerical weather prediction models have low skill. Nowcasting fills this capa-

bility gap by rapidly generating weather predictions with lead times on the scale of minutes to

hours.

This thesis presents advances in convection nowcasting, including satellite-based solutions for

the Tropics and the extension of traditional nowcasting techniques to flood prediction. First,

traditional nowcasting tools, which are typically radar-based, are applied to the Maritime Con-

tinent – a tropical region that experiences regular convective activity – using satellite brightness

temperature retrievals, a viable alternative to radar data, which is scarcely available in this re-

gion. Overall, these tools demonstrate skill in nowcasting propagating convection up to 4 hours

in advance, but struggle to capture the initiation and growth of convection over mountainous

regions during the afternoon period. Next, a novel satellite-based machine learning nowcasting

tool, SII-NowNet, is introduced. SII-NowNet produces skilful nowcasts of convection initiation

up to 2 hours in advance and convection intensification up to 3 hours in advance, over the Mar-

itime Continent. Using Zambia as an example region, SII-NowNet shows that it can generalise

well to a previously unseen tropical region without any re-training. Finally, traditional now-

casting techniques are applied to develop N-FOREWARNS, a surface water flood nowcasting

tool that generates useful flood risk maps up to 3 hours in advance. N-FOREWARNS is both

quantitatively verified and qualitatively assessed by expert users, demonstrating added value to

existing operational capabilities.
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Overall, the nowcasting developments presented in this thesis show the potential to strengthen

early warning systems via improved nowcasting tools and thereby enhance resilience to haz-

ardous weather in vulnerable communities.
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Chapter 1

Introduction

In the Earth’s atmosphere moist convection begins when, in the presence of water vapour, a

parcel of air ascends (freely or mechanically) and cools until it reaches saturation. Further

cooling of the saturated parcel triggers condensation and the release of latent heat, which

increases the parcel’s buoyancy. The continued ascent of the parcel leads to the formation of

clouds that can penetrate the full depth of the troposphere.

Moist convection can occur anywhere on Earth; however, it is most commonly observed in the

Tropics where high moisture availability, strong surface heating and the large-scale ascent of

the Hadley circulation provide favourable conditions for its development. Individual convective

updrafts typically occur on scales of <1 km, but when bands of convection develop together,

they can form ‘organised’ convective storms that reach scales >100 km. Due to its chaotic na-

ture, convection is inherently challenging to predict. Small perturbations in initial atmospheric

conditions will rapidly amplify over time until a limit of predictability is reached. Furthermore,

this limit of predictability is reached quicker for small-scale features (Lorenz 1963; Palmer 2006).

Therefore, since convection develops on some of the smallest meteorological scales (with abrupt

releases of stored potential energy), predicting it provides one of the greatest challenges in the

field.

Organised convective storms generate hazardous weather conditions such as heavy rainfall, high

winds, lightning and hail, covering the full spectrum of societal and economic impact levels.

Often these storms will initiate and propagate over regions on timescales of hours, leaving little

time to react. Low level impact examples include road closures, public transport disruptions
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Chapter 1. Introduction

and power outages, whereas high level impacts include flooding and landslides, resulting in

destruction of homes, spreading of disease and loss of life. With increased global emissions of

greenhouse gases leading to a warming of the Earth, the frequency and severity of impacts from

these weather events has and will continue to increase (Calvin et al. 2023). As well as mitigating

climate change through reducing these global greenhouse gas emissions, it is also crucial to learn

to adapt to living in our changing climate.

The “Early Warnings For All Initiative” was launched by the United Nations in November

2022 and calls for the whole world to be covered by early warning systems (EWSs) by the

end of 2027 (World Meteorological Organization 2023). Through this initiative the World

Meteorological Organization (WMO) is developing capability for forecasting hazardous weather

events, particularly for the world’s least-developed countries. EWSs play a key role in being

able to adapt to living in a climate that is experiencing an increase in convective storm activity.

Although not all impacts are avoidable, EWSs allow time to react and can help reduce the

severity of impacts from convective storms. Even a few hours’ notice allows time for action to

be taken such as evacuating people to safety, closing transport links, preparing back-up power

supplies, shutting down airport runways or moving livestock.

A reliable EWS for convective storms requires a skilful forecast that provides enough lead time

for decision-making. Convection-permitting numerical weather prediction (NWP) modelling has

vastly improved capability in forecasting convection development (Prein et al. 2013; Ferrett et al.

2021). To produce a skilful forecast, these models require atmospheric precursors or existing

convective features to be well represented in the initial conditions. However, these initial features

are often present on scales smaller than even convection-permitting NWP grid resolutions (Clark

et al. 2016), and any small errors in these initial conditions are known to rapidly amplify (Lorenz

1963). Furthermore, the skill at NWP lead times of a few hours (crucial timescales for convective

storm development) are problematic due to the required ‘spin-up’ period (Lean et al. 2008) –

the amount of time it takes an NWP model to reach a consistent state after being started from

its initial conditions. The skill of NWP is particularly low in the Tropics (Vogel et al. 2020; Zhu

et al. 2014), where the weather is dominated by moist convection (Schumacher and Rasmussen

2020) and observational data (required for NWP model initialisation) is sparse. As well as being

the wettest region on Earth (Adler et al. 2017), the Tropics is also home to some of the poorest

communities in the world, who often don’t have the infrastructure to deal with the hazardous
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impacts caused by severe rainfall. This vulnerability, combined with low NWP skill, makes the

Tropics a key area of focus for developing alternative approaches to convection prediction.

Nowcasting provides a solution to the short-term predictability gap of NWP. The term “now-

casting” was first mentioned in the 1980s with pioneer Keith Browning defining it as a “full

description of the weather now, together with extrapolation up to 2 hours ahead” (Browning

and Collier 1989). Since then capability has developed to allow skilful predictions at greater lead

times than 2 hours, and the WMO updated its definition to “forecasting with local detail, by

any method, over a period from the present to 6 hours ahead” (Schmid et al. 2019). However,

nowcasting has many different applications (e.g. warning vulnerable communities, aviation,

transportation infrastructure and public events), which benefit from predictions with a range

of lead times, meaning that limiting the definition of nowcasting to a specific timescale is not

always beneficial. Furthermore, as technical capabilities increase, it is likely that lead times

will stretch greater than 6 hours. In this thesis, nowcasting is defined as the process of using

information on the current atmospheric conditions to rapidly generate short-term predictions

of the future atmospheric state.

To fill the skill gap of NWP convection prediction, a nowcasting system must be able to make

real-time predictions of small-scale convective processes. This requires analysis of up-to-date,

high resolution weather information, which typically comes from observational sources such

as weather radars, geostationary satellites or lightning detector networks (or a combination

of these). Unlike NWP, nowcasting techniques are not limited by the requirement to solve

large sets of complex numerical equations to forecast the atmosphere. Instead, nowcasting

requires computationally efficient predictive techniques to produce near-instantaneous, short-

term forecasts. To support operational nowcasting, a continuous, efficient workflow of data

acquisition is a fundamental requirement of the process.

Weather radar observations are considered the best way to identify the location and intensity

of storms over large parts of a country (Saltikoff et al. 2019), which is the necessary input

to nowcasting systems. Traditionally, a technique known as optical flow (Horn and Schunck

1981) is applied to radar data to produce nowcasts. Optical flow methods identify clouds and

their trajectories through a series of images, and then extrapolate them along the trajectory

to generate future predictions (Pulkkinen et al. 2019). These methods show skill at predicting

the propagation of convection; however, they are limited to information in the latest radar im-
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age, meaning they cannot predict the development of new clouds. Nonetheless, many countries

in the mid-latitudes, which are largely covered by a weather radar network, use optical flow

for operational nowcasting of convective weather (Bowler et al. 2006; Germann and Zawadzki

2002; Haiden et al. 2011; Marcos 2015). In the Tropics, however, vast regions have unreliable

radars or no radar network at all (Permana et al. 2019; Roberts et al. 2022). Geostationary

satellite-based observations on the other hand provide a continuous stream of data for monitor-

ing current cloud activity from above (Line et al. 2016). Being able to identify clouds in this way

means that satellite-based observations can also be used to produce optical flow-based nowcasts.

However, compared to the mid-latitudes, there has been much less focus on the performance of

these traditional nowcasting methods (driven with satellite data), presenting a gap in Tropical

nowcasting knowledge.

In recent years, Machine Learning (ML) has been the dominant driver of nowcasting devel-

opments (McGovern et al. 2023; Prudden et al. 2020). In a process known as ‘training’, ML

models are given large volumes of meteorological data to identify weather features and learn

their patterns of behaviour (see section 2.5.2 for full description). Once trained, ML models are

applied to unseen data and use their learned knowledge to make future predictions, at near-

instantaneous speeds. As ML model architectures have advanced in complexity, they have also

been able to account for the chaotic nature of weather by generating probabilistic predictions

(Ravuri et al. 2021; Kochkov et al. 2024). This ability to generate rapid, probabilistic output

makes ML well-suited to the nowcasting challenge.

The most successful ML-based nowcasting studies have trained models to predict the next radar

image, based on a time series of the preceding radar images (Shi et al. 2017; Ayzel et al. 2020;

Ravuri et al. 2021; Zhang et al. 2023b; Wang et al. 2024). Commonly, these studies present

a holistic approach in which an entire field of convection is predicted at once to capture all

elements of the lifecycle (e.g., propagation, initiation, growth, decay, etc.), demonstrating their

performance with case studies of evolving mature storms. Although these approaches continue

to gain skill, there is little understanding on the performance of ML-based nowcasting tools in

capturing the less frequent (and often more challenging) convective processes, such as initiation,

which is crucial for decision-making (World Meteorological Organization, 2023). To address this

key gap in ML nowcasting capability, a logical approach is to isolate these lifecycle elements

and focus efforts on individually predicting their complex and chaotic behaviour.

6



Chapter 1. Introduction

In the Tropics, ML nowcasting studies have made use of the continuously available satellite data

as model input (Han et al. 2019; Lee et al. 2017), producing skill in capturing convection for up

to 2 hours on spatial scales of ∼16 km (Lagerquist et al. 2021). However, these approaches still

require radar data for model training, resulting in a continued nowcasting gap in the ‘radar-less’

regions of the Tropics.

Although the development of traditional and AI-based nowcasting tools has improved our short-

term prediction of convective storms, predicting their impact is less well understood. Direct

nowcasting of rainfall hazards provides the link between crude nowcasting output and under-

standable, relatable information for end-users (e.g. general public), which is crucial for effective

EWSs (Fleming et al. 2015). Many people won’t understand the consequences of a high rainfall

accumulation until they are directly informed about the hazards that it will bring. Typically,

hazard-based nowcasting involves post-processing rainfall amounts to convert them into a warn-

ing for a specific type of impact (e.g. flooding). These impact warnings are often discretized

into different levels of severity or likelihood of occurrence, making the potential danger clear

and easily interpretable.

One of the major hazards caused by convective rainfall is surface water flooding. Also known

as a pluvial flood, a surface water flood (SWF) is defined as rainfall-generated water that pools

on or flows over the ground surface, before it enters a major watercourse or drainage system. A

SWF is often caused by rapidly developing, localised convection, making it an ideal challenge

for hazard-based nowcasting (Speight et al. 2021). This need was specifically highlighted in

Maybee et al. (2024), who presented a methodology for providing daily regional-scale warnings

of surface water flooding. A key outcome of the Maybee et al. (2024) study was that SWF

predictions at shorter lead times (0-6 hours), with rainfall nowcasts, could fulfil the end-user

need for improved forecast reliability. This need motivates the development of a hazard-based

nowcasting tool that can provide rapid, regional-scale information of SWF likelihood.

The overarching aim of this thesis is to improve our understanding and capability for nowcasting

convective weather and its hazards. It will firstly address some of the key knowledge gaps in

Tropical nowcasting, before focussing on a hazard-based nowcasting approach for surface water

flooding.

Chapter 2 summarises the existing literature within the field of nowcasting and Tropical me-

teorology, whilst chapter 3 will introduce the data and methods that are common to at least
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two of the results chapters (data and methods that are specific to only one set of results will

be described within the corresponding results chapter). The results chapters will include the

following:

i) Chapter 4 evaluates the use of deterministic and probabilistic optical flow nowcasting methods

applied to satellite data in the Tropics. Although optical flow is not a novel approach, its

performance when applied to satellite data over the Tropics is not well understood. The key

research question is:

• Can geostationary satellite data be used for skilful optical flow nowcasting over the Mar-

itime Continent – one of the most convectively active regions in the Topics?

ii) Chapter 5 presents Simple Initiation and Intensification Nowcasting neural Network (SII-

NowNet), a newly developed ML-based nowcasting tool that predicts the initiation and inten-

sification of convection in the Tropics. This chapter is motivated by the capability gaps that

are highlighted in chapter 4. The key research questions are:

• Can satellite-based ML techniques be used to nowcast isolated convective clouds in the

Maritime Continent, and elsewhere in the Tropics?

iii) Chapter 6 presents an application of convection nowcasting for predicting hazardous events.

N-FOREWARNS is presented as a tool for nowcasting surface water flooding over England and

Wales. Both expert user feedback and quantitative verification is used to evaluate the added

value of N-FOREWARNS over current SWF prediction tools. The key research question is:

• Can a SWF nowcasting tool provide added value for England and Wales?

Chapter 7 provides a conclusion of the thesis and discusses the broader implications of the work,

its limitations, and future directions.

The beginning of this chapter discussed the correlation between the limit of predictability and

spatial scales within convection nowcasting. Figure 1.1 places each of the results sections of this

thesis on the nowcasting space-time framework. This is not to act as a performance comparison

for each section (they are all addressing inherently different challenges), but to indicate their

relative positions in the nowcasting field. The techniques used in Chapter 4 are located towards

the top right of the space-time graph, as they are evaluated on the greatest spatial scales and

therefore provide the greatest temporal limit of predictability. Chapter 4 will also demonstrate
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the challenge of capturing developing convective features, transporting the thesis towards the

bottom left of the graph. Chapter 5 will address these smaller-scale challenges, which imposes

a lower limit on the temporal predictability. Finally, Chapter 6 moves the thesis to greater

spatial scales as it focuses on addressing the challenge of surface water flooding. The small

increase in the limit of predictability in this chapter reflects the continuing challenges within

this nowcasting domain.

Figure 1.1: A space–time graph of the limits of nowcasting predictability, indicating the location
of each chapter (and the model used) within the domain.
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Chapter 2

Background and literature review

2.1 Atmospheric moist convection

On a sunny day over land, a parcel of air near the Earth’s surface is warmed by direct heat

transfer from the ground and moistened through evapotranspiration. This increase in the air

parcel’s temperature and water vapour content will decrease its density relative to the sur-

rounding air, giving it buoyancy and triggering its vertical motion. The air parcel’s journey

of ascent depends upon the vertical atmospheric profile, determining whether it will continue

rising, become neutral or sink back down. A Tephigram is a thermodynamic diagram used in

meteorology to visualise atmospheric profiles (Figure 2.1). Solid grey diagonal lines represent

constant potential temperature (from bottom right to top left) and temperature (from bottom

left to top right), whilst the dashed near-horizontal grey lines represent different pressure levels.

The red line shows the vertical profile conditions of an example environment.

In the example environment, if a parcel of air is lifted adiabatically from the surface (1000 hPa)

up to 680 hPa, it will be cooler and denser than the surrounding environment (i.e. negatively

buoyant), and thus considered to be stable. Up to 800 hPa the parcel of air will cool at the

dry adiabatic lapse rate. At 800 hPa the parcel’s temperature drops to a point where the

parcel becomes saturated, and water vapour begins to condense – this is known as the lifting

condensation level (LCL) (where the temperature equals the dew point temperature). If the

saturated parcel is lifted above the LCL, it will condense moisture as it rises and will cool at the

moist adiabatic lapse rate (which is dependent on both temperature and pressure). At 680 hPa

the environment’s atmospheric profile intersects the moist adiabat, known as the level of free
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convection (LFC). The LFC signifies the point beyond which the parcel becomes unstable with

respect to the environment i.e. it is warmer and less dense than the surrounding air (positively

buoyant). The parcel of air will continue to rise to 310 hPa (the equilibrium level), at which

point the environmental profile intersects the moist adiabat again and the parcel of air returns

to stability.

Figure 2.1: A Tephigram of an example environmental profile (red line). The solid black line
represents the adiabatic lapse rate that an idealised parcel of air will follow. The shaded regions
represent the convective inhibition (green) and convective available potential energy (grey).

In Figure 2.1, the area between the parcel ascent and the environmental temperature profile,

to the right of the parcel ascent (shaded green), represents the amount of energy required for

a parcel of air to reach the LFC from the surface – known as the convective inhibition (CIN).

Above the LFC, the area between the parcel ascent and the environmental temperature profile,

to the left of the parcel ascent (grey shaded area), represents the energy available to a parcel of

air for ascending (after overcoming the CIN) – this is known as the convective available potential

energy (CAPE). Deep moist convection (“cumulonimbus clouds”) therefore forms when air can

ascend past the LCL and LFC, exploiting the CAPE to reach an equilibrium level near the
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tropopause. Higher CAPE results in greater vertical motion (through conversion of potential

energy to kinetic energy) i.e. stronger updrafts. This process of deep convection can be further

assisted by the mechanical lifting of moist air. For example, the flow of air over orography can

cause it to be forced upwards to potentially overcome the atmospheric stability and trigger deep

ascent.

When bands of deep moist convection develop in a line or cluster together e.g. squall lines, they

can form ‘organised’ convective storms, which can grow to hundreds of kilometres and last for

many days – known as mesoscale convective systems (MCSs). Due their size, MCSs develop their

own circulation systems that are greater in scale than any of their component convective clouds.

Figure 2.2 provides a diagram of an MCS cross section. Strong updrafts within the convective

region of an MCS form towering cumulonimbus clouds, which reach the tropopause before

spreading horizontally to form anvil clouds that produce stratiform precipitation (Houze 2004).

A key ingredient for the survival of an MCS is vertical wind shear; without it, downdrafts caused

by the convective precipitation will collapse onto its updrafts, suppressing the entire system.

Wind shear tilts the system enabling the convective downdraft to create a region of cool air on

the downshear side of the storm, known as a cold pool. Cold pools are associated with strong

winds and a gust front at their leading edge where, crucially, new convective updrafts initiate

and merge with the MCS to sustain its lifecycle (Schumacher and Rasmussen 2020).

Figure 2.2: A 2-D cross section diagram of an MCS. Taken from Schumacher and Rasmussen
(2020).
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2.2 Tropical convection

In this thesis the Tropics is defined as the region surrounding the Earth’s equator, constrained

by the Tropic of Cancer (23.4° N) and the Tropic of Capricorn (23.4° S) (alternative definitions

of the Tropics also exist e.g. the region of Earth where total insolation exceeds the outgoing

longwave radiation). The intense insolation results in high rates of evapotranspiration and large

amounts of moisture present in the atmosphere. Furthermore, the intertropical convergence

zone (ITCZ; a band of convergence and large-scale ascent where the trade winds meet) passes

northwards and southwards over the equator each year, causing large-scale ascent over the

region. The combination of these conditions means that deep convection regularly develops in

the Tropics, triggering intense and impactful MCSs. In the Tropics, MCSs contribute to 50-

90% of annual precipitation totals (Schumacher and Rasmussen 2020), making them a dominant

source of rainfall in the region. Furthermore, MCSs generate a strong upper level circulation that

directly contributes to global circulation patterns (Hagos 2010; Schumacher and Houze 2003),

meaning they play a crucial role in the Earth’s hydrological cycle. Extreme rainfall events from

MCSs can have huge societal and economic impacts in the Tropics. Hazards include landslides,

flooding, high winds and lightning that often affect less-economically developed areas.

The Tropics is heavily influenced by a seasonal cycle of rainfall, known as monsoons. Monsoons

are defined as a change in the prevailing wind direction, which is a fundamental Earth system

response to annual variations of insolation (Wang and Ding 2008). In simple terms, Tropical

regions generally experience a rainy monsoon when the sun is directly overhead i.e. June, July

and August for the northern hemisphere and December, January and February for the southern

hemisphere. Greater insolation during these periods drives evaporation rates and land-surface

temperature contrasts, enhancing conditions for convection. This simple description provides

a basic understanding of the how monsoons are driven; however, in reality the complex nature

of the Earth (e.g. land-sea distributions, topography and land types) causes large variations

in monsoon characteristics across the Tropics (Chang et al. 2005). This has resulted in the

Tropics being split into separate monsoon regions, which are typically: Asia, West Africa,

Southern Africa, South America, North America, and Australia (Geen et al. 2020; Zhang and

Wang 2008).

The diurnal cycle is one of the dominant components of rainfall variations in the Tropics. A
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broad description of the diurnal cycle starts with solar heating of the land during the morn-

ing, resulting in peak surface temperatures and near-surface instability around midday. Moist

convection begins to initiate in these favourable conditions, which then builds through the af-

ternoon, producing propagating thunderstorms by the afternoon/evening. This results in peak

rainfall occurring over the land during the late afternoon/early evening period and over the sea

during the early morning (Yang and Slingo 2001). However, complex interactions such as land-

sea breezes (J. Slingo et al. 2003) and orographic features (Mori et al. 2004) can cause variations

in the typical characteristics of the diurnal cycle. Further investigation into Tropical diurnal cy-

cles has resulted in three defined regimes: oceanic, continental, and coastal (Kikuchi and Wang

2008). The oceanic regime is characterized by peak rainfall during the early morning, whereas

the continental regime is characterized by peak rainfall in the afternoon (followed by landward

propagation). For the coastal regime, peak rainfall occurs during the afternoon/evening and

can propagate both inland and offshore (resulting in two sub-regimes).

2.2.1 Maritime Continent

This thesis has a particular focus on a region of the Tropics known as the Maritime Continent

(MC) (Figure 2.3), which contains the countries of Indonesia, Malaysia, Philippines, Papua

New Guinea, East Timor, Singapore and Brunei. It is a complex mix of land and ocean with

major islands such as Sumatra, Java, Borneo and Sulawesi making it the largest archipelago

on Earth. Its complex topography and location across the equator make it a hotspot for storm

development. Easterly trade winds blow warm water across the Pacific into the MC creating

a ‘warm pool’ around the region (Dayem et al. 2007), which, when combined with Tropical

conditions, further enhances favourable conditions for deep convection – MCSs account for 45 -

70% of total rainfall in the MC (Crook et al. 2024). The large amounts of latent heat released

from this convection means that the region is often referred to as the ‘boiler box’ of the Earth

as it plays a crucial role in contributing to the global atmospheric circulations (the Hadley and

Walker Cells), in turn affecting both local and global weather systems (Ramage 1968).

Due to the surrounding seas, most islands in the MC experience a diurnal cycle typical of coastal

regions (Yang and Slingo 2001). The peak insolation around midday causes a land-sea temper-

ature contrast (due to the lower heat capacity of the land), which drives a sea breeze, triggering

convection that builds into the late afternoon and evening. Many islands contain mountainous

regions inland, providing an elevated heat source and orographic lift, further enhancing convec-
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Figure 2.3: Orographic map of the Maritime Continent domain.

tion (Mori et al. 2004). Into the late evening and overnight this convection propagates offshore

until the early morning the following day, leaving clear skies over land for strong insolation to

restart the process. Figure 2.4 exemplifies the MC diurnal cycle by showing the spatial variation

in timings of peak rainfall over the region.

Figure 2.4: The diurnal cycle of peak rainfall over the MC (interpolated to local solar time)
using the Global Precipitation Measurement dataset (Hou et al. 2014) from December, January
and February 2001 – 2020.

The MC lies at the interconnection between the Asian summer monsoon (June, July, August;

JJA) and the Australian summer monsoon (December, January and February; DJF) providing

a ‘land bridge’ for the ITCZ as it swings from the southern to the northern hemisphere during

March, April and May (MAM) and vice versa during September, October and November (SON).

As the MC islands are spread across both sides of the equator, different regions experience
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variations of seasonality (Aldrian and Dwi Susanto 2003; Giannini et al. 2007). Figures 2.5a-d

show the mean seasonal rainfall patterns and mean wind vectors as the ITCZ tracks through

the MC. Increased rainfall is observed to the north, over East Asia in JJA and to the south, over

Australia in DJF. During DJF the majority of the MC land mass experiences high precipitation,

whereas in JJA this precipitation is mostly constrained to regions north of the MC (apart from

Papua New Guinea which experiences relatively high rainfall all year round). Comparing the

distribution of precipitation in MAM and SON highlights the asymmetries between the two

transitional seasons. In MAM the band of high precipitation closely tracks along the equator

with higher rainfall observed over Sulawesi and Papua New Guinea. In SON, however, the

band of high precipitation follows a track further north of the equator with higher rainfall

experienced over western Sumatra, northern Borneo and the Philippines. This asymmetry

between the transition seasons is likely due to the differences in the location/orientation of

the land masses/terrain across the equator, causing asymmetry in land–ocean interactions and

hence rainfall patterns (Chang et al. 2005).

Figure 2.5: Climatological 850 hPa wind vectors plotted with mean daily precipitation accumu-
lation calculated for a) DJF, b) MAM, c) JJA and d) SON. Wind vectors were taken from ERA5
reanalysis (Hersbach et al. 2020) over the period 1979 – 2020. Mean precipitation accumulation
was taken from the Global Precipitation Measurement dataset (Hou et al. 2014) measurements
over the period 2000 – 2021.
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2.2.2 Madden-Julian Oscillation

The leading mode of intraseasonal variability in the tropics is the Madden-Julian Oscillation

(MJO), first discovered by Madden and Julian (1971). The MJO is a 30-60 day eastward

propagating oscillation in wind, pressure and convection, which moves over the Indian Ocean

and into the Pacific Ocean. The MJO is the most dominant source of subseasonal atmospheric

variability in the Tropics and is characterised by an alternating active and suppressed phase of

strong, deep convection (Zhang (2005)). Active phases of the MJO are associated with higher

likelihood of extreme precipitation (Da Silva and Matthews 2021) and an increased amplitude

of the convection diurnal cycle over the MC (Peatman et al. 2014).

An MJO event is often divided into eight phases using the real-time multi-variate (RMM) MJO

index of Wheeler and Hendon (2004), with each phase indicating the location of the centre of

active convection. Figure 2.6 shows how the mean precipitation anomaly patterns are affected

during the active and suppressed envelopes of the MJO. As the MJO begins to pass over the MC,

it turns from a smooth to a much more complex propagation. The MJO has a strong control

on the characteristics of MC convection and where it initiates. For example, a vanguard of

precipitation appears over some of the islands prior to the active phase (RMM phase 1) arriving

at the western side of the MC e.g. Sumatra. Peatman et al. (2014) hypothesized that this is

due to greater insolation prior to cloud coverage arriving from the active envelope, enhancing

land-sea contrasts and driving deep convection. Birch et al. (2016) later provided evidence for

this by running high resolution regional climate models to analyse the Tropical atmospheric

conditions at each phase of the MJO.
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Figure 2.6: Daily mean precipitation anomaly over the MC for each phase of the MJO as defined
by Wheeler and Hendon (2004). Phases move forward in time in the anticlockwise direction
round the diagram. Taken from Figure 5 of Peatman et al. (2014).

2.2.3 Equatorial waves

Equatorial waves are synoptic scale wave-like disturbances in the atmosphere that travel zonally

along the equator. They are ‘equatorial’ due to the change in sign of the Coriolis force across the

equator, which results in trapping them near the equator with their amplitude decaying in the

meridional direction (Matsuno 1966). Various different modes of these waves can be observed

such as equatorial Kelvin, equatorial Rossby, gravity and mixed Rossby-gravity waves, each

with their own pattern of propagation (Masunaga 2009; Wheeler et al. 2000; Yang et al. 2003).

Often coupled with convection (N. Takayabu 1994; Straub and Kiladis 2002), equatorial waves

play an important role on weather in the MC. High amplitude Kelvin, equatorial Rossby and

westward-moving Rossby-gravity waves have been linked to an increase in the likelihood of

heavy rainfall events over the MC (Ferrett et al. 2021), whilst their modulation of local wind

regimes has been closely tied to a variety of rainfall patterns over the MC islands (Peatman

et al. 2021). Active equatorial Kelvin waves have also been shown to modulate the frequency

and rainfall totals of MCSs in the MC, with highest rainfall anomalies coinciding with low-level

convergence phases (Crook et al. 2024). Overall, through their association with convection,

equatorial waves provide a source of predictability for weather in the MC.
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2.3 The need for nowcasting

The process of rapidly developing convection can lead to storm formation on timescales of

minutes to hours (Peatman et al. 2023). For example, in Indonesia, squall lines are typical

convective events that initiate over mountainous regions and propagate across the islands over

the course of hours, bringing high winds, rainfall, lightning and destruction along their way

(Lo and Orton 2016). This leaves nearby population little time to react and respond to the

incoming destructive weather. In order to provide enough warning, there is a crucial need to

be able to effectively predict storms on these short timescales and provide rapid, up-to-date

information on their development.

NWP models have been successful in revolutionising the way that we analyse and predict the

weather. By using approximations to the fluid dynamical laws that govern our atmosphere,

NWP models generate descriptions of the future atmospheric state at a range of lead times

(Milan et al. 2020). Traditionally, most NWP and climate models rely on a set of parameter-

isation schemes that simplify unresolved smaller-scale processes (e.g. convection), which have

known biases. For example, convection parameterisation schemes are known to produce rainfall

that is not organised, too frequent and light and that initiates too early in the day (Berg et al.

2013; Dai et al. 1999). In the MC, coarse-grid resolution NWP models particularly struggle

to represent rainfall variations, due to 1) an inability to resolve small-scale features such as

mountains (a key influence on the diurnal cycle) and 2) an inability to resolve all islands in the

MC and therefore their role in setting up the land-sea breeze (Qian 2008).

More recently the development of much higher resolution models has meant it is possible to

explicitly resolve some cloud-scale motions, thus removing the requirement for convection pa-

rameterisation (Prein et al. 2013). These convection-permitting models are able to produce

more realistic organised convective storms (Prein et al. 2015). Ferrett et al. (2021) evaluated

the skill of ensemble forecasts in the Tropics using a convective-scale NWP model at 2.2 km, 4.4

km and 8.8 km resolution. Enabling the model to resolve features at these smaller scales meant

that the patterns of convection linked to diurnal variations were better represented. However,

the ensemble struggled to produce skill at spatial scales less than ∼ 150 km and skill was greatly

reduced over night when convection propagates offshore and is no longer constrained by oro-

graphic or coastal features. Other convective-scale NWP models applied across the MC have
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also struggled in capturing rainfall, often producing it too early and over-predicting accumula-

tion totals (Porson et al. 2019). These limitations are due to initial convective features often

being present on scales even smaller than the resolution of the convection-permitting models

(Clark et al. 2016). Furthermore, NWP models rely on the assimilation of observations to im-

prove initial conditions estimates and predictions (Hu et al. 2025). The lack of observations in

the Tropics (relative to higher latitudes) therefore further compounds these limitations.

After their initialisation, NWP models must undergo a ‘spin-up’ period. This describes a period

of fluctuation before the model reaches a consistent state, and can last multiple hours (Clark

et al. 2016; Lean et al. 2008). In Africa, there is evidence that day 2 of NWP forecasts have

similar or higher skill than day 1; by day 2 the model has had time to spin-up realistic storms

(Woodhams et al. 2018). Organised convective storms can develop in hours, meaning that rapid

response is often required within this spin-up timescale, providing a key barrier to the use of

NWP models.

The recent increase in skill of machine learning-based weather prediction models (see section

2.5.2 for machine learning details) has led to greater attention being given to these potentially

revolutionary forecasting tools. Studies have shown that machine learning-based forecasting can

outperform NWP in benchmark statistics such as overall accuracy and root mean squared error

(Bi et al. 2023; Kochkov et al. 2024; Lam et al. 2023). Once trained, these models are far less

computationally expensive to run compared to NWP methods and don’t suffer from spin-up

time. However, a comparison study for extreme weather event cases has shown that machine

learning-based forecasts do not always outperform NWP (Pasche et al. 2025), highlighting the

need for a more comprehensive evaluation of these new tools before fully transitioning them

into operationalisation.

In summary, due to their low skill on convective scales and issues with spin-up periods, there

is a gap in NWP capability for predicting rapidly developing convective storms. A key solu-

tion to this NWP capability gap is nowcasting. Nowcasting is the process of using real-time

information on the current atmosphere to generate rapid, short-term predictions of the future

atmospheric state. Previous studies have constrained the nowcasting definition to specific lead

times, varying between 0 – 6 hours (Browning and Collier 1989; Roberts et al. 2022). However,

as the field progresses, methods will produce skilful predictions at greater lead times, requiring a

continuously updated definition. Therefore, in this thesis, ‘short-term predictions’ refers to the
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timescales on which convective storms can develop (i.e. minutes to hours) without constraining

nowcasting to a specific lead time. Overall, the key essence of nowcasting is the ability to make

near-instantaneous predictions of incoming weather to support quick decision-making.

2.4 Nowcasting approaches

For making future predictions of the weather, nowcasting approaches have been broadly split

into two methodologies: forward extrapolation and machine learning.

2.4.1 Extrapolation

Extrapolation-based nowcasting methods have been used since the earliest days of nowcast-

ing (Browning 1980). As a broad definition, these methods identify cloud features in images

and move them forward in time along motion vectors (extrapolate them) to generate future

predictions.

The simplest extrapolation methods assume that a cloud moves along a stationary vector field

with a constant level of intensity. Originally, wind fields were used as the motion vectors

(Browning and Collier 1989), however, this typically relies on NWP model output, which has

known limitations (see section 2.4). As the nowcasting field advanced a technique known as

optical flow was adopted from the field of computer vision (Horn and Schunck 1981), and applied

to extrapolation nowcasting. Optical flow generates velocity fields to describe the apparent

motion of objects across consecutive images. The key assumption of optical flow is that each

pixel intensity value remains constant as it is advected along. Given I(x,y,t) is the intensity of

a pixel at time t=0, this results in:

I(x, y, t) = I(x + ∆x, y + ∆y, t + ∆t) (2.1)

where ∆t is the time between image frames. Applying a Taylor series expansion to equation

2.1 leads to:

∂I

∂x
U +

∂I

∂y
V +

∂I

∂t
= 0 (2.2)

where U=dx
dt and V=dx

dt are the velocity components of the motion field. Equation 2.2 is known
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as the optical flow equation. ∂I
∂x , ∂I

∂y and ∂I
∂t can be calculated as they represent the image

gradients over space and time, whereas U and V are unknown, meaning equation 2.2 represents

an underdetermined system that cannot be solved directly. Optical flow methods attempt to get

round this by applying various spatial constraints to U and V (Germann and Zawadzki 2002;

Laroche and Zawadzki 1994; Lucas and Kanade 1981) to solve the optical flow equation.

Basic optical flow algorithms provide a fast and efficient methodology for producing nowcasts.

However, they are constrained by the unrealistic assumption that the intensity of convection

remains the same throughout its lifetime i.e. it only evolves dynamically. Understanding that

in reality convection evolves both spatially and dynamically, the Spectral-Prognosis (S-PROG;

Seed 2003) algorithm was developed as a step change in extrapolation-based nowcasting. S-

PROG accounts for the varying levels of uncertainty at different spatial scales by applying a

smoothing function, which increases in intensity as spatial scale decreases. This allows smaller,

more unpredictable features to be smoothed out whilst retaining the structure of more pre-

dictable, larger features as they are advected along optical flow motion vectors. By highlighting

the importance of nowcasting both the spatial and dynamic evolution of convective fields, S-

PROG inspired the development of The Short-Term Ensemble Prediction Systems (STEPS;

Bowler et al. 2006), a collaboration between the UK Met Office and Bureau of Meteorology,

Australia. STEPS is a continuation of S-PROG but with an added function that allows it to

capture uncertainties in the advection field at varying lead times too (see section 3.2.2 for full

STEPS description). With the injection of varying noise into the optical flow advection field,

STEPS is able to generate probabilistic nowcasts for 0 – 6 hours lead times, which aim to

account for both the spatial and temporal uncertainty of convection.

STEPS provided a turning point in the progression of extrapolation-based nowcasting. Since

then, further tools and methods have been developed for various regions and applications (see

Table 2.1). However, there is a key issue that is common with all extrapolation-based ap-

proaches: they can only predict the motion of features that are present in the latest image.

This means that any initiation, growth or decay of convection will not be captured by these

models.
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2.4.2 Machine Learning

Today, machine learning (ML) lies at the heart of artificial intelligence. The main basis of ML

is setting up computer systems in a way that enables them to learn rules and make predictions

without human interference. The overarching concept is simple and highlighted in Figure 2.7.

As opposed to the more traditional scientific methods, whereby collected data is inputted into a

set of rules (typically in the form of equations), ML systems directly match together data with

answers (in a process known as training). During the training process, an ML system ‘learns’

patterns and behaviours hidden within the datasets. They can then apply these learned rules

to unseen data to make predictions (in the same way as traditional methods). As a computer

system, it has the benefit of being able to process vast amounts of data very quickly relative to a

human. It also has the capability of identifying complex non-linear patterns in data in a way that

humans cannot. Overall, the introduction of ML into the scientific community has enabled an

alternative approach to solving complex problems (Carleo et al. 2019). In particular, the speed

at which ML models can make predictions, makes them a suitable candidate for nowcasting. In

recent years, ML has been the dominant driver within the nowcasting field (McGovern et al.

2023).

Figure 2.7: A simplistic diagram of the machine learning concept compared to traditional
approaches.

Many ML-based nowcasting approaches make use of what are known as ‘classical’ ML algorithms

(Ezugwu et al. 2024). A common choice is the Random Forest (RF) model (Breiman 2001),

which is made up of an ensemble of decision trees – tree-like structures made up of decision
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nodes – that independently vote on their output. A data point will follow a path through

the decision trees (dependent upon its features), until it arrives at a given outcome at the

bottom of the tree (the decision) (De Ville 2013). RFs are able to handle high-dimensional data

and use their ensemble of decision trees to produce probabilistic nowcast output (Mecikalski

et al. 2021). A basic approach was applied by Das et al. (2017) who used RFs to make binary

classification predictions of ‘rain’ or ‘no rain’ over Calcutta, India, showing RF nowcasting skill

for lead times of 30 – 60 minutes. More advanced studies have used RFs to produce spatial

maps of rainfall nowcasts by individually predicting the likelihood of convection at each pixel

(Lee et al. 2017; Mecikalski et al. 2015). This approach enables local conditions to be considered

in the prediction, but can result in impractical computational time when processing individual

pixels within high resolution images (Cooner et al. 2016). Furthermore, Mecikalski et al. (2015)

showed that a simple logistic regression model (Cole 1991) was able to outperform an RF model,

highlighting that there is often more than one ML model that can be applied to a problem.

Another classical ML model that has shown particular nowcasting capability is the Support

Vector Machine (SVM; Chih-Chung Chang et al. 2000). An SVM will analyse the features of

a dataset to try and derive the optimal way of splitting its data points into distinct classes –

particularly applicable to high dimensional datasets. By training on datasets with a range of

meteorological features, SVMs have shown skill in predicting radar echoes for lead times of up

to 30 minutes (Han et al. 2017; Liu et al. 2022). However, these studies highlighted a tendency

for SVMs to produce a high number of false alarms by predicting radar echoes in the incorrect

locations.

Further advancements in the field of machine learning have led to the emergence of Deep Learn-

ing (DL) architectures. In DL, multi-layered (deep) model networks, known as neural networks,

are trained to learn highly complex, non-linear patterns from large volumes of data (LeCun

et al. 2015). These types of models are particularly applicable for predicting systems that vary

both spatially and temporally (e.g. weather systems), putting them at the forefront of ML

weather forecasting research (Kochkov et al. 2024; Lam et al. 2023).

Artificial neural networks (ANNs) are one of the most basic forms of DL architectures (Krogh

2008). Inspired by the structure of the human brain, ANNs are fully interconnected layers of

neurons that process information to learn patterns and make predictions. ANNs can be used for

both regression and classification tasks and have shown skill in nowcasting the growth and decay
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of convection over mountainous regions (Foresti et al. 2019). However, these basic DL models are

limited in their capability of dealing with spatial data (Zhan and Datta 2024), which is a crucial

requirement when using radar and satellite images. To solve this issue, ANNs have been replaced

with convolutional neural networks (CNNs), which use additional filters to convolve features and

extract spatial information from images (O’Shea and Nash 2015). A U-Net (Ronneberger et al.

2015) is a type of CNN that is commonly used in nowcasting and has been shown to outperform

physics-based precipitation models (Lebedev et al. 2019). Agrawal et al. (2019) first introduced

the use of U-Nets for nowcasting classifications of rain types for 0 – 1 hours lead time. This

was developed further by Ayzel et al. (2020), who applied a U-Net approach to nowcast the

rainfall intensity values directly. Beyond U-Nets, other nowcasting studies have incorporated a

short-term memory element into their CNN-based architectures, which improves capability in

remembering important features during iterative predictions of radar frames (Shi et al. 2015),

and has shown to better account for the dynamic spatial variability of convection (Shi et al.

2017). Overall, CNN-based approaches have produced skilful nowcasts and outperformed optical

flow. However, an issue common within all of these studies is the blurring of predictions as lead

time increases (e.g. see Figure 4 of Ayzel et al. 2020).

Increases in compute power have allowed more complex DL models to be trained on high reso-

lution datasets. This has led to the use of deep generative models (DGMs) within nowcasting,

which learn probability distributions in the data to generate an ensemble of predictions and cap-

ture smaller-scale patterns (Ruthotto and Haber 2021). In order to address the issue of blurry

CNN predictions, Ravuri et al. (2021) used a DGM for nowcasting radar images in the UK.

They showed that a DGM could outperform optical flow and a standard U-Net model across

80 minutes of lead time. Zhang et al. (2023a) further developed this method by incorporating

physical constraints into the DGM nowcasting model to account for the dynamical evolution

of precipitation fields. The results of Zhang et al. (2023a) outperformed those of Ravuri et al.

(2021), showing greater capability at capturing more intense rainfall regions; however, both

DGM approaches still struggled to capture isolated showers and newly developing convection.

More recently the emergence of diffusion models has produced a further step-change in DL

capability (Ruiz et al. 2023). These models produce probabilistic output by mapping their

inputs to noise fields, and then re-mapping them back again to a target distribution. Although

still in their early use for nowcasting, diffusion models have shown improved performance over

25



2.5. Operational nowcasting Chapter 2. Background and literature review

DGMs by producing higher quality nowcasts (less blurry) with a more diverse range of ensemble

members (Wang et al. 2024; Zhao et al. 2024).

The huge diversity of model architectures, combined with increasing compute power, means

that new ML approaches will continue to improve nowcasting skill. However, few studies have

focussed on capturing the less frequent (and often more challenging) convective processes, such

as initiation, highlighting an open question for further exploration within ML nowcasting.

2.5 Operational nowcasting

Table 2.1 provides information on some of the most advanced operational nowcasting sys-

tems globally. These are predominantly based in developed countries, which take advantage

of weather radar networks (e.g. STEPS, ANC, S-PROG, MAPLE and SWIRLS) that provide

widespread coverage of precipitation. Each system uses a different methodology to suit its ap-

plication. For example, the INCA system is used for mountainous regions meaning it requires

data from a high density weather station network to account for distinct differences in condi-

tions between valleys (Haiden et al. 2011) - highlighting the importance of understanding the

local meteorology when developing nowcasting methodologies.

There are 57 radars distributed across Indonesia, Singapore and Malaysia (Permana et al. 2019).

However, weather radar networks are expensive to implement, maintain and often not suitable

for regions with mountainous terrain (e.g. Sumatra), meaning the types of nowcasting systems

listed in Table 2.1 cannot always be implemented in less developed countries. There is, therefore,

a widespread interest within nowcasting research in the use of satellite data as the main source

of input (e.g. GSWR and NWC SAF – the two most recent systems in Table 2.1), especially

in the Tropics. Although often lower resolution than radars, satellites can provide constant,

widespread coverage of the Earth’s atmosphere from space.

Nowcasting system Input sources Region of

application

Reference

Short-Term Ensemble

Prediction System

(STEPS)

Weather radar,

NWP

UK (Bowler et al., 2006)
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Integrated Nowcasting

System through

Comprehensive

Analysis (INCA)

Weather radar,

NWP, satellite

surface station

observations

Europe

(Alpine

regions)

(Haiden et al., 2011)

Short-range Warning of

Intense Rainstorms in

Localised Systems

(SWIRLS)

Weather radar,

NWP, satellite,

wind profiler,

atmospheric

sounding, lightning

China (Li and Lai, 2004)

Auto-Nowcast System

(ANC)

Weather radar, NWP US (Mueller et al., 2003)

McGill Algorithm for

Precipitation

nowcasting using

Lagrangian

Extrapolation (MAPLE)

Weather radar Canada, US (Germann and Za-

wadzki, 2002)

Spectral-Prognosis

(S-PROG)

Weather radar Australia (Seed, 2003)

Global Synthetic

Weather Radar (GSWR)

Satellite,

lightning, NWP

US (Reen et al., 2020)

Support to Nowcasting

and Very Short

Range Forecasting

(NWC SAF)

Satellite,

lightning, NWP

Europe (Marcos, 2015)

Table 2.1: Information on some of the state-of-the-art nowcasting systems that are currently in
operational use around the world
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2.6 Satellite-based nowcasting

One of the earliest applications of satellite data to weather forecasting came from the TIROS

satellite, launched in 1960. Fritz and Wexler (1960) used images taken onboard TIROS’s tele-

vision cameras to produce multiple mosaic images of cloud formations over the northern and

southern hemisphere. Although the images have very low spatial resolution, large scale spiral

cloud formations can be seen from these early weather satellite images (see Figure 8 in Fritz

and Wexler (1960)).

Nowadays, the advancement of weather satellite technology has given us access to data on a

much higher spatial and temporal resolution, enhancing our ability to observe small-scale cloud

processes (Bessho et al. 2016; Yang et al. 2017). Weather satellites are in a geostationary orbit

with an orbital radius of ∼36,000 km and detect a range of spectral radiances emitted by the

Earth. By detecting the Earth’s radiance at a range of wavelengths, weather satellites can

provide information on different atmospheric conditions. For example, over Asia, the Himawari

8/9 geostationary satellite (see section 3.1 for full description) detects wavelengths in the range

0.47 µm–13.3 µm (Bessho et al. 2016). During daylight hours, the visible wavelengths (∼0.47

µm–0.64 µm) allow cloud structures to be clearly observed as they would be with the human eye,

and are particularly useful for identifying convergence lines (Birch et al. 2014). The infrared

(IR) band (∼3.9 µm–13.3 µm) can be used throughout the day and night, making it highly

suited to continuous nowcasting. At IR wavelengths between ∼6.2 µm–7.3 µm, satellites can

provide information on water vapour contained within the atmosphere to identify regions that

are particularly favourable for storm formation. At greater IR wavelengths (∼10.4 µm–13.3

µm), water and ice (contained within clouds) will absorb the Earth’s emitted radiation and re-

emit at new radiances. These spectral radiances can be converted to a brightness temperature

(BT), which is the temperature that a black body would need to be in order to emit the detected

spectral radiance (Petty 2006). BT images of the Earth can be used to easily separate regions

of cold clouds from the relatively warmer surface. Rapid scanning modes provide BT images

in minutes, allowing forecasters to perform tasks such as assess diurnal land heating trends,

accurately track clouds and identify overshooting cloud tops (Line et al. 2016). Overshooting

tops are regions of particularly cold cloud temperatures that have penetrated higher than the

surrounding cloud. They are associated with strong updrafts and the regions of most intense

convection (Bedka and Khlopenkov 2016).
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An example of a nowcasting tool that uses multiple satellite channels is Cumulonimbus Track-

ing and Monitoring (Cb-TRAM; Zinner et al. (2008)). Cb-TRAM is designed for nowcasting

convective initiation and monitoring the evolution of convective storms using data from the

Spinning Enhanced Visible and Infrared Imager (SEVIRI) onboard the Meteosat Second Gen-

eration satellites. Cb-TRAM uses the 10.8 µm, water vapour and high-resolution visible bands

to detect and track convective cloud objects from their initial development to the mature phase.

Cb-TRAM uses a pyramidal matching technique to derive motion vector fields, which are then

used to track cloud objects and extrapolate their movement up to 60 minutes ahead to identify

severe weather events. Furthermore, by keeping a log on each convective cell’s track history, Cb-

TRAM provides a valuable tool for analysing storm characteristics throughout their lifecycles

(Merk and Zinner 2013).

Africa provides an example of a region that is benefitting from the implementation of satellite-

based nowcasting. Like the MC, it is impacted by intense convective storms but has limited

radar network coverage to help identify or track them. Recently, through the Africa SWIFT

project (SWIFT 2025), more attention has been focused on developing nowcasting algorithms

that make use of geostationary satellite data. Testbed events during the SWIFT project have

provided the opportunity to test these algorithms, whilst working with local experts to improve

impact-based nowcasting in operation (Fletcher et al. 2023). One of the key outputs of the

SWIFT project is the Forecasting African Storms Application (FASTA), which is a publicly

available application that provides live and up-to-date information on storm activity over Africa

(using satellite data).

2.7 Tropical nowcasting

The current distribution of geostationary satellite orbits around the Earth means that the full

Tropical belt is within line of site of at least one satellite, meaning weather data is available

across the Tropics (Bessho et al. 2016; Schmetz et al. 2002; Schmit et al. 2008). With vast areas

of the Tropics having unreliable weather radar networks (Permana et al. 2019) or no network

at all (Roberts et al. 2022), geostationary weather satellites are a key source of input data for

nowcasting tools (particularly operational systems).

The Meteosat satellite series provide a key source of data for African nowcasting (Schmetz et al.

2002). The NWCSAF consortium (Table 2.1) sits within the EUMETSAT satellite applications
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facility (Holmlund et al. 2025), providing nowcasting products driven by Meteosat satellite data.

One of these products is the Convective Rainfall Rate (CRR; Marcos 2015), which uses IR,

water vapour and visible channels to predict current rainfall rates – known as rainfall retrievals

– across Africa. Extrapolation schemes (using cloud feature displacements) are also applied to

produce nowcasts up to 90 minutes ahead. Over the Guinea coast, CRR showed useful skill for

the full 90 minute extrapolation, with greater skill being shown during the day when visible

channels are also available (Hill et al. 2020). Another African NWCSAF product is the Rapidly

Developing Thunderstorm (RDT; Autones 2016) algorithm. The RDT uses IR channels to track

convective cells through time and associate them with a “phase of development” and “severity”

attribute. An extrapolation scheme is used to produce predicted cell tracks for up to 60 minutes

ahead. Over the Guinea coast, the RDT detected 60% of rainfall events with rain rates of >5

mm/hr, with this percentage increasing with greater rainfall intensity thresholds (Hill et al.

2020). Further testing over South Africa, showed that improved RDT performance could be

achieved when incorporating lightning data as an auxiliary input (Gijben and de Coning 2017).

Aside from the NWSCAF consortium, a range of other satellite-based nowcasting techniques

have been tested over Africa. Burton et al. 2022 applied the Lucas-Kanade optical flow algorithm

(Lucas and Kanade 1981; see section 3.2 for full description) to satellite rainfall retrievals to

produce nowcasts for lead times of up to 6 hours. They showed it had skill on a 10 km scale

for 2-hour lead times; however, as with all optical flow methods, it was unable to capture

newly initiating and developing convection. More recently, an ML-based rainfall retrieval tool

has been developed for Africa, known as Rain Over Africa (RoA; Amell et al. 2025), which

predicts rainfall rates when inputted with BT data. Qualitative comparison testing in a recent

African nowcasting testbed (Ageet et al. 2024) suggested that RoA could produce more accurate

rainfall information than CRR retrievals. Currently, RoA is limited to retrievals only, but

further work is currently underway to incorporate future rainfall predictions too (Amell, personal

communication, 2024). In Africa, an alternative source of predictability is soil moisture (Taylor

et al. 2012). Taylor et al. (2022) found that, by using land surface temperatures in satellite

observations as a proxy to soil moisture, positive land surface anomalies have a strong link to

intense convection in storms over the Sahel. This key result highlights the importance of surface

temperature observations and the potential added skill they can provide for future nowcasting

tools in Africa.
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The few nowcasting methods that have been tested for Southern and Central America have

taken advantage of data from the Geostationary Operational Environmental Satellite (GOES;

Schmit et al. 2008). Islas-Flores and Magaldi (2024) applied the Lucas-Kanade and S-PROG

methods to a region of Mexico, and showed that both had a ∼70% likelihood of predicting

heavy rainfall events with a 15 minute lead time. Further south, Ribeiro et al. (2019) presented

a case study of a severe thunderstorm over Southeastern Brazil to evaluate the added-value

of the GOES rapid scan (full domain scan at intervals down to 1 minute) and highlighted the

advantage of increased temporal resolution for extending nowcast lead times. However, large

oscillations in the variables of the 1 minute interval scan resulted in a recommendation of the 5

minute scan interval for nowcasting. Another case study evaluation was performed by Seal et al.

(2024), covering a storm that propagated over Colombia, Ecuador and Peru. They used a DL

model to predict the next frame of satellite data for 4 hours of lead time, showing skill for the

first 2 hours. Further testing of this model over a larger number of samples is required for a more

robust result, but it provides a good baseline for further ML-based nowcasting developments

over a region that has received relatively little attention in this field.

Tropical Asia is home to a large proportion of the world’s population and receives the majority of

its rainfall from convective storms (Schumacher and Rasmussen 2020), making it a key focus for

nowcasting studies. Unlike most Tropical countries, India has a significant number of weather

radars available to use for convection nowcasting (Sen Roy et al. 2014). SWIRLS (Table 2.1) and

the Warning Decision Support System (an extrapolation-based tool) were tested on radar data

over the cities of Delhi and Calcutta, with both studies highlighting a need to develop tools that

better capture the growth and decay of storms (Lakshmanan et al. 2007; Srivastava et al. 2021).

Goyal et al. (2017), on the other hand, applied a cloud tracking algorithm (Vila et al. 2008) to

BT data to extrapolate intense storms over India, producing reasonable skill for a 30 minute lead

time. Other satellite-based nowcasting approaches in Asia have made use of the Himawari 8/9

geostationary satellite. In Korea, Lee et al. (2017) trained an RF model to identify convection

initiations (identified in radar data) using Himawari 8/9 BT data and captured ∼80% of the

observed events (at the expense of a high number of falsely predicted events). Han et al. (2019)

took this approach further by tracking convective cells back to their origin, to generate a more

rigorous dataset of convection initiation events. They also trained an RF model on this new

dataset, which produced a greater proportion of falsely predicted events than Lee et al. (2017),

but overall provided a better reflection of the challenge in predicting isolated initiation events.
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More advanced approaches have applied DL models for predicting convective events in Tropical

Asia. Typically, these models identify convective features in satellite imagery by training them

on convective features observed in radar images (Lagerquist et al. 2021; Sun et al. 2023). Once

trained, solely the satellite data, which has far greater coverage than radar, can be used for

predicting convection. Overall, these DL approaches have shown the greatest advancements for

nowcasting Tropical convection in Asia, but they often lack skill beyond a 2 hour lead time and

cannot be trained over the ‘radar-less’ regions.

Over Southeast Asia, Naha Biswas et al. (2024) utilised atmospheric gradients (satellite signal

delays caused by atmospheric moisture content) to indicate incoming precipitation with a ∼12

hour lead time. These gradients were used as input to a U-Net model, which demonstrated

skill capturing rainfall within a 6 hour period on a 8◦x8◦ spatial scale. Traditional optical

flow methods have also been applied over the region by Thu et al. (2025). They utilised the

Vietnam’s radar network for 1 - 6 hour lead time nowcasts, highlighting particular challenges of

capturing convection over the complex orography. For the development of an early flood warning

system in Vietnam, La et al. (2024) used Himawari BT data and surface wind speeds over to

characterise the severity of convective systems. However, the use of low earth orbiting satellites

to derive wind speeds means that this system is not yet operationally viable. The MC itself

has received little attention in the field of nowcasting, despite the region experiencing regular

intense convective activity, affecting the lives of millions. The Indonesian network consists of

42 weather radars (Permana et al. 2019) but is sparse relative to the size of the country; the

country is highly mountainous and experiences communication issues between sites, meaning

real-time full radar coverage of the region is not possible (Permana et al. 2019). One of the

radars within the network was used by Ali et al. (2021) to nowcast two rainfall events over

southern Borneo. On the other hand, satellite data were used by Harjupa et al. (2022) to apply

the Rapidly Developing Cumulus Area algorithm (Sobajima 2012) to a region of western Java

for predicting 77 heavy rainfall events. The limited sample size and domain of these studies

makes it difficult to understand how effective the methods are for other regions of the MC.

Nowcasting is an active field of research across the Tropics with a variety of tools and approaches

being tested. Although some studies have specifically focussed on nowcasting newly initiating

convection, their continued use of radar data creates a barrier to application in other regions.

There is, therefore, a need for a purely satellite-based nowcasting system that enables widespread
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application.

2.8 UK convection

Due to its location at higher latitudes, the UK receives far less rainfall than most parts of the

Tropics. Weather in the UK is largely influenced by frontal systems, which bring widespread

cloud cover and relatively light, stratiform rainfall. In addition to this, synoptically driven

convection can occur when larger-scale weather systems, such as mid-latitude cyclones, create

conditions that encourage localized upward motion of warm air. This can lead to the develop-

ment of cumulus clouds and heavy showers or thunderstorms (Lewis and Gray 2010). While

less frequent than rainfall associated with frontal systems, these convective events contribute

to the variability of UK rainfall and can produce more intense precipitation over localized area

(Rüdisühli et al. 2020).

A 20-year daily rainfall average over the UK shows peak rainfall during the winter months

(December, January and February) and minimum between March – July (Figure 2.8). Al-

though summer months experience less rainfall on average compared to winter, they are often

more susceptible to extreme rainfall events (Hand et al. 2004). During summer, an increase in

temperature results in favourable conditions for convective storm development, which produces

large downpours and higher than average rainfall amounts. This convectively driven extreme

rainfall plays a dominant contributor to disastrous hazards in the UK such as flash floods and

destructive winds (Davies 2017). Furthermore, a study by Jones et al. (2013) showed that ex-

treme rainfall events in the UK increased in both their intensity and duration for the period

1961 – 2009. Although there is good understanding of the theory behind UK convective storm

development (Bennett et al. 2006), realistically representing this in forecasting models remains

a challenge (especially on the smallest scales), providing a major focus for UK meteorological

research (Flack et al. 2023) and field campaigns (Barrett et al. 2021).
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Figure 2.8: Average UK monthly precipitation amounts from the period 1991 – 2020. Data
taken from the Met Office HadUK-Grid dataset of gridded climate observations (Hollis et al.
2019).

2.8.1 UK nowcasting

Currently, the UK Met Office uses a STEPS-based system (see section 3.2.2 for further de-

scription) for operational short-range forecasts. The STEPS system is fully automated and

blends extrapolated radar rainfall nowcasts (0 – 2 hours) with NWP data (up to 24 hours) to

generate rainfall predictions across the UK (Seed et al. 2013). Rainfall data from the blended

STEPS system is also used to drive an operational hydrological forecast models (Price et al.

2012). However, nowcasting is an area of continued research at the UK Met Office, with new

techniques currently under development such as the PLUVIA Cell Tracker and the PLUVIA

Mesoanalysis tool (Nowakowska and Smith 2024).

2.8.2 UK surface water flooding

The nowcasting methods that have been discussed so far in this chapter have made direct

predictions of meteorological variables such as rainfall rates, radar reflectivity or BTs. However,

these predictions do not provide information on the hazards that occur due to rainfall. This is a

crucial, yet often overlooked, part of end-to-end nowcasting, providing users with interpretable

and actionable information.

Surface water flooding, or pluvial flooding (Falconer et al. 2009; Speight et al. 2021), is typically

caused by intense convective weather events that produce high volumes of rainfall over localised
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regions, in short periods of time. Due to the rapid onset of these events there is often little

time to prepare for surface water flooding, which results in severe impacts to local communities

(Carlyon et al. 2012). It is estimated that 4.6 million properties in England are at risk of surface

water flooding (Environment Agency 2025). The Coverack, Cornwall flood on 18th July 2017

provides an example of the impacts that surface water flooding can cause, during which an

estimated 165–201 mm of rainfall fell in 3 hours (Flack et al. 2019), destroying many houses in

the village with flowing water up to 1 metre in depth (Baker 2017). The event was caused by an

extremely localised convective storm over Coverack – the nearby weather gauges didn’t record

any significant rainfall. Improved early warning that the event might happen, even an hour

ahead of the event, would have at least allowed the emergency services to be on standby for a

quicker response. Nowcasting methods provide an opportunity for improving SWF prediction

for rapid emergency response.

2.8.3 SWF prediction approaches

A wide range of methodologies have been developed for SWF forecasting, for urban to national

scales (Speight et al. 2021). The least complex methods use empirically-based rainfall thresholds

to derive SWF warnings (Acosta-Coll et al. 2018; Javelle et al. 2016). Warnings are triggered

if rainfall observations (e.g. rain gauges or radar estimates), exceed pre-defined depth-duration

thresholds. In the US, the Flash Flood Guidance product is used to determine the amount of

runoff generated from rainfall totals. Different rainfall thresholds are used across the country

depending on the local geography e.g. mountains or flood plains, to generate accurate indica-

tions of local flash flood occurrence (Clark et al. 2014). In the UK, the Met Office developed the

Extreme Rainfall Alert (ERA) system, which provides warnings when extreme rainfall events

are likely to cause severe SWFs in urban areas (Hurford et al. 2012). The ERA system com-

bines city-specific rainfall thresholds with storm durations to identify appropriate warning levels

for SWF alerts. Although the use of empirically based rainfall thresholds offers a good initial

warning estimate and low run costs, their simplicity limits the spatial detail of warnings, and

they cannot account for the dynamically changing conditions that can affect SWFs e.g. ground

saturation levels.

To incorporate more detail into SWF warnings, output from real-time forecasting models is

combined with predefined flood impact scenarios, linking rainfall to associated flood impacts.

These approaches can account for the spatial variability of rainfall fields, whilst still maintain-
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ing low computational expense (Speight et al. 2018). In France, the Adaption of Geographic

Information for Flood Warning system uses a hydrological model with a 1 km grid spacing that

converts real-time radar rainfall into magnitudes of water flow (Saint-Martin et al. 2016). By

overlaying land use maps, it produces an overall flooding exposure index that identifies regions

most at risk from surface water flow. Dottori et al. (2017) applied a similar method across Eu-

rope by producing flood risk forecasts with a continental-scale hydrological model. Combining

this with vulnerability and exposure maps of major cities across Europe, they mapped flood

volumes to classify the regions that are most at risk of impacts. In the UK, the Surface Water

Flooding Hazard Impact Model (SWFHIM) is currently in operational use at the Met Office

(Aldridge et al. 2020). SWFHIM uses hazard, impact and risk mapping models to convert en-

semble rainfall forecasts into likelihoods of minimal, minor, significant and severe SWF impact

levels (see section 6.2.3 for full description of SWFHIM). More recently, Flood fOREcasts for

Surface WAter at a RegioNal Scale (FOREWARNS) has been developed for England and Wales

(Maybee et al. 2024), which generates flood risk maps by comparing reasonable worst case rain-

fall scenarios with pre-defined look-up thresholds from hydrological modelling (see section 6.2.3

for full description of FOREWARNS). FOREWARNS is currently being tested for operational

use by the UK Met Office to work alongside SWFHIM.

Although the use of predefined flood impact scenarios has enabled more detailed flood warnings,

urban-scale flood modelling often requires even finer resolution. To overcome this, real-time

hydrodynamic simulations are coupled with hydrological models to produce high resolution

warnings, on street-level scales (Green et al. 2017). Guerreiro et al. (2017) demonstrated the

use of urban hydrodynamic modelling across 571 European cities for different rainfall events.

They were able to provide flood depths at a 25 m resolution and demonstrated that, on these

scales, the models are highly sensitive to urban elevation, topography and water flow paths.

The requirement for high spatiotemporal resolution rainfall data also opens the opportunity for

SWF nowcasting (Willems 2016). In Leicestershire, UK, Yu and Coulthard (2015) applied a

simple urban hydrodynamic model to a case study flood event, proving its predictive capability

on hourly lead times. However, high computational costs and the long run-times required for

these approaches mean that these models are not yet suitable for operational SWF forecast-

ing/nowcasting for national-scale warnings. Nevertheless, as computational capacity increases

it will be possible to run hydrodynamic simulations on greater spatial scales, improving our

capability for surface water flood prediction.
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The broad range of SWF prediction methodologies discussed in this section highlights the con-

tinued focus on development within the field as well as the need to effectively capture SWF

events. Indeed, a key outcome of the Maybee et al. (2024) study was that, given the challenges

of forecasting rapidly intensifying convection with NWP, producing SWF predictions at shorter

lead times (0-6 hours) using rainfall nowcasts, would fulfil the user-need for reliable SWF fore-

casts. However, thus far, there has been no development of a SWF tool that focuses on these key

timescales. There is therefore a need for a nowcasting SWF prediction tool that has operational

capability in the UK.
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Chapter 3

Data and methods

The data and methods described in this chapter are common to at least two of the results

chapters (as referred to within the text). Any data or methods that are unique to only one of

the results chapters will be described within the results chapter itself.

3.1 Geostationary satellite data

Chapters 4 and 5 use BT data from geostationary satellites as input to nowcasting algorithms

(see section 2.7 for full details on geostationary satellites). Convective clouds can be identified

in geostationary satellite BT images from their colder tops relative to the surface of the Earth.

The Himawari-8/9 geostationary satellites are located at 140.7°E above Earth. Himawari-8 was

the primary operational satellite between 2015 – 2022 (with Himawari-9 in orbital-standby),

before Himawari-9 took over on 13th December 2022 (Zhu et al. 2024). The Advanced Himawari

Imager (AHI) onboard Himawari-8/9 has 16 band channels ranging from 0.47 to 13.3 µm,

covering parts of the visible, near-infrared and infrared (IR) spectrum (Bessho et al. 2016).

BT data from channel 13 on board the Himawari-8/9 AHI has been used in this thesis, which

detects IR radiation with a wavelength of 10.4 µm. The 10.4 µm BT images are transformed to

a Cartesian grid with a grid spacing of 2 km, using the gdalwarp command from the Geospatial

Data Abstraction Library (Rouault et al. 2023).

The Meteosat Second Generation (MSG) satellite series are a set of European geostationary

satellites. The Spinning Enhanced Visible and InfraRed Imager (SEVIRI) on board each satellite

observes the Earth in 12 spectral channels ranging from 0.64 µm to 13.4 µm. Chapter 5 uses
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the Meteosat-10 satellite, which is located at 0° above Earth and detects IR radiation at a

wavelength of 10.8 µm, every 15 minutes (Schmetz et al. 2002). The 10.8 µm BT images are

transformed to a Cartesian grid spacing of 3 km.

3.2 Optical Flow algorithms

Chapters 4 and 6 of this thesis use nowcasting data generated by the Lucas-Kanade algorithm

(Lucas and Kanade 1981) and the Short-Term Ensemble Prediction System (Bowler et al. 2006).

3.2.1 Lucas-Kanade

In this thesis BT fields are inputted to the Lucas-Kanade (LK) algorithm to produce nowcasts.

The LK algorithm is an optical flow method that assumes, for a given pixel, the eight imme-

diately surrounding pixels move along with that given pixel. This assumption results in nine

separate versions of the optical flow equation (equation 2.2) (eight from the surrounding pixels

and one from the given pixel itself), representing an overdetermined system. A least squares

fit method is then applied to the nine equations to obtain the optimum solution for the given

pixel. To create a motion field, the LK algorithm first identifies key features within three im-

ages spaced in time (e.g. T – 2 hrs, T – 1 hrs and T – 0 hrs, where T is the current time) by

using the Shi–Tomasi corner detection algorithm (Jianbo Shi and Tomasi 1994). The velocity

field components are then calculated for each feature (using the LK assumption) to create a

sparse motion field (velocity vectors for features only). The feature velocity vectors are then

interpolated across the whole field (where there are missing vectors) to generate a dense motion

field (Figure 3.1). Once the motion field has been determined, the latest observation (T – 0)

needs to be advected along the motion field. The nowcast is the resulting advected field.

Figure 3.1: An example (using BT data over Sumatra) of how a motion field is generated using
the LK method. Features are identified and tracked across the three input images (T-0, T-1
and T-2) to generate the sparse motion field. The sparse motion field is then interpolated onto
the rest of the domain to produce the dense motion field.
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3.2.2 Short-Term Ensemble Prediction System

The Short-Term Ensemble Prediction System (STEPS) was jointly developed by the UK Met

Office and the Bureau of Meteorology Research Centre, Australia, and aims to address the

issue of unpredictability in the lifetime of convection by injecting fields of varying stochastic

noise. Firstly, STEPS is inputted with observational fields such as radar rainfall or BT. It

applies a fast Fourier transform to the latest meteorological observation field to decompose it

into cascades of different length scales. Varying intensities of Gaussian noise fields are then

injected into each cascade field depending on the length scale. Cascades containing the small

length scale features will receive greater intensity of noise injection, as these features represent

the greatest uncertainty in growth and decay of convection. In contrast, the large length scale

features receive a lower intensity of noise, as these features represent the least uncertainty in

growth and decay. The cascades are then recomposed to produce a modified observation field,

which is ready for extrapolation using the LK optical flow algorithm.

To capture the uncertainty in the extrapolation, STEPS also applies noise perturbations to the

motion vector fields. The magnitude of the perturbation increases with respect to lead time as

the motion field increases in uncertainty. The modified observation field is extrapolated along

the perturbed motion field to create one ensemble member of the nowcast. Ensemble members

are generated by using new realisations of the noise perturbations to create multiple versions

of the nowcast. Chapter 4 produces 20-member ensemble STEPS nowcasts by using solely

geostationary satellite BT data.

STEPS is also able to blend its extrapolated fields with other sources of forecast data. In

Chapter 6, radar rainfall fields (see section 6.2.2 for radar rainfall description) are initially

extrapolated using the STEPS algorithm for up to ∼ 3 hours’ lead time. Beyond this lead

time the algorithm transitions to using downscaled rainfall output from the 12-member UK

regional Met Office Global and Regional Ensemble Prediction System (MOGREPS-UK, Porson

et al. 2020). MOGREPS-UK is a convection-permitting ensemble NWP model that produces

forecasts for the UK and Ireland every 5 minutes with a 2.2 km resolution. Overall, after

the blending and noise injection stages, STEPS produces a 24-ensemble member nowcast (12

ensemble members from MOGREPS-UK plus 12 ensemble members from noise injections) that

covers the UK with a resolution of 2.2 km, every 15 minutes, for lead times up to 6 hours.
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3.3 Verification

3.3.1 Persistence nowcast

The nowcasting tools presented in Chapters 4 and 5 are evaluated against persistence nowcasts.

A persistence nowcast is a simple prediction method, which assumes that the current weather

will persist into the future i.e. the weather now will be identical at the next prediction timestep.

This baseline model is produced by using the latest observation as the next prediction for a

given lead time.

3.3.2 Basic verification statistics

To evaluate a probabilistic nowcast against an observation, the nowcast needs to be thresholded

at a chosen probability (a value between 0 – 1) to generate a binary prediction field. Each

grid value in the binary field can then be compared to the corresponding grid value in the

observation. A hit (a) is counted when both grid values equal 1, a miss (b) is counted when the

observation grid equals 1 and the binary prediction equals 0, a false alarm (c) is counted when

the observation grid value equals 0 and the binary prediction grid value equals 1, and a correct

negative (d) is counted when both grid values equal 0.

These metrics are used to calculate skill scores in all three results chapters. The accuracy is

given by:

accuracy =
a + d

a + b + c + d
(3.1)

which captures the overall fraction of correctly predicted events/no events.

The probability of detection (POD) is given by:

POD =
a

a + b
(3.2)

which captures the proportion of observed events that were correctly nowcasted. A POD value

of 1 represents a perfect score and 0 represents the least skill (in terms of POD).

The false alarm ratio (FAR) is given by:
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FAR =
c

a + c
(3.3)

which captures the proportion of nowcasted events that were false alarms. A FAR value of 0

represents a perfect score and 1 represents the least skill (in terms of FAR).

The probability of false detection (POFD) is given by:

POFD =
c

c + d
(3.4)

which captures the proportion of observed ‘no events’ that were nowcasted as events. A POFD

value of 0 represents a perfect score and 1 represents the least skill (in terms of POFD).

The success ratio (SR) is given by:

SR =
a

a + c
(3.5)

which provides the likelihood of an observed event, given that an event is nowcasted. This skill

metric provides information on the balance between false alarms and hits. An SR value of 1

gives a perfect score and 0 represents the least skill (in terms of SR).

3.3.3 Receiver Operating Characteristic curves

Receiver operating characteristic (ROC) curves measure a probabilistic nowcast’s ability to dis-

criminate between convective events that happened and convective events that did not (the

higher the area under a ROC curve, the more efficient it is at this). Each nowcast is thresh-

olded at 11 equally spaced values (to provide a high enough density of points) within a given

probability range. This probability range will vary depending on the range of probabilities

produced by the nowcast. For example, a nowcast that produces probabilities between 0 and 1

will be sampled in the range [0,1] in 0.1 increments. The binary outputs are then compared to

the corresponding binary observation and the POD and POFD scores are calculated (resulting

in 11 scores – one for each threshold). This process is applied to the entire test set and the

mean POD is plotted against the mean POFD at each threshold. Finally, this is repeated for j

nowcast lead times, which produces j POD – POFD lines that span the probability range. A
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skilful nowcast will maximise the POD and minimise the POFD, which results in a high Area

Under the Curve (AUC) score – the key metric. ROC curves are used for evaluation in chapters

4 and 5.

3.3.4 Reliability diagrams

Reliability diagrams give insight into how a probabilistic prediction of an event compares to the

observed frequency of that event. The nowcast probabilities are binned to create 10 sub-group

bins and, for each sub-group bin, the frequency of observed events is calculated. The mean

probability within each sub-group bin is then plotted against the corresponding frequency of

observed events. For a perfectly reliable nowcast the predicted probability of events will exactly

match the observed frequency of events, resulting in a line along the x=y line. Reliability

diagrams are used for evaluation in chapters 4 and 5.
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Chapter 4

Evaluating pySTEPS optical flow

algorithms for convection nowcasting

over the Maritime Continent using

satellite data

4.1 Introduction

As discussed in chapter 2, the MC experiences regular convective activity that rapidly develops

to form impactful storms. Radar data in the region is unreliable due to connection issues and

blocking mountainous terrain. Instead, satellite-based nowcasting tools can be used to provide

continuous coverage; however, there has been little focus on evaluating these tools across the

MC.

pySTEPS (Pulkkinen et al. 2019) is a free, open-source Python library that provides modules for

a variety of optical flow-based nowcasting methods (see section 2.5.1 for optical flow description).

The library is designed for use on radar data and has been used to show skilful prediction of

stratiform precipitation in the mid-latitudes (Han et al. 2022; Imhoff et al. 2020). To the best

of the authors’ knowledge, the only study that has applied pySTEPS to satellite data over the

Tropics is Burton et al. (2022), who produced nowcast skill up to a 3 hour lead time (on a 64

km scale) over West Africa. It is this result that motivates the application of pySTEPS to the

44



Chapter 4. Evaluating pySTEPS optical flow algorithms for convection nowcasting over the
Maritime Continent using satellite data 4.2. Data and methods

MC.

This chapter presents the evaluation of both deterministic (LK) and probabilistic (STEPS)

nowcasting algorithms by applying pySTEPS to satellite data over the MC. The aim is to

highlight their strengths and weaknesses and demonstrate their potential use as an operational

nowcasting system.

4.2 Data and methods

4.2.1 Data

BT data from the Himawari-8/9 satellites (see section 3.1 for satellite details) is used as input to

the nowcasting algorithms. The data are selected from the DJF season, which is the peak season

for convection over the MC (Birch et al. 2016), for five seasons from 2015/2016–2019/2020. In

line with previous literature, a 235 K threshold was applied to the BT images to try to include

convective regions only (Crook et al. 2024; Feng et al. 2021; Machado and Laurent 2004; Roca

et al. (2017)).

Figure 4.1 shows the climatological diurnal cycle of minimum BT across the domain. Across

the majority of islands in the MC, minimum BT is observed during the afternoon and evening

periods. This is typically the most convectively active period over land (Yang and Slingo 2001),

when the initiation and development of storms generate the coldest cloud top temperatures.

As these storms reach maturity overnight, they often begin to propagate offshore (in land

propagation is also observed over Borneo), resulting in minimum BT occurrence during the

early morning period near the coast and over the sea. The timing of minimum BT over the sea

in the northeast of the domain produces a less coherent pattern. This may be a reflection of the

stochasticity of convection over a region where the meteorology is likely to be less influenced by

the land (due to fewer surrounding islands).
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Figure 4.1: Mean diurnal cycle of minimum brightness temperature across the MC domain for
the five DJF seasons from 2015/2016 - 2019/2020.

Nowcasts were produced using three BT maps as input, spaced evenly apart by 1 hour, starting

with the latest observation. A total of 3,496 nowcasts were produced for initialisation times

every 3 hours from 00:00 LT to 21:00 LT to incorporate the diurnal variability of weather over

the MC, with the number of nowcasts at each initialisation time shown in Table 4.1. In order

to avoid issues of new convection entering the edge of the domain, which cannot be reproduced

(optical flow can only propagate convection that exists in the domain at the nowcast initialisation

time), the nowcasts were first produced using BT data on a 15°S–15°N, 90°E–153°E domain and

then evaluated on a 10°S–10°N, 94°E–149°E domain, which still includes the major islands of

the MC (Figure 4.2).

Initialisation time (LT) Number of nowcasts

0000 441

0300 442

0600 422

0900 441

1200 440

1500 429

1800 441

2100 440

Table 4.1: The number of nowcasts that were produced at each initialisation time throughout
the day.
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Figure 4.2: Orographic map of the Maritime Continent showing the domain over which the
nowcasts were generated and the domain over which they were evaluated (dotted red line).

4.2.2 pySTEPS optical flow algorithms

The LK algorithm and STEPS algorithm (see section 3.2 for full descriptions of both) are used

to generate the deterministic and probabilistic BT nowcasts. In this study, three consecutive BT

images (the current BT observation and the two images prior) are inputted into the algorithms.

For advecting the BT fields along the motion vectors produced by each algorithm, pySTEPS

implements the backward-in-time semi-Lagrangian advection scheme (Germann and Zawadzki

2002).

This study uses a persistence nowcast (see section 3.3 for persistence of description) as a com-

parison baseline model for the optical flow algorithms.

4.2.3 Fractional skill score methods

The stochastic nature of convection in the MC makes it extremely challenging to nowcast the

precise location (pixel-to-pixel) of convective activity. When evaluating a nowcast’s ability to

predict convection on a pixel-to-pixel basis, the nowcast may be broadly correct but slightly

misaligned in location. If we simply take the difference between the nowcast and the verification,

this leads to the double-penalty problem: firstly, the model is penalised for a miss, and secondly

it is penalised for a false alarm in the slightly misaligned location. To overcome this problem

Roberts and Lean (2008) developed a method known as the fractional skill score (FSS), which

enables a forecast to be verified on a range of spatial scales as opposed to a pixel-by-pixel basis,
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allowing leeway for minor misalignment. The FSS firstly creates two binary fields from the

nowcast field and the observation field by using the 235 K threshold – any pixel with a value

below this is set to 1, and any pixel with a value above this is set to 0. An n×n kernel is then

convolved with both binary fields, where n is the desired spatial scale set by the user, and the

fraction of pixels within the kernel that have a value of 1 is calculated. The mean squared error

(MSE) between the fraction of 1’s in the observation kernel, O(n), and the fraction of 1’s in the

nowcast kernel, M(n), is then calculated:

MSE(n) =
1

NxNy

Nx∑
i=1

Ny∑
j=1

[
O(n)i,j −M(n)i,j

]2
, (4.1)

where Nx and Ny are the number of pixels in the longitude and latitude direction, respectively.

Because MSE(n) is highly dependent upon the frequency of the event, it must be compared to

the MSE of a relatively low-skill reference nowcast in order to provide any usefulness, defined

in Murphy and Epstein (1989) as:

MSE(n)ref =
1

NxNy

Nx∑
i=1

Ny∑
j=1

[
O2

(n)i,j + M2
(n)i,j

]
. (4.2)

The final FSS is then calculated as:

FSS = 1 −
MSE(n)

MSE(n)ref
. (4.3)

The nowcast can be evaluated at different spatial scales by changing the value of n. In this

study 10 km, 20 km, 60 km, 100 km and 200 km were chosen as the spatial scales. This range of

scales allows a nowcast to be evaluated in its ability to predict convection on a range of scales.

An FSS of 1 can be interpreted as a perfect score whereas an FSS of 0 can be interpreted as a

nowcast with no skill. A threshold value for FSS above which a nowcast is useful is given by:

FSSuseful ≥ 0.5 +
f

2
, (4.4)

where f is the fractional coverage of pixels with a value of 1 over the entire domain. As f becomes

small then FSS(useful) can be approximated by:
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FSSuseful ≥ 0.5. (4.5)

This is the basic approach to the FSS, which calculates a single score for each nowcast to

describe the skill over the whole domain. However, often the skill of a nowcast will vary across

the domain due to differences in environments (e.g. land, sea and mountains) and the different

interactions that result from these changing environments. Woodhams et al. (2018) developed

an adapted version of FSS known as the localised fractional skill score (LFSS), which enables

the skill of a nowcast to be evaluated at each pixel across the domain, resulting in a spatial map

of FSSs. The LFSS is calculated by adapting equation 4.1 and 4.2 so that instead of dividing

the sum of the squared error between O(n) and M(n) over the spatial domain, it is divided over

the time domain (i.e. the number of time steps). This results in replacing equation 4.1 and 4.2

with,

MSE(n) =
1

Nt

Nt∑
t=1

[
O(n)t −M(n)t

]2
, (4.6)

and,

MSE(n) ref =
1

Nt

Nt∑
t=1

[
O2

(n)t + M2
(n)t

]
, (4.7)

where Nt is the number of time steps.

It is important to consider the effects of bias when interpreting the FSS score. When applying

a threshold to a biased nowcast (e.g. systematically too cold BT values), the fraction of grid

cells exceeding the threshold will differ between the observation and the nowcast. This means

that, even on large spatial scales, the FSS score can never reach a value of 1. This can result in

the nowcast appearing to have lower skill than it really does in terms of spatial scale.

4.3 Results

4.3.1 Deterministic nowcasting - Lucas-Kanade algorithm

Figure 4.3e-g show an example of a nowcast (each lead time is produced using the same T-0, T-1

and T-2 observations) produced by the LK algorithm for a qualitative assessment of the skill
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against observations (Figures 4.3a-d), whilst Figures 4.3h-j provides the LFSS (evaluated on a

20 km scale to show clearly defined differences in skill) at each time step of the nowcast (where

Nt=1) for a quantitative assessment. This particular set of observations contains convection

on a range of scales, with regions of propagation and regions of initiation, providing a good

example to evaluate the LK algorithm on a range of capabilities (for this reason the same

example is used throughout the study). At T-0, the observed organised, large-scale convection

(e.g. north of Borneo) approximately maintains its shape through T+1 and T+3 and then

starts to change in structure at T+6 (e.g. east of Sumatra). There is also the development

of relatively smaller-scale convection observed during the T+3 and T+6 hours lead times (e.g.

over New Guinea).

Visually, the deterministic LK approach appears to predict the propagation of large-scale, or-

ganised convection well. The T+1 nowcast best resembles the corresponding observation due

to the least amount of new convection developing during this time, as well as little propaga-

tion of the organised convection (the nowcast at T+1 closely matches the persistence nowcast).

This is seen in Figure 4.3h, which shows high skill in the organised convective regions over the

majority of the domain. As the lead time increases, westward propagation of the large-scale

convection is observed, which appears to be effectively tracked by the LK nowcast at T+3 (e.g.

east of Sumatra). This is confirmed in Figure 4.3i, which shows the skill of the nowcast at T+3

remaining high over the regions of organised convection. There is, however, a clear increase

in areas of low skill at T+3 and T+6 due to the LK nowcast being unable to reproduce the

initiation-growth-decay (IGD) of convection. At T+6, the change in structure of convection

also contributes to the majority of the domain experiencing low skill. The nowcast at this lead

time shows the least resemblance to the observations with only the largest regions of predicted

convection providing any skill (Figure 4.3j).
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Figure 4.3: Panels (a–d) are maps of BT (<235 K) observations showing convection propagating
across the MC on 11 December 2019 starting from the initial observation at 09:00 LT (T - 0),
followed by the observation at 1 hour (T + 1), 3 hours (T + 3) and 6 hours (T + 6) later. Panels
(e–g) are the nowcasts produced by the LK algorithm at each of the corresponding observations,
and the green lines show the contour of the corresponding persistence nowcast. Panels (h–j) are
the LFSS maps produced by evaluating each nowcast against the corresponding observation on
a 20 km spatial scale.

Figure 4.3 highlights some of the key advantages and disadvantages of the LK algorithm. Over-

all, it does well at predicting the propagation of large-scale, organised convection. However,

because of the principle that underlies optical flow – that each pixel maintains its intensity

between time steps – it is unable to capture the IGD of convection. Smaller-scale convection

exhibits higher rates of change in its evolution (Venugopal et al., 1999) and so has the greatest

uncertainty associated with it. Initially, this explains why the majority of low skill is seen at

smaller scales (Figure 4.3h-i). However, at T+6 the difference in small-scale features between

the observations and the nowcast becomes more widespread, and so the low skill spreads further

across the domain (Figure 4.3j).

Figure 4.4 shows the mean FSSs for all 3,496 LK nowcasts (Table 4.1) and their corresponding

persistence nowcasts, evaluated at spatial scales of 10 km, 20 km, 60 km, 100 km and 200 km.

The 10 km spatial scale is the smallest scale of evaluation; hence it consistently produces the

lowest scores. However, the model still shows good skill on this scale (FSS≥0.5) at a lead time

of 4 hours. Doubling the spatial scale to 20 km increases the skilful lead time by ∼1 hour. At

the 60, 100 and 200 km spatial scales, the LK nowcasts show skill across all lead times with
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FSS scores of ∼0.54, ∼0.61 and ∼0.75, respectively, at the 6 hour lead time.

Figure 4.4: Composite FSSs against lead time for 3,496 LK nowcasts (solid line) and persistence
nowcasts (dashed line), evaluated at a threshold of 235 K for 10 km, 20 km, 60 km, 100 km and
200 km spatial scales. The grey horizontal line marks the 0.5 FSS line, which is considered the
cut-off for nowcast skill.

Skill reduces with lead time for all spatial scales and increases with spatial scale at all lead

times. On average, the LK nowcasts outperform the persistence nowcasts at all lead times and

for all spatial scales. Both the persistence and the LK nowcasts maintain the same structure

and intensity at each lead time (hence relatively smaller skill difference at 1–2 hour lead time).

However, the LK nowcasts propagate the convection across the domain, whereas the persistence

nowcasts remain stationary. This explains the increasing added value of the LK nowcast with

lead time, as the observations move further from the persistence nowcast and the skill difference

increases. Greater added value of the LK nowcast over persistence is also seen at smaller spatial

scales. For example, the skill gap between the persistence nowcasts and the LK nowcasts at

the 6 hour lead time is greater for 10 km spatial scale compared to 200 km spatial scale. The

trend of FSSs across the shown lead times also varies for different spatial scales. At smaller
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spatial scales the nowcast is being evaluated on its ability to predict smaller-scale convection,

which changes most rapidly/unpredictably, resulting in a higher rate of decrease in skill. The

FSS evaluation on higher spatial scales smooths out these smaller-scale convection changes, and

so a much lower rate of decrease in skill is seen. The rate of decrease of the FSS evaluated on

the 10 km spatial scale appears to show its largest rate of skill decrease at 1–2 hour and then

decelerates over the following time intervals. On the other hand, the rate of skill decrease for

the 200 km spatial scale increases with lead time.

Figure 4.5 shows the mean LFSS for 3 hour lead time LK nowcasts over the MC, evaluated

at a 100 km spatial scale. Evaluation on this scale has been used as it is able to clearly

highlight the variations of skill across the domain. For all nowcast initialisation times there is

consistent noise in the skill over the sea. This may be representative of the stochastic nature

of convection initiation over the sea. It therefore would be expected that, if the period of

evaluation were extended beyond 2015–2020 (i.e. increasing the number of nowcasted events

used in the averaging over time in equations 4.6 and 4.7), the LFSS noise field would become

smoother over the sea. During the overnight and morning initialisation times (Figure 4.5a–d)

there is, on average, high skill over the majority of the domain (Figure 4.5i). This is to be

expected as at these times the majority of convection has formed large-scale, organised cloud

systems with very few small-scale convection initiations occurring. These larger-scale systems

will most often be propagating offshore of the islands (as part of the diurnal cycle), which the

LK algorithm is most effective at capturing. Furthermore, overnight and during the morning

there is, on average, relatively less convective activity than during the day meaning that reduced

skill from inaccurate propagation predictions is minimised.
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Figure 4.5: (a–g) Composite LFSS maps for 3 hour lead time LK nowcasts that were initialised
at 00:00 LT, 03:00 LT, 09:00 LT, 12:00 LT, 15:00 LT, 18:00 LT and 21:00 LT, respectively. The
LFSS was evaluated on a 100 km scale, and the local time is with reference to Sulawesi (the
vertical dotted lines show the time difference across the domain). (i) The mean LFSSs at each
initialisation time for sea only, land only and the whole domain.

Between 09:00 LT and 12:00 LT there is a significant drop in the mean skill over land (Figure

4.5i). Figure 4.5e–f show these distinct regions of low skill over land, which are tightly con-

strained to the coastal and mountainous regions of the islands and are closely tied to the diurnal

cycle of convection over the MC. Convection begins to initiate and develop over the coastal and
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mountainous regions of the islands in the early afternoon, which is not present at 12:00 LT.

The LK nowcast is unable to capture this new convection, resulting in low overland skill for the

12:00 LT initialisation. Over these locations at this time of day, the LK algorithm would not

be a skilful nowcasting tool. In West Africa, Burton et al. (2022) also showed a similar drop in

skill due to the development and growth of new convective cells. In the MC, the low skill is still

seen at 15:00 LT but to a lesser extent. At this initialisation time the T-0 observations that are

inputted into the LK algorithm will, on average, contain the majority of the convection that

has initiated over the early afternoon. This convection will likely remain stationary over this

time but will be growing in size. Therefore, the persisting low skill at 15:00 LT is representative

of the LK nowcasts’ inability to predict the growth of convection. Furthermore, at 15:00 LT, a

region of low LK skill is observed over the eastern part of the domain. This likely represents the

algorithm’s inability to capture the full BT field produced by the propagation of storms over

this region.

The development of convection starts to slow as storms reach their mature stage in the evening.

Less growth results in higher skill over the land. At 21:00 LT the LFSS map looks similar to the

overnight LFSS maps with high skill across the entire domain. Over this 3 hour nowcast period

the LK algorithm has shown good skill at being able to nowcast the propagation of mesoscale

convective systems offshore, which developed overland during the afternoon.

Understanding that the LK algorithm is unable to predict the IGD of convection means that, by

identifying anomalous regions of low skill, LFSS maps can be a useful tool for identifying local

effects due to land–sea interactions. An example of this is seen in a region of low skill over the

northeast coast of Borneo at 18:00 LT. On average, at this time of the day a land breeze begins

to develop along the entire concave-shaped coastline, potentially causing convergence near the

middle. This convergence may then lead to the initiation of convection that the LK algorithm

is unable to predict.

To provide a baseline comparison for the LK algorithm’s spatial skill, Figure 4.6 presents the

mean LFSS for 3 hour lead time persistence nowcasts, evaluated throughout the day at a 100

km spatial scale. Figure 4.6i shows that, overall, the LK algorithm has greater spatial skill

than persistence over the land and sea (Figure 4.5i), at each evaluation time. The distribution

of spatial skill for persistence also shows similar trends to the LK algorithm. Relatively high

skill is observed across the domain during the night and morning period (Figure 4.6a-d), and
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lowest skill is observed over the land at midday and during the afternoon (Figure 4.6e-f). The

greater drop in persistence skill at 12:00 LT (Figure 4.6i) compared to LK can be explained

by a greater spread of low skill regions over New Guinea, Java, Sulawesi and Borneo (Figure

4.6e). As with the LK algorithm, the persistence spatial skill increases again during the evening

(Figure 4.6g-h), when convective development activity reduces.

Figure 4.6: Same as Figure 4.5 but for 3 hour lead time persistence nowcasts.
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4.3.2 Ensemble nowcasting - STEPS algorithm

Figure 4.6a provides an example of a 20-member ensemble nowcast (generated using the same

T-2, T-1 and T-0 set as for the LK algorithm example in Figure 4.3), with a lead time of 3 hours,

produced by pySTEPS’s implementation of STEPS. Over the 3 hour period the main differences

between the T-0 and T+3 observations are around New Guinea where new convection develops

over the land and the convection north of the island becomes more scattered (Figure 4.6b-

c). Visually, each ensemble member provides a good prediction of the large-scale convection

(e.g. north of Borneo), with little difference between the members in the predicted shape and

structure. The main differences between the ensemble members come from differences in the

stochastic fields injected for each member. This is seen in the varying levels of BT intensities

in the large-scale convection in each member. For example, the BT intensity over northern

Borneo in ensemble member 13 is greater than in ensemble member 2. Differences are also seen

between each ensemble member in the distribution of the predicted small-scale convection (e.g.

over the Philippine Sea). Over Borneo, some members have predicted small-scale convection

which approximately aligns with the new convection observed at T+3 (e.g. ensemble member

18), whereas some members have predicted no convection here at all (e.g. ensemble member

17).
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Figure 4.7: a) An example of a 20-member ensemble, 3 hour lead time BT (<235 K) nowcast
produced by the STEPS implementation of pySTEPS on 11 December 2019. (b) The observation
at the nowcast initialisation time and c) the observation 3 hours later

One of the key aims of STEPS is to address the uncertainty in the evolution of small-scale

convection. In all members the convection northwest of New Guinea appears much noisier than

in the T-0 observation. STEPS has recognised this as a region of uncertainty and addressed it

by injecting noise at this scale. When compared to the T+3 observation, it can be seen that

the convection does in fact become more scattered and dissipated, and so, although STEPS has

not been able to precisely predict the new shape of the scattered convection, it has been able

to capture the unpredictable nature of the evolution of this small-scale convection.

The 20-member ensemble in Figure 4.7 has been used to produce the probabilistic nowcast

in Figure 4.8 (extended to 1, 3 and 6 hours lead times). This probabilistic nowcast uses a

threshold of 235 K, therefore including all the pixels that were used to produce each ensemble

nowcast. At T+1 the probabilistic nowcast shows a high degree of certainty in its prediction

of the shape and location of convection, meaning that there is little variance between ensemble
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members. The T+1 lead time is the first time step prediction that the algorithm makes, and so

it contains the least amount of stochastic noise in the extrapolation motion field, hence the least

amount of member variance. As the lead time increases, more stochastic noise is injected into

the extrapolation motion fields, and so the uncertainty of the probabilistic nowcast increases.

This can be seen in the reduction in high probabilities over the regions enclosed within the

20% contour. A reduction of high uncertainties within the 20% contour is also matched with a

greater spread of low ensemble probability across the entire domain (outside the 20% contour)

at T+3 and T+6.

Figure 4.8: An example of a probabilistic BT nowcast for lead times of 1, 3 and 6 hours produced
by the STEPS implementation of pySTEPS on 11 December 2019. A BT threshold of <235 K
is used in order to include all pixels in the nowcast.

Figure 4.8 also shows the number of small-scale features in the probabilistic nowcast reducing

at longer lead times. For example, at T+1 the convection northwest of New Guinea appears

scattered in small blobs, whereas at T+6 STEPS has smoothed out this small-scale convection

into a larger region. Again, this is evidence of the algorithm’s attempt to address the uncertainty

in the evolution of small-scale convection by replacing it with stochastic noise.
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Figure 4.9a and b show the mean ROC and reliability curves (see section 3.3 for details on these

verification methods) for STEPS nowcasts initialised in the morning (09:00 LT) and afternoon

(15:00 LT), evaluated over the sea and the land. For both surface types and initialisation times,

the POD increases at each threshold meaning that, even as more uncertain regions enter the

evaluation, the proportion of hits to misses increases. Furthermore, the POD exceeds the POFD

at each threshold indicating that STEPS has skill in predicting regions <235 K BT over the

MC. The greatest POD–POFD difference, which is considered the optimum threshold for a

probabilistic nowcast, is shown at the ≥10% likelihood threshold for all of the curves.

Figure 4.9: Composite (a) ROC and (b) reliability curves over the sea and land for STEPS 3
hour lead time nowcasts, initialised at 09:00 LT (441 nowcasts) and 15:00 LT (405 nowcasts),
with a threshold of <235 K. The numbers next to the green points in (a) represent the thresholds
used to evaluate the nowcast at different likelihoods. Red dot represents the optimum threshold.

For both initialisation times in Figure 4.9a, STEPS produces higher area under the curve (AUC)

scores over the sea (0.80 and 0.78 for 09:00 LT and 15:00 LT, respectively) than over the land

(0.71 and 0.68 for 09:00 LT and 15:00 LT, respectively), meaning that STEPS has more skill

over the sea at these times. This can be explained by lower POD scores over the land, which

is due to the STEPS algorithm being unable to capture the new convection that most often

develops there (increasing the number of misses). Furthermore, a comparison of each region

within initialisation times suggests that STEPS is slightly more skilful in the morning (average

AUC of 0.76) than in the afternoon (average AUC of 0.73). The morning–afternoon difference

in POFD is also much greater over the land than the sea. This is likely due to a greater decrease
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in correct negative scores over the land, caused by new convection initiating where there was

previously none, which STEPS is unable to predict.

The positive slope between all the points for each reliability curve in Figure 4.9b means that,

over both surface types, as the observed frequency of events increases, STEPS predicts a higher

likelihood of that event occurring. This shows that overall STEPS is able to produce a reliable

nowcast for these initialisation times. However, for both regions and times of day, STEPS

presents a lower probability than the observed frequency for probabilities ≤0.35 and a higher

probability than the observed frequency for probabilities ≥0.65. The distribution of ensemble

predictions is therefore under-dispersive, meaning that the spread of predictions falls within the

spread of observations, i.e. it does not provide an optimum estimate of uncertainty.

When comparing the two surface types it can be seen that the under-prediction at lower nowcast

probabilities is greater over the land, meaning the ensemble distribution has less variance and

STEPS is better at capturing uncertainty over the sea for these initialisation times. However,

at higher nowcast probabilities, more over-prediction is seen over the sea compared to over the

land, meaning that STEPS becomes too confident at predicting higher-likelihood events over

the sea.

The under-dispersive feature of STEPS over the MC is due to low ensemble member variance,

which (as previously mentioned) can be exemplified by visually assessing the lack of diversity

between the ensemble members in Figure 4.7. The main source of ensemble member variance

comes from the differences in the stochastic noise fields that STEPS injects into the nowcasts,

and so, increasing the range of noise field intensities, or simply adding more members, would

likely help to reduce this under-dispersive feature.

4.3.3 Comparison of STEPS, LK and persistence

By applying a threshold to a probabilistic STEPS nowcast, it is possible to produce a deter-

ministic STEPS nowcast (in the form of a binary field) that can be evaluated using the FSS

and directly compared to the corresponding LK and persistence nowcast. Figure 4.10 shows

the mean FSSs for 3,496 LK nowcasts (solid), persistence nowcasts (dashed) and STEPS de-

terministic nowcasts produced using a threshold of ≥10% (dotted; STEPS10). The choice of

threshold was based on the results of Figure 4.9, which show that, for both the morning and

evening initialisation times, the optimum likelihood threshold was ≥10%.
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At 10 km spatial scale, STEPS10 shows skill up to ∼5 hours and has the highest skill across

all lead times, outperforming LK and persistence. At 60 km scales STEPS10 still outperforms

persistence across all lead times but approximately equals the skill of LK from 1–3 hours’ lead

time. Onwards of 3 hours’ lead time, STEPS10 shows higher skill than LK.

Figure 4.10: Composite FSSs against lead time for 3,496 LK (solid line), STEPS10 (dotted line)
and persistence (dashed line) nowcasts, evaluated at a threshold of 235 K for 10 km, 60 km and
200 km spatial scales. The grey horizontal line marks the 0.5 FSS line, which is considered the
cut-off for nowcast skill.

The added value of STEPS10 over both LK and persistence decreases between the 10 and 60 km

spatial scales and, by the 200 km scale, STEPS10 shows the least skill out of all the nowcasts.

This is likely due to less of the propagation being detected within the 200 km scale evaluation

compared to the 10 and 60 km scales – hence LK tends towards persistence at greater scales.

Unlike LK, STEPS changes the internal structure of the convection through the injection of

stochastic noise. This change in the internal structure of convection (as opposed to change due

to propagation) will be detected on the 200 km spatial scale and may contribute to a drop in

performance relative to LK and persistence.
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4.4 Conclusions and discussion

A deterministic (LK algorithm) and probabilistic (STEPS algorithm) implementation of the

pySTEPS optical flow nowcasting library have been applied to satellite data over the MC to

produce nowcasts with lead times of up to 6 hours.

Overall, the LK algorithm predicts the propagation of convection across the domain with skill

(FSS ≥0.5) up to 4 hours on the 10 km scale (the smallest scale of evaluation) and up to at

least 6 hours on the 60 km scale. Similarly, (Burton et al. 2022) used the LK algorithm to

nowcast convective rain rates over West Africa. Although it is difficult to precisely compare

the two sets of results (rainfall retrievals likely have more fine-scale variability and errors in

rainfall retrievals will affect nowcast skill (Hill et al. 2020)) they are nevertheless comparable.

Burton et al. (2022) show skill up to about 3 hours on the 64 km scale, whereas we would expect

somewhat higher skill for BT nowcasts over the MC.

Similar to the findings in Burton et al. (2022), the LK algorithm was unable to predict the IGD

of convection, which is a manifestation of the optical flow assumption – each pixel maintains its

intensity across all time steps. This inability to predict IGD of convection is clearly seen when

analysing maps of LFSS over the MC. Over the sea the LK algorithm shows, on average, good

skill at all nowcast initialisation times due to convection being mostly propagating in nature.

Over land, however, the model shows high skill in the morning and evening but much lower

skill in the afternoon. In the early afternoon this is due to the initiation of convection, which is

closely constrained to the mountains. Later in the afternoon the low skill is due to the growth of

the convection that initiated earlier on and persists over the mountains. Over the mountainous

regions of the MC during the afternoon, the LK algorithm would not be a useful nowcasting

tool.

The STEPS algorithm aims to address the issue of unpredictability in the IGD of convection by

injecting varying intensities of stochastic noise at different length scales to produce an ensemble

nowcast. When analysing a probabilistic nowcast produced by a STEPS ensemble, it can be

seen that the injection of noise has a smoothing effect, removing small-scale convection and

maintaining the shape of the larger, more predictable convective regions.

A composite analysis of STEPS nowcasts was performed using ROC and reliability curves for

3 hour lead time predictions. Overall, the analysis showed that STEPS can produce both
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skilful and reliable ensemble predictions for 3 hour lead times. When comparing land and sea

at different times of day, it was shown that STEPS has highest skill over the sea during the

morning (09:00 LT initialisation time) with an AUC score of 0.8 (compared to an AUC score of

0.71 over the land). Imhoff et al. (2020) also applied the pySTEPS implementation of STEPS

to radar data over the Netherlands to produce nowcasts for a range of lead times. In their work

they produced composite ROC curves for nowcasts with a lead time of 95–120 minutes, which

had an AUC score of 0.81. The Netherlands experiences far less convective activity than the

MC with the majority of its weather coming from propagating frontal clouds. This, therefore,

further highlights the effectiveness of STEPS for the MC as it tries to predict convective clouds,

which have a more unpredictable nature. However, the disadvantages of STEPS were revealed

when analysing the reliability curves. A common feature across both times and regions was the

under-dispersive ensemble distributions, which were more extreme over land. This highlights

STEPS’s inability to predict the low-likelihood events (e.g. new initiations) and capture the

whole uncertainty of the observed system.

To compare STEPS with LK and persistence, a deterministic version of STEPS was produced

by thresholding the probabilistic nowcasts at ≥10% (STEPS10). When evaluated, the STEPS10

nowcasts had higher skill at spatial scales of 10 km (across all lead times) and 60 km (from 3–6

hours). Therefore, not only does STEPS provide insight into the uncertainty of a convective

system, but it can also derive a better single deterministic nowcast than LK and persistence

at these scales. However, at a higher spatial scale of 200 km (where relatively less convection

propagation is detected), LK nowcasts had the highest overall skill and the injection of stochastic

noise produced by STEPS likely caused the STEPS10 nowcasts to have the lowest overall skill.

Continuous nowcasting over the entire MC is a requirement for EWSs, which does not currently

exist. By providing both nowcast examples and composite nowcast analysis, this study has

shown the effective application of a deterministic (LK) and probabilistic (STEPS) algorithm

to satellite data, showing their potential to be used operationally over the whole of the MC.

This work highlights the key strengths and weaknesses of both algorithms, providing important

information to a potential forecaster using these tools.
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Chapter 5

SII-NowNet: A machine learning

tool for nowcasting convection

initiation and intensification in the

Tropics

5.1 Introduction

Chapter 4 highlighted the capability gap of optical flow algorithms when nowcasting the IGD of

convection. This study presents Simple Initiation and Intensification Nowcasting neural Network

(SII-NowNet), an ML model that produces individual nowcasts of convection initiation and

convection intensification in the Tropics, with lead times of 1 – 6 hours (in 1 hour increments).

Previous ML nowcasting studies in the Tropics (Han et al. 2019; Lagerquist et al. 2021; Lee

et al. 2017) still require radar data for training, leaving a nowcasting capability gap in the

‘radar-less’ regions of the Tropics. SII-NowNet’s simplicity derives from requiring only BT data

for training and testing, meaning it can be applied to any other region of the Tropics.

The performance of SII-NowNet is first evaluated over Sumatra, Indonesia – one of the largest

Tropical islands in terms of size and population, which experiences regular convective activity

(Mori et al. 2004). SII-NowNet is evaluated against climatology and persistence baselines to

identify a limit of usefulness, and the minimum number of training samples required before
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it loses skill is quantified. A feature importance test is also applied to gain insight into SII-

NowNet’s decision-making. Finally, SII-NowNet is evaluated over Zambia to exemplify its

applicability to other regions in the Tropics.

5.2 Data and methods

5.2.1 Data

SII-NowNet was developed and tested over the Sumatra, Indonesia domain (Figure 5.1a) using

hourly BT data from the Himawari-8/9 satellites (see section 3.1 for satellite details) from

01/01/2018 to 31/12/2019 (17,327 images).

Figure 5.1: Examples of BT images over the two domains used in this study. a) Provides an
example of a 10.4 µm BT image over Sumatra, Indonesia on 7th March 2019 at 20:00 LT. b)
Provides an example of a 10.8 µm BT image over Zambia on 15th March 2024 at 15:00 LT.

For further testing and development of SII-NowNet over a new Tropical domain, Zambia is used

as an exemplar region (Figure 5.1b). BT data from the Meteosat-10 satellite is used (see section

3.1 for satellite details). Although the Meteosat-10 BT wavelength (10.8 µm) is longer than the

Himawari BT wavelength (10.4 µm), 10.8 µm is the closest available wavelength. As Zambia is

used as an exemplar case study, a shorter period of data is used from 01/02/2024 to 01/03/2024
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(4,459 images). Data from this period was used to evaluate two versions of SII-NowNet over

Zambia: the original SII-NowNet (trained over Sumatra) and SII-NowNet-Zam (a new version

with additional Zambia-specific training).

5.2.2 SII-NowNet nowcast setup

SII-NowNet requires a 416 x 416 x 2 pixel input matrix (Figure 5.2). The first two dimensions

represent the spatial shape of the input (i.e. 2-D fields covering the target domains), and the

third dimension represents the two predictor channels. The two predictor channels are:

1. BT T-0 hours

2. BT T-1 hours

where T represents the nowcast initialisation time. BT T-0 provides information on present

atmospheric conditions, whereas BT T-1 provides information on conditions one hour before

present. By learning the difference between BT T-0 and BT T-1, SII-NowNet extracts informa-

tion on how conditions have changed over the previous hour leading up to the initialisation time

i.e. identifying whether convection is starting to develop or decay. The number of predictor

channels is purposefully kept small, to reduce computational expense and training time.

SII-NowNet uses the input matrix to produce a 26 x 26 gridded nowcast over the same domain

(see next section for dimension justification) i.e. it spatially coarsens the input data by a factor

of 16 (Figure 5.2). The grid size of the nowcast therefore depends on the resolution of the

geostationary satellite data. For example, using Himawari-8/9 BT data with a grid spacing of

2 km results in a SII-NowNet nowcast with a 32 km grid resolution, covering a region of 832

km x 832 km (94.6°E – 106.9°E, 6.4°S – 5.9°N).

Each grid in a SII-NowNet nowcast is assigned a value between 0 and 1, representing the

probability of a convective event occurring over that grid for a given lead time. This study

isolates two types of convective events for nowcasting:

1. Nowcasting the probability of convection intensification at each lead time

2. Nowcasting the probability of convection initiation at each lead time

SII-NowNet is trained separately for intensification and initiation, producing nowcasts with lead

times at hourly increments for both. For each initialisation time, SII-NowNet produces a total
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of 12 nowcasts, six for intensification and six for initiation (representing lead times of 1 to 6

hours).

Figure 5.2: A diagram of the SII-NowNet nowcast process (applicable to both intensification and
initiation predictions). The 416 x 416 x 2 input matrix (left) is input to SII-NowNet (middle),
which outputs a 26 x 26 probabilistic nowcast over the same domain as the inputs (right).

5.2.3 Convective event observations

To generate specific nowcasts of initiation and intensification, SII-NowNet must first be trained

on a dataset of observed events for each type (initiation and intensification). One of the aims

of this study is to use solely satellite data, as a solution to the unreliability/unavailability issue

of radar data in the Tropics. Therefore, a method for identifying intensification and initiation

events in historical satellite observations is presented.

Both intensification and initiation events are identified on a 26 x 26 gridded domain (hence the

dimensions of the SII-NowNet nowcast) using hourly data. Hourly data was subjectively chosen

as it provided an appropriate timescale over which these events could be distinctly identified.

Furthermore, the grid size was chosen to match the spatial scale of the initiation/intensification

events, by empirically testing over multiple case study events.

Intensification identification

Figure 5.3 provides an example of intensifying convection events over Sumatra that are identified

using the intensification method. For each individual grid (within the 26 x 26 gridded domain),

convection intensification is identified by comparing two consecutive BT images, separated by
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an hour (T-1 hours and T-0 hours, where T is the time of the intensification event), over the

grid. Each BT pixel within the grid is defined as intensifying if it satisfies two criteria:

1. BT decreases by ≥20 K between T-1 and T-0

2. BT ≤235 K at T-0

As in chapter 4, in line with previous research, a threshold of 235 K is used in step 2 to try

and isolate as much convection as possible (Crook et al. 2024; Feng et al. 2021; Machado and

Laurent 2004; Roca et al. 2017). Finally, if the fraction of intensifying BT pixels within the

grid is >=5%, the grid is labelled 1 for intensifying or 0 for not intensifying. This process

is simultaneously repeated for each grid in the 26 x 26 gridded domain and then applied to

all available BT image timesteps. This results in 17,326 intensification gridded samples for

Sumatra, and 4,458 intensification gridded samples for Zambia.

Figure 5.3: An example of intensifying convection along the south coast of Sumatra on 5th Jan-
uary 2019 at 18:00 LT. By comparing the T-1 BT and T-0 BT (left of arrow), the intensification
identification method extracts only the intensifying convection, which it outputs on a 26 x 26
gridded domain (right of arrow).

Initiation identification

Convection initiation is also identified using two consecutive BT images, separated by an hour

(T-1 hours and T-0 hours, where T is the time of the initiation event). To be classified as

an initiation, the new convective cells have to be isolated from the convection that is already

present (at T-1). The method follows two key steps, which are applied to each BT pixel within

the nowcast domain (Figure 5.4 provides an accompanying example of the method):

1. The growth of convection present within the T-1 BT is simulated to produce an estimate
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of its size in the T-0 BT.

2. The estimated T-0 BT is subtracted from the observed T-0 BT to leave the remaining

new convective cells that develop over the hour i.e. the convection.

Figure 5.4: Using the same case as Figure 5.3, the two key processes for identifying convection
initiation. a) The thresholding and then smoothing of the T-1 field to ‘grow’ the convection
that is already present (T-0 BT estimate). b) The thresholding of the T-0 field to extract the
convective regions only (T-0 BT observation). c) The final step showing the T-0 BT estimate
field being subtracted from the T-0 observation field to leave only the isolated initiation (circled
in red).

The convection growth simulation is performed by thresholding the T-1 BT at ≤255 K and then

applying a smoothing filter (Figure 5.4a), which ‘grows’ the convection. A 255 K threshold is

used to allow for regions where the convection may deepen and decrease in temperature by 20

K (the growth allowance value) over the hour and remain consistent with the intensification

identification method. The T-0 BT observation is thresholded at 235 K to isolate only the

convective regions (Figure 5.4b). The T-0 BT observation is then subtracted from the T-0 BT

estimated field (Figure 5.4c).

This method assumes that the present convection in the T-1 BT will grow between T-1 and
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T-0. However, if in reality the convection does not grow (e.g. dissipates), then subtracting the

T-0 BT estimate from the T-0 BT observation will result in regions with negative values. To

overcome this, all negative values are converted to 0, representing no convection initiation.

Finally, for each grid in the 26 x 26 gridded domain, if the fraction of initiation BT pixels is

≥5%, the grid is labelled as 1 for initiating or 0 for not initiating. This process is simultaneously

repeated for each grid in the 26 x 26 gridded domain and then applied to all available BT

image timesteps. This results in 17,326 initiation gridded samples for Sumatra, and 4,458

intensification gridded samples for Zambia.

This initiation identification method relies on applying a set of BT thresholds to isolate the newly

developing convection. Figure 5.5 shows how the number of identified initiations decreases when

a) the size of the smoothing kernel is increased and b) the growth allowance value is increased

from 0 K - 30 K. Increasing the value of both parameters results in more isolated initiations

being encompassed by the T – 0 BT estimate (Figure 5.4a), reducing the overall number of

initiations. The rapid decrease in the number of initiations as the growth allowance increases

(Figure 5.5b), shows that the method is highly sensitive, a limitation acknowledged by the

author.

The difference in the number of identified initiations between Figure 5a and b highlights the

large effect that the smoothing filter has on these events. This study applied a 20x20 pixel

smoothing kernel to the T-1 BT image (Figure 5.4a). Both the kernel size and the growth

allowance value were chosen after empirically testing a range of their values (across multiple

case studies): a 20 K growth allowance and a 20x20 pixel kernel provided an acceptable balance

between capturing cloud motion without encompassing too many nearby initiations.

The key aim of this proof-of-concept study is to show that ML can be used to predict initia-

tion/intensification events with skill. In order to do this, a set of pre-defined thresholds must be

used to generate datasets of these observed events. Through empirical testing, thresholds were

chosen that produced the most useful outcomes for identifying initiation/intensification events.

Further development of the initiation/intensification identification methodologies is therefore

considered beyond the scope of this study.
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Figure 5.5: The number of events that are identified by the convection initiation identification
methodology as the a) smoothing kernel dimension is varied and b) the growth allowance value
is varied. In this study, a 20 pixel smoothing kernel and 20 K growth allowance were chosen.

Climatology of identified convective events

Table 5.1 shows the total number of observed events and non-events that are identified for

initiation and intensification. Initiation events (1% of dataset) are observed less frequently than

intensification events (14% of dataset). Both intensification and initiation have a clear diurnal

cycle in their frequency, where event activity is minimal between 00:00 LT – 10:00 LT (Figure

5.6). Initiation events show a sharp peak in frequency at 14:00 LT that quickly declines into

the afternoon, whereas intensification events are at maximum frequency approximately 2 hours

later and continue to maintain significant signal during the afternoon and evening. Peak activity

in the afternoon for both types of event is typical in many regions of the Tropics (Mori et al.

2004; Yang and Slingo 2001).

Dataset Events Non-events Balance

Intensification 1,652,207 10,060,169 14%

Initiation 110.838 11,601,538 1%

Table 5.1: The total count of observed events/non-events for both convection intensification
and initiation using hourly BT data over the study period (01/01/2018 – 31/12/2019)..
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Figure 5.6: In blue, the frequency of observed events for convection intensification and convec-
tion initiation (Table 5.1), at each hour of the day (both curves are normalized and sum to 1).
In black, the fraction of BT (≤ 235 K) coverage across the Sumatra domain at each hour of the
day.

The peak coverage of BT (≤ 235 K) across the Sumatra domain arrives near 17:00 LT, approxi-

mately an hour after peak intensification and 3 hours after peak initiation. This aligns with the

expectation that, as peak convection is reached in the late afternoon, maximum initiation/in-

tensification is observed in the hours prior (when convection is building up).

5.2.4 SII-NowNet architecture

During the early development stages, SII-NowNet was based on a standard convolutional neural

network. With this setup, one grid prediction was produced at a time, with only the grid’s

local BT data used as input. By iteratively producing grid predictions, this approach has the

benefit of not being constrained to a domain size. However, the relatively simple architecture,

combined with inputs that area restricted to local conditions, meant that the model produced

a high number of false alarms for nowcasting initiation.

To increase the model’s complexity, SII-NowNet was further developed using a U-Net architec-

ture (Ronneberger et al. 2015), named due to the U-shaped path that the input takes through

the model. The simple training routine and low computational demand of U-Net’s makes them
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a favorable choice for development in resource-constrained settings (e.g. regions in the Global

South), as well as demonstrating nowcasting skill in previous studies (Lagerquist et al. 2021;

Ayzel et al. 2020).

Figure 5.7 is a diagram of the U-Net design used for SII-NowNet. The 416 x 416 x 2 input matrix

undergoes four encoding and decoding stages before processing into the desired output. The

number of encoder/decoder stages was varied during the development stages of SII-NowNet’s.

Four stages was chosen as it provided enough complexity for the model to produce high skill

scores, without causing it to overfit the data - a common problem in ML when too much

complexity is built into a model.

During the first part of each encoding stage, the input (represented by the black arrows in

Figure 5.7) is passed through two 2-D convolutional layers, each with a 3 x 3 filter, which aim

to identify key features in the data. Attached to the end of each 2-D convolutional layer is a

batch normalization function (to stabilize the network during training) and a ReLU activation

function (Agarap 2019) (to enable non-linear patterns in the data to be learnt). In the second

part of the encoder stage, the output from the two convolutions is passed through a max pooling

function with a 2 x 2 filter. This downscales the output whilst retaining the most important

features, resulting in a more compressed representation of the input data. However, downscaling

can cause important information to be lost. To account for this, the output from the first part

of the encoding stage (before max pooling) is saved and transferred back into the model at a

later stage (during decoding). This is known as the skip connection and helps to retain fine

spatial details. After 4 encoder stages the spatial dimensions of the original input data have

been compressed to a 26 x 26 grid, and the dimension of the third channel is increased to 1024.

This 26 x 26 x 1024 matrix is known as the latent space and represents the most important

features that the model has identified from the input.

To represent the latent space in a simple way (i.e. on a 2-D grid), it must be decoded. In

each decoding stage, a 2-D transposed convolution (with a 2 x 2 matrix) is applied to the input

matrix, which up-scales the spatial dimensions. Next, the output saved in the corresponding

skip connection (from the earlier encoding step) is concatenated to the up-scaled matrix to

re-introduce any of the lost spatial information during encoding. Finally, the resulting matrix

is passed through two 2-D convolutional layers (which also have batch normalization and ReLU

activation functions attached).
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After 4 decoding stages the matrix has the dimension 416 x 416 x 64. To reach the desired

dimension, the matrix is passed through a 2-D convolutional layer (with a 1 x 1 filter matrix)

and then a sigmoid activation function. The sigmoid activation function ensures the output is

between 0 and 1, representing the model’s probabilistic prediction. Finally, a max pooling layer

(with a 16 x 16 matrix) is used to transform the output into the final 26 x 26 x 1 matrix.
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Figure 5.7: A diagram of the SII-NowNet model. A U-Net architecture with four encoder steps
followed by four decoder steps, with skip connections in between. A final processing stage
converts it to the correct dimension. The arrows represent the input matrix entering each step.
Each blue square shows the shape of the input matrix as it passes through different stages of
the network.
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5.2.5 Training and testing data

SII-NowNet was trained across all times of day. For each hourly lead time (between 1 - 6

hours), for both intensification and initiation, a unique version of SII-NowNet was trained.

This results in 12 unique SII-NowNet models presented in this study i.e. 6 future hours for the

two predictands (initiation and intensification). Each model was trained for an upper limit of 10

epochs (i.e. 10 full passes through the entire training dataset) using a binary cross entropy loss

function. This function measures the difference between the predicted probability and the actual

label, and is typically used in binary classification problems. The Adam optimizer (learning

rate = 0.001) was used during training to efficiently update SII-NowNet’s parameters. However,

the maximum number of required training epochs across all lead times for intensification and

initiation was 8. To ensure no overfitting to the training data, an early stopping routine was

applied to the validation loss function (a 20% random subset of the training data was used as

the validation data). If the loss value stayed above the lowest previous loss value for more than

1 epoch, training ended and the model returned to its state at the previous lowest loss value.

To account for the imbalance in SII-NowNet’s training and test data (Table 5.1), the training

set was re-balanced to contain 40% events (for both initiation and intensification) and tested on

data with the original climatological balance. However, when the proportion of initiations was

increased in the training set, SII-NowNet became overconfident and produced a higher number

of false alarms during testing. A class weighting was also tested, which gave greater ‘reward’

to SII-NowNet when it correctly predicted a rare event (e.g. initiations). However, overall, the

best results were achieved when maintaining the climatological balance for both the training

and testing datasets, and without class weighting.

For developing SII-NowNet over Sumatra, the available 17,326 initiation and intensification

samples were divided into a training set and a test set. 8,661 training samples were taken from

2018 and used during the training process for model learning, whilst 8,665 test samples were

taken from 2019 and were used for model verification only. Therefore, the test samples were

unseen by the model and excluded from training. For developing SII-NowNet over Zambia,

1,676 training samples were taken from February 2024 for training, whilst 2,782 samples were

taken from March 2024 for testing.
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5.2.6 Permutation importance

The permutation importance method provides insight into the input predictors that have the

greatest influence on the performance of SII-NowNet. In turn each predictor (for each test case)

is replaced by Gaussian noise and input to SII-NowNet. The new AUC score is calculated and

then subtracted from the original SII-NowNet AUC score (without noise replacement). This is

repeated 20 times for each predictor to get a distribution of AUC score differences. A greater

AUC score difference implies that the predictor has a greater influence on SII-NowNet’s decision

and is therefore an important variable for prediction. A small AUC score difference implies that

the predictor has little influence on the SII-NowNet’s decision and is therefore a less important

variable for prediction.

5.2.7 Baseline

STEPS, climatology and persistence (see section 3.3 for persistence description) are used to

assess whether SII-NowNet has any useful skill.

Using the same methods as in chapter 4, this study produces 20-member ensemble STEPS

nowcasts of BT for 1–6 hours of lead time. The initiation and intensification identification

methods (section 5.2.3) are then applied to the STEPS BT nowcasts (i.e. simply replacing the

BT observations with the STEPS nowcasts at the same valid time), resulting in corresponding

STEPS nowcasts for initiation and intensification.

In this study SII-NowNet’s intensification nowcasts are evaluated against intensification persis-

tence. Intensification persistence is defined as the T=0 intensification observation (on the same

26x26 grid), which is then used as the prediction for future lead times.

Given the large amplitude of the diurnal cycle of convection in the Tropics (Yang and Slingo

2001), this study defines climatology as the expected average number of convective events for a

given time of day. Climatology is calculated separately for intensification and initiation at each

hour of the day by computing the fraction of observed events from the sum of observed events

and non-events (i.e. calculating the climatological mean at each hour).
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5.3 Results

5.3.1 Qualitative analysis of SII-NowNet

Figure 5.8 presents a case study for SII-NowNet intensification and initiation nowcasts, valid

at 20:00 LT on 7th March 2019 over Sumatra, Indonesia. This case was chosen because it

highlights both the strengths and weaknesses of SII-NowNet. Contouring has been applied to

all SII-NowNet nowcasts to provide a smoother probabilistic field (compared to the raw gridded

output in Figure 5.2). Different colour bar scales have been used for intensification and initiation

nowcasts to account for their differing probability ranges at each lead time.

At 1 hour lead time, SII-NowNet’s intensification (Figure 5.8b) and initiation (Figure 5.8i)

nowcasts produce regions of high probability that align with the observed intensification (Figure

5.8a) and initiation (Figure 5.8h) events e.g. northern Sumatra for both nowcasts. By producing

these distinct regions of high probability, it highlights SII-NowNet’s ability (at this lead time)

to clearly discriminate between events and non-events. However, the initiation nowcast also

provides an example of missing an initiation event (single grid, northeast Sumatra coastline),

highlighting the challenge in capturing isolated events.

At 2 hours’ lead time, SII-NowNet’s intensification and initiation nowcasts continue to capture

the observed events, but with a drop in confidence. The intensification nowcast (Figure 5.8c)

still produces high probabilities that align with the bulk of observed events (e.g. south and

southwest of Sumatra, Figure 5.8a), however, it now produces a less-than-30% probability near
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Figure 5.8: A case study of a) intensification and h) initiation events over Sumatra at 20:00 LT
on 7th March 2019. b-g) and i-n) show the probabilistic SII-NowNet nowcasts for intensification
and initiation, respectively, for 1 – 6 hours’ lead time. Each nowcast is valid at 20:00 LT. o)
and p) show the climatological means for intensification and initiation, respectively, at 20:00
LT. Different colour bar scales have been used for intensification, initiation and climatology to
account for their differing probability ranges.
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the southwest coast of Sumatra, where events are observed. Similarly, the initiation nowcast

(Figure 5.8j) continues to produce the highest probabilities over northern Sumatra (similar

to Figure 5.8i), which align with the observations; however, the maximum probability has

dropped to 20%. Furthermore, the initiation nowcast contains a small region of higher initiation

probabilities to the east, which does not align with the observations (i.e. it produces a false

alarm here).

Beyond 2 hours’ lead time, SII-NowNet’s nowcasts increase in blurriness and decrease in max-

imum probability. In particular, the initiation nowcasts (Figure 5.8k-n) show a rapid drop in

probability over this period, along with a reduction in precision. The intensification nowcast

at 3 hours’ lead time (Figure 5.8d-e), although blurry, still appears to show some precision,

aligning with the observed intensification over the south, northeast and northwest of Sumatra.

However, for 4 – 6 hours’ lead time, the regions of higher intensification probability become

much smoother, making it difficult to gauge specifically where convection will intensify.

For initiation nowcasts between 1 – 3 hours’ lead time (Figures 5.8i-k), the minimum background

probability reduces from less-than-10% to less-than-1% (before staying consistent beyond 3

hours). SII-NowNet is becoming more uncertain about its predictions of the (far less frequent)

initiation events as lead time increases. To compensate for this uncertainty SII-NowNet reduces

its probability values.

Figures 5.8o-p show the climatological mean for intensification and initiation at 20:00 LT. The

highest intensification likelihoods are observed over the northwestern coastline of Sumatra -

capturing the observed intensifications over this region, but also producing a number of false

alarms. This pattern can be explained by convection that develops over the afternoon and

continues to deepen into the evening, with propagation offshore expected into the evening (Mori

et al. 2004). The initiation climatology at this hour produces widespread low likelihoods across

the domain, missing the initiation over the northwestern coastline of Sumatra. At this time of

day, far fewer initiations are occurring (Figure 5.6) because, on average, convection has already

developed and is reaching maturity at this time (Mori et al. 2004).

5.3.2 Quantitative analysis of SII-NowNet

The performance of SII-NowNet was quantitatively tested and compared to baseline models on

8,665 samples (equivalent of 12 months) of unseen data over Sumatra from 2019.
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Figure 5.9 shows the ROC curves (a and b) and reliability diagrams (c and d) for SII-NowNet,

STEPS and climatology nowcasts for 1, 2 and 3 hour lead times only (to avoid too many lines).

The 4 hour lead time intensification result has also been added to the reliability diagram (d)

to show its limit of capability. To account for SII-NowNet producing initiation nowcasts with

varying probability ranges at different lead times (e.g. Figure 5.8i-n), their ROC curves are

calculated across different probability ranges. Probability ranges of [0, 1], [0, 0.5], [0, 0.1], [0,

0.1], [0, 0.1], [0, 0.1] were used for 1 – 6 hour lead time initiation ROC curves. For intensification

nowcasts, all ROC curves were calculated using a probability range of [0, 1].
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Figure 5.9: ROC curves for SII-NowNet, STEPS and climatology a) intensification and b)
initiation nowcasts, containing curves for each lead time. The inset plots contain the AUC
scores at each lead time, with the climatology shown by the horizontal dashed line. Reliability
diagrams for SII-NowNet and STEPS c) intensification and d) initiation nowcasts, containing
curves for each lead time. By definition the climatology reliability line lies on the x=y line. All
analyses are generated using 8,665 unseen samples from 01/01/2019 – 31/12/2019. All plots
contain a dashed x=y line for reference.

For intensification, SII-NowNet’s ROC curves shift closer to the dashed x=y line (no skill) as

lead time increases, resulting in decreasing AUC scores (inset panel Figure 5.9a) with lead time

(0.94 to 0.69). At each lead time shown, SII-NowNet’s ROC curves produce a greater AUC score

than STEPS, reflecting a better nowcasting performance. At 6 hours’ lead time, SII-NowNet’s
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AUC score is only 4% greater than climatology. In terms of reliability, SII-NowNet produces

more reliable intensification nowcasts (i.e. closer to x=y) than STEPS for 1, 2 and 3 hours’

lead times. At 4 hours’ lead time SII-NowNet drastically over-predicts events at probabilities

greater than 0.75, generating false alarms. 2% of SII-NowNet’s intensification predictions are

≥0.5 at 4 hours’ lead time (reducing to 0.1% at 6 hours), compared to 10% at the 1 hour lead

time. Although the AUC scores show that SII-NowNet’s intensification nowcasts outperform

both STEPS and climatology over 1 – 6 hours’ lead time, the poorer reliability beyond 3 hours’

lead time indicates this as a reasonable limit of capability.

For initiation, the AUC scores (inset panel Figure 5.9b) produced by the ROC curves are less

than the intensification scores for each corresponding lead time i.e. SII-NowNet is less skilful

at predicting initiation events. The initiation scores decrease from 0.82 to 0.64 between 1 – 4

hours’ lead time. For 4 – 6 hours, SII-NowNet’s AUC scores remain approximately constant.

SII-NowNet’s initiation nowcasts outperform STEPS at each lead time but drops below the

climatology between 2 – 3 hours’ lead time. This represents a 2 hour lead time limit of capability

for SII-NowNet’s initiation nowcasts. This limit is also reflected in the reliability curves (Figure

5.9d), which show that SII-NowNet produces more reliable initiation nowcasts for 1 – 2 hours

lead time than STEPS. For 1 hour lead time nowcasts these reliable predictions lie between a

probability window of 0 – 0.6. For 2 hour lead time nowcasts the reliability probability window

is approximately 0 – 0.15. For predicted probabilities between 0.15 – 0.22, SII-NowNet starts to

under-predict initiation events at this lead time (the reliability curve tends towards the y-axis).

At 3 hours’ lead time, SII-NowNet’s initiation nowcasts produce reliability curves that only

extend along the x-axis, meaning that it is predominantly producing false alarms.

In general, SII-NowNet produces lower probabilistic values when nowcasting initiation compared

to intensification (as exemplified in Figure 5.8). This suggests that the model is compensating

for the relatively lower frequency of initiation events by associating its predictions with more

uncertainty i.e. lower likelihood.

SII-NowNet’s intensification nowcasts can also be compared against a persistence nowcast,

which, on nowcasting timescales, can often have reasonable skill (as shown in chapter 4). Due to

the nature of initiations, it is not possible to produce an initiation persistence nowcast (initia-

tions are one-off events that cannot persist), so only a persistence of intensification is presented

(Figure A.1 shows persistence for the same case study as in Figure 5.8). At each lead time
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the SII-NowNet intensification nowcasts have been thresholded using an optimum probability

threshold value (0.2, 0.1, 0.2, 0.2, 0.2 and 0.2 for 1 – 6 hours’ lead time), to produce a set of

deterministic nowcasts. The optimum threshold for each lead time is determined by using the

threshold value from the corresponding ROC curve that produces the maximum POD – POFD

difference. Figure 5.10 shows the accuracy, POD and 1–FAR of the deterministic SII-NowNet

and persistence nowcasts of convection intensification (1–FAR has been used so that all skill

scores of 1 represent a perfect score).

Figure 5.10: Mean scores for a) accuracy, b) POD and c) 1-FAR across each lead time for
intensification nowcasts produced by SII-NowNet and persistence using the same test data as
in Figure 9.

In terms of accuracy (Figure 5.10a), persistence and SII-NowNet perform similarly up to 4

hours, beyond which persistence has a greater accuracy score by approximately 0.1. The persis-

tence nowcast gains the majority of its accuracy from correct negatives, whereas SII-NowNet’s
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accuracy is derived from a combination of correct negatives and hits. This is shown in the POD

scores (Figure 5.10b), where SII-NowNet outperforms persistence across all lead times by 0.45.

Although persistence will often be correct in predicting no event, when an event does happen it

is 45% less likely to produce a hit. On the other hand, SII-NowNet has learned the conditions

within the predictor fields that are associated with an intensification event, meaning it will

more often produce a hit. Even though SII-NowNet produces a greater number of intensifica-

tion events, it still maintains a greater 1 – FAR score than persistence by approximately 0.05

across all lead times. This means that, when both nowcasts predict an intensification event,

persistence is 5% more likely to produce a false alarm than SII-NowNet.

5.3.3 Interpreting SII-NowNet

To gain understanding into SII-NowNet’s decision-making, it is possible to analyse feature maps

that are produced by the model as input passes through each stage of its architecture. A feature

map is the output of a convolutional filter within one of the encoder/decoder steps (Figure 5.7),

which shows where the filter is most active across the input i.e. highlighting the spatial patterns

that are being identified at that layer. This is measured by relative importance - the higher the

relative importance, the more attention the filter is giving to that location.

Figure 5.11 provides the feature heatmaps of relative importance produced by SII-NowNet at five

different stages through its U-Net architecture, using BT input data from 27th December 2019

(Figure 5.11a-b). Each heatmap is overlayed ontop of the T=0 BT input image (Figure 5.11b)

and the final SII-NowNet nowcast’s (for a 1 hour lead time) are shown for initiation (Figure

5.11h) and intensification (Figure 5.11n). For initiation, the encoder 2 stage (the beginning of

the U-Net) appears to give greater importance to fine-scale, colder BT features that are present

at T=0 (Figure 5.11c), and less focus on the larger regions of cold BT. Feature importance is

more blurred at encoder 4, where the model appears to being identifying non-convective regions

across the domain (Figure 5.11d). In the decoder 2 stage, SII-NowNet has identified distinct,

small-scale features of high importance (Figure 5.11e) and begins to show resemblence to the

final prediction (Figure 5.11h). SII-NowNet then appears to identify the regions of convection

surrounding these small-scale features in the decoder 4 stage (Figure 5.11f). Finally, it appears

to use the surrounding convective features as a mask to filter out some of the decoder 2 features

in the final convolution stage (Figure 5.11g). The output of the final convolution can then be

easily mapped to the SII-NowNet’s initiation prediction (Figure 5.11h).
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Figure 5.11: Heatmaps of relative importance at intermediate stages of SII-NowNet’s U-Net
architecture (Figure 5.7), using a case study from 27th December 2019. a) and b) show the
T-1 and T-0 BT satellite images, respectively, that are used as input to SII-NowNet for this
case study. c) - g) and i) - m) show the heatmaps of relative importance for initiation and
intensification, respectively, produced by SII-NowNet as the input data passes through different
stages of the U-Net architecture. h) and n) show SII-NowNet’s final 1 hour lead time nowcast
for initiation and intensification, respectively.
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For intensification, the encoder 2 stage also appears to identify small-scale features with the

coldest BTs (Figure 5.11i), within the larger envelope of cold BT cover (Figure 5.11b). Over

the encoder 4 and decoder 2 stages, SII-NowNet continues to give importance to these cold

BT regions, but with more focus on regions of deepening BT (Figure 5.11j-k) e.g. over the

southeast of Sumatra and the northwest of the domain (Figure 5.11b). At the decoder 4 stage,

SII-NowNet’s feature map produces a large, blurred region of relative importance, appearing

to encompass all cold cloud top temperatures. Similar to the initiation process, SII-NowNet

appears to then use the feature map from decoder 2 and decoder 4 to filter out non-intensifying

regions in the final convolution (Figure 5.11m), and produce a feature map that can be easily

mapped to the intensification nowcast (Figure 5.11n).

To test SII-NowNet’s ability in capturing the location of convective features, its predictions can

be compared for different orientations of the input data. An example of this can be seen in

Figure 5.12, which shows SII-NowNet’s 1 hour lead time nowcasts from the same case study as

Figure 5.11, but with the input data rotated by 0°, 90°, 180° and 270°. Figure 5.12a-d shows

the standard SII-NowNet nowcasts without a rotated input, as a reference baseline. For the

90° rotated input (Figure 5.12e-f), SII-NowNet’s initiation nowcast (Figure 5.12g) produces

the majority of its high likelihoods in the southwest of the domain. Its region of highest

likelihood aligns with the same BT feature that is identified at 0°, suggesting that SII-NowNet

has been able to apply the same identification methods in a new location. This is also consistent

throughout the 180° (Figure 5.12k) and 270° (Figure 5.12o) rotations, where, for the highest

initiation likelihoods, SII-NowNet consistently identifies the same features as they are moved

across the domain. For the intensification rotations (Figures 5.12d,h,l,p), SII-NowNet produces

an almost identical distribution of likelihoods rotated in each new orientation, again highlighting

its capability to capture the convection as it moves to new locations across the domain.
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Figure 5.12: Each row shows the T-1 and T=0 BT input images, along with the corresponding
SII-NowNet nowcasts (at a 1 hour lead time). The BT input data has been rotated for 0°, 90°,
180° and 270° rotation for each row, using the same case study as Figure 5.11.

By rotating the orientation of the 0° prediction (Figures 5.12c-d) (the control runs) to match the

orientation of each rotated prediction (Figures 5.12 g,k,o), and then calculating the difference,

any tendency that SII-NowNet has to focus its higher likelihoods over particular regions can be

highlighted. Repeating this for multiple examples (as in Figure 5.12) provides a way to detect

anomalously large differences across the domain. Areas of positive anomalies highlight SII-

NowNet’s tendency to produce higher likelihoods of initiation/intensification over that region.

Figure 5.13 shows a map of mean positive anomalies of the difference between the control run

and the rotated nowcasts, calculated across 2,000 SII-NowNet nowcasts (at a 1 hour lead time)
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randomly selected from 2019. The positive anomalies are calculated using the mean z-score at

each SII-NowNet grid point. The z-score is given by:

z =
x− µ

σ
, (5.1)

where x represents the value of a given grid, µ represents the mean value at the grid point

and σ represents the standard deviation at the grid point. Larger values of z represent greater

anomalies.

Figure 5.13: Mean positive z-scores for the difference between SII-NowNet’s control runs (0°
rotated input) and the corresponding rotated inputs for 90°, 180° and 270°, across 2,000 cases
in 2019, for a) initiation and b) intensification. High values represent higher anomalies, which
show SII-NowNet’s tendency to predict higher likelihood of an initiation/intensification event.

Figure 5.13a shows the positive anomalies for the initiation nowcasts. The lack of clear widespread

signal suggests that SII-NowNet’s predictions do not have a strong tendency to produce high

likelihoods over particular regions. However, the areas with the highest anomalies can be seen

over the island of Sumatra and near the south coast of Malaysia. In particular, the largest

anomalous region can be seen over the west coast of Sumatra, which aligns with some of the

island’s orography. High anomalies are also seen around the edges of the domain for the ini-

tiation nowcasts. This is likely at artifact caused by the identification process - propagating

convective systems entering the domain may be incorrectly identified as new initiations. This

highlights a weakness of the identification method, which could be solved by first applying it to

a wider domain and then cropping the identified events down to the smaller study domain.

For intensification (Figure 5.13b), the positive anomalies highlight a clear region of tendency of
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SII-NowNet to produce higher likelihood predictions over southern Sumatra. In particular, the

highest anomalies are concentrated over the west coast of Sumatra (aligning with those in Figure

5.13a) where the island’s orography is located. Over the sea, the intensification signal contains

less noise than for initiation, suggesting that SII-NowNet has a clearer tendency to not produce

higher likelihoods there. This pattern of high anomalies over the land and low anomalies over

the sea could be explained by SII-NowNet learning about the underlying geographical controls

that link to enhanced convective activity.

5.3.4 Sensitivity testing the number of training samples

Many operational meteorological services across the Tropics have limited access to large data

storages or GPU compute, meaning they are unable to run data-intensive models. It is therefore

important to test the minimum data requirement of ML nowcasting models for operational

practicality. To understand the lower limit of training samples that SII-NowNet requires to

maintain acceptable performance, the 1 hour lead time version was re-trained 6 times (for

both initiation and intensification), each time halving the number of training samples that were

used. Figure 5.14 shows the AUC scores and fraction of original training time (58 minutes and 3

seconds) for each halving iteration. For intensification a 94% reduction in the number of training

samples, from a year of data to approximately three weeks of data (8,661 to 541), results in

an 11% reduction in SII-NowNet’s AUC score and a 99% reduction in training time. However,

further reduction of training samples from 541 to 270 results in a rapid drop in AUC score from

0.84 to 0.5. This provides an approximate limit of training samples for achieving acceptable SII-

NowNet intensification performance with two orders of magnitude greater speed. For initiation,

SII-NowNet reduces more steadily as the number of samples reduces. A 75% reduction in the

number of training samples, from a year of data to approximately three months of data (8,661

to 2,165), results in an 11% reduction in SII-NowNet’s AUC score and a 75% reduction in

training time. At this point SII-NowNet’s AUC score is approximately equal to the initiation

climatology (Figure 5.14b), providing an approximate limit of training samples for initiation.
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Figure 5.14: Left axis shows the AUC skill of 1 hour lead time SII-NowNet initiation (blue
dashed) and intensification (blue solid) nowcasts as the number of training samples are contin-
uously halved from the 8,661 (a year of data) to 135 (approximately three weeks). Right axis
shows the fraction of time it took to train the model with this number of training samples,
compared to the full training dataset (58 minutes and 3 seconds).

5.3.5 Input permutation testing

To gain insight into SII-NowNet’s decision-making process, a permutation test is used to provide

information on the relative influence that each of its inputs has on its predictions. Figure 5.15

shows the relative reduction in AUC score for SII-NowNet (for lead times that are within the

limit of usefulness only) after each input predictor (BT T-0 and BT T-1) is, in turn, replaced

with a Gaussian noise field. A greater relative reduction in AUC is associated with the predictor

having a greater influence on the prediction (i.e. greater importance). In general, as lead

time increases (and SII-NowNet skill decreases), there is a reduction in the influence of both

predictors on SII-NowNet’s nowcasts of initiation and intensification. As lead time increases,

the BT data becomes less relevant for convective activity at the nowcast valid time, hence the

predictors’ influence on SII-NowNet reduces. The BT T-0 (the latest BT image) input produces

the greatest reduction in AUC for SII-NowNet across all lead times. This is to be expected as

it contains the most up-to-date information on cloud activity over the region. However, across

all lead times, the BT T-1 permutation produces a minimum of 20% reduction in AUC score.
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This significant reduction suggests that, although not as important as the latest BT image,

information in BT data from the previous hour is still useful for predicting the likelihood of

convection development for the next few hours.

Figure 5.15: The mean relative reduction in the AUC score of SII-NowNet when each variable
is, in turn, replaced with a Gaussian noise field. The Gaussian noise replacement was repeated
20 times for each variable across each lead time that is considered skilful.

5.3.6 SII-NowNet applied to Zambia

To provide evidence of SII-NowNet’s applicability to other Tropical regions, its performance is

evaluated over Zambia (without any re-training or region-specific tuning). Furthermore, the

performance of SII-NowNet-Zam – a new version of SII-NowNet that has been given additional

training on 1 month (1,675 samples) of BT data over Zambia from February 2024 – is presented

for comparison. Therefore, SII-NowNet-Zam is trained on 84% BT data from the Sumatra

domain and 16% for the Zambia domain.

Zambia experiences stronger seasonal patterns of rainfall compared to Sumatra. During the

wet season (November - April), the ITCZ is approximately over Zambia, providing favourable

conditions for convection (Rouault et al. 2024). In a typical day during the wet season, con-

vection builds throughout the afternoon with peak rainfall observed in the late afternoon/early

evening (Jury 2024). This pattern is reflected in Figure 5.16, which shows the diurnal cycle
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of intensification and initiation events over the Zambia domain between February-March 2024.

When compared to Sumatra (Figure 5.6), the diurnal patterns show similarities, with initiation

events producing a narrower signal that peaks earlier than intensification. However, both initi-

ation and intensification events peak approximately 2 hours later over Zambia, as compared to

Sumatra.

Figure 5.16: The frequency of observed events for convection intensification and convection
initiation at each hour of the day over Zambia between February - March 2024.

Figure 5.17 presents a case study of the original SII-NowNet (trained over Sumatra) applied

to Zambia (differing colour bar scales are used for intensification and initiation nowcasts as in

Figure 5.8). The intensification and initiation nowcasts are valid at 13:00 LT on 15th March

2024 and only lead times within the limit of usefulness are presented. Figures 5.17a and e

show a greater number of observed events for the Zambian domain case study, compared to

the Sumatran domain case study (Figure 5.8). However, without any prior knowledge of this

new domain, SII-NowNet still appears to show skill at capturing these widespread events. At

1 hours’ lead time, the high intensification nowcast probabilities (Figure 5.17b) align with the

bulk of observed events over the southern and northwestern regions of Zambia. Similarly, for the

initiation nowcast (Figure 5.17f), SII-NowNet has captured a high proportion of the observed

events e.g. over the east of Zambia. However, both nowcasts miss smaller areas of observed

events too e.g. over the northwestern part of the domain in the intensification nowcast, and

over the northeastern part of the domain in the initiation nowcast. At 2 hours’ lead time
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the intensification (Figure 5.17c) and initiation (Figure 5.17g) nowcasts produce more blurred

images with less precision; however, the distribution of high probabilities still broadly follows

those produced in the 1 hour lead time nowcast i.e. SII-NowNet continues to capture a high

proportion of both events at 2 hours’ lead time. For the 3 hour lead time intensification nowcast

(Figure 5.17d), the high probabilities still align with some of the observed events e.g. western

Zambia, but reduced skill at this lead time results in larger areas of observed events being

missed e.g. north of Zambia.

To quantitatively understand how SII-NowNet performs over the Zambian domain, it was tested

on 2,746 samples from March 2024. Moreover, to investigate whether knowledge of the domain

would increase skill, SII-NowNet-Zam was tested over the same period. Figure 5.18 shows the

AUC scores for initiation and intensification for both the original SII-NowNet and SII-NowNet-

Zam. Although the original SII-NowNet has no knowledge of the Zambian domain, it still

produces comparable AUC scores to those over the Sumatran domain (Figure 5.9a and b inset

plot). For example, comparing SII-NowNet’s 1 hour lead time AUC scores over Sumatra to

those over Zambia, shows there is only a 2% and 9% reduction for intensification and initia-

tion, respectively. Comparing the performance of SII-NowNet-Zam to the original SII-NowNet

(applied to Zambia) shows mixed results. For initiation nowcasts at 1 hours’ lead time, SII-

NowNet-Zam increases the AUC score by 5%. However, at 2 hours’ lead time, the original

SII-NowNet version produces higher AUC scores than SII-NowNet-Zam (6% increase in AUC

score over SII-NowNet-Zam). For nowcasting intensification at 1 – 2 hours’ lead time, there

is no consistent improvement in SII-NowNet-Zam over the original SII-NowNet, whereas at 3

hours’ lead time the original SII-NowNet version outperforms SII-NowNet-Zam (4% increase in

AUC score over SII-NowNet-Zam).
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Figure 5.17: A case study of a) intensification and e) initiation events over Zambia at 13:00 LT on
15th March 2024. b-d) and f-g) show the probabilistic SII-NowNet nowcasts for intensification
(1 – 3 hours’ lead time) and initiation (1 – 2 hours’ lead time), respectively. Each nowcast is
valid at 13:00 LT. Different colour bar scales have been used for intensification and initiation
nowcasts to account for their differing probability ranges.
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Figure 5.18: A comparison of AUC scores for SII-NowNet-Zam (with additional training over
Zambia) and the original version of SII-NowNet (trained over Sumatra), both applied to the
Zambia domain.

5.4 Conclusions and discussion

This study introduces SII-NowNet, a deep learning model that produces individual nowcasts

of convection intensification and convection initiation in the Tropics. The model is driven by

two freely available inputs: the latest BT image and the BT image from 1 hour earlier. This

simplicity makes it advantageous as a nowcasting tool, as it can be quickly and easily imple-

mented anywhere in the Tropics, which is covered by geostationary satellite BT observations.

This study predominantly focuses on the application of SII-NowNet over Sumatra, Indonesia,

evaluating nowcasts at 1 to 6 hour lead times. However, performance is also evaluated over

Zambia as an example of its applicability to other Tropical regions.

SII-NowNet performs best at nowcasting convection intensification. Over Sumatra, it outper-

forms both persistence and climatology across 1 – 6 hours’ lead time, producing consistently

higher likelihoods of capturing observed intensification events. SII-NowNet’s nowcasts show

reliability for up to approximately 3 hours’ lead time, beyond which it begins to over-predict
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the number of intensification events (producing false alarms) i.e. SII-NowNet’s intensification

nowcasts have a 3 hour lead time limit of usefulness.

SII-NowNet also shows capability in predicting convection initiation events. SII-NowNet has

learnt to associate the less frequent initiation events with greater uncertainty (compared to

intensification events), resulting in it producing nowcasts with lower probabilities. Over Suma-

tra, it produces reliable nowcasts that outperform climatology for up to 2 hours’ lead time.

However, beyond this lead time skill dramatically drops for SII-NowNet’s initiation nowcasts,

which produce a high proportion of false alarms.

Overall, SII-NowNet’s results over Sumatra show that, by learning key patterns in the atmo-

spheric conditions, it is able to discriminate between convective and non-convective events,

proving its potential to support early weather warnings with multiple hours’ lead time. This

study also showed that SII-NowNet is able to capture geographical location in regard to the un-

derlying controls of convection. Spatial feature heatmaps exemplified SII-NowNet’s process of

identifying specific locations of BT development to aid its predictions. Furthermore, comparing

SII-NowNet’s predictions on rotated input fields evidenced its ability to align high likelihoods to

moving convective features. A more in depth comparison of the rotated predictions highlighted

a tendency of the intensification nowcasts to produce more higher likelihoods over the land.

This suggests that it has learned about the underlying surface conditions that control convec-

tion. This ability to capture the geographical location of convective controls is a key advantage

of using a U-Net model, which is known to preserve spatial structure through convolutions and

skip connections (Ronneberger et al. 2015). This ability to condition its output on both the

input values and the spatial structure has been identified in some of the early application of

U-Nets to spatial imagery (Long et al. 2015; Isola et al. 2017).

By nowcasting convection initiation and intensification in the Tropics using solely satellite data,

SII-NowNet is a unique tool. It is therefore not appropriate to make a direct comparison to

other studies, but instead use them as context for model performance. In Korea (subtropics),

previous studies have presented nowcasting tools that produce an 82% (on a 6 km grid scale;

Han et al. 2019) and 85% (on a 4 km grid scale; Lee et al. 2017) chance of capturing observed

convective events (both studies used radar data for identifying convection occurence and pro-

duced deterministic models). For intensification events at a 1 hour lead time, SII-NowNet was

thresholded to produce deterministic output with an 82% chance of capturing observed events.
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Therefore, not only does SII-NowNet provide probabilistic information, but it can also produce

similar deterministic results to previous studies. Mecikalski et al. (2021) used radar, satellite

and lightning data to produce a probabilistic convection initiation detection model (i.e. 0 hour

lead time) on a 10 km grid scale, which produced an AUC score of 0.81, comparable to the

AUC score of 0.82 produced by 1 hour lead time SII-NowNet initiation nowcasts. Lagerquist

et al. (2021) used U-Net models (trained on radar data) to produce probabilistic fields of con-

vection on a 1̃6 km scale over Taiwan and showed similar reliability results for 1 hour lead time

nowcasts. However, for 2 hours’ lead time, their results show that the U-Net over-predicted the

likelihood of convection occuring (i.e. dropped in reliability), whereas SII-NowNet maintains

its reliability for both intensification and initiation nowcasts at this lead time.

A feature importance test of SII-NowNet’s inputs showed that, as expected, the latest BT image

has the most influence on its decision-making. However, the BT image from one hour earlier

also demonstrated significant influence on SII-NowNet’s intensification decisions across 1 – 3

hours’ lead time. This suggests that SII-NowNet has learned that changes in the atmospheric

conditions over the past hour provide relevant information for future convection development –

a useful result for further development on convection prediction tools.

An investigation into how SII-NowNet’s skill varies with the number of training samples showed

that the model needed approximately three weeks of hourly training data to retain an acceptable

level of intensification nowcast performance, resulting in 99% less training time. For initiation

nowcasts, SII-NowNet requires approximately three months of hourly training data to retain

acceptable skill, resulting in 75% less training time. These results have practical implications

for future users of SII-NowNet when re-training the model in new regions. This low volume

data requirement makes SII-NowNet a favourable tool for less-developed regions of the Tropics,

whose national weather services may be limited by computational resource.

To highlight SII-NowNet’s applicability to other regions of the Tropics, its performance was also

evaluated over Zambia. Without any prior knowledge of the new domain (i.e. no re-training

or region-specific tuning), SII-NowNet was able to produce skilful nowcasts of intensification

and initiation, with comparable scores to those produced over Sumatra. The slight reduction

in skill over Zambia is likely due to differences in the meteorology of the two regions. This was

exemplified by their differing diurnal cycles of initiation and intensification. When additional

training was applied to SII-NowNet on BT data over Zambia (to encompass domain knowledge),
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there was no consistent improvement over the original version of SII-NowNet (trained over

Sumatra). However, this may be due to the considerably shorter training period used for the

additional training. Overall, the results from the Zambia domain are evidence that SII-NowNet

can provide skill in other areas of the Tropics too.

Overall, SII-NowNet has shown that it can provide skilful probabilistic nowcasts of Tropical

convection development in satellite observations. A key advantage of SII-NowNet is in its use of

simple, freely available inputs, meaning that it can be applied to any region that is covered by

a geostationary satellite. This versatility means that SII-NowNet has great potential for future

use as an operational nowcasting tool.
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Chapter 6

N-FOREWARNS: Regional

nowcasting of surface water flooding

with a 3-hour lead time

predictability limit

6.1 Introduction

Since the Flood and Water Management Act 2010 (UK Parliament 2010), UK local government

authorities have been responsible for the management of local SWF risk. However, varying levels

of SWF exposure across the UK means that capability to undertake this management role differs

between local authorities (Speight et al. 2025). To support local authorities in England and

Wales, the Flood Forecasting Centre (FFC), a partnership between the Environment Agency

and Met Office to improve flood risk guidance, issue a daily Flood Guidance Statement (Flood

Forecasting Centre 2022). The Flood Guidance Statement provides a 5-day flood risk for surface

water, river, groundwater and coastal flooding by using a risk matrix approach that details both

likelihoods and impacts (Pilling 2016). The Flood Guidance Statement is primarily targeted at

users involved in strategic and operational planning decisions for emergency response to flooding.

A key source of information for the Flood Guidance Statement comes from the MOGREPS-UK

NWP model (see section 3.2.2 for full description). This chapter focusses on substituting NWP
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with nowcasting techniques for rapid, short-term prediction of SWF risk.

Flood fOREcasts for Surface WAter at a RegioNal Scale (FOREWARNS) was originally de-

veloped to provide national-scale surface water flood forecasts for whole calendar days, at 1

to 4 day lead times (Maybee et al. 2024). It generates reasonable worst case rainfall scenarios

(Böing et al. 2020) from MOGREPS-UK forecasts and compares them to predefined look-up

flood thresholds from offline hydrological modelling. Maybee et al. (2024) showed that FORE-

WARNS is a suitable tool for operational forecasting of surface water flooding. However, a key

outcome of this study was that, given the challenges of forecasting rapidly intensifying con-

vection with NWP, producing SWF predictions at shorter lead times (0-6 hours) using rainfall

nowcasts, could fulfil the user-need for more reliable forecasts.

This chapter presents nowcasting-FOREWARNS (N-FOREWARNS), a modified version of

FOREWARNS that is driven by probabilistic nowcast rainfall from STEPS and can produce

maps of SWF risk predictions every hour with lead times of 1 to 6 hours. The aim of this

development is to test the ability of increasing the latency and temporal resolution of the flood

forecasts, whilst maintaining good forecast skill. This study presents the results of a SWF fore-

casting testbed, hosted by the Met Office and FFC during the 2024 summer season, in which

expert participants provided feedback on the performance of N-FOREWARNS alongside current

operational SWF forecast tools. Additionally, a quantitative verification of N-FOREWARNS is

presented across lead times of 1 – 6 hours for 70 recorded SWF events from 2013 – 2022, and

for 3,470 potential issuances across the 2024 summer period.

6.2 Data and methods

6.2.1 Rainfall radar data

For ground truth in the quantitative verification, this study uses ground-based radar retrievals

of rainfall as input into SWF models (see section 6.2.3 for details on R-FOREWARNS). Rainfall

data sets derived from 15 C-band radars across the UK are used to form the Met Office Nimrod

system (Golding 1998; Harrison et al. 2012) which was used in this study. The output is

produced on a 1 km grid every 5 minutes, and has been verified against rain gauge measurements

across the UK (Harrison et al. 2012).
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6.2.2 SWF impact reports

Identifying SWF events and their observed impacts presents a key challenge in SWF prediction

and verification. Currently, the most effective approach at national scale is to collate information

using algorithms that scan a variety of sources such as social media, news publications and

official reports, which mention surface water flooding (De Bruijn et al. 2019; FloodTags 2025).

During the testbed part of this study, Hydrometeorologists at the FFC collated reports of SWF

events across the UK, which provided a source of observational data for verification. Reported

SWF events were identified from social media and professional partner sources. The location,

dates and impact severity of each reported event are identified and then the data is interpolated

onto a county-scale map (e.g. Figure 6.1).

Figure 6.1: Left An example of a county scale map of reported SWF, with their associated
severity level, for 15th July 2024 (impacts may have been reported at any time during the day).
Left An image extracted from a post on https://x.com/ giving evidence of minor surface water
flooding in Worthing, Sussex. This SWF event report is scaled up to the county level to produce
the mapped impact level shown (left).

Maybee et al. (2024) built a record of observed minor and significant impact SWF events for

Northern England using the Global Flood Monitor (GFM; https://www.globalfloodmonitor.org/,

last access: 06 March 2025) to identify observed events between 2013 – 2022 May – October. In

order to make a comparison, this study chooses 70 SWF event days from that dataset (chosen

based on data availability) as part of the quantitative verification of N-FOREWARNS. A ver-

ification over the full summer 2024 period is also presented to understand N-FOREWARNS’s

performance on a more climatologically representative dataset.

103



6.2. Data and methods
Chapter 6. N-FOREWARNS: Regional nowcasting of surface water flooding with a 3-hour

lead time predictability limit

Applying methods that scan various sources for SWF events enables a range of useful impact

information to be captured. However, SWF events that are not reported through these sources

will be missed (De Bruijn et al. 2019) e.g. events with localised impacts. Acknowledging this

key caveat when interpreting any impact-based SWF verification is important (Maybee et al.

2024).

6.2.3 Surface Water Flood Forecast Tools

Nowcasting-Flood fOREcasts for Surface WAter at a RegioNal Scale (N-FOREWARNS)

N-FOREWARNS is a modified version of FOREWARNS (Maybee et al., 2024). FOREWARNS

was co-designed with users (Birch et al., 2021) and is intended to be used by professional

forecasters in the routine production of national guidance such as the daily Flood Guidance

Statement by the FFC. The FOREWARNS method has two key steps:

1. It generates reasonable worst-case rainfall scenarios (RWCRSs) for a range of rainfall

accumulation periods (1, 3 and/or 6 hours) across a 24-hour forecast period. This is done

by applying the Böing et al. (2020) neighbourhood processing method to ensemble rainfall

NWP forecasts. In this method each grid box is analysed along with the surrounding 30

km area. The maximum rainfall values within this neighbourhood are ranked, and the

98th percentile is computed to estimate extreme rainfall. Overall, this identifies the areas

that are most at risk of heavy rainfall (as predicted by the forecast).

2. Rainfall accumulations from the RWCRSs are then translated into catchment-level SWF

return periods, by conducting look-up comparisons against pre-run rainfall modelling

(Vesuviano 2022) underpinning the UK Risk of Flooding from Surface Water maps (a

dataset of national street-level SWF risk available at

(https://check-long-term-flood-risk.service.gov.uk/map). The outputs from the look-up

comparison of each scenario are then combined to create a single, reasonable worst case

scenario SWF risk map of flood return periods (5, 10, 30, 100 and 1000 years).

N-FOREWARNS is run with three key modifications:

I. The NWP ensemble rainfall forecasts used in stage 1 of the FOREWARNS setup are

replaced with STEPS nowcast rainfall predictions.

II. A 3-hour period of STEPS rainfall data is used as input instead of the 24-hour period
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used in FOREWARNS. Therefore, N-FOREWARNS calculates RWCRSs using 1 and 3

hour accumulations periods only (unlike 1, 3 and 6 hours for FOREWARNS). A 3-hour

input period was chosen as a balance between capturing the majority of past rainfall that

causes a SWF event and the need for short lead times. The 3-hour period is selected so

that, for a given SWF valid time, the period ends at the valid time. For example, for a

N-FOREWARNS prediction of a SWF at valid time 1600 UTC, STEPS rainfall over the

3 hour period 1300 – 1600 UTC would be used as input.

III. The catchment-level output is linearly interpolated onto a 20 km grid for direct comparison

against other SWF nowcasting tools, whereas the output was presented at the catchment

scale (30-40km) in FOREWARNS.

As discussed in section 6.2.2, the lack of comprehensive observed SWF datasets presents a key

challenge in evaluating SWF nowcast output directly against SWF impacts. Therefore, to enable

a robust quantitative verification, a radar-driven version of N-FOREWARNS – referred to as

R-FOREWARNS – is produced to act as a proxy for SWF ground truth. To do this, the STEPS

rainfall data is replaced by the Nimrod (radar) rainfall observations from the same 3-hour period

(as in step II). Figure 6.2 provides an example of N-FOREWARNS and the corresponding R-

FOREWARNS. Defining R-FOREWARNS as the ground truth allows a direct evaluation of

N-FOREWARNS. However, this comparison is an assessment on the STEPS rainfall input (and

its ability to capture SWF risk) only and does not provide insight into N-FOREWARNS’s

capability in capturing recorded SWF events.

105



6.2. Data and methods
Chapter 6. N-FOREWARNS: Regional nowcasting of surface water flooding with a 3-hour

lead time predictability limit

Figure 6.2: An example from 10th September 2023 valid at 15:00 UTC of a SWF warning
from a) N-FOREWARNS (nowcast-driven with a 1 hour lead time) i.e. the prediction and b)
R-FOREWARNS (radar-driven) i.e. the verification.

The 3-hour periods in N-FOREWARNS for step II above are only available from a single STEPS

run for the 3, 4, 5 and 6 hour lead times (i.e. 0–3 hours, 1–4 hours, 2–5 hours and 3–6 hours

from the STEPS initialisation). In order to extract a 3-hour rainfall period for the 1 and 2 hour

lead time, data is extracted from previously initialised STEPS runs as shown in Figure 6.3.

Surface Water Flooding Hazard Impact Model (SWFHIM)

SWFHIM is a SWF forecast tool that is currently in operational use by the FFC (Aldridge

et al. 2020) for lead times of ∼6-hours to 3 days. It produces probabilistic output on a 1

km grid scale for minimal, minor, significant and severe SWF impact levels (Figure 6.4). The

SWFHIM method is split into three parts: hazard model, impact model and risk mapping.

The hazard model component comprises the FFC’s Grid-to-Grid hydrological model (Cole and

Moore 2009), which is driven by ensemble NWP rainfall forecasts from MOGREPS-UK to

produce a 1 km gridded surface runoff field. The impact model is based on the Impact Library -

a static dataset describing predefined impact scenarios in terms of their trigger criteria and their

associated impact levels (dependent on transport, property, population and infrastructure). The

Impact Library is mapped onto a 1 km grid, enabling the impact model to translate hazard

model output to impact levels at this scale. The hazard and impact models both operate on the

individual ensemble members of the NWP rainfall forecast. In the risk mapping component, the

outputs from the impact model and the hazard model are combined and upscaled to produce
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ensemble-based likelihood maps for each SWF impact level (minimal, minor, significant and

severe).
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Figure 6.3: A diagram showing how the 3-hour period of STEPS rainfall data is inputted for
each lead time (represented by each row). The STEPS run and period of valid time (VT) is
shown for each N-FOREWARNS lead time output. An example from 10th September 2023 is
show, which has been initialised at 14:00 UTC.
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Figure 6.4: An example of a SWFHIM SWF forecast valid at 19:00 UTC on 12th May 2024.

For this study, SWFHIM was also run in nowcast mode using 3-hour periods. As with the

modifications to N-FOREWARNS outlined earlier in this section, 3-hour periods of STEPS

ensemble predictions were used. Outputs were upscaled to a 20 km grid (Figure 6.4). Table 6.1

provides the key comparison of N-FOREWARNS and SWFHIM.

Feature N-FOREWARNS SWFHIM

Nowcast rainfall field STEPS STEPS

Testbed output grid scale 20 km 20 km

SWF risk measure Return period Ensemble member count

Output format Single reasonable worst-
case scenario map

Impact map for each
severity level

Table 6.1: Comparison between N-FOREWARNS and SWFHIM

Rapid Flood Guidance (RFG)

The FFCs RFG operational trial ran from 14th May to 30th September 2024 (Flood Forecasting

Centre 2024) to support emergency responders to prepare for rapidly developing SWF events

that occur due to summertime convection over England and Wales. The key aims of the RFG

service were:

• To give short notice updates for England and Wales to supplement the daily Flood Guid-

ance Statement.
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• To be designed for responders who need to make decisions at a timescale of 0 to 6 hours.

During the trial, operational forecasters at the Met Office were responsible for issuing the RFG.

Traditional observation sources such as composite and single-site radar parameters, rain gauges,

satellite imagery and radiosonde ascents were analysed in combination with high resolution

short-range NWP (MOGREPS-UK) and forecaster experience to generate the RFG output.

Note, N-FOREWARNS and SWFHIM in nowcasting mode were not used in the RFG production

process. Each RFG contained a forecaster-drawn polygon over the region of impact, along with

written information describing the timing, likelihood and characteristics of the weather that is

driving the rapid flooding (Figure 6.5).

Figure 6.5: An example of a Rapid Flood Guidance issued at 15:39 UTC on 15th February
2024.
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6.2.4 UK summer 2024 SWF testbed

Testbed summary and aims

Aligned in time with the RFG operational trial (summer 2024), the FFC hosted a SWF nowcast-

ing testbed in collaboration with researchers from the University of Leeds and the University of

Oxford. During the testbed, the outputs from N-FOREWARNS and SWFHIM in nowcasting

mode were evaluated by meteorological/hydrological expert participants and compared to the

RFG and to observations of SWF impacts. The key aims of the testbed were to:

1. Compare and evaluate the performance of N-FOREWARNS and SWFHIM SWF nowcasts.

2. Assess whether the use of N-FOREWARNS and/or SWFHIM nowcasts by operational

forecasters would have added value to the production of the RFGs.

Testbed structure

During the testbed, 20 events were analysed covering 11 different days (see Table A.1 in sup-

plementary for information on all events) with each event aligning with the issuance of an RFG

warning. N-FOREWARNS and SWFHIM were then run at the same initialisation and lead

time to enable a direct comparison between all three tools. A total of 50 individual participants

took part across the duration of the testbed. For each event 5 – 20 participants (including the

organisers of the study) were split into groups, with each group providing an independent sub-

jective assessment of the N-FOREWARNS, SWFHIM and RFG predictions. Across all events a

total of 92 groups provided subjective assessments (i.e. 92 individual data points). Participants

came from a range of background expertise: hydrometeorologists, operational forecasters and

university academics. The session focussed on a post-event assessment and was structured in

the following way:

1. The flooding event (a recent event, if possible, from the previous week) was introduced to

the participants with an overview of the meteorological conditions.

2. Participants groups were provided with the SWF nowcasts from N-FOREWARNS and

SWFHIM and, if appropriate, asked to draw a flooding impact polygon over England and

Wales based on each forecast (Figure 6.6). They were then required to identify the most

appropriate impact severity for each polygon from Minor, Significant and Severe.
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3. The rainfall radar observations, R-FOREWARNS and the observed impacts (Figure 6.7),

plus the issued RFG were revealed to the groups to compare and subjectively verify. The

groups were then asked to complete a survey (Table A.2), which focussed on evaluating

different aspects of the performance of N-FOREWARNS, SWFHIM and RFG.

4. Finally, each group was asked to feedback their key points during an all-participant dis-

cussion.

Drawing the impact polygons in step 2 meant that participants were forced to interpret and

consider strengths and weaknesses of the N-FOREWARNS and SWFHIM tools. Furthermore,

it provided benchmarks to compare with the RFG polygon.

6.2.5 Verification metrics

During the testbed the participants were asked to qualitatively categorise the SWF nowcasts

that were produced by N-FOREWARNS and SWFHIM into one of: hit (SWF nowcast event

aligns with the SWF observed event), miss (the SWF observed event is not captured by the

SWF nowcast), correct rejection (no SWF event is produced in the nowcast or observation)

and false alarm (a SWF event is nowcasted but no SWF event is observed). These results are

presented in section 6.3.1.

For the quantitative analysis presented in section 6.3.2, the POD, FAR and SR skill scores (see

section 3.2 for full description) are derived from the verification of N-FOREWARNS against

R-FOREWARNS.
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Figure 6.6: Using the N-FOREWARNS and SWFHIM SWF nowcasts (a and b; only minor
impact level shown here for SWFHIM example), participants drew SWF warning polygons (c
and d) and associated them with a maximum impact. This example is taken from an event on
12th May 2024. The SWF nowcasts have a lead time of 3 hours and are valid at 18:00 UTC.
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Figure 6.7: An example (valid at 18:00 UTC on 12th May 2025) of the observation sets that
were revealed to the participant groups after they completed the polygon drawing exercise (step
2). They provide the a) 3-hour radar rainfall accumulation taken from the 3 hours prior to the
valid time, b) corresponding R-FOREWARNS output at the valid time and c) the reported
SWF impacts collected by the hyrdrometeorologists at the FFC.

6.3 Results

6.3.1 Testbed results

Testbed case study events

Table 6.2 contains five example events selected from the 20 covered in the testbed. These five

events were subjectively chosen as they capture a range of different weather scenarios and SWF

nowcast outputs, enabling the key advantages and disadvantages of each tool to be discussed

(only minor impacts presented for SWFHIM output).

During Event 1, rainfall accumulations of approximately 20 mm were observed in the north of

England, but no observed flood impacts were reported. N-FOREWARNS produced a minimal

prediction that aligned with the rainfall accumulation, whereas the SWFHIM minor impact pre-

diction was more widespread with lower precision, covering the majority of northern England

and reaching south to Norfolk. The RFG contained a polygon constrained to the northeast,

covering the rainfall regions, but also extending into regions where no impactful rain was ob-

served.

In event 2 SWFHIM produced a more constrained and coherent minor impact prediction. Its

low – medium likelihood regions aligned closely with the accumulated rainfall and coincided with

the regions where minor and significant observed impacts were reported. N-FOREWARNS, on
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the other hand, produced minor and minimal impact prediction over northern Wales, missing

the majority of impacts further south. In contrast to both SWFHIM and N-FOREWARNS,

the RFG warning was much larger and widespread across Wales, covering both affected and

unaffected regions.

Event 3 is focused in the southeast of England (circled in red), with observed impacts reported

over London and Sussex. All three SWF tools produced predictions over the southeast, with

N-FOREWARNS and SWFHIM being more tightly constrained to London. Again, the RFG

warning polygon was much larger and more widespread, containing regions where no rainfall

or impacts are observed. Isolated, low likelihood predictions in Cumbria and Lincolnshire

exemplify the low precision nature of SWFHIM, whereas N-FOREWARNS is larger but more

focused over the southeast region.

One of the most impactful flooding events of the testbed was Event 4 on 1 August, which caused

significant impacts to businesses, buildings and transport networks in Winchester, Hampshire.

50 – 60 mm of rainfall accumulated between 15 UTC – 18 UTC, with minor impacts also

observed in Berkshire and Surrey. N-FOREWARNS produced a widespread significant impact

prediction over the region, whilst SWFHIM produced minor impact predictions that were more

focussed over the surrounding regions of Hampshire. The RFG warning, on the other hand,

produced a polygon over Sussex, which did capture some isolated rainfall there, but missed the

bulk of the convective rainfall and impacts further west.

During event 5, localised convective rainfall over northeast of Hampshire and the Isle of Wight

produced SWF events that were categorised as minor (circled in red). This is a typical example

of N-FOREWARNS under-representing the flood risk for a minor observed event, when the

rainfall is particularly isolated. SWFHIM approximately identifies the correct area, producing

a minor prediction just east of Hampshire. However, it also produces a minor prediction over

central Wales, where no rainfall is observed, and no SWF events are reported. The RFG polygon

is more constrained to Hampshire, capturing the rainfall and impacts well.
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Table 6.2: Information on the 5 selected events from the testbed. For each event (row), the
reported SWF impacts, 3-hour radar accumulation, N-FOREWARNS warning, SWFHIM minor
impact warning and RFG output are shown. For each event, the SWF prediction tools were
initialised with a lead time to match the RFG (ranging from 1 – 3 hours lead time). For
days when multiple observed impacts were reported, the red circles identify those that occurred
during the valid time.
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These examples capture the key behaviours of each SWF prediction tool. N-FOREWARNS

generally produces fewer predictions of SWF than SWFHIM and RFG (e.g. Events 1, 2 and 5),

which for low rainfall accumulation events (e.g. Event 1) enables it to correctly suppress the

prediction severity. However, for higher, localised rainfall amounts that cause minor events (e.g.

Event 5), it can fail to capture potential SWF events. When N-FOREWARNS does identify

high likelihood of a SWF event (during higher rainfall accumulation events e.g. Events 3 and

4), it is often in the correct location. SWFHIM on the other hand is more sensitive to the

rainfall input and will produce a SWF prediction for the majority of events (e.g. Events 1, 2,

3, 4 and 5), capturing minor impact events more often than N-FOREWARNS (e.g. Event 1).

However, due to this sensitivity, SWFHIM’s output has low spatial precision that can make it

difficult to interpret (e.g. Events 1, 2, 3 and 4). Furthermore, this can often make SWFHIM

predictions appear too spatially widespread (e.g. Event 1). In contrast, the RFG warning,

which is forecaster-drawn, is always a coherent polygon and mostly captures the events (e.g.

Events 2, 3, 4), but is often too widespread, meaning unaffected regions are included in the

flood warning.

A comparison of the R-FOREWARNS output (Table A.3) with the corresponding reported SWF

impact observation for every testbed event shows that the SWF prediction in R-FOREWARNS

covers the location for approximately 75% of the reported events (a more in depth verification

against R-FOREWARNS is presented in section 6.3.2). Although this result is derived from

testing over only 20 events, it suggests that, when accurate rainfall data is used (i.e. radar

data), the N-FOREWARNS methodology can capture the majority of SWF events. Further-

more, it suggests that the main uncertainties come from the rainfall data that is input into

N-FOREWARNS, rather than it’s processing into a SWF prediction.

Testbed survey responses

Figures 6.8-6.10 show the results from three survey questions that participant groups were asked

during the testbed for all 20 events (92 subjective assessments in total). These questions aimed

to cover participant opinions on three key areas of the SWF nowcast tools: location, severity

and overall performance assessment.

In terms of impact severity, the most common participant response was that the participant-

drawn SWF polygons (see section 6.2.4) of N-FOREWARNS and SWFHIM were ‘about right’
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(47% and 39% respectively, Figure 6.8a and b). However, for both SWFHIM and RFG, a large

proportion (49% and 64%, respectively) believed that the polygons had impact severities that

were ‘Slightly too high’ or ‘Much too high’ (Figure 6.8b and c). Across the testbed SWFHIM

produced low likelihoods (1 – 5 members) of significant impacts for the majority of events,

when only 5 observed significant events were reported (Table A.1). For N-FOREWARNS the

second highest impact severity category was ‘Miss’, with only 23% of participants thinking

that it was too high or too low. This suggests that, although N-FOREWARNS often doesn’t

produce enough predictions, when it does, they are likely to have the correct severity. Both

N-FOREWARNS and SWFHIM show a wide distribution of severity scores, reflecting a range

in participant opinions on their performance (Figure 6.8d). The RFG, however, produces a

much narrower distribution with a mean score of 2 i.e. its tendency to over-predict on severity

levels is more consistent than N-FOREWARNS and SWFHIM.

Figure 6.8: Across all events, the percentage of participants who voted for each severity level
evaluation category for a) N-FOREWARNS b) SWFHIM and c) RFG. Each category has an
associated score (shown in brackets), with a higher score representing a better performance. d)
Shows the distribution of these scores, with median (orange) and mean (green) scores, for each
SWF prediction tool across all events.

When considering participants’ opinions on polygon location, N-FOREWARNS produced the

highest proportion (34%) of ‘Miss’ category (Figure 6.9a). This is exemplified in Event 2

and Event 5 in Table 6.2, when the nowcast does not capture the spatial distribution of the
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impacts. However, only 7% of participants reported that the N-FOREWARNS polygon was in

the ‘Incorrect location’, suggesting that when N-FOREWARNS does produce a prediction, it is

often considered to be in the correct location (as also seen from 33% of participants voting for

the ‘About right category’). The reported participant opinions of SWFHIM (Figure 6.9b), on

the other hand, oppose that of N-FOREWARNS, with far fewer participants voting SWFHIM’s

location as a ‘Miss’. The largest proportion of SWFHIM location votes was ‘About right’,

however, 26% agreed that its polygon was in an ‘Incorrect location’. As demonstrated in Table

6.2, SWFHIM will produce predictions in approximately the right location, resulting in a hit;

however, predictions often have low spatial precision, meaning flood warnings are given to

regions that are unaffected, resulting in false alarms. Similar to SWFHIM, a large proportion

of participants (29%) reported that the RFG polygon locations were ‘About right’ (Figure

6.9c). However, the strongest participant response was that the RFG polygons were too large

(‘Slightly too large’ and ‘Much too large’ categories combined to 47%). This can clearly be seen

throughout Table 6.2 where the RFG often produces large, widespread polygons (Events 2, 3

and 5 in Table 6.2). The distribution of scores for location (Figure 6.9c) show a large spread

of participant opinions for polygon location for N-FOREWARNS, SWFHIM and RFG. Again,

this reflects the ranging opinions of participants and the tools’ inconsistent ability to predict

the location across a range of event types.

Figure 6.9: Same as Figure 6.8 but for location evaluation categories.

119



6.3. Results
Chapter 6. N-FOREWARNS: Regional nowcasting of surface water flooding with a 3-hour

lead time predictability limit

Figure 6.10 shows the participants’ responses when asked to give an overall assessment of N-

FOREWARNS and SWFHIM in terms of a hit, miss, false alarm or correct rejection. SWFHIM

produces a greater proportion of votes for a hit and a false alarm, whereas N-FOREWARNS

produces a greater proportion of votes for correct rejection and miss – a reflection of the tools

behaving in opposing ways. SWFHIM produces a greater number of SWF predictions, some of

which are correct – generating a higher hit score – but at the same time generating more false

alarms. N-FOREWARNS on the other hand produces far less SWF predictions, resulting in a

greater number of correct rejections, but also producing more misses.

Figure 6.10: Across all events, the percentage of participants who voted for each overall evalu-
ation category for a) N-FOREWARNS and b) SWFHIM.
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6.3.2 Quantitative N-FOREWARNS analysis

Figure 6.11: A comparison of the warning areas produced by N-FOREWARNS and R-
FOREWARNS for a) all severity level events, b) minimal severity level event, c) minor severity
level events and d) significant severity level events. A linear regression is fitted to each set of
data, along with the R2.

To verify the testbed participants’ feedback on N-FOREWARNS’s nowcasts, Figure 6.11 com-

pares the warning areas produced by N-FOREWARNS and R-FOREWARNS for each severity

level, for every testbed event. For each category a linear regression (red line) has been fit-

ted to the data - a STEPS rainfall field that perfectly matches the radar rainfall would result

in all points lying along x=y. Across all categories there is a weak correlation between the
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N-FOREWARNS and R-FOREWARNS warning areas (all R2 values below 0.4) and only the

’All’ and ’Significant’ categories have statistical significance (p<0.05). One of the key partic-

ipant responses was that N-FOREWARNS produced too many misses (Figure 6.9) and only

16% reported that predicted impacts were too large. However, Figure 6.11a shows that N-

FOREWARNS produces a more even spread of warnings that are too large or too small (or

misses) compared to R-FOREWARNS. This pattern is also repeated for each of the severity

level warning areas (minimal, minor and significant). However, during the testbed, partici-

pants only reported N-FOREWARNS’s severity level warnings to be too high 8% of the time.

The discrepancies between participant responses and the quantitative evaluation against R-

FOREWARNS may reflect the error in the evaluation of participants, when verifying the SWF

nowcasts. If so, this has important implications for the way surface water flood warnings are

communicated - it is important to ensure that information is not misunderstood. Alternatively,

the discrepancies may be due to the participants using the other available observation sets (Fig-

ure 6.7) to evaluate the performance of N-FOREWARNS, which led them to their responses

(as opposed to error in judgement). It is important to note that the same model is used for R-

FOREWARNS and N-FOREWARNS, meaning this evaluation is a fundamentally a comparison

of their rainfall inputs.

The requirement to align the SWF nowcasts with the corresponding RFG warnings (see section

6.2.4) meant that, for 14 of the 20 testbed events, N-FOREWARNS (and SWFHIM) were

assessed with lead times of 3 – 4 hours. However, STEPS skill has been shown to reduce rapidly

over the first 3 hours, after which there is a transition from radar to NWP and skill flattens

with lead time (Bowler et al. 2006). Table 6.3 shows the N-FOREWARNS output for the same

five events in Table 6.2 but using a 1 hour lead time nowcast instead. For these cases, by

driving it with a shorter lead time rainfall nowcast from STEPS (i.e. one with more skill),

N-FOREWARNS is better able to capture the flood impact risk. Therefore, in order to have

a better understanding of the performance of N-FOREWARNS, it is necessary to evaluate it

across multiple lead times.
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Table 6.3: Comparison of N-FOREWARNS maps issued during the testbed (with 2-3 hour lead
times, see Table 6.2) against N-FOREWARNS with a 1 hour lead time and R-FOREWARNS,
for each event (rows).

Figure 6.12a shows the distribution of POD, 1-POFD and SR spatial scores for N-FOREWARNS

over 1 – 6 hours’ lead time, for the 70 most significant SWF events recorded in Northern England

from social media reports between 2013 - 2022 (taken from Maybee et al. 2024), verified against
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R-FOREWARNS. Higher values denote higher skill for all three scores in Figure 6.12a (hence

the use of 1–POFD). The likelihood of detecting a radar-identified event (i.e. mean POD score)

decreases from 0.37 to 0.1 across 1 – 3 hours (as the skill of the STEPS nowcast reduces). The

majority of scores then drop to 0 from 4 hours onwards. Across all lead times, the likelihood of

falsely predicting an event is low (1–POFD score remains above 0.95), however, this result is to

be expected due to the low POD scores (i.e. N-FOREWARNS produces a high proportion of

no-SWF event predictions). When N-FOREWARNS produces a prediction, the likelihood that

it is a hit (i.e. mean SR score) steadily reduces from 0.41 to 0.05 across 1 – 5 hours. The 0.05

increase in the mean SR score from 5 – 6 hours lead time may be a reflection of the increasing

skill in the NWP model as it spins up (Clark et al. 2016).

To gain insight into N-FOREWARNS’s performance over a full summer season, rather than

evaluating it solely at the time of known flood events as in Figure 6.12a, N-FOREWARNS

was run every hour between 1st May 2024 and 30th September 2024 and verified against R-

FOREWARNS. Figure 6.12b shows the distribution of the skill scores for 3,740 issuances for

lead times of 1 to 6 hours. Overall, the results are similar to those for the 70 known flood

events in Figure 6.12a. The mean POD score decreases with lead time from 0.35 to 0.1, whilst

the mean 1–POFD scores remain 1 across all lead times (93% of R-FOREWARNS issuances

contained no events). The SR score decreases with lead time from 0.36 to 0.05 but, due to a

slightly greater number of false alarms, the mean SR values are lower at each lead time compared

to Figure 6.12a (by a difference of 0.05 for 1 hours’ lead time). Testing on a dataset with a

lower proportion of observed significant events means that false alarms are more likely to occur

(compared to a dataset containing significant events only). Overall, the comparable results of

Figure 6.12a and b shows that, even when it applied to a majority of cases with no SWF events,

N-FOREWARNS still maintains its level of capability in capturing the rarer SWF events and

does not have a high probability of false detection.
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Figure 6.12: POD, 1-POFD and SR score distributions for a) 70 flooding events between 2013
– 2022 (to match Maybee et al., 2024) and b) 3,470 issuances across the continuous time period
of summer 2024, produced by N-FOREWARNS for 1 – 6 hour lead times. Mean scores are
represented by purple triangles, whilst the median scores are represented by horizontal black
lines.

6.4 Conclusions and discussion

Access to accurate SWF predictions at short lead times is a key requirement in the flood

response community. This study provides an evaluation of tools used for SWF prediction

on nowcasting timescales. In particular, this study presents N-FOREWARNS, a new tool that

produces SWF nowcasts at lead times of 1 to 6 hours using probabilistic rainfall predictions from

the STEPS nowcast system. The results from this study provide both a qualitative evaluation
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of N-FOREWARNS and SWFHIM (another SWF prediction tool) by flood professionals during

the summer 2024 testbed, as well as a quantitative evaluation of N-FOREWARNS over a longer

historical period.

A testbed hosted by the FFC and Met Office during summer 2024 focussed on nowcasting SWF

capabilities with the aim to 1) compare the performance of N-FOREWARNS with SWFHIM

(FFC’s current SWF model) and 2) assess whether N-FOREWARNS and SWFHIM could add

value to the Rapid Flood Guidance (RFG) production process, which was being trialled op-

erationally over summer 2024. Across 20 SWF events during summer 2024, N-FOREWARNS

produced fewer flood predictions compared to SWFHIM and missed a larger proportion of

the observed SWF events, particularly at the minor impact severity level. However, when N-

FOREWARNS did produce a SWF prediction it was generally accurate, with a low number of

false alarms reported. By producing more predictions, SWFHIM achieved a greater number of

hits than N-FOREWARNS. However, output from SWFHIM often has low spatial precision.

This results in the SWF nowcast producing predictions in the incorrect location, triggering a

larger number of false alarms. Furthermore, SWFHIM produces impact severity levels that are

too high compared to the reported SWF observations that were available. The testbed also

showed that the RFG is generally good at identifying the region of SWF impacts, and the

accompanying detail on rainfall amounts and impact likelihood provides useful information for

end users. However, the RFG warnings tend to be too widespread and overestimate the level

of impact severity. The conclusion for aim 2), therefore, is that both N-FOREWARNS and

SWFHIM can add value to the SWF forecasting process, by providing operational forecasters

with improved spatial accuracy and help distinguishing between impact severity levels.

Testbed participant responses on location and impact severity levels of SWFHIM and N-

FOREWARNS produced a wide distribution of performances. One reason is that each tool

showed better/worse performance under certain conditions i.e. N-FOREWARNS performed

better during high rainfall accumulation events and SWFHIM performed better during minor

impact rainfall events. Another reason is the differing opinions on what participants consider to

be important characteristics of a SWF prediction. Some participants considered a high number

of false alarms to be an acceptable compromise in order to get a hit, whereas others prioritised

reducing the false alarms to achieve better reliability. These opposing opinions highlight the

challenge of definitively assessing SWF nowcasts and demonstrates the importance of involving
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experts from different technical backgrounds to provide a well-rounded evaluation.

In order to make a direct comparison with the RFG during the testbed, N-FOREWARNS

was qualitatively evaluated for a single lead time between 1 – 4 hours only. Therefore, a

quantitative analysis across all lead times between 1 and 6 hours was also performed to provide

a more complete picture. When evaluated for 70 historical, significant, observed flood events,

N-FOREWARNS’s ability to capture SWF events gradually decreased between a 1 and 3 hour

lead time, after which there was a significant drop in performance. A 3-hour lead time limit

on the usefulness of N-FOREWARNS is therefore implied. The significant drop off is due to

the transition from radar-extrapolated rainfall data to NWP rainfall data within the STEPS

algorithm. At these short lead times the NWP input is still undergoing spin-up, which is

known to result in a drop in skill (Clark et al. 2016). This demonstrates the sensitivity of N-

FOREWARNS to its input – a skilful N-FOREWARNS prediction is reliant on accurate rainfall

data.

When evaluated over a continuous period of summer 2024 (3,740 issuances for each lead time),

N-FOREWARNS produced a similar set of results, with marginally higher (lower) H (SR)

scores (due to a small increase in the number of false alarms). This performance consistency

over every day in a summer season, including days when no flood events occurred, shows that

N-FOREWARNS can capture the less frequent SWF events and maintain a low probability of

false detection.

N-FOREWARNS is a modified version of FOREWARNS (Maybee et al. 2024), which uses rain-

fall inputs from ensemble NWP forecasts and produces predictions at lead times of 1 to 4 days.

A direct comparison of the skill in FOREWARNS and N-FOREWARNS skill is not possible, but

it is still useful to qualitatively do so for context. For the 70 recorded flood events used in this

study, N-FOREWARNS (at a 1 hour lead time) produces lower spatial POD scores (by 0.1) but

higher 1-POFD and SR scores (by 0.20 and 0.10, respectively) than the FOREWARNS predic-

tions at a 1 day lead time (evaluated in Maybee et al. (2024), who refer to POD as H and POFD

as F). This suggests that N-FOREWARNS produces a lower proportion of false alarms, but at

the compromise of fewer hits. When comparing across a continuous set of events (Maybee et al.

2024 evaluated over 725 continuous days for May – October 2019 – 2022), N-FOREWARNS

produces approximately the same POD score but higher SR scores (by 0.20), which again can

be contributed to a lower number of false alarms. Given that N-FOREWARNS is predicting
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with a lower lead time than FOREWARNS (hours compared to days), it may be expected to

produce better performance scores. However, the two methods have been set different predictive

expectations – N-FOREWARNS is required to predict at a specific valid time (meaning that it

needs to get the hour of the day correct), whereas FOREWARNS is predicting events that occur

within a 24-hour period. Having to overcome these inherently different challenges has resulted

in comparable scores for the two SWF prediction tools. Nevertheless, both tools show less than

50% chance of capturing their corresponding radar-driven SWF risks (POD scores), highlighting

that, despite the short lead times of N-FOREWARNS, skill scores for SWF prediction are still

low. Significant improvements in the ability of NWP and nowcasting to predict the location of

convective rainfall is required to improve SWF prediction.

Through expert evaluation and quantitative verification, this study has shown that N-FOREWARNS

would be a valuable tool that summarises SWF risk for any given hour in a single map for an

operational hydrometeorologist producing SWF predictions. Overall, N-FOREWARNS’s skill

extends up to a 3 hour lead time and its performance is highly dependent on the accuracy of

the nowcast rainfall data.
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Conclusions

Organised convective storms generate hazardous weather conditions that have both societal

and economic impacts. Effective early warning weather systems require the capability to make

short-term predictions (minutes to hours ahead) of convective storms – a major challenge in the

field of meteorology – which NWP alone struggles to fulfil. Nowcasting rapidly generates short-

term predictions of the future atmosphere to fill the NWP capability gap. Recent nowcasting

advancements have trained machine learning models on weather radar data to predict future

radar frames for capturing storm development. Although these approaches are continuing to

increase in skill, their capability in capturing isolated processes such as convective initiation,

has not been demonstrated. Furthermore, the sparsity of weather radar data across the Tropics

is a barrier to accessing established nowcasting techniques.

To effectively communicate a short-term weather warning it must be clear and easily inter-

pretable. The translation of crude nowcasting information e.g. predicted rainfall, into a more

relatable quantity e.g. likelihood of flooding, enables forecasters and emergency responders to

make more informed decisions. This crucial part of end-to-end early warning provision is often

overlooked in nowcasting research.

The purpose of this thesis is to address the aforementioned challenges in the nowcasting field.

More specifically, the research questions that were posed in this thesis are:

1. Can geostationary satellite data be used for skilful optical flow nowcasting over the Mar-

itime Continent?

2. Can satellite-based ML techniques be used to nowcast isolated convective processes in the
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Maritime Continent, and elsewhere in the Tropics?

3. Can a surface water flood nowcasting tool provide added value over England and Wales?

7.1 Addressing the research questions

Chapter 4 focuses on evaluating the use of BT data from the Himawari 8/9 satellite for optical

flow-based nowcasting over the MC. The LK (deterministic) and STEPS (probabilistic) optical

flow algorithms are used to produce nowcasts for lead times of up to 6 hours. When evaluated

on a 10 km scale, the LK algorithm produces skilful nowcasts for up to 4 hours’ lead time.

Skill maps show that the LK algorithm performs best over regions where convection tends to

propagate e.g. over the sea, and poorly over regions where the initiation, growth and decay of

convection is occurring. Although this is a well-known downfall of optical flow models (Burton

et al. 2022; Hill et al. 2020), explicit spatial mapping of optical flow skill in this way – identifying

timing and location of nowcast usefulness – has not been previously presented. The STEPS

algorithm produces skilful and reliable ensemble nowcasts for 3 hours’ lead time, but with

an under-dispersive distribution (i.e. low ensemble member variance). In line with the LK

algorithm, STEPS produces its lowest skill over the land during the afternoon and highest

skill over the sea during the morning. An overall comparison of STEPS, LK and a persistence

baseline shows that, when optimally thresholded, STEPS performs the best across 1 – 6 hours’

lead time (on a 10 km evaluation scale).

To address some of the downfalls of optical flow nowcasting that were identified in chapter

4, chapter 5 presents Simple Initiation and Intensification Nowcasting neural Network (SII-

NowNet): a machine learning tool for nowcasting convection initiation and intensification in

the Tropics. Over Sumatra, Indonesia, SII-NowNet produces useful skill for up to 3 hours’ lead

time for intensification and 2 hours’ lead time for initiation. Beyond these limits, it begins to

over-predict the convective events (i.e. it produces false alarms). To exemplify applicability in

other Tropical regions, SII-NowNet is tested over Zambia where, without retraining or region-

specific tuning, SII-NowNet achieves skill scores comparable to those over Sumatra. Sensitivity

testing (over Sumatra) shows that the number of training samples can be reduced to three

weeks for intensification (99% reduction in training time) and three months for initiation (75%

reduction in training time), before its outperformed by climatology. Furthermore, testing the

relative importance of SII-NowNet’s input channels suggests that satellite BT data from the
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prior hour can still contribute useful information for predicting convection up to 3 hours ahead.

Finally, chapter 6 moves away from Tropical nowcasting to focus on developing a surface wa-

ter flood nowcasting tool for England and Wales. N-FOREWARNS (a development of the

FOREWARNS tool (Maybee et al. 2024)) uses STEPS ensemble rainfall nowcasts to produce

hourly SWF nowcasts for lead times of 1 – 6 hours. Expert user feedback from a nowcast

comparison testbed (which included current operational SWF prediction tools) indicates that

N-FOREWARNS produces few false SWF warnings. Furthermore, when warnings are issued

by N-FOREWARNS, they have high spatial accuracy, with users noting an incorrect warning

location only 7% of the time. However, users also report that N-FOREWARNS misses a high

proportion of SWF events with minor impacts, caused by smaller-scale convective events. Over-

all, the testbed shows that N-FOREWARNS can add value to the SWF forecasting process, by

providing operational forecasters with improved spatial accuracy and help distinguishing be-

tween SWF severity levels. Quantitative verification shows that N-FOREWARNS’s 1 hour lead

time nowcasts produce useful skill, but N-FOREWARNS reaches a limit of predictability at 3

hours’ lead time, and that the skill is primarily limited by the accuracy of its rainfall inputs.

7.2 Broader implications

The performance of radar-based optical flow algorithms for nowcasting is well understood,

particularly in the mid-latitudes. Instead, this thesis shows that, over the MC, satellite BT data

can be used as supplementary input to optical flow algorithms for continuous nowcasting. This

capability can provide benefits across the Tropics, where radar data is unavailable/unreliable

due to economic restraints. It is well known that optical flow algorithms are unable to capture

developing convection; however, the explicit mapping of the timing and location of optical flow

skill over the MC provides a useful tool for forecasters, informing them when and where these

nowcasting methods are suitable for operational use.

To the author’s knowledge there are currently no other ML tools that produce probabilistic now-

casts (on 1 – 6 hour lead times) of convection initiation and convection intensification using solely

satellite BT data. The performance capability of SII-NowNet has shown that ML techniques can

provide predictability for these isolated convective events, filling some of the previously identi-

fied skill gaps in optical flow nowcasting. The use of freely available satellite inputs, combined

with SII-NowNet’s ease of applicability to other Tropical regions, makes it a suitable tool for op-
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erationalisation. Currently, Badan Meteorologi, Klimatologi, dan Geofisika (BMKG; Indonesian

national weather service) have adopted SII-NowNet and are running it in an operational trial,

which can be seen on their website (https://web-meteo.bmkg.go.id/id/peringatan/sii-nownet).

The South African Weather Service (SAWS) will also begin implementation of SII-NowNet into

their nowcasting operations during summer 2025 (see section 7.3 for further details).

Many national weather services in the Tropics have comparatively little funding (but experience

some of the most impactful weather) compared to the mid-latitudes, meaning that the storage

of large datasets is not always possible. SII-NowNet’s ability to perform well in new locations

without any re-training removes the requirement for large computer facilities. Furthermore, if re-

training is required, SII-NowNet’s ability to maintain acceptable performance when trained on

a reduced dataset size makes it an accessible tool for operationalisation in resource-constrained

settings.

The comparable performance of SII-NowNet over a new region with different meteorological

conditions also provides insight into our understanding of convection. Controls on convection

differ greatly between Sumatra and Zambia, which SII-NowNet is given no knowledge of. How-

ever, through the encoding/decoding stages, the model is able to identify patterns and features

of convection on a localised scale (using a 3 x 3 pixel filter) over both regions. This suggests that,

although larger-scale forcings and triggering mechanisms differ between Sumatra and Zambia,

the localised patterns of newly initiating and intensifying convection show similarities.

With previously little focus given to nowcasting hazardous events due to rainfall, N-FOREWARNS

provides a key step towards improving capability for predicting SWF risk for 1 – 6 hours ahead.

By producing single SWF risk maps (as opposed to multiple impact maps), N-FOREWARNS

provides clear and concise information that is accessible for decision makers. Hourly predictions

with hourly lead times enables live and up-to-date SWF risk information, which is crucial for

emergency services’ preparedness.

The testbed results also highlight the importance of gathering expert user feedback when eval-

uating prediction tools. Differing opinions on ‘what makes a good SWF forecast?’ provided

a well-rounded evaluation of the performance of the SWF tools. This method of evaluation is

recommended for future testing of nowcasting tools. Although N-FOREWARNS was received

well during the testbed, quantitative testing clearly shows that there is still a performance limit

in capturing SWF event risk. Continued focus on improving rainfall nowcasting is required to
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overcome this limit.

7.3 Limitations and future work

Geostationary satellites provide a means for accessible nowcasting in the Tropics; however, they

are constrained to a single view of the Earth from above, limiting the amount of information

that can be inferred from their images. From cloud top BT images, the distribution of the

coldest clouds (assumed to be the deepest in the troposphere) can be clearly identified, but

their characteristics (e.g. stratiform or convective rainfall) are ambiguous. Previous literature

has used pre-defined BT thresholds to isolate the coldest clouds that are associated with large

scale ascent (i.e. a proxy for convection) (Crook et al. 2024; Feng et al. 2021; Machado and

Laurent 2004; Roca et al. 2017). However, non-convective clouds that are also colder than this

threshold e.g. cirrus clouds, will be included in this proxy. Therefore, the use of inaccurate

proxies for convection provides one of the main sources of limitation in this thesis. Chapter

4 applies a 235 K threshold to produce optical flow nowcasts of estimated convection (that

likely include both convective and non-convective clouds), whilst chapter 5 uses a range of

BT thresholds for developing the initiation and intensification identification methodology (with

limitations highlighted by the highly sensitive threshold for initiation identification).

To address these limitations, future work should focus on improving the methods to isolate

convection. One solution would be to deploy the wavelet decomposition method developed by

(Klein et al., 2018), which has shown skill in isolating convective regions of storms in satellite

BT data over West Africa. For the initiation identification method in chapter 5, a reverse

approach could be taken, whereby a storm is identified at its mature stage and then tracked

backward in time to its initiation – this has previously been attempted with radar data over

Korea by (Han et al., 2019). Alternatively, precipitation data from the Global Precipitation

Measurement (GPM) mission could replace the BT data used in this thesis, enabling direct rain-

fall nowcasting (BT cannot provide direct information on rainfall). Integrated Multi-satellitE

Retrievals for GPM (IMERG) (Hou et al. 2014) is a dataset of global precipitation estimates

that uses microwave observations, infrared estimates, and surface data. However, the IMERG

dataset does not provide real-time data, meaning that it is not an operationally viable option

for chapter 4. However, it could be used in the identification methods of chapter 5 to build a

dataset of initiating and intensifying rainfall events. An important acknowledgement to make
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is that IMERG data has lower resolution (10 km) than the BT data in this study (i.e. it would

decrease the resolution of SII-NowNet), and has known biases such as overestimation of heavy

rainfall events (Zhang et al. 2023b). Rain gauges, however, do provide an accurate source for

rainfall observations. Although sparsely distributed across the Tropics, their measurements can

be used for verification and calibration at point locations (Taromideh et al. 2025).

Chapter 4 identified the initiation-growth-decay problem within optical flow nowcasting. SII-

NowNet aims to solve this for initiation and growth but does not address decay – key information

for decision-making e.g. saving emergency services resources. A direction of future work could

be to use BT warming as a proxy to investigate SII-NowNet’s capability in predicting decaying

events. Another direction is to focus on testing SII-NowNet’s inputs. The use of only two

BT images in chapter 5 enabled computationally efficient model training and data processing.

However, adding greater temporal frequency to the inputs (e.g. BT images every 15 minutes)

may add more information and improve skill. The addition of BT images from before the

previous hour may also provide useful information for predicting future convection development.

During daylight hours visible imagery is an available observation that could be used to highlight

convergence lines and uplift (Birch et al. 2014). The Global Forecasting System (National

Centers for Environmental Prediction/National Weather Service/NOAA/U.S. Department of

Commerce 2015) produces live NWP output, which provides a range of atmospheric variables

that could be incorporated and tested as SII-NowNet inputs, such as wind shear and vertical

velocity. Alternatively, combining optical flow fields, initiation/intensification observations and

BT images may provide rich input information for nowcasting the timing and propagation of

developing convection.

The immediate plans for SII-NowNet are to continue its implementation with national weather

services in the Tropics – SII-NowNet is freely available for anyone to use. The next step in the

current collaboration with BMKG is to increase its spatial coverage across the entire MC. This

larger domain will require re-training with an increase in GPU compute, but by applying transfer

learning the training dataset size can be reduced (compared to the original training dataset).

When applied to Zambia, SII-NowNet showed that it could provide comparable skill. However,

no tuning was made to the identification methodologies over this region to account for the larger

BT field grid spacing. Further work over Africa should focus on recalibrating the identification

methodologies parameters for more region-specific optimization. A collaborative project with
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SAWS (the Regional Specialised Meteorological Centre for Southern Africa) in summer 2025

aims to implement SII-NowNet over South Africa and across southern Africa. With some

availability of radar coverage across South Africa, more detailed testing and development of

SII-NowNet will be possible. Furthermore, as part of the SAWS project, a period of ML-based

training will be provided to SAWS, transferring the skills and enabling them to take ownership

of SII-NowNet for further development if desired.

In chapter 6, N-FOREWARNS predicts flood return periods, to produce a single, simple SWF

risk map; however, this simplicity may not fulfil some user-needs that require specific details

of impact severity. Qualitative testing with decision-makers too (rather than just technical

experts) would provide more clarification on the key priorities. Furthermore, the quantitative

analysis performed in chapter 6 provides an understanding of how N-FOREWARNS performs

against a corresponding radar-driven version that assumes a ‘perfect’ rainfall field. It is therefore

an assessment of the rainfall fields, not the SWF impacts themselves. Ideally, N-FOREWARNS

output would be verified against a reliable dataset of SWF observations. However, deficiencies

in collating SWF observations (of both the impacts and the floods themselves) (e.g. unreliable

sources) mean that a robust evaluation is undermined. To overcome this, future work should

focus on the improvement of SWF impact identification methodologies. The use of satellite data

has shown promise for this application (Notti et al. 2018), specifically combined with machine

learning tools for flood mapping (Portalés-Julià et al. 2023).

Finally, a collaboration over summer 2025 with the Met Office will implement N-FOREWARNS

into their operations. This will allow opporunity to test the sensitivity of N-FOREWARNS’s

paramters. For example, decreasing the 98th rainfall percentile parameter will allow more

rainfall into the nowcast, which may help to reduce the number of N-FOREWARNS misses.

Furthermore, through this project there is potential to use more skilful rainfall nowcasts as input

products (e.g. MONOW; Moseley and Sandford 2019), which would address the key limitation

of N-FOREWARNS.
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Figure A.1: Same case study as Figure 5.8 but for SII-NowNet’s intensification nowcasts b) -
e) compared against the corresponding persistence nowcasts (h - k).
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Table A.1: Same as Table 1 but for all areas evaluated across the testbed. The term ‘areas’
is used instead of ‘Event’ here because some events were evaluated multiple times during their
validity period.

Q# Question

1 What is the highest impact level of your N-FOREWARNS area?

2 What is the highest impact level of your SWFHIM area?

3 What (if any) was the main difference between your nowcast polygons based

on SWFHIM and N-FOREWARNS?

• Impact severity

• Polygon size

• Polygon location

• Little difference

• Only drew polygon for one model

4 Overall, how would you assess N-FOREWARNS and SWFHIM model output

(not polygons)?

• Hits (events that are forecast and observed)

• Misses (observed events which were not forecast)

• False Alarms (events that were forecast but not observed)

• Correct Rejections (not forecast and not observed)
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5 How well does the assessment you gave in the previous question represent the

forecast?

• Not very representative

• Somewhat representative

• Very representative

6 Did your N-FOREWARNS/SWFHIM/RFG polygon identify the right severity

of impacts?

• False alarm (0)

• Much too high (1)

• Slightly too high (2)

• About right (3)

• Slightly too low (2)

• Much too low (1)

• Miss (0)

7 Did your N-FOREWARNS/SWFHIM/RFG polygon identify the right loca-

tion of impacts?

• Incorrect location (0)

• Much too large (1)

• Slightly too large (2)

• About right (3)

• Slightly too small (2)

• Much too small (1)

• Miss (0)

8 What are the main differences between your N-FOREWARNS polygons and

the RFG polygon? (select all that apply)

• Impact Severity

• Location

• Coverage

• Little difference

• Did not draw N-FOREWARNS polygon
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9 What are the main differences between your SWFHIM polygon and the RFG

polygon? (select all that apply)

• Impact Severity

• Location

• Coverage

• Little difference

• Did not draw N-FOREWARNS polygon

10 Would access to N-FOREWARNS or SWFHIM model output have improved

the RFG polygon?

• Yes

• No

• In some areas

• Unsure

11 Please provide your overall subjective assessment of N-FOREWARNS perfor-

mance for this event/area (1 = very poor, 5 = very good)

12 Please provide your overall subjective assessment of SWFHIM performance

for this event/area (1 = very poor, 5 = very good)

13 Please provide your overall subjective assessment of RFG performance for this

event/area (1 = very poor, 5 = very good)

Table A.2: The survey questions that were given to participant groups during the testbed.
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Table A.3: R-FOREWARNS output for each area evaluated in the testbed. Each ‘Area’ corre-
sponds with the ‘Area’ in Table A.1.
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Vorsatz, D., Xiao, C., Yassaa, N., Alegŕıa, A., Armour, K., Bednar-Friedl, B., Blok, K., Cissé,
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Figure A.2: 25th September 2025
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