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Abstract 

Particle impact is a common occurrence in numerous applications that involve handling and 

processing of powders. Depending on the impact details, it can have various implications for a 

process, e.g. it can affect the flow behaviour of powders due to kinetic energy dissipation, or 

influence the particle-particle and particle-substrate bonding mechanism, and consequently, the 

quality of the final film in coating processes such as cold spraying (CS). Thus, investigating 

the impact phenomenon is important for understanding and improving the efficiency of such 

processes. However, experimental investigation of particle impact is precarious, especially at 

high velocities, as the event takes place in an extremely short span of time. Therefore, 

numerical simulations provide a great means for the analysis of the phenomena taking place 

throughout impact. Discrete Element Method (DEM), Finite Element Method (FEM) and 

Molecular Dynamics (MD) are amongst the popular numerical methods used to date for the 

simulation of particle impact. However, these methods have certain limitations when dealing 

with the problem of impact, especially at large deformations. On the other hand, a method 

known as the Material Point Method (MPM) can be utilised to overcome such drawbacks. As 

MPM has seldom been used for the simulation of particle impact, it is adopted in the current 

work to carry out a comprehensive study of the impact phenomenon, especially when large 

deformation is concerned. Most studies on high-velocity impact processes like CS often 

overlook the influence of particle mechanical properties and density. Therefore, the present 

work considers a wide range of material properties and impact velocities to investigate their 

effect on the impact deformation behaviour. 

To this end, MPM simulations are carried out for the impact of an elastic-perfectly plastic 

particle on a rigid wall. The results are analysed by focussing on variables and expressions that 

characterise the particle’s plastic deformation and rebound behaviour. It is observed that the 
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plastic deformation of the particle is primarily governed by the incident kinetic energy and 

yield strength of the material. On the other hand, the recovery of deformation and material’s 

resistance to it-particularly at small deformation-are intuitively influenced not only by these 

factors, but also by the material’s Young’s modulus. Empirical equations are suggested for the 

prediction of the coefficient of restitution and the compression ratio of the particle, leveraging 

dimensionless groups. Subsequently, the capability of Artificial Intelligence (AI), specifically 

Machine Learning (ML) techniques, in identifying the underlying trends in the simulation data 

and refining the empirical equations is examined. Accordingly, the simulation results are 

introduced to a hybrid AI framework, which successfully recognises meaningful relationships, 

when presented with the already identified dimensionless groups. The limitations of the 

framework are then highlighted, and recommendations are made for further improvement. In 

the end, impact experiments are carried out to assess the accuracy of the numerical simulations 

and empirical equations. Elastic impact is first examined using elastic balls to validate the 

simulation predictions against experimental measurements. Elastic-plastic impact is then 

investigated using metal particles impacted in a custom-built impact device, with the measured 

compression ratio and coefficient of restitution compared to empirical predictions. Lastly, the 

applicability of the empirical compression ratio equation to high strain rate impacts is evaluated 

by depositing fine copper particles via aerosol deposition. The results confirm that the 

simulations accurately model the elastic impact, and the empirical equations can reasonably 

predict the compression ratio. However, the predicted coefficient of restitution is 

underestimated compared to the experimental values, though it performs better than a number 

of other theoretical/empirical equations. It is also found that the compression ratio at high strain 

rates is better predicted by a higher representative yield strength, attributed to work hardening 

dominating the overall deformation. The study combines numerical modelling, AI-driven 
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analysis, and experimental validation, contributing to a deeper understanding of particle impact 

behaviour. 
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1. Introduction 

1.1. Motivation of the Present Work 

The impact of particles with surfaces is of great interest in various technological 

applications, including particle dispersion, deposition, coating, and surface contamination, as 

well as in natural events such as hailstorms. In particular, the study of high-velocity particle 

impact is essential for techniques such as shot peening, sandblasting and abrasive waterjet 

cutting, as well as advanced coating techniques like cold spraying (CS) and aerosol deposition 

(AD). CS in particular has attracted significant attention within the past two decades, as it 

circumvents the common challenges associated with high-temperature coating processes like 

thermal spraying and sintering, e.g. high energy consumption, oxidation, adverse structural 

changes, uninvited chemical reactions and residual stresses [1,2]. In CS, preheated micron-

sized metal particles are accelerated to high velocities (200 to 1,500 m/s [3]) by a pressurised, 

preheated gas. The particle-laden gas passes through a converging-diverging nozzle and 

impinges the particles on a substrate. The particles plastically deform and adhere to the 

substrate as a result of the high-velocity impact. The subsequent impacts and deformation of 

the ensuing particles result in the build-up of a film on the substrate. Since the temperature of 

the carrier gas is always lower than the melting point of the particle material, the technique is 

considered a solid-state method [2]. 

Even though CS is a well-established technique, several aspects of the process remain 

poorly explored, most notably, the deformation behaviour of the impacting particles, which 

significantly influences the quality of the final coating. In fact, the majority of studies on CS 

focus on the effect of particle size and process parameters, often overlooking the role of particle 

mechanical properties and density, both of which strongly affect deformation. Moreover, 

experimental investigation of high-velocity impact processes such as CS is inherently 
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challenging due to the extremely short time scales and small particle sizes involved, making 

numerical simulations a more practical and insightful alternative for studying the underlying 

phenomena. However, the numerical methods commonly used for simulating particle impact, 

e.g. Discrete Element Method (DEM) [4], Finite Element Method (FEM) [5], and on occasion 

Molecular Dynamics (MD) [6], often encounter limitations when dealing with large 

deformation, which is characteristic of CS. A promising alternative is the Material Point 

Method (MPM) [7], which effectively accommodates large plastic deformation while avoiding 

the numerical instabilities associated with traditional approaches. Nevertheless, only a limited 

number of studies have applied MPM to impact problems (refer to Section 2.2.4), with the 

majority implementing the classical updated Lagrangian formulation of MPM (ULMPM) [7], 

which is prone to cell-crossing instabilities and high computational costs.  

Considering the lack of studies regarding the influence of material properties on particle 

deformation behaviour during CS, the limitations of conventional numerical methods in 

handling large deformations, the scarce application of MPM to the problem of particle impact, 

and the prevalent reliance on the less stable ULMPM variant, the present work aims to address 

these gaps by employing the new, more stable total Lagrangian formulation of MPM (TLMPM) 

[8], to investigate the particle impact phenomena across a broad range of material properties. 

In the simulation of high-velocity impact processes, a material model that accounts for 

strain rate and temperature effects is typically required for accurate predictions. However, due 

to the complexity of such models, material behaviour is often approximated by an elastic-

perfectly plastic model for initial analysis in engineering practices [9]. An elastic-perfectly 

plastic material exhibits a linear elastic behaviour up to the point of yielding, after which its 

flow stress stays constant as the yield stress. As MPM is still an emerging approach, a study 

that applies the TLMPM formulation to impact problems, particularly with a focus on material 

properties, is missing from the literature. Therefore, the current work implements the more 
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straightforward elastic-perfectly plastic material model, as an initial step to assess the 

limitations and capabilities of MPM in modelling deformation within a dynamic impact 

framework, for a wide range of material properties. The insights gained from this study can 

serve as a foundation for future research, where more advanced constitutive models can be 

incorporated to further improve the predictive accuracy of MPM in simulating high-velocity 

impact processes for a broad range of materials. 

 

1.2. Aim, Objectives and Structure of the Thesis 

The overall aim of this research work is to investigate the relationship between the 

deformation behaviour of elastic-perfectly plastic particles during high-velocity impact 

processes, and their mechanical properties, density and impact velocity. To achieve this, MPM 

simulations of particle impact are performed considering a wide range of material properties 

and impact velocities. The work comprises computational and experimental components, with 

the following key objectives: 

• To establish the criteria for selecting the appropriate time step and discretisation 

settings in MPM simulations of impact; 

• To characterise the impact deformation of elastic-perfectly plastic particles with 

different material properties and impact velocities using MPM simulations; 

• To identify the relationship between particle deformation, material properties and 

impact velocity;  

• To develop empirical equations that describe this relationship; 

• To evaluate the potential of Artificial Intelligence (AI) in recognising and 

optimising these empirical equations; 

• To validate the simulation results through experimental impact tests. 
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 The structure of the thesis is as follows:  

1. Chapter 2 outlines the literature review on the deformation behaviour of a particle 

during impact and the numerical methods that have so far been employed to 

simulate particle impact.  

2. Chapter 3 details the MPM approach that is employed in this work, followed by a 

sensitivity analysis to determine the criteria for selecting the optimal time step and 

discretisation settings for simulation of particle impact.   

3. In Chapter 4, MPM simulations are performed to investigate the normal impact of 

an elastic-perfectly plastic particle with a rigid wall, covering a wide range of 

material properties and impact velocities. The plastic deformation and rebound 

behaviour of the particle, along with the evolution of contact force and 

displacement are studied. Consequently, empirical equations are suggested for 

prediction of the compression ratio and coefficient of restitution, as a function of 

the material properties and impact velocity. 

4. Chapter 5 presents the processing of the MPM simulation results using a hybrid AI 

framework, proprietary of the Institute for Particle Technology (Technische 

Universität Braunschweig, Germany). This analysis evaluates the effectiveness of 

AI in identifying the trends within the MPM simulation data and refining the 

empirical equations proposed in Chapter 4. 

5. In Chapter 6, impact experiments are conducted to assess the accuracy of the MPM 

approach and the empirical equations in predicting the deformation behaviour 

during impact. 

6. Chapter 7 presents a summary of the key findings of the thesis, concluding remarks 

and recommended future work. 
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A workflow summarising the thesis objectives and their corresponding chapters is 

displayed in Figure 1-1, below. 

 

 

Figure 1-1 Workflow of the thesis. 
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2. Literature Review 

2.1. Deformation Behaviour during Impact 

During the impact of two deformable bodies at moderate velocities, a fraction of the initial 

kinetic energy of the impact is stored in the contacting bodies as recoverable elastic strain 

energy. The remaining fraction is primarily dissipated by propagation of elastic waves and, if 

the initial kinetic energy is sufficiently high to induce yielding, plastic deformation. While 

elastic wave propagation is inherent in any impact regardless of the impact velocity, it has been 

shown experimentally and analytically that energy losses due to this mechanism are typically 

less than 3-4% of the initial kinetic energy [10–13], given that the number of the stress wave 

propagation reflections within the contact duration are more than one [14]. However, for 

impacts involving yielding, plastic deformation becomes the dominant mechanism for energy 

dissipation [14]. Therefore, plastic deformation of impacting deformable bodies has 

conventionally been studied through investigating their rebound behaviour, experimentally 

[15–26] or analytically [27–34]. 

According to Johnson [27], an elastic-plastic material reaches the limits of elastic 

behaviour at a point beneath the surface, when the maximum contact pressure p0 reaches the 

value 1.6Y, where Y is the yield strength of the softer body, governed by von Mises’s shear 

strain-energy criterion. When the yield point is first exceeded, the plastic region is small and 

fully contained by elastic material. As the load increases and the deformation becomes more 

severe, the plastic zone eventually breaks out to the free surface, and the displaced material is 

free to escape by plastic flow. Therefore, depending on the load, the deformation regime can 

be classified as fully elastic, elastic-plastic (contained) and fully plastic (uncontained) [27]. 

At higher velocities, the plastic deformation becomes extreme, and the impact response is 

heavily influenced by the mechanical properties of the impacting bodies. Moreover, the 
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dissipated energy results in localised temperature rise, which can alter the material properties 

[27]. This extreme deformation regime is characteristic of high-velocity impact processes like 

CS, where material deposition typically occurs through intense plastic deformation rather than 

melting. Given the relevance of this phenomenon, providing an account of the literature on the 

deposition mechanism in CS and the factors affecting the particle deformation behaviour seems 

appropriate. 

2.1.1. Deposition Mechanism in Cold Spraying  

CS is mainly utilised for the deposition of ductile metallic particles, and successful 

deposition is assumed to initiate when impact velocity surpasses a critical velocity [3,35,36]. 

Together with another critical velocity at which the particles erode the substrate, a so-called 

“deposition window” is presumed for successful deposition of metallic particles using CS, as 

displayed in Figure 2-1 [35,37].  

 

 

Figure 2-1 Deposition efficiency versus particle velocity during impact, marking the so-called “deposition 

window” for aerosol deposition (AD) of ceramics (area A) and CS of ductile metals (area C). No 

deposition takes place for velocities below the critical velocity (area N). CS of brittle materials and high 

particle velocities in both CS and AD lead to erosion of the substrate (area E). Modified by Hanft et al. [1] 

from Schmidt et al. [35]. 
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Successful bonding at particle-substrate and particle-particle interfaces in CS has been 

explained through adiabatic shear instability (ASI) and severe shear plastic deformation 

[35,38]. The concept is as follows: kinetic energy of the impacting particle supplies the work 

required for viscoplastic deformation of the material. Simultaneously, a major fraction of the 

kinetic energy is converted to heat which can dissipate through conduction. However, at 

timescales as small as that of the CS process, and provided that the system dimension (particle 

diameter in this instance) is notably greater than the thermal diffusion distance (which is 

dependent on the thermal diffusivity and process time), the generated heat cannot be dissipated. 

Due to this adiabatic heating, thermal softening dominates over strain and strain-rate hardening 

and the particle experiences an overall strain softening. Strain softening leads to a sudden 

disturbance in the homogeneity of the ongoing plastic deformation and at a critical strain, this 

shear instability results in the localisation of strain and shear banding. Beyond the critical 

strain, the overall strain remains almost constant, while the local strain at the shear band rapidly 

increases to considerably high values. This substantial local strain at the contact point stretches 

and flattens the interfacial region significantly, leading to jetting. Consequently, the surface 

oxide layers, which prevent bonding between the surfaces at the solid state, are broken up. 

Thus, atomically-flat, clean surfaces of the particle and the substrate are brought into contact 

(see Figure 2-2). This intimate contact of the surfaces at atomic level is postulated to be the 

cause of bonding in CS [2]. Experimental and modelling results [38,39] suggest that ASI takes 

place at or beyond the critical velocity, and thus can be used as a criterion for bonding [40]. 
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Figure 2-2 Schematic illustration of metallic bonding formation during CS due to the plastic deformation 

of the metallic surfaces and the resultant contact of fresh metallic surfaces. ε denotes the interfacial 

strain. Taken from [2]. 

 

2.1.2. Parameters Affecting Deformation during CS 

Most publications on CS identify the particle velocity and temperature as the major 

parameters affecting the deformation behaviour during CS [35,41,42]. As these parameters in 

turn depend on feedstock powder properties and process parameters [43], a summary of the 

findings from the literature on the influence of the aforementioned on the CS process are 

provided below. 

Particle size affects the critical velocity of deposition and consequently, the success of 

bonding between the particle and substrate [3]. The optimal particle size required for effective 

deposition is governed by an interplay between thermal and mechanical phenomena. Smaller 

particles are more difficult to deposit as their high surface area to volume ratio leads to rapid 

heat dissipation, which can hinder the onset of ASI essential for bonding. The cooling rate 

(which decreases with an increase in particle size) must be sufficiently low to promote plastic 

deformation and shear instability, but high enough to ensure the solidification of the bond after 

impact [44]. Additionally, for a given impact velocity, larger particles experience a longer 

impact event, as the deformation wave travels through a larger volume. This increases the 

maximum temperature and the time available for bonding, resulting in an increase in the 
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bonding quality [3]. This trade-off establishes an ideal particle size range that allows for both 

sufficient plastic deformation and adequate thermal conditions for bonding. Considering the 

aforementioned, Schmidt et al. [3] propose an equation for the critical particle size above which 

the particles adhere to the substrate, based on the particle density, velocity, thermal 

conductivity, and specific heat. 

Another factor affecting the critical deposition velocity for CS is the oxygen content of the 

feedstock powder. The works of Li et al. [45] and Kang et al. [46] with copper, stainless steel, 

nickel alloy and aluminium powders show that the critical velocity increases with an increase 

in the oxygen content of the feed powder. This is attributed to the fact that most of the impact 

energy is spent on the removal of the surface oxide layers rather than plastic deformation and 

consequently, successful bonding. Kang et al. [46] also report that the aluminium particles with 

a higher oxygen content exhibit a lower flattening ratio upon impact, with the resulting coatings 

being more porous, due to the residual oxygen layers obstructing adhesion between the particle 

and substrate. 

As for the process parameters, the type of the carrier gas can influence the impact velocity 

of the particles. The carrier gases that are typically used for CS are air, nitrogen and helium 

[47]. Even though helium has been reported to accelerate the feed particles to higher velocities 

and enhance their deformation, its substantial cost remains a barrier to widespread adoption of 

the gas for CS [48,49]. Therefore, a mixture of helium and nitrogen is typically used for 

industrial applications [50]. 

The powder feed rate is also one of the factors influencing the particle impact velocity. 

Increase in the feed rate leads to lower particle impact velocities, as more particles in the gas 

stream result in more particle-gas interactions. Therefore, the feed rate should be carefully 

selected [51,52]. 



Literature Review 

School of Chemical and Process Engineering         11 

 

Ultimately, the nozzle parameters affect the deformation of the particles and the quality of 

the final coating [50]. The nozzle transverse speed controls the amount of the powder impacting 

the substrate. Denser coatings with better adhesion strength are achieved using lower nozzle 

transverse velocities [53–57]. However, high transverse speeds are preferred for CS as low 

velocities contribute to residual stresses in the interface between the coating and the substrate 

[58]. Additionally, the nozzle stand-off distance can influence the impact velocity and 

deposition efficiency: the deposition efficiency increases with the stand-off distance up to a 

critical optimal point (which is material-dependent), after which it decreases [53]. The spray 

angle is another nozzle parameter that can affect the deposition efficiency. The highest 

deposition efficiency is typically achieved with a spray angle between 70° and 90°, with 90° 

being the optimum. When the angle is not perpendicular, the normal component of the velocity 

contributes to particle adhesion, while the tangential component can erode or remove the 

already deposited splats [59,60]. Adaan-Nyiak et al. [50] provide a table summarising the effect 

of different process parameters on the CS coating properties, as displayed in Table 2-1. 

 

Table 2-1 Influence of process parameters on CS coating properties. NCV denotes “no common view”, ↑ 

denotes increase, and ↓ denotes decrease. DS and DE denote “deposition strength” and “deposition 

efficiency”, respectively. Taken from [50]. 

Parameter Degree DS Adhesion DE Porosity Residual Stress 

Gas Pressure ↑ ↑ ↑ ↑ ↓ ↑ 

Gas Temperature ↑ ↑ ↑ ↑ ↓ ↑ 

Gas Molecular Weight ↑ ↓ ↓ ↓ ↑ ↓ 

Particle Velocitya ↑ ↑ ↑ ↑ ↑ ↓ 

Powder Feed Rate ↑ ↓ ↓ ↓ ↑ ↑ 

Stand-off Distance ↑ NCV NCV NCV NCV NCV 

Spray Angle ↑ ↑ ↑ ↑ ↑ ↑ 

a Although an increase in particle velocity increases adhesion and DE, new findings show they decrease at 

very high velocities [61,62]. 
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2.2. Numerical Methods for Simulation of Particle Impact 

Analysing the deformation behaviour of impacting particles is essential for gaining a 

deeper understanding of the deposition mechanisms in high-velocity impact processes like CS. 

However, experimental investigation of particle impact is challenging due to the extremely 

short duration of the event, making direct observation and measurement difficult. Therefore, 

numerical simulations serve as a powerful tool for analysing the underlying phenomena 

throughout the impact process. Accordingly, a brief overview of the numerical methods 

commonly used for simulating particle impact is provided, including the Discrete Element 

Method (DEM), Finite Element method (FEM), Boundary Element Method (BEM) and 

Molecular Dynamics (MD). Additionally, the Material Point Method (MPM) is described in 

detail, as it is the method employed in the current work. In the end, a comparative critique of 

these methods is presented, highlighting their respective strengths and limitations. 

 

2.2.1. Discrete Element Method (DEM) 

DEM is a numerical simulation method introduced by Cundall and Strack [4], which 

estimates the motion of particles in a system using Newton’s law of motion. Each particle in 

the system is a discrete entity with its own properties, and is assigned with an initial position 

and velocity. The net force on the particle, which is the sum of the contact forces and other 

interaction forces, is used to determine the acceleration of each particle based on Newton’s 

second law of motion. Consequently, the velocities and positions of the particles are updated 

using numerical integration techniques, and the simulation proceeds iteratively until a specific 

condition is met. 

In DEM, particles are considered as rigid bodies that are “deformable”, in that the particles 

are allowed to “overlap” during contact [63]. Contact forces are calculated based on the relative 
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overlap, through a “contact model” that relates the two. The contact model is often determined 

analytically or empirically, using the distribution of the contact pressure over the contact area.  

The more recent available contact models that can be applied to the normal impact of 

elastic-perfectly plastic particles are piecewise with regards to the deformation regime. For the 

elastic regime, the linear spring [4] or Hertz [64] models are commonly used. When yielding 

occurs, some models consider a single equation for the elastic-plastic phase [28,65–76], while 

others suggest separate equations for the elastic-plastic and fully plastic regimes [29,77–81]. It 

should be noted that in most of the aforementioned studies, the case of indentation (rigid sphere 

pressed into a deformable half-space) is considered, rather than flattening (deformable sphere 

pressed against a rigid half-space). Even though these contact conditions may be equivalent in 

the elastic regime, they differ in the elastic-plastic and fully plastic regimes [82,83]: in the case 

of a deformable sphere, the displaced material can expand freely, whereas for a deformable 

half-space, it is confined by the rigid spherical indenter and the elastic bulk of the half-space 

[70]. Consequently, care must be taken when selecting a contact model, to ensure its 

applicability to the studied case. It is also worth mentioning that there are several elastic-plastic 

normal contact models that also account for adhesion. These include the contact mechanics 

based models of Thornton and Ning [84], Tomas [85] and Martin [86], as well as the piecewise 

linear models of Luding [87–89], and Pasha et al. [90]. 

The application of DEM to the field of particle technology has been growing so rapidly 

that it is challenging to review all the publications on the subject. Nevertheless, there are a 

number of review papers covering different aspects and applications of the method, e.g. the 

works of Zhu et al. [91] on theoretical advances in the field, Mishra [92,93] on tumbling mills, 

and Bertrand et al. [94] on mixing.  
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It is also worth mentioning that there have been attempts to couple DEM with the 

Boundary Element Method (BEM) [95], which only requires the discretisation of the bounding 

surface, rather than the entire volume of a material domain. As BEM performs very well in 

infinite domain problems [96,97], coupling it with DEM allows for improved multi-scale 

modelling capabilities. There are instances of older studies that couple DEM and BEM for 

quasi-static problems [98,99]. In a more recent work, Nadimi et al. [100] use a coupled DEM-

BEM approach to investigate the effect of the surface roughness of individual particles on the 

bulk behaviour of granular materials. They create a BEM model of compression between two 

particles, taking into account the elastic-plastic deformation of the asperities on the particle 

surfaces. A set of normal contact force-displacement curves for particles with different degrees 

of roughness are then generated, from which a contact model is extracted by curve fitting. The 

model is then plugged into the DEM simulations of a particle bed under quasi-static 

compression. The results suggest that increasing the particle surface roughness increases the 

stiffness of the granular bed. Moreover, rough particles produce a more widespread distribution 

of normal contact forces, but experience less tangential slip, indicating that smoother particles 

slide past each other more easily.  

There are few studies that apply the coupled DEM-BEM method to dynamic problems: 

Barros et al. [101] introduce a new coupled DEM-BEM scheme and apply it to the problem of 

one-dimensional wave propagation in an elastic rod (modelled as finite, semi-infinite 

homogeneous, and semi-infinite non-homogeneous) under Heaviside load. The results suggest 

that the formulation performs well for the infinite and semi-infinite examples, and the 

importance of careful time step adjustment is highlighted. In a more recent work, Barros et al. 

[102] extend their formulation to two-dimensions for fully dynamic problems of a rod under 

load, and a cylindrical cavity under uniform pressure in infinite space. Despite the good 

agreement between their numerical results and analytical solutions, the authors once again 
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emphasise the importance of the time step selection. This is due to the fact that smaller time 

steps benefit the DEM, but lead to numerical instabilities for the BEM. Therefore, the use of a 

staggered scheme is suggested by the authors as a solution for future work.   

 

2.2.2. Finite Element Method (FEM) 

FEM is a mesh-based numerical method in which the domain of the problem is discretised 

into a finite number of small elements. The characteristics of the domain are then estimated by 

assembling the contributions from the similar properties of the elements to the whole system 

[5,103]. Several studies have employed FEM to model the contact between an elastic-plastic 

sphere and a rigid surface [67,70,104–108] in a quasi-static analysis. There are also a number 

of FEM studies that consider the impact of an elastic sphere with an elastic-plastic substrate 

(indentation case), as detailed below: 

Li et al. [29] modify Johnson’s contact model [27] by deriving a more detailed pressure 

distribution function using FEM, accounting for the changes in the contact curvature. They 

provide analytical expressions for the contact force-displacement relationship in static contact 

problems, and coefficient of restitution for dynamic impacts, and validate the results using 

FEM. Wu et al. [14] use FEM to investigate the energy dissipation during normal impact of an 

elastic particle on either an elastic, or elastic-plastic substrate. Their results suggest that for the 

case of an elastic substrate, if more than one stress wave reflection occurs during contact, 

energy dissipation due to wave propagation is negligible. However, when no reflections occur, 

a noticeable portion of the incident kinetic energy is lost due to stress wave propagation. In the 

case of an elastic-plastic substrate, the contribution of stress wave propagation to energy loss 

is negligible, with plastic deformation being the primary mechanism of energy dissipation. 

Moreover, the study identifies two regimes of impact separated by a critical impact velocity, 



Literature Review 

School of Chemical and Process Engineering         16 

 

i.e. elastoplastic and finite-plastic-deformation, where the trend of decrease in the coefficient 

of restitution with increase in the normalised impact velocity is more rapid for the latter. 

Mukhopadhyay et al. [109] propose a theoretical model for estimating the coefficient of 

restitution for the impact of an elastic sphere with an elastoplastic surface, by considering a 

radially uniform pressure distribution in the central contact region and incorporating the effects 

of nonlocal plasticity. They use FEM and experiments to validate their results for a wide range 

of impact velocities, demonstrating improved predictions for the coefficient of restitution, 

contact force and contact time compared to Thornton’s model [28]. 

It appears that Wu et al.’s work [110] is the only FEM study where the specific case of 

contact between an elastic-perfectly plastic sphere with a rigid surface (flattening case) is 

modelled in the dynamic framework. Additionally, the case of impact between an elastic sphere 

and an elastic-perfectly plastic half-space is studied (indentation case). The authors conduct 

FEM simulations considering different impact velocities and mechanical properties, to 

investigate the evolution of the contact pressure distribution and coefficient of restitution. Their 

results for the contact pressure distribution are in perfect agreement with Hertz theory before 

the maximum pressure reaches 1.6Y (elastic regime), and consistent with the observation of 

others [111–114] when yield occurs. Moreover, once the pressure profiles are fully established, 

the maximum pressure remains approximately constant at 2.7Y, comparable to the results of 

Tabor [115] and others [27,111,113]. The authors also identify a critical velocity above which 

the sphere undergoes finite plastic deformation. At lower velocities, the coefficient of 

restitution is only dependent on the ratio of the impact velocity to the yield velocity (Vi /Vy). 

However, at velocities higher than the critical value, the coefficient of restitution is not only 

dependent on (Vi /Vy), but also on the ratio of the effective Young’s modulus to the yield 

strength (E*/Y) of the sphere. Based on these findings, Wu et al. propose equations for the 

coefficient of restitution for both small and finite plastic deformation regimes. 
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FEM has also been widely used for the simulation of particle impact and deformation 

during CS, using both Eulerian and Lagrangian formulations. A comprehensive review of the 

numerous studies utilising the method is provided by Fardan et al. [116]. Since CS is commonly 

used for deposition of metal particles, most FEM studies implement material models that 

account for strain rate and temperature effects. The Cauchy stress tensor can be expressed as 

the sum of its isotropic part, i.e. the hydrostatic pressure (p), and the deviatoric stress. For high-

velocity impact processes, the hydrostatic pressure is typically determined using the Mie-

Grüneisen equation of state (EOS), as it takes account of temperature effects. When the 

material is under compression, the pressure is calculated using the equations below [117,118]: 

 

 

(2-1) 

 

 

(2-2) 

 

In Equations (2-1) and (2-2), the subscript 0 denotes the values at the reference state. Also, pH, 

Em, ρ, cm, and SH are the pressure on the Hugoniot curve, internal energy per initial volume, 

density, speed of sound in the material, and a material-dependent parameter, respectively. 

Finally, η is the Grüneisen parameter satisfying η/V s= η0/V0
 s, with V s being the specific volume 

equal to 1/ρ, and φ= ρ/ρ0-1. When the material is under expansion, p is calculated using 

Equation (2-3), below: 
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The deviatoric part of the stress tensor can be modelled using different constitutive 

equations, with the most popular being the Johnson-Cook plasticity model (JC) [119]. The JC 

formulation can model the material response at high strain rates and temperatures, as expressed 

by the following equation: 

 

 

(2-4) 

 

where σ is the flow stress, εp is the equivalent plastic strain and ε̇p
* is the equivalent plastic 

strain rate normalised with respect to a reference strain rate, normally taken as 1 s-1. Moreover, 

Troom and Tm are the respective reference and melting temperatures and A, B, N, C and M are 

constants dependent on the material. 

 The Johnson-Cook constitutive model is typically complemented by a Johnson-Cook 

failure model [120] that signifies fracture. In this model, the failure strain is calculated by: 

 

 

(2-5) 

 

where D1 to D5 are material parameters, and σ*= σm /σ̄ is the stress triaxiality, with σm and σ̄ 

being the mean stress and von Mises effective stress, respectively. The damage is accumulated 

with time as: 
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Other constitutive models describing the plastic behaviour of the material include: the 

Preston-Tonks-Wallace (PTW) model [121] for plastic flow of metals under explosive loading 

and high-velocity impacts, the Mechanical Threshold Stress (MTS) model [122] for simulation 

of high strain rates and extreme deformations, the Zerilli-Armstrong (ZA) model [123] and its 

modifications [124,125] for describing the flow stress of metals at high temperatures based on 

dislocation mechanics, and the more recent Ma-Wang (MW) model [126], which accounts for 

a wide range of strain rates during CS. 

 

2.2.3. Molecular Dynamics (MD) 

MD is a computational tool suitable for the study of physical and mechanical properties of 

materials at small length scales (in the nanometre range), using inter-atomic potentials. This 

method implements the Newtonian equations of motion for calculation of movements and 

interactions of atoms/molecules and allows for analysis of field variables such as stress, strain 

and temperature [6,127]. The method is specifically used to study the impact behaviour of 

brittle particles during aerosol deposition (AD) [128–133], as the feed particles are in the 

nanometre size range. However, there are a number of studies that implement it for the study 

of CS. 

Gao et al. [134] employ MD to investigate the deposition dynamics and structural 

evolution of nanoscale gold particles deposited on a gold substrate. The study indicates that 

both the particle and substrate (which are modelled as clusters of atoms) lose their crystalline 

structure during deformation upon impact. However, this is restored after relaxation. Thermal 

analysis reveals that the impact region undergoes localised melting, while the temperature of 

the other regions remains below the melting point. The results also demonstrate that an increase 
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in the cluster size or impact velocity results in stronger interactions between the particle and 

the substrate, attributed to an increase in the incident kinetic energy.  

Malama et al. [135] observe similar trends using MD simulations of CS for nickel and 

titanium nanoparticles on a titanium substrate. Moreover, they find that higher temperatures of 

both particles and substrate result in a stronger bond between the two.  

Joshi and James [136,137] utilise MD simulations to investigate the effect of impact 

velocity, particle size and impact angle on the deposition of copper nanoparticles on a copper 

substrate during CS. They emphasise the importance of maintaining the impact velocity in a 

certain range to optimise the coating quality. Additionally, the authors reveal a trade-off 

between the coating thickness and uniformity depending on the impact angle, where a 90 ̊ 

impact results in the highest deposition height, and a 60 ̊ impact angle produces more uniform 

coatings. Regarding the influence of particle size, the study indicates that increasing the particle 

size up to 20 Å enhances the coating quality, while further increase beyond this threshold yields 

no additional benefits. Further analysis of the von Mises stress and plastic strain points towards 

the presence of shear instabilities at higher impact velocities, improving the bonding strength 

between the particle and the substrate. 

Rahmati et al. [138] also investigate the CS of copper nanoparticles on copper substrates 

using MD, identifying three deformation stages for particles larger than 10 nm. The first stage 

is the onset of plastic deformation characterised by dislocation nucleation and glide at the 

bottom edges of the particle. This is followed by the formation of a dislocation network in the 

lower part of the particle, while the upper part stays undeformed. In the end, the particle 

completely flattens as the deformation reaches the upper part. The results also reveal fluid-like 

behaviour at the particle-substrate interface, with jetting resulting from the flow of material 

from the centre towards the edges of the particle. 
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Temitope Oyinbo and Jen [139] carry out MD simulations of CS for the deposition of 

nanoscale aluminium, nickel, copper and silver particles on copper substrates. The results 

demonstrate a three stage deformation process similar to that pointed out by Rahmati et al. 

[138]. Moreover, the authors attribute the jetting phenomenon to the interaction of the pressure 

waves with the particle-substrate interface, leading to localisation of softening in this region. 

In a later work [140], the authors simulate the impact of agglomerates of palladium particles 

with a copper substrate, revealing that bonding forms without melting of the materials involved, 

with stronger bonds forming at elevated temperatures. 

 

2.2.4. Material Point Method (MPM) 

MPM, which has been developed by Sulsky et al. [7,141,142], comprises two concepts: 

Lagrangian material points that carry the full physical state of the material, and a background 

Eulerian mesh used for the discretisation of the continuous fields, i.e. the displacement field. 

The method can be regarded as “FEM with moving integration points”, since it utilises 

Lagrangian material points (rather than a mesh) to discretise the material domain. The material 

points are tracked during the deformation process and each of them is assigned with a position 

and carries the state variables. Mass is automatically conserved in MPM as each point is 

associated with a fixed amount of mass at all times. The classical MPM developed by Sulsky 

et al. is an updated Lagrangian formulation of MPM (ULMPM), where the background mesh 

discretises the space occupied by the body in both the reference and current configurations, as 

shown in Figure 2-3 (a). Alternatively, in the somewhat novel total Lagrangian MPM 

formulation (TLMPM) [8], the background mesh only covers the space occupied by the body 

in the reference configuration, as illustrated in Figure 2-3 (b) [143,144]. Typically, ULMPM 

defines the reference configuration based on the configuration of the previous time step. This 

can lead to cell-crossing instability as the material points might not lie at an optimal position 
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inside the background mesh elements. Moreover, the reference configuration is updated at each 

time step, which makes ULMPM relatively computationally expensive. In TLMPM, the 

reference configuration is fixed and the material points are always associated with their initial 

positions. This provides an efficient approach in terms of numerical stability and computational 

expenses [145]. 

 

 

Figure 2-3 Discretisation in two different MPM formulations: (a) ULMPM, where the space that the body 

occupies and will occupy is covered by the background mesh and (b) TLMPM, where the background 

mesh only discretises the space occupied by the body in the reference configuration. 

 

A basic explicit algorithm of TLMPM is shown in Figure 2-4 and works as follows: 

Initially, information is mapped from the material points to the mesh nodes (P2M), as the mesh 

is reset at every cycle. Then, the solution to the momentum equations is calculated on the mesh 

nodes (Mesh Update). Subsequently, the nodal solution is mapped back to the particles to 

update their position and state variables (M2P). It should be noted that in TLMPM, all of the 

mapping and interpolations are done in the undeformed reference configuration (taken as the 

initial state), in which both the material points and the background mesh (which only exists in 

t = 0 

t > 0 

t = 0 

t > 0 

(a) (b)
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the initial state) are fixed [144]. An account of the studies that use MPM to investigate the 

impact process is provided below. 

 

 

Figure 2-4 Illustration of a typical explicit TLMPM computational cycle, Modified from [144]. 

 

Li et al. [146] implement ULMPM to model the impact of elastic-perfectly plastic disks 

with different mechanical properties on a rigid target at different velocities. Their results show 

that the normalised contact law (force normalised by the contact force at yield and displacement 

normalised by the radius of the particle) depends on and can be determined from the ratio of 

the effective Young’s modulus to the yield strength, E*/Y, and that of the impact velocity to 

the yield velocity, Vi /Vy. Moreover, when the coefficient of restitution is expressed in terms of 

Vi /Vy, three distinct zones of deformation behaviour are identified: small deformation, full 

plasticity and large deformation. The authors suggest that the coefficient of restitution is only 

dependent on Vi /Vy in the first two zones. They express this dependency by formulating their 

own analytical expressions. For the third zone, their numerical results are in perfect agreement 

with Wu et al.’s [110] equation for the coefficient of restitution. 

Reference configuration

Initial state P2M Mesh Update M2P

Initial state P2M Mesh Update M2P

Current configuration



Literature Review 

School of Chemical and Process Engineering         24 

 

Liu et al. [147] investigate the high-velocity impact of micron sized aluminium particles 

on a thick aluminium plate using ULMPM. The Mie-Grüneisen EOS [117] and JC constitutive 

model [119,120] are employed. After impacting the particles individually and as an assembly 

at different angles and impact velocities, they study the impact response and dimensions of the 

craters generated on the plate. Depending on the impact angle, different modes of crater 

morphology are identified for the impact of the particle assembly, and the results are in good 

agreement with experimental and empirical findings. 

A typical problem for assessing the performance of numerical methods in modelling large 

deformation during high-velocity impacts is the Taylor impact test [148]. The test comprises a 

cylindrical projectile impacting a rigid wall at a high velocity, and is used by Johnson and 

Holmquist [149,150] to compare different constitutive models for Oxygen-Free High 

Conductivity (OFHC) copper and Armco iron. In their work, Johnson and Holmquist use 

experiments to determine the material parameters for different constitutive models, and 

compare the models using numerical simulations. Sulsky and Schreyer [142] use the 

experimental and numerical results of Johnson and Holmquist [149,150] to test the applicability 

of their ULMPM code to the Taylor impact problem for OFHC copper. They employ a JC 

constitutive model [119] to describe the deformation of the impacting projectile, and compare 

the measured and predicted values of the diameter, bulge, and length of the projectile after 

impact. Their results demonstrate a good agreement with those obtained by Johnson and 

Holmquist [149,150]. For an illustration of the aforementioned parameters, refer to Figure 2-5 

(a). Note that the bulge is the diameter of the deformed projectile measured at 0.2 times the 

original length up from the impact surface.  
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Figure 2-5 Taylor impact test for an OFHC copper projectile: (a) schematic drawing of the projectile’s 

geometry before and after impact [143], and (b) Initial and final configurations of the material points in 

TLMPM simulations of de Vaucorbeil et al. [8]. 

 

In a more recent work, de Vaucorbeil et al. [8] test their TLMPM code against the ULMPM 

predictions of Sulsky and Schreyer [142]. They use a modified Mie-Grüneisen EOS [117] that 

accounts for damage to calculate the hydrostatic pressure, and the JC constitutive model 

[119,120] for calculating the deviatoric stress. The initial and final configurations of the 

material points in de Vaucorbeil et al.’s work [8] are shown in Figure 2-5 (b). The values of 

the diameter, bulge, and length of the projectile after impact, as measured by Johnson and 

Holmquist [149,150], and predicted by the TLMPM [8] and ULMPM [142] formulations are 

displayed in Table 2-2, confirming the better performance of TLMPM in modelling the high-

velocity impact problem. 
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Table 2-2 Taylor impact test for an OFHC copper projectile: the diameter (DTaylor), bulge (W), and length 

(L) of the projectile after impact, as measured experimentally [149,150] and predicted by TLMPM [8] 

and ULMPM [142]. Note that the impact velocity in all the cases is 190 m/s, and the initial values for the 

diameter, bulge and length before impact are 7.6, 7.6, and 25.4 mm, respectively. 

Geometry Experimental TLMPM ULMPM 

D Taylor (mm) 13.5 13.9 14.6 

W (mm) 10.1 9.4 9.1 

L (mm) 16.2 16.2 18.3 

 

Telikicherla and Moutsanidis [151] also consider the Taylor impact test as part of their 

performance evaluation of ULMPM and TLMPM in modelling various solid mechanics 

problems. Different constitutive models are used depending on the problem. They compare the 

methods by implementing various shape functions (interpolation functions that link the 

material points to the mesh nodes, refer to Section 3.2). This is because the use of shape 

functions results in oscillations in the stress profiles. The authors also propose their own 

“projection technique” to remedy the oscillations by improving the stress tensor through 

modifying either the deformation gradient or the velocity gradient (depending on the problem). 

By comparing their numerical results with the experimental and FEM results of Wilkins et al. 

[152] for the Taylor test, they find that TLMPM supplemented by their projection method 

produces the smoothest stress profiles and good predictions for the final projectile geometry. 

However, it is important to note that while TLMPM without the projection technique results in 

oscillations in the stress profile, it still yields the same predictions as when the projection 

technique is applied. The authors conclude that TLMPM is a notably better alternative to 

ULMPM, in terms of energy conservation, computational cost, and overcoming cell-crossing 

instabilities. 

de Vaucorbeil et al. [144] simulate the high-velocity impact (1,160 m/s) of an elastic steel 

disk on an elastic-perfectly plastic aluminium substrate using both ULMPM and TLMPM as a 
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numerical example. They note that when a linear shape function is used for both methods, 

TLMPM produces much smoother stress profiles compared to ULMPM, though the ULMPM 

stress fields improve with the use of a higher order shape function. Nevertheless, TLMPM with 

a linear shape function is 21% faster than ULMPM with a higher order shape function. The 

authors also find that the deformed surface of the substrate is smoother using TLMPM due to 

the absence of numerical fracture in the method. In the end, it is concluded that TLMPM is 

more accurate than ULMPM in all the numerical examples presented in the study. 

Li et al. [153] complement ULMPM with a novel contact algorithm, and as a numerical 

example, model the impact of two elastic rods approaching each other at 100 m/s using different 

shape functions. They compare the numerical values of the peak stress along the rods, to the 

analytical values obtained from the one-dimensional wave propagation theory. Strong 

oscillations in the stress profile are observed using ULMPM with a linear shape function. 

However, the profile gets smoother and the results become more accurate as the shape function 

order is increased. 

Liu and Xu [118] use ULMPM to simulate the cold spraying of copper particles on copper 

substrates. They consider single-particle and multiple-particle impacts, using the Mie-

Grüneisen EOS [117] and JC constitutive model [119,120] to describe the material behaviour. 

The final configurations of the single particle and substrate are investigated, revealing a good 

agreement between the ULMPM results and those of FEM and experimental studies (see Figure 

2-6). In the case of impact for multiple particles, the authors observe that the jetting of the 

substrate is supressed by consecutive impacts, and the particles in the lower layer get embedded 

in the substrate. Consequently, it is concluded that metal jetting and mechanical interlocking 

are important bonding factors in CS. 
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Even though the findings of Liu and Xu [118] highlight the role of mechanical interlocking 

in CS, it is important to note that their simulations do not directly incorporate the bonding 

process. Therefore, in a very recent work, Hirmand et al. [154] introduce a bonding criterion 

that is directly incorporated into their ULMPM simulations of CS. They assume that successful 

bonding is governed by a critical threshold value that can be defined by the level of material 

jetting. Consequently, a “bonding parameter” is assigned to each boundary material point. The 

bonding parameter is a history-dependent variable used to track the evolution of jetting on the 

surface of the contacting bodies. With the progress of the simulation, the bonding parameter is 

integrated in time, until the equivalent interface bonding parameter reaches the threshold value 

of unity at a mesh node. Thereafter, contact detection algorithm halts and a bond condition is 

applied to the node by adding a bond force to the nodal forces, i.e. free surfaces are converted 

to a continuous domain. To calibrate the material constants used in their bonding model, the 

authors run ULMPM simulations of CS for an aluminium/aluminium system using the Mie-

Grüneisen EOS [117] and PTW constitutive model [121]. After calibration, they compare the 

bonding outcome of their simulations at different velocities with experimental findings in the 

literature, finding good agreement. It is important to note that this model can only determine 

the occurrence of bonding and cannot provide any quantitative measure of the bonding 

strength. However, the work makes a valuable contribution in laying a foundation for future 

research. 
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Figure 2-6 CS of a copper particle on a copper substrate simulated by Liu and Xu [118]: comparison 

between (a) the ULMPM results and the experimental results of Li et al. [155] for oblique impact, and (b) 

the FEM and ULMPM results for normal impact. Taken from [118]. 

 

As a final remark, it is worth mentioning that MPM has also been combined with other 

numerical methods for simulation of high-velocity impacts. For instance, Zhang et al. [156] 

have developed a material point finite element method (MPFEM) that discretises a body by a 

mesh of finite elements, and uses an additional mesh in the regions prone to large deformation. 

The nodes covered by the second mesh are treated as material points, and the rest are treated 

as finite element nodes [143]. They apply their method to the Taylor impact test, and achieve 

satisfactory results. Furthermore, Liu et al. [157] conduct MD simulations to determine the 

equations of state of different materials, and implement them into ULMPM simulations of 

impact for different numerical examples, getting good agreements with experimental and 

numerical results from the literature. Additional examples of MPM coupled with other methods 

are provided in the textbook of Zhang et al. [158]. 

 

MPM Experiment

FEM MPM

(a)

(b)



Literature Review 

School of Chemical and Process Engineering         30 

 

2.2.5. Critique of the Numerical Methods 

DEM is quite well-established and provides thorough dynamic information on particulate 

systems, with the advantage of access to many well-studied contact models. However, the 

method is best for explaining the bulk behaviour of the system and monitoring of the physical 

processes rather than modelling of real-scale problems. Moreover, as DEM models materials 

as assemblies of discrete particles, it cannot accurately capture the continuous nature of 

materials undergoing large deformations, which leads to inaccuracies in representing the 

material behaviour. 

FEM provides a good means for particle interface tracing. However, analysis of problems 

involving large strains is typically difficult using FEM, especially in the Lagrangian 

formulation. During large deformation problems, mesh distortion and element entanglement 

are inevitable and adversely affect the accuracy of the calculations. In order to tackle this 

problem, a mesh-rezoning technique can be used to restore the mesh cells. In this technique, 

the fields of variables are mapped from the distorted mesh to a new one. However, remeshing 

and remapping require high computational effort, and if not handled correctly, can result in 

more errors. The Eulerian formulation on the other hand is not adequate for following material 

free surfaces and requires a fine mesh and high computational effort to obtain accurate results 

[63,116]. 

MD allows for modelling of extreme deformations and particle-substrate interactions 

during high-velocity impact problems. Also, it offers the advantage of understanding the 

impact mechanism at the atomic level. Nevertheless, while MD can handle systems with 

millions of atoms, this is still minute in comparison with the number of atoms in a macroscopic 

material. This limitation in length scale means that simulating bulk material properties or large-

scale phenomena can be difficult, making the application of MD limited to modelling of nano-
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sized particles.  Additionally, the description of the interatomic interactions and equations of 

motion poses difficulties: the entire simulation is fundamentally limited by the accuracy of the 

applied force fields, which describe the potential energy of the system and the forces between 

the atoms [116,159]. 

MPM circumvents the problem of mesh distortion and element entanglement as the 

material domain is discretised by moving integration points, and the momentum equations are 

solved on an Eulerian background mesh. Moreover, the similarity of MPM and FEM offers the 

advantage of access to numerous existing well-studied algorithms. However, the enforcement 

of boundary conditions and formal analysis in terms of convergence, error and stability is 

comparatively more difficult in MPM. Additionally, MPM has a lower accuracy than FEM for 

small deformation problems [143]. 

Considering the discussions above, MPM seems like a viable candidate for simulation and 

analysis of high-velocity impact processes like CS. 
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3. Numerical Methodology 

3.1. Overview 

This chapter outlines the details of the numerical method used in this work for the study 

of particle impact, followed by the sensitivity analysis carried out to determine the most 

suitable time step and discretisation settings. In this work, an explicit formulation of TLMPM 

[143–145] is coupled with a new implicit contact algorithm to model the particle. The current 

study utilises TLMPM to compensate for the drawbacks of ULMPM (refer to Section 2.2.4). 

An implicit formulation of ULMPM coupled with Contact Dynamics (CD) method for the 

treatment of frictional contact can be found in [160–163]. Part of the sensitivity analysis results 

in this chapter has been published in [164]. All of the simulations presented in this work have 

been undertaken on ARC4, part of the High Performance Computing facilities at the University 

of Leeds, UK. 

 

3.2. MPM Formulation 

To describe a continuum body in its initial (reference) configuration, a domain Ω0 is 

considered in ℝD, D being the domain dimension, with an external boundary ∂Ω0. The body is 

subjected to prescribed displacements and forces on its separate complementary parts of the 

boundary, i.e. the Dirichlet boundaries, ∂Ω0
u and the Neumann boundaries, ∂Ω0

f. The 

conservation of linear momentum of the body is expressed by Equation (3-1) below: 

 

          in Ω0, (3-1) . ( , ) ( , ) ( , ) ( , )t t t t + =X b X X a X
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where П, b, ρ and a are respectively the first Piola-Kirchhoff stress tensor, the body force, the 

density and the acceleration of a point at position X in its initial configuration at time t. In the 

MPM, mass is automatically conserved as the body is divided into material points with a fixed 

amount of mass. The boundary conditions are described by: 

 

                 on ∂Ω0
u, 

              on ∂Ω0
f, 

(3-2)   

 

where u and û are the displacement and the prescribed displacement fields, respectively. The 

displacement of a material point is the difference between its position in the deformed 

configuration, x and its position in the initial configuration, i.e. u=x-X. The terms f̂ and n 

respectively denote a prescribed load and the outward unit normal vector to ∂Ω0.  

In order to solve Equation (3-1), the principle of virtual work and the boundary conditions 

shown by Equation (3-2) can be used to write the weak form of Equation (3-1) as: 

 

 

(3-3) 

   

where Γ0 is the surface of the body in its initial configuration and U is the deformation gradient 

defined as U=∂x/∂X=I+∇u, with I being the identity matrix. It is important to note that MPM 

is similar to FEM with the difference that the integration points are material points, rather than 

elements. Thus, Equation (3-3) is first discretised into Finite elements, as shown below: 
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where Ω0
e is the domain occupied by the eth element of the background mesh, in the initial 

configuration. Subsequently, MPM discretises the above integrals using a Dirac delta function, 

taking the material points as integration points. Ultimately, Equation (3-4) in its discretised 

form can be written as follows: 

 

 (3-5) 

   

where ai is the nodal acceleration associated with node i and 

 

                              Lumped mass matrix,          

 

             Internal force vector,      

 

         Sum of body forces and surface tractions, fi
S.             

 

where mp and Vp0 represent the material point mass and volume in the initial configuration for 

a material point p. Nip
e is the shape function matrix (interpolation matrix) for a material point 

p and its function is to relate the quantities associated with the material point to the variables 

associated with the nodes of the element e to which the material point belongs, at the initial 

configuration. Gip
e denotes the gradient of the shape function Nip

e. It should be noted that fi
S 

also includes the nodal contact forces, fi
C between several bodies. Evidently, the contributions 

of each element’s nodal variables are combined into the global nodal variables, which represent 

the entire computational domain [145]. 
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3.3. Explicit Algorithm 

The explicit algorithm of the TLMPM adopted for this work is as follows [145]: first, a 

finite set of Lagrangian material points is used to discretise the particle. The material points are 

then assigned with their initial conditions and a background Eulerian mesh is defined for the 

particle. The time integration algorithm is subsequently initiated. The procedure explained 

below is followed for all the time steps: 

1. Information (position, velocity, mass, density, deformation gradient, stress tensor, etc.) 

is mapped from the material points to the background mesh. 

2. Equation (3-5) is solved from time t to time t+Δt, explicitly: 

a. In order to determine the nodal velocities vi associated with node i from the material 

point velocities vp, a weighted squares approach is adopted: 

 

          
(3-6) 

   

where Pi is the nodal momentum associated with node i. 

b. The increments of the deformation gradient at the material points are calculated 

using the equation below: 

 

          
(3-7) 

   

where k denotes the nodes associated with element e. 

c. The deformation gradients of the material points are then updated, as shown below: 

 

          
(3-8) 

( ) ( ) ( )e

i ii i ip p p

e p

t t m t= =P M v N v

( )e
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d. The constitutive model is used to compute the stresses associated with each material 

point. 

e. Equation (3-5) is utilised to compute the internal and external nodal force vectors. 

The contact interactions between particles (if present) are also determined in this 

step. 

f. The nodal velocity is updated using Equation (3-5): 

 

    (3-9) 

   

3. The positions and velocities of the material points are updated: 

 

 (3-10) 

   

 
(3-11) 

   

4. In the end, t is set to t+Δt and the procedure is repeated from step 1. 

 

3.4. Contact Algorithm 

In this section, the contact algorithm used in the current study is explained in the context 

of two deformable bodies discretised by material points, interacting at several contact points 

depending on their degree of deformation and spatial resolution [145]. The contact forces 

should be computed by a contact algorithm that accounts for the Coulomb friction law, as well 

as the constraint of impenetrability of the bodies at their surfaces (in this case, imposed between 

neighbouring material points on the bodies’ boundaries). This is achieved by utilising the 
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Contact Dynamics (CD) method, which is a mathematical framework that imposes unilateral 

constraints at contact points and is based on non-smooth mechanics, i.e. it allows the velocities 

of the mechanical system to undergo jumps as a result of multi-contact collisions and the non-

smooth feature of the Coulomb friction law [165–167]. In the current contact algorithm, contact 

forces are computed directly on the material points, though there are previous studies that use 

a multi-mesh mapping algorithm which computes the contact forces on the nodes of a common 

background mesh [161,162,168,169]. 

 Considering two deformable bodies α and β, each material point at the bodies’ external 

boundaries is treated as a spherical rigid particle with a diameter equal to the mean distance 

between material points. This is to avoid introducing excess volume in the bodies by making 

the volume of the spherical rigid particle closely equal to the volume of the boundary material 

points, as the material points are located in the centre of their appointed volume. It should be 

noted that upon contact, each material point associated with one body can be in contact with 

multiple material points associated with the other bodies.  

Considering the positions, velocities and masses of the material points, for each pair of 

material points p (in body α) and q (in body β) that are likely to come into contact, a normal 

unit vector npq
αβ positioned from body β to body α is determined, as shown in Figure 3-1 (a). 

The contact normal vectors are specified to be normal to the contact surface, using the positions 

of the boundary neighbouring points, as demonstrated in Figure 3-1 (b). Additionally, a 

tangential unit vector tpq
αβ is defined by Equation (3-12), where vp

α and vq
β are the velocity 

vectors for material points p and q, respectively: 

 

 

(3-12) 
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Figure 3-1 Contact between two bodies α and β: (a) normal unit vector npq
αβ oriented from material point 

q in body β to material point p in body α and (b) making the unit vector npq
αβ normal to the contact 

surface using the positions of the boundary neighbouring points. Modified from [145]. 

 

As long as the normal relative velocity, vn, remains positive,  

 

 (3-13) 

   

the contact force fn is zero. However, if vn is zero, a repulsive (non-negative) normal contact 

force, fn, is initiated at the contact point. These conditions describe the velocity-Signorini 

complementarity condition [170,171], as shown in Figure 3-2 (a). In order to solve the 

equations of motion along with the velocity-Signorini condition at all the potential contact 

points, the equations of motion should be expressed in terms of fn and vn, as follows: 
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where fpq
C, αβ is the potential contact force between bodies α and β, and Σγ fpr

C, αγ and Σγ fqr
C, βγ 

denote the contact forces of other bodies at this contact point. Using Equation (3-14), a linear 

relationship between fn = fpq
C, αβ. npq

αβ and vn can be found, as shown by Equation (3-15): 

 

 
(3-15) 

   

where kn is an offset force which depends on other contact forces applied by the neighbouring 

bodies of α and β. With regards to Figure 3-2 (a), Equation (3-15) intersects the velocity-

Signorini graph at a single point, depending on kn and consequently, the other contact forces. 

Therefore, an iterative process is carried out to determine the normal contact forces at all of the 

contact points. 

 

 

Figure 3-2 Contact conditions: (a) velocity-Signorini complementarity condition illustrated by a graph 

relating the normal contact force, fn, to the relative normal velocity, vn, and (b) Coulomb law of friction 

illustrated as a graph relating the tangential force, ft, to the relative tangential velocity, vt, where μs is the 

friction coefficient. The dashed lines represent the linear relationships extracted from the equations of 

motion. Modified from [145]. 
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The Coulomb law for dry friction is analogously a complementarity relationship between 

the tangential force, ft, and the relative tangential velocity, vt = (vp
α-vq

β).tpq
αβ, as illustrated in 

Figure 3-2 (b). Subsequently, in the same fashion as before, the equations of motion are 

expressed in terms of ft and vt: 

 

 
(3-16) 

   

Equation (3-16) is intersected with the Coulomb graph displayed in Figure 3-2 (b) to 

simultaneously compute the tangential force, ft, at all contact points within the same iteration 

process used for calculation of the normal contact force. 

Finally, the contact force fpq
C, αβ = fn npq

αβ + ft tpq
αβ is projected onto the background mesh 

to compute the nodal contact forces fi
C, α corresponding to node i of body α, and the nodal 

contact forces fj
C, β corresponding to node j of body β, as shown by Equation (3-17). As stated 

before, fi
C, α and fj

C, β are embedded in the nodal external forces, fi
ext, shown in Equation (3-5), 

for bodies α and β, respectively.  

 

 

(3-17) 

 

A flowchart summarising the MPM and contact algorithms during one time step is shown 

in Figure 3-3. 
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Figure 3-3 Flowchart describing the explicit TLMPM and contact algorithms. 
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3.5. Sensitivity Analysis 

In order to model the impact of a spherical particle with a rigid wall, the abovementioned 

MPM-CD approach is adopted by utilising an in-house C++ code, proprietary of Dr Saeid 

Nezamabadi (University of Montpellier, France). To define the initial configuration of a 

simulation using the code, parameters including the particle radius, initial velocity, density, 

Young’s modulus, Poisson’s ratio and yield strength are inserted as input. Moreover, the 

problem domain is specified as two-dimensional or three-dimensional, and the position of the 

rigid wall is adjusted. To model the material behaviour, one of the following three constitutive 

relations can be selected: linear elastic, elastic-perfectly plastic and bilinear plastic. For each 

simulation, the time step, material points and mesh discretisation need to be decided. Therefore, 

a sensitivity analysis is necessary to determine the time step and discretisation settings that not 

only ensure accuracy and stability, but also are applicable to various cases and offer an efficient 

computational cost. For problems involving particle deformation, the accuracy of simulation 

results is typically verified using a contact model relevant to the problem. However, a 

comprehensive study by Wang et al. [172] comparing the available elastic-perfectly plastic 

contact models (18 different models) reveals notable discrepancies in prediction of impact 

behaviour by the models. A more reliable approach for verification is thereby adopted 

following Johnson [27], who suggests that Hertz [64] model can be used as the contact law for 

the impact of an elastic sphere with a rigid wall undergoing small deformation, as shown by 

Equation (3-18): 

 

 
(3-18) 

 

where F, R and δ denote the contact force, radius of the sphere, and displacement of the centre 

of the particle, respectively. E* is the effective Young’s modulus of the sphere defined as E*= 

1/2 * 3/24

3
F R E =
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E/(1-υ2), with υ being the Poisson’s ratio. The relationship between δ and time t is given by 

[27]: 

 

 
(3-19) 

 

where: 

 

 
(3-20) 

 

in which Vi is the impact velocity, δ* is the maximum displacement of the centre of the particle 

during impact, and m is the mass of the particle. Deresiewicz [173] has evaluated Equation 

(3-19) numerically, providing the values for δ/δ* and 2t/ttot, with ttot being the total contact time 

given by Johnson [27] according to Equation (3-21): 

 

 

(3-21) 

 

By calculating the maximum contact force, F*, from Equations (3-18) and (3-20), the 

change in contact force and displacement with time can be obtained in a dimensionless form. 

The sensitivity analysis is thus carried out by simulating normal impact of an elastic sphere 

(three-dimensional domain) with a rigid wall using various time steps and discretisation 

settings, and the results are compared with the analytical contact model provided by Johnson 

[27] for verification.  
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3.5.1. Simulation Setup 

For all the simulations, an impact velocity of 1 m/s is considered in the -z direction, and 

the wall is placed 1.5 mm below the sphere to ensure that the material points are not in contact 

with the wall at the start of the simulation and mark the start of contact (Figure 3-4). The 

properties of the sphere are as follows: Radius, R=12.5 mm, Young’s modulus, E=4.9 MPa, 

Poisson’s ratio, υ=0.25 and density, ρ=1,404 kg/m3. Damping and friction are not applied and 

the cubic spline shape function is used.  

The evolution of a simulation is followed using output files that contain the whole 

configuration and parameters of a simulation at a given time. These are generated every nt time 

steps, where nt is user-defined (nt ≥ 1). The value of nt should be sufficiently small to provide 

enough output data for a clear understanding of the process, but not so small that it leads to 

extensive computational cost. As a matter of personal preference, nt is always adjusted so that 

ten output files are generated before impact, with respect to the time step and the distance 

between the sphere and the wall. The contact force printed in an output file is the arithmetic 

mean of all the contact forces calculated at each of the nt time steps between the time of the 

output file and that of its predecessor (considering only the time steps where contact is 

detected). The time corresponding to the first output file with a non-zero contact force is taken 

as the instant of contact. The total contact time is considered from this instant to the time of the 

last output file with a non-zero contact force. For consistency, the position (z component here) 

of the centre of the sphere corresponding to an output file is taken as the arithmetic mean of 

the value printed in the current and the preceding output files. Subsequently, the displacement 

is calculated with reference to the position of the sphere centre at the instant of contact. Note 

that a simulation will continue running until it is stopped by the user. Typically, simulations 

are halted when the energy curves plateau after rebound. Since the focus of the current 

sensitivity analysis is on the contact force and displacement, the simulations are stopped after 
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contact is lost. The procedure for the selection of the time step and discretisation settings is 

described below. 

 

 

Figure 3-4 Visualisation of the modelled sphere for the sensitivity analysis, detailing the initial and 

boundary conditions (illustration is not to scale for presentation purposes). Created using ParaView 

version 5.11.0-RC1 [174].  

 

3.5.2. Material Points and Mesh Discretisation 

The code allows for specifying the number of the material points used to discretise the 

diameter of the sphere in the initial configuration (initial point density). This determines the 

initial distance between the material points, i.e. the point contact diameter, which in turn is 

used by the code to construct the sphere from the material points. The size of the background 

mesh elements (hexahedral elements are used) can be determined by specifying the ratio of the 

element size to the initial distance between the material points in each dimension (element to 

point ratio). For the sensitivity analysis, a benchmark case comprising 50 material points to 
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discretise the diameter and a value of 1.05 for the element to point ratio is considered. Trial 

and error has shown that these settings perform very well across various cases. Hereafter, the 

benchmark case is denoted by “MP/ES” with MP and ES signifying the initial number of the 

material points per element and element size of the benchmark case, respectively. 

Subsequently, four additional cases are considered by maintaining either the element size or 

the number of the material points per element of the benchmark case, while doubling and 

quadrupling the other, as demonstrated in Figure 3-5. The resulting discretisation settings for 

each case are provided in Table 3-1. 

 

 

Figure 3-5 Selecting the discretisation settings of each case study for the sensitivity analysis based on the 

number of the material points per element (MP) and element size (ES) of the benchmark case, MP/ES. 
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Table 3-1 Discretisation settings for the cases used in the sensitivity analysis. 

Discretisation Settings MP/ES 2MP/ES 4MP/ES MP/2ES MP/4ES 

Initial Point Density (-) 50 62 80 25 13 

Point Contact Diameter (mm) 0.5 0.4 0.312 1 1.923 

Total No. of Material Points (-) 74,227 137,963 290,245 9,357 1,513 

Element to Point Ratio (-) 1.05 1.3 1.68 1.05 1.05 

Element Size (mm) 0.525 0.525 0.525 1.05 2.1 

Material Points per Element (-) ~1 ~2 ~4 ~1 ~1 

Total No. of Elements (-) 132,651 132,651 132,651 19,683 4,913 

 

3.5.3. Time Step 

Due to the conditional stability of explicit time integrations, a time step smaller than a 

critical value should be selected for the explicit TLMPM used in this work. Typically, rather 

than using a fixed time step, explicit MPM simulations employ an adaptive time step that is 

adjusted based on the velocity of the material points, as follows [143]: First, the dilatational 

wave speed, cdil, is calculated using the Lamé constants λ and μ, where λ is the first Lamé 

constant and μ denotes the shear modulus: 

 

 
(3-22) 

 

 
(3-23) 

 

 
(3-24) 

 

Subsequently, the maximum wave speed is calculated using Equation (3-25) [175]: 
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(3-25) 

 

where vp
x, vp

y and vp
z are the x, y and z components of the material point p’s velocity. Ultimately, 

the time step Δt is chosen as follows:  

 

 

(3-26) 

 

where ESx, ESy and ESz denote the element size in the x, y and z directions, and at is a time step 

multiplier between 0 and 1. 

The code utilised in this work currently only allows for employing a fixed time step. 

Considering that cdil is a constant material-dependent parameter, a fixed value for the critical 

time step is determined by considering the highest velocity attained by the material points 

throughout the simulation, and the smallest element size. As the mesh elements are hexahedral 

and the maximum velocity of any of the material points throughout the simulation does not 

exceed the initial/impact velocity (Vi) in the impact direction (z axis here), Equation (3-26) 

reduces to: 

 

 
(3-27) 

 

Subsequently, ES/(cdil+|Vi|) is calculated for each of the cases in Section 3.5.2 with regards 

to the element size (refer to Table 3-1), and the results are displayed in Table 3-2. Accordingly, 

considering only the order of magnitude of the smallest values shown in Table 3-2, i.e. 1 μs, 

three different time steps-100 ns, 10 ns and 1 ns-are selected for all the cases, corresponding to 
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values of 0.1, 0.01 and 0.001 for at, respectively. This results in a total of 15 case studies for 

the sensitivity analysis. Note that with regards to the aforementioned time step values (and the 

discussion in Section 3.5.1), nt is adjusted for each case so that an output file is generated every 

150 μs in the simulation. 

 
Table 3-2 Calculation of the critical time step for the sensitivity analysis: values of ES/(cdil+|Vi|) for the 

cases discussed in Section 3.5.2. 

Cases MP/ES 2MP/ES 4MP/ES MP/2ES MP/4ES 

ES/(cdil+|Vi|) (μs) 8 8 8 16 32 

 

3.5.4. Sensitivity Analysis Results 

3.5.4.1. Effect of material points and mesh discretisation 

Figure 3-6 shows the change in contact force and displacement over time obtained from 

the simulations, with the analytical results [27] overlaid for comparison. Figure 3-6 (a) 

emphasises the effect of increase in the number of material points per element, while Figure 

3-6 (b) highlights the effect of increase in the element size. For brevity, only the results for the 

time step of 100 ns are presented here. The results for the time steps of 10 and 1 ns are provided 

in Figures A-1 and A-2 of Appendix A, respectively. 

Considering Figures 3-6 (a) and (b), in general, the numerical results are in agreement with 

the analytical curves. With regards to Figure 3-6 (a), there is a small difference between the 

values of F/F* and δ/δ* during the unloading phase of cases MP/ES, 2MP/ES and 4MP/ES. 

However, this discrepancy becomes noticeably more prominent with increase in the element 

size, comparing cases MP/ES, MP/2ES and MP/4ES, as seen in Figure 3-5 (b). Considering 

Figures A-1 and A-2 of Appendix A, a decrease in the time step slightly diminishes this 

disparity between the cases. All in all, it appears that compared to cases MP/2ES and MP/4ES, 

cases MP/ES and 2MP/ES can reproduce the numerical results of the most refined case study 
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(4MP/ES) with a higher accuracy. This is also confirmed by the insignificant values of the 

mean absolute error (MAE) and mean squared error (MSE) for F/F* and δ/δ* corresponding 

to cases MP/ES and 2MP/ES, in reference to case 4MP/ES (refer to Table 3-3). MAE and MSE 

are calculated using Equations (3-28) and (3-29), shown below: 

 

 

(3-28) 

 

 

(3-29) 

 

where y denotes an output variable (F/F* and δ/δ* here) and nd is the number of the data points. 

Subscript case refers to cases MP/ES and 2MP/ES, and reference to case 4MP/ES. 

 

Table 3-3 Mean absolute error (MAE) and mean squared error (MSE) values for F/F* and δ/δ* 

corresponding to cases MP/ES and 2MP/ES, in reference to case 4MP/ES. 

 MAE MSE 

Cases F/F* δ/δ* F/F* δ/δ* 

MP/ES 13×10-3 8×10-3 2×10-4 2×10-4 

2MP/ES 9×10-3 3×10-3 2×10-4 3×10-5 
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Figure 3-6 Variation of the contact force and displacement with time for the impact of an elastic sphere 

undergoing small deformation (refer to Section 3.5.1), calculated using Johnson’s [27] analytical 

approach (dashed lines) and MPM simulations (discrete symbols) considering a time step of 100 ns for (a) 

cases MP/ES, 2MP/ES and 4MP/ES, to highlight the effect of increasing the number of material points 

per element, and (b) cases MP/ES, MP/2ES and MP/4ES, to highlight the effect of increasing the element 

size, for the sensitivity analysis. 
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3.5.4.2. Effect of Time Step 

Variation of contact force and displacement with time using different time steps is shown 

in Figure 3-7 for cases MP/ES, 2MP/ES and 4MP/ES. Similar graphs are presented in Figure 

A-3 of Appendix A for cases MP/2ES and MP/4ES.  

With regards to Figure 3-7, decreasing the time step intuitively results in a better agreement 

between the numerical and analytical values of F/F* and δ/δ*. Nevertheless, all of the selected 

time steps lead to acceptable numerical results, as verified by the analytical curves [27].  
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Figure 3-7 Variation of the contact force and displacement with time for the impact of an elastic sphere 

undergoing small deformation (refer to Section 3.5.1), calculated using Johnson’s [27] analytical 

approach (dashed lines) and MPM simulations (discrete symbols) considering time steps of 1, 10 and 100 

ns for (a) case MP/ES, (b) case 2MP/ES and (c) case 4MP/ES of the sensitivity analysis. 
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3.5.4.3. Computational Cost 

The total computational time for a simulation is calculated by multiplying the 

computational time required for the generation of one output file, by the total number of the 

output files (one-core PC with 4GB allocated RAM). For the current sensitivity analysis, the 

latter depends on contact duration, which in turn is influenced by the impact conditions and 

material properties. Thus, as the currently considered case studies share the same impact 

conditions and material properties, they have approximately the same number of output files 

(24 or 25 output files). On the other hand, the computational time per output file is greatly 

affected by the number of material points, mesh discretisation, and time step. Therefore, the 

computational time required to generate one output file is presented in Table 3-4, for all of the 

case studies. With regards to Table 3-4, the computational time per output file increases with 

the number of material points, or more noticeably, with a decrease in the time step. On the 

other hand, increasing the element size reduces the computational time per output file. It should 

be noted that the current sensitivity analysis is based on a small deformation case. In scenarios 

involving large deformation, the number of output files and the total computational time will 

increase significantly. Therefore, in order to manage the computational time effectively, it is 

crucial to carefully select the time step and discretisation settings. 

 

Table 3-4 Computational time required for generation of one output file for all of the case studies in the 

sensitivity analysis. 

Computational Time per Output File (min) 

Time Step (ns) MP/ES 2MP/ES 4MP/ES MP/2ES MP/4ES 

100 3 5 10 <1 <1 

10 28 46 93 3 <1 

1 261 449 864 32 4 
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3.5.5. Sensitivity Analysis Conclusions 

Based on the observations in Section 3.5.4.1 and the fact that increasing the number of 

material points generally enhances the representation of continuum material behaviour, it is 

deduced that compared to cases MP/2ES and MP/4ES, cases MP/ES, 2MP/ES and 4MP/ES 

yield more accurate results. Thus, the material point and mesh discretisation settings of these 

cases can be used as a benchmark for further simulations. The results from Section 3.5.4.2 

suggest that considering only the order of magnitude of ES/(cdil+|Vi|) for a certain case, either 

of the values 0.1, 0.01 and 0.001 for at ensure the stability of a simulations, as well as the 

accuracy of the results. When selecting the appropriate time step and discretisation settings, it 

is important to consider not only stability and accuracy, but also the computational cost. 

Therefore, based on the computational time for all the case studies discussed in Section 3.5.4.3, 

the settings for case MP/ES and a value of 0.1 for at appear to be the most suitable for further 

simulations. 
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4. Simulation of Impact for Elastic-Perfectly Plastic Particles  

4.1. Overview 

In this chapter, the numerical method detailed in Chapter 3 is implemented to investigate 

the normal impact of an elastic-perfectly plastic particle with a rigid wall, covering a wide 

range of material properties and impact velocities. Experimental investigation of the impact 

phenomenon is arduous due to its dynamic nature, while the nonlinearity of the problem leads 

to inadequacy of the analytical models that use simplified assumptions. Therefore, numerical 

simulations provide a great means for the analysis of the phenomena taking place throughout 

impact. The current analysis focusses on variables and expressions that provide insights into 

the plastic deformation and rebound behaviour of the particle during impact. Additionally, the 

evolution of the contact force and displacement is briefly studied. The objective of these 

analyses is to establish the link between the impact behaviour of the particle, and its material 

properties and impact velocity. Consequently, empirical equations are suggested where 

possible. Parts of the results from this chapter have been published in [164]. All of the 

simulations presented in this work have been undertaken on ARC4, part of the High 

Performance Computing facilities at the University of Leeds, UK. 

 

4.2. Case Studies and Simulation Setup 

The elastic-perfectly plastic particle is modelled as a sphere with radius R=250 μm and 

Poisson’s ratio υ=0.35, normally impacting a rigid wall (in the –z direction) at five different 

impact velocities (Vi) of 10, 20, 30, 40 and 50 m/s (Figure 4-1). In order to include a wide range 

of material properties, four different densities (ρ) of 1,000, 2,000, 4,000 and 8,000 kg/m3 are 

considered for the particle. For each density, three different values of 1, 10 and 100 GPa for 
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Young’s modulus (E), and eight different values of 20, 40, 80, 160, 320, 640, 1,280 and 2,560 

for the ratio of Young’s modulus to yield strength (E/Y, where Y denotes the yield strength) are 

taken into account. This leads to a total of 480 cases being investigated. It should be noted that 

group E/Y is selected to represent the mechanical properties of the material, as it repeatedly 

emerges in formulae connected to plastic deformation in fundamental studies, e.g. [27,176–

178] and more recent studies such as [110,146,179]. 

With regards to the sensitivity analysis results (Section 3.5.5) favouring case MP/ES (refer 

to Table 3-1), the following settings are used: the particle is discretised into 74,227 material 

points, and the wall is placed 30 μm below the particle (3 times the distance between the 

material points, consistent with case MP/ES). This is to ensure that the material points are not 

in contact with the wall at the start of the simulation. Initially, the mesh size is adjusted based 

on an element to point ratio of 1.05 for all the cases (consistent with case MP/ES). 

Subsequently, a time step of 10 ps is selected for all the cases, considering a multiplier of at 

=0.1, and the order of magnitude of the cases having the smallest ES/(cdil+|Vi|) value (0.1 ns), 

i.e. cases with ρ=1,000 kg/m3, E=100 GPa and Vi=50 m/s. However, it is found that for cases 

undergoing a comparatively small deformation (all cases with E=100 GPa and cases with E=10 

GPa when ρ=1,000 and 2,000 kg/m3), these settings would lead to notable scatter in the data 

for the coefficient of restitution. As seen in Sections 3.5.4.1 and 3.5.4.2, the unloading phase 

and consequently, the coefficient of restitution are affected by the number of material points 

per element and the time step. Thus, increasing the former or decreasing the latter is expected 

to somewhat remedy the issue. As selecting a smaller time step would significantly increase 

the computational cost, it is preferred to increase the number of material points per element 

instead. Therefore, the element to point ratio is changed to 1.5 for all the cases with E=100 GPa 

and cases with E=10 GPa when ρ=1,000 and 2,000 kg/m3. These setting result in a total of 

50,653 and 132,651 hexahedral elements for the mesh, corresponding to the element to point 
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ratios of 1.5 and 1.05, respectively. Damping and friction are not applied. A cubic-spline shape 

function is used and the von Mises yield criterion is considered. 

 

 

Figure 4-1 Visualisation of the modelled elastic-perfectly plastic particle impacting a rigid wall, detailing 

the initial and boundary conditions (illustration is not to scale for presentation purposes). 

 

4.3. Analysis of Deformation 

4.3.1. Method Scope 

To illustrate the diversity in the modelled range of deformation, visualisations of the 

particle after rebound are shown in Figure 4-2 for four different cases, as examples. 

Considering Figure 4-2 (d), it is clear that the method allows for modelling very large 

deformation. However, for several cases exhibiting the two extremes of deformation, i.e. 

extensive or slight, no results/inaccurate results are obtained. This is highlighted in Tables B-

1 to B-5 of Appendix B, which show that instances of slight deformation occur at lower 

velocities (10 and 20 m/s) for cases having a high Young’s modulus and a low ratio of Young’s 
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modulus to yield strength. As the impact velocity increases, cases with a low Young’s modulus 

and a high ratio of Young’s modulus to yield strength begin to undergo extensive deformation 

at high densities, and with further increase in the impact velocity, at all densities. It is well 

known that MPM does not generally perform well for cases of small deformation, as the 

material points might not lie at optimal positions for numerical integration [143]. Also, at very 

high impact velocities, temperature and strain rate effects can influence the material behaviour, 

and the use of an elastic-perfectly plastic material model may no longer be appropriate for 

certain cases. Nevertheless, it is important to note that in the case of the failed examples here, 

materials with such properties do not exist in reality. Therefore, it is expected that the 

constitutive laws derived from real materials fail to model such hypothetical materials. For 

comparison, various real materials that exhibit both elastic and plastic properties are listed in 

Table 4-1.  

 

 

Figure 4-2 Visualisation of the modelled particle after rebound for different cases: (a) ρ=8,000 kg/m3, 

E=100 GPa, E/Y=160; (b) ρ=8,000 kg/m3, E=1 GPa, E/Y=40; (c) ρ=2,000 kg/m3, E=1 GPa, E/Y=320 and (d) 

ρ=8,000 kg/m3, E=1 GPa, E/Y=160. The orientation is chosen randomly to provide the best view of the 

extent of deformation. 

 

(a) (b)

(c) (d)
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Table 4-1 Various materials that exhibit both elastic and plastic properties, taken from [180]. NA denotes 

“not applicable”. 

Material ρ (kg/m3) E (GPa) Y (MPa) E/Y (-) 

Copper 8,960 128 69-365 351-1,855 

Pure Aluminium 2,700 70.2 10-30 2,340-7,020 

Ti6Al4V (Titanium Alloy) 4,430 114 830 137.3 

Aluminium Alloys NA 68-82 30-500 136-2,733 

Nickle Alloys NA 190-220 70-1,100 173-3,143 

High Density Polyethylene (HDPE) 940-960 0.6-1.4 18-30 20-78 

Polypropylene (PP) 900-915 1.3-1.8 25-40 32-72 

Polystyrene (PS) 1,050 3.1-3.3 50 62-66 

Un-plasticised Polyvinyl Chloride (UPVC) 1,380-1,400 2.7-3 50-60 45-60 

Polytetrafluoroethylene (PTFE) 2,130-2,230 0.4-0.75 11.7 34-64 

 

The limits of the deformation range that the code successfully models for elastic-perfectly 

plastic impact are marked by the equivalent plastic strain, εp, calculated at the instant of rebound 

from Equation (4-1), where εp
ij is the deviatoric plastic strain. The instant of rebound is taken 

as the first instant at which the velocity of the particle in the impact direction reaches a constant 

value, after contact is lost. The particle velocity in the impact direction (Vz) is calculated for 

each time step using Equation (4-2), where mp and vp
z are respectively the mass of the material 

point p and its velocity in the impact direction (z axis here), and Np is the number of the material 

points. Accordingly, the capability of the code in modelling deformation for an elastic-perfectly 

plastic material is limited to the equivalent plastic strain values ranging from 2.6×10-6 (slight 

deformation) to 1.53 (extensive deformation). 
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(4-2) 

 

It should also be noted that four additional cases are dismissed from further analysis as 

they do not undergo plastic deformation (refer to Tables B-1 and B-2 of Appendix B). This is 

due to the fact that for these cases, the impact velocity of the particle is lower than its yield 

velocity, Vy, defined by Johnson [27] using Equation (4-3), below: 

 

 
(4-3) 

 

4.3.2. Equivalent Plastic Strain 

To highlight the effect of the material properties on the plastic deformation induced by the 

impact, the equivalent plastic strain, εp, is plotted against the ratio of Young’s modulus to yield 

strength, E/Y, for all the cases with the impact velocity of 50 m/s, as displayed in Figure 4-3. 

Similar graphs for the rest of the impact velocities are presented in Figures B-1 to B-4 of 

Appendix B. Due to the high number of the case studies, no legends are displayed on any of 

the aforementioned graphs, and the reader is referred to Table 4-2 for the designation of the 

symbols. 

 

Table 4-2 Symbol reference for Figure 4-3, and Figures B-1 to B-4 of Appendix B. 

Legend 
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Figure 4-3 The equivalent plastic strain, εp, as a function of the ratio of Young’s modulus to yield 

strength, E/Y, for all the cases with an impact velocity of 50 m/s. For designation of the symbols, see Table 

4-2. 

 

With regards to Figure 4-3, for cases with the same density and Young’s modulus, the 

equivalent plastic strain, εp, intuitively increases with an increase in the ratio of Young’s 

modulus to yield strength, E/Y, which corresponds to a decrease in the material yield strength. 

For cases with the same E/Y and density, εp increases as the yield strength decreases. Moreover, 

when both E/Y and Young’s modulus (and consequently, the yield strength) are constant, εp 

increases with the density of the material. This is due to the fact that, for particles of the same 

size and impact velocity, an increase in the material density leads to a higher kinetic energy 

upon impact, resulting in a larger plastic deformation. 

To include the effect of particle impact velocity and the kinetic energy of impact, εp is 

plotted as a function of the dimensionless group ρVi
2/Y for all the case studies, as shown in 
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Figure 4-4. This group is used by Johnson [27] to distinguish between various regimes of 

deformation behaviour during the impact of metal particles. Considering Figure 4-4, εp 

increases with an increase in ρVi
2/Y, which is expected as the increase in the latter is due to the 

decrease in the yield strength of the material or increase in the incident kinetic energy. 

Moreover, the data points remarkably unify for all the cases, suggesting that the extent to which 

an elastic-perfectly plastic particle undergoes plastic strain is only affected by the yield strength 

and incident kinetic energy of the particle, with no sensitivity to Young’ modulus. 

Consequently, the equation of the fitted line in Figure 4-4 can be used to estimate the equivalent 

plastic strain for the impact of an elastic-perfectly plastic particle, as shown by Equation (4-4) 

below: 
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Figure 4-4 The equivalent plastic strain, εp, as a function of the dimensionless group ρVi
2/Y, for all the case 

studies. 

  

Figure 4-5 illustrates the distribution of the plastic strain within the particle, shown as 

contours of the plastic strain in the impact direction (εp
zz) shortly after rebound. This example 

uses the cases with ρ=2,000 kg/m3, E=1 GPa and E/Y=320, across all the impact velocities. It 

should be noted that the contours are displayed on the surface of a plane slicing the particle in 

half, with the plane normal pointing towards the observer (along the x axis). Considering Figure 

4-5 (a), for Vi=10 m/s, the plastic strain is primarily concentrated in the contact area and the 

maximum strain (-0.41) is located beneath the contact surface, where the plastic deformation 

is potentially initiated. The top part of the particle remains undeformed, while a slight positive 

strain of 0.003 is observed at the top edges of the contact area, attributed to material 

displacement. With regards to Figure 4-5 (b) to (e), higher impact velocities lead to larger 

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

0 0.5 1 1.5 2 2.5 3 3.5

ε p
(-

)

ρVi
2/Y (-)

Vi=10 m/s Vi=20 m/s Vi=30 m/s

Vi=40 m/s Vi=50 m/s y=0.474x



Simulation of Impact for Elastic-Perfectly Plastic Particles 

School of Chemical and Process Engineering         65 

 

plastic deformation, with εp
zz reaching up to -3.3 at 50 m/s, and the maximum strain shifting to 

the contact area. Moreover, the top part of the particle experiences a small positive strain, 

potentially due to the reflection of the compressive elastic waves as tensile waves, or material 

displacement. As shown in Figure 4-5 (d), the bottom edges of the particle begin to exhibit 

jetting when the impact velocity reaches 40 m/s. 

 

 

Figure 4-5 Contours of plastic strain in the impact direction (εp
zz) shortly after rebound for case ρ=2,000 

kg/m3, E=1 GPa and E/Y=320, with the impact velocity of (a) 10, (b) 20, (c) 30, (d) 40 and (e) 50 m/s. The 

contours are displayed on a plane slicing the particle in half (normal of the plane is along the x axis). 
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4.3.3. Normalised Deformed Height and Compression Ratio 

Another approach for the study of plastic deformation is by investigating the extent to 

which the particle flattens due to impact. To this end, the deformation extent of the particle is 

estimated using the “normalised deformed height”, Hd /D, and the “compression ratio”, 1-(Hd 

/D), where D is the particle diameter before impact, and Hd is the length of the imaginary centre 

line connecting the top and bottom of the particle, parallel to the impact direction, after 

rebound, as shown in Figure 4-6 (a). A lower normalised deformed height indicates a greater 

deformation extent, while a higher value corresponds to a smaller deformation extent. The 

opposite is true for the compression ratio. It should be mentioned that Hd is measured after 

rebound as an arithmetic mean value, due to the fluctuations caused by the elastic waves within 

the particle, since damping is not considered. Subsequently, Hd /D is plotted as a function of 

ρVi
2/Y for all the case studies, resulting in a master curve, as shown in Figure 4-6 (a). 

Considering Figure 4-6 (a), Hd /D is intuitively decreasing with an increase in ρVi
2/Y, i.e. 

an increase in the incident kinetic energy or a decrease in the yield strength of the particle. The 

unification of the data suggests that Hd /D can be predicted based on the value of the yield 

strength and incident kinetic energy. However, fitting a curve to the data in Figure 4-6 (a) 

proves challenging. On the other hand, when 1-(Hd /D) is plotted against ρVi
2/Y, a good fit to 

the data can be found, as seen in Figure 4-6 (b). Accordingly, the compression ratio increases 

with a decrease in the yield strength of the material or an increase in the incident kinetic energy. 

The deformation extent caused by the impact of an elastic-perfectly plastic particle can be 

estimated using the compression ratio, as defined in Equation (4-5), below: 
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Figure 4-6 The deformation extent of the particle reflected by: (a) the normalised deformed height, Hd /D, 

and (b) the compression ratio, 1-(Hd /D), as a function of ρVi
2/Y, for all the cases. 
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It is important to note that Equation (4-5) allows for the estimation of the deformation 

extent based on the material properties and impact velocity. This is particularly valuable for 

coating techniques such as aerosol deposition and cold spraying, where the compression ratio 

of the particles influences the final coating quality, in terms of porosity, cohesive strength, 

bonded area, etc. [36]. Specifically, the impact velocity required to achieve a desired 

deformation can be determined based on the material properties of the feed particles. 

Considering Equations (4-4) and (4-5), the equivalent plastic strain and compression ratio 

are linked to each other via Equation (4-6). This is further displayed in Figure 4-7, where the 

data fall perfectly on the line of equality when εp is plotted as a function of 2.43[1-(Hd /D)]3/2. 

 

 
(4-6) 

 

 

Figure 4-7 The link between the equivalent plastic strain, εp, and the compression ratio, 1-(Hd /D). 
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4.3.4. Ratio of Plastic Work to Incident Kinetic Energy 

The ratio of the plastic work/energy to the incident kinetic energy, Wp /Wi, is plotted against 

ρVi
2/Y, as shown in Figure 4-8. Here, Wp and Wi denote the plastic work and incident kinetic 

energy, respectively. The plastic work, Wp, is calculated by subtracting the elastic strain energy 

from the total deformation energy for each time step after rebound, as obtained from the stress-

strain relationship. It should be noted that the use of shape functions in MPM leads to minor 

oscillations in the stress values across element boundaries, and consequently, in the calculated 

energies [151]. Thus, arithmetic mean values are calculated for Wp. 

Considering Figure 4-8, as ρVi
2/Y increases (corresponding to an increase in the incident 

kinetic energy or a decrease in the yield strength of the material), the fraction of the incident 

kinetic energy expended by plastic work increases. The trend is notably fast for smaller values 

of ρVi
2/Y, especially for cases with a smaller E/Y, and slows down as ρVi

2/Y approaches unity. 

Moreover, for ρVi
2/Y < 1, the data points group together based on the value of E/Y, suggesting 

that for this range, Wp /Wi not only depends on the incident kinetic energy and yield strength of 

the material, but also on its Young’s modulus. This is intuitive since Wp /Wi is calculated using 

the elastic strain energy, which is influenced by E. As ρVi
2/Y exceeds unity, the fraction of the 

initial kinetic energy which is converted to plastic work stays almost constant at approximately 

0.95, independent of ρVi
2/Y and E/Y. This is in line with the findings of Johnson [27], who 

states that when ρVi
2/Y > 1, “the inertia of the deforming material becomes more important than 

its yield strength, so it behaves more like an ideal fluid than a plastic solid”. 
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Figure 4-8 The ratio of the plastic work to the incident kinetic energy, Wp /Wi, as a function of the 

dimensionless group ρVi
2/Y. 

 

4.3.5. Coefficient of Restitution 

The coefficient of restitution, e, is calculated using Equation (4-7), where the rebound 

velocity, Vr, is taken as the particle velocity in the impact direction, calculated using Equation 

(4-2), at the instant of rebound (as defined in Section 4.3.1). 
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Figure 4-9. Similar graphs for the rest of the impact velocities are presented in Figures B-5 to 

B-8 of Appendix B. Due to the high number of the case studies, no legends are displayed on 

any of the aforementioned graphs, and the reader is referred to Table 4-3 for the designation of 

the symbols. 

 

Table 4-3 Symbol reference for Figure 4-9, and Figures B-5 to B-8 of Appendix B. 

Legend 

 E (GPa) 

E/Y (-) 1 10 100 

20 ● ■ ▲ 

40 ● ■ ▲ 

80 ● ■ ▲ 

160 ● ■ ▲ 

320 ● ■ ▲ 

640 ● ■ ▲ 

1,280 ● ■ ▲ 

2,560 ● ■ ▲ 

 

 

Figure 4-9 The coefficient of restitution, e, as a function of Vi /Vy, for all the cases with an impact velocity 

of 50 m/s. For designation of the symbols, see Table 4-3. Note that the data points in each data set 

correspond to different densities. 
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Considering Figure 4-9, and Figures B-5 to B-8 of Appendix B, when the coefficient of 

restitution is plotted as a function of Vi /Vy, a family of curves emerges where all the data points 

corresponding to a specific value of E/Y group together (in line with the findings of Wu et al. 

[110]). As a general trend, the coefficient of restitution decreases as Vi /Vy increases. This is 

expected as Vi is constant for all the cases in each graph, and the increase in Vi /Vy is simply 

due to a decrease in Vy. This decrease in Vy (as a result of a decrease in Y or an increase in ρ) 

leads to an earlier onset of plastic deformation, thereby reducing the recovered elastic energy. 

The trend is rapid for the smaller values of E/Y (which generally correspond to small 

deformation) and slows down with further increase in E/Y. Moreover, for cases with the same 

value of E/Y, the coefficient of restitution decreases as the Young’s modulus of the material 

decreases, which results from a reduction in the material yield strength, considering that E/Y is 

constant. It should be noted that for some of the cases with an impact velocity of 10 and 20 m/s 

(Figures B-5 and B-6 of Appendix B, respectively), i.e. cases corresponding to a relatively 

smaller deformation, there is scatter in the data. This can be attributed to the numerical errors 

arising from the sensitivity of the unloading dynamics to the selected time step or the number 

of the material points per element (especially for very small deformation), as discussed in 

Section 4.2. A potential solution to reduce such errors could be a further reduction in the time 

step, which is not pursued in this study due to time restrictions. 

According to Wu et al. [110], when (Vi /Vy)/(E
*/Y)2 ≥ 0.008, the particle is considered to 

have undergone large deformation and the coefficient of restitution can be determined from 

Equation (4-8). 
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Consequently, the coefficient of restitution for all the cases that fit this criterion is plotted as a 

function of (Vi /Vy)/(E*/Y), as shown in Figure 4-10, along with the model of Wu et al. 

superimposed for comparison. As seen in the graph, even though displaying e based on (Vi 

/Vy)/(E*/Y) unifies the data to a certain extent, there is discrepancy between Wu et al.’s model 

(dashed line) and the MPM simulation results. This can in part be attributed to the use of a 

lumped mass matrix in the current MPM approach; while computationally efficient and better 

for impulsive loading problems [181], a lumped mass matrix results in energy dissipation 

[143,182], leading to underestimation and numerical errors in calculating the coefficient of 

restitution. However, this underestimation does not alter the observed trend, which still shows 

a separation between the curves corresponding to specific values of E/Y. It should also be noted 

that Wu et al. consider a smaller number of case studies (two and six different values for 

Young’s modulus and yield strength, respectively and one value for density), whereas the 

current work studies a much wider range of material properties. Moreover, the criterion 

suggested by Wu et al. to mark the boundary between small and large deformation is not 

deemed reasonable based on the results of the current work, as there are multiple cases that fit 

the criterion yet exhibit plastic strain in the impact direction of no more than 1% of the original 

particle diameter. 
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Figure 4-10 The coefficient of restitution, e, as a function of the dimensionless group (Vi /Vy)/(E*/Y). The 

dashed line is the model of Wu et al. [110], shown by Equation (4-8). 
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relationship is further demonstrated in Figure 4-11, where the data points fall close to the line 

of equality when e is plotted as a function of the group at the right-hand side of Equation (4-9). 

In line with previous observations, Figure 4-11 shows that an increase in either E/Y or ρVi
2/Y 

results in a decrease in the coefficient of restitution, due to the decrease in the yield strength of 

the material, or an increase in the incident kinetic energy. Moreover, there is scatter in the data, 

notably for cases with the impact velocities of 10 and 20 m/s, similar to the observations from 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

e 
(-

)

(Vi /Vy)/(E
*/Y) (-)

E/Y=20 E/Y=40 E/Y=80

E/Y=160 E/Y=320 E/Y=640

E/Y=1280 E/Y=2560 Equation (4-8)

10-1 100 101 102 103



Simulation of Impact for Elastic-Perfectly Plastic Particles 

School of Chemical and Process Engineering         75 

 

Figures B-5 and B-6 of Appendix B. It is important to note that while Equation (4-9) effectively 

reveals the trend in the coefficient of restitution with respect to the material properties and 

impact velocity, the actual values of e may be higher than those predicted by the equation, due 

to the energy dissipation caused by the use of a lumped mass matrix. 
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Figure 4-11 The coefficient of restitution, e, as a function of the dimensionless group 2.85(E/Y)-0.325 exp[-

2(ρVi
2/Y)0.325]. 
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4.4. Contact Force-Displacement 

4.4.1. Evolution of Contact Force with Displacement 

To display the evolution of the contact force (F) with displacement (δ) throughout impact, 

as an example, the contact force-displacement relationship for cases with ρ=8,000 kg/m3, 

E=100 GPa and E/Y=80 at all the impact velocities is shown in Figure 4-12 (F and δ are 

calculated as described in Section 3.5.1). Here, F and δ are normalised by their analytical values 

at the onset of yield, Fy and δy, given by Equations (4-10) and (4-11), respectively, where 

p0y=1.6Y is the maximum contact pressure at the onset of yield [27]. 

 

 
(4-10) 

 

 
(4-11) 

 

The contact force-displacement trends shown in Figure 4-12 align with the observations 

of Wu et al. [110] for the impact of an elastic sphere (ρ=7,850 kg/m3, E=208 GPa) with an 

elastic-perfectly plastic half-space (ρ=7,850 kg/m3, E=208 GPa and Y=1.35 GPa). During the 

loading phase, all the curves follow a common trajectory, where the contact force initially 

increases gradually at very small displacements, then transitions to a steeper, nearly constant 

slope as the displacement grows. On the other hand, the slope of the unloading curve increases 

with an increase in the impact velocity. Wu et al. [110] attribute this behaviour to a reduction 

in the contact curvature caused by increased plastic deformation. The variation in the unloading 

slope with impact velocity signifies changes in the ratio of the work done during unloading to 

that during loading-and consequently, in the coefficient of restitution-as a function of impact 

velocity [110]. 
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Figure 4-12 The contact force-displacement relationship for all the cases with ρ=8,000 kg/m3, E=100 GPa 

and E/Y=80 at different impact velocities. 
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predictions from the KE and JG models using the MPM displacement values, as presented in 

Table 4-4. 

Similar to the findings of Wang et al. [172], at lower impact velocities (up to 30 m/s), the 

MPM values of F* are close to the values predicted by the KE and JG models. However, at 

higher impact velocities, the theoretical models (notably the KE model) overestimate the 

maximum contact force compared to the MPM results. Jackson and Green [67] compare the 

dimensionless contact force and contact area predicted by both their model and the KE model 

with the experimental results of Johnson [111] for the contact of a copper sphere with a rigid 

steel surface. Their findings indicate that both JG and KE models overestimate the contact force 

and contact area, with the discrepancy becoming more pronounced as the deformation 

increases. Therefore, the contact force values obtained from the MPM simulations are deemed 

more reasonable than those predicted by the KE and JG models. 

 

Table 4-4 The maximum contact force, F*, obtained from the MPM simulations for cases with ρ=8,000 

kg/m3, E=100 GPa and E/Y=80 at all the impact velocities (Figure 4-12), compared to the values predicted 

by the KE [70] and JG [67] contact models, using the MPM displacement values.  

 F* (N) 

Vi (m/s) KE JG MPM 

10 11.8 11.8 10.7 

20 26.8 26.5 26.2 

30 44.4 42.2 43.6 

40 64.3 58.6 54.9 

50 85.1 74.6 70.9 

 

4.4.3. Trends in the MPM Data 

The ULMPM simulation results of Li et al. [146] demonstrate that during the impact of an 

elastic-perfectly plastic particle with a rigid wall, the normalised maximum displacement (δ*
 

/R) and residual displacement (δres /R)-with R being the particle radius-group together for a 
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given E/Y value, when plotted as a function of Vi /Vy. A similar trend is observed in this study, 

when δ*
 /R and δres /R are plotted as a function of Vi /Vy, as displayed in Figures 4-13 (a) and 

(b), respectively. Accordingly, as E/Y increases and the particle undergoes more severe plastic 

deformation, δ*
 /R and δres /R approach unity. Note that in the current work, δres is the 

displacement calculated for the first output file where the contact is lost. Consequently, there 

is scatter in the δres /R data for the bottom tail of the curves corresponding to the lower E/Y 

values (cases undergoing small deformation), as the contact duration is very short for such 

cases, and the output file interval (nt) is not fine enough to precisely capture the moment when 

the contact force becomes zero. 
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Figure 4-13 Change in: (a) the normalised maximum displacement, δ*
 /R, and (b) the normalised residual 

displacement, δres /R, as a function of Vi /Vy. 

 

It is important to highlight that the separation of data in Figure 4-13 based on E/Y values 

is due to the strong dependence of Vi /Vy on the group E*/Y, and consequently, E/Y (as all cases 

in this study share the same Poisson’s ratio), as indicated by Equation (4-12), below: 
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in the yield strength of the material. From Figure 4-14 (a), for ρVi
2/Y < 1, the δ*

 /R data shows 

separation based on E/Y values up to E/Y=80, suggesting that for small deformations, the 

maximum displacement depends not only on the incident kinetic energy and yield strength, but 

also on Young’s modulus. Furthermore, the rate of increase in δ*
 /R with ρVi

2/Y is higher for 

larger values of E/Y. As deformation increases and ρVi
2/Y approaches unity, the dependency of 

δ*
 /R on E/Y diminishes, and the curves converge. With respect to Figure 4-14 (b), it is difficult 

to draw firm conclusions for δres /R up to ρVi
2/Y=0.04, due to the scatter in the data. However, 

comparing Figure 4-14 (a) and (b) within the range 0.04 < ρVi
2/Y < 1, unlike the maximum 

displacement, the residual displacement shows no dependency on E/Y. Consistent with the 

observations in Section 4.3.4, a clear transition point occurs for both δ*
 /R and δres /R at 

ρVi
2/Y=1, marking the onset of fluid-like behaviour; at this point, the slopes of all the curves 

noticeably decrease as δ*
 /R and δres /R approach unity. 
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Figure 4-14 Change in: (a) the normalised maximum displacement, δ*
 /R, and (b) the normalised residual 

displacement, δres /R, as a function of ρVi
2/Y. 

 

Li et al. [146] also demonstrate that, similar to the trend observed for δ*
 /R and δres /R, 

when the normalised maximum contact force, F*/Fy is plotted against Vi /Vy, the data cluster 

together based on E*/Y. Following this approach, the same graph is plotted for the results of the 

current study, as shown in Figure 4-15. The graph reveals that while cases with the same E/Y 

value group together, all the data follow a common linear trend, where F*/Fy increases with 

E/Y.  
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Figure 4-15 The normalised maximum contact force, F*/Fy, as a function of Vi /Vy. 

 

From Figure 4-15, it can be observed that F*/Fy is proportional to Vi /Vy. Therefore, 

considering Equations (4-10) and (4-12), it can be deduced that F*  πR2(YρVi
2)0.5. This 

intuitively shows that the maximum force is the highest for high-energy impact of less 

deformable particles, and the lowest for low-energy impact of highly deformable particles. 

Accordingly, F* is plotted as a function of πR2(YρVi
2)0.5, as displayed in Figure 4-16. 

Considering the slope of the fitted line, Equation (4-13) can be used to estimate F*: 
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Figure 4-16 The maximum contact force, F*, as a function of πR2(YρVi
2)0.5. 

 

Since all the cases studied thus far share the same particle size (500 μm), to examine the 

validity of Equation (4-13), additional simulations are carried out using particle sizes of 100, 

250, 750 and 1,000 μm. Three of the previously studied cases (500 μm) that exhibit noticeably 

different values of F* are selected for this purpose. In total, 12 simulations are performed, 

considering these three cases and the four particle sizes. The material properties and impact 

velocities for the cases are summarised in Table 4-5. 
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Table 4-5 The material properties and impact velocities of the cases for which additional simulations are 

carried out using particle sizes of 100, 250, 750 and 1,000 μm, to examine the validity of Equation (4-13). 

 Vi (m/s) ρ (kg/m3) E (GPa) Y (MPa) 

Case 1 30 1,000 1 50 

Case 2 40 2,000 10 250 

Case 3 50 4,000 100 5,000 

 

The simulation results are presented in Figure 4-17 (a) as the plot of F* versus 

2πR2(YρVi
2)0.5. With regards to the graph, for smaller values of 2πR2(YρVi

2)0.5, the simulation 

results for the maximum contact force closely match the values estimated by Equation (4-13). 

However, for larger values of 2πR2(YρVi
2)0.5, Equation (4-13) overestimates F* compared to 

the simulation values. This discrepancy is more clearly illustrated when the simulation and 

estimated values of F* are plotted as a function of (YρVi
2)0.5, as displayed in Figure 4-17 (b). 

Considering the graph, Equation (4-13) provides accurate estimates of F* when (YρVi
2)0.5 < 10. 

However, for 10 < (YρVi
2)0.5 <100, the estimated F* values are underestimated compared to the 

simulation results, whereas for (YρVi
2)0.5 >100, they are overestimated. The reason for this 

behaviour is unclear, though it is suspected that the proportionality constant in Equation (4-13) 

may be influenced by the material properties or impact velocity through a dimensionless 

expression. 
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Figure 4-17 The simulation results of the maximum contact force, F*, for cases shown in Table 4-5 using 

particle sizes of 100, 250, 750 and 1,000 μm, as a function of (a) group 2πR2(YρVi
2)0.5 and (b) group 

(YρVi
2)0.5 in comparison with the values estimated by Equation (4-13).  
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4.5. Concluding Remarks 

The results from this chapter exhibit how the impact behaviour of an elastic-perfectly 

plastic particle is influenced by its material properties and impact velocity. As intuitively 

expected, it is observed that the variables which represent the plastic deformation of the 

particle, i.e. the equivalent plastic strain, compression ratio, and residual (permanent) 

displacement, are solely dependent on the incident kinetic energy and yield strength of the 

material. However, the variables that are linked to the deformation recovery/resistance 

behaviour of the particle, i.e. the coefficient of restitution, the ratio of the plastic work to the 

incident kinetic energy, and the maximum displacement during loading, are additionally 

affected by the Young’s modulus of the material, especially for small deformation. The 

importance of the dimensionless groups E/Y and ρVi
2/Y in recognising the trends in the particle 

impact behaviour is highlighted, and the groups are used in the development of empirical 

equations that predict the equivalent plastic strain, compression ratio and coefficient of 

restitution. As suggested by Johnson [27], group ρVi
2/Y is a great marker for understanding the 

deformation behaviour of an impacting particle.  

It is worth noting that there are plans for a future publication to further expand on the 

contact force-displacement work in this chapter, aiming to develop a contact model and 

compare it with existing contact models.  
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5. AI-Assisted Analysis of MPM Simulation Data 

5.1. Overview 

In Chapter 4, the trends in the TLMPM simulation data were identified by examining 

various combinations of input and output parameters, a process that is both labour-intensive 

and time-consuming. Nevertheless, with the rapid growth of Artificial Intelligence (AI) in 

recent years, particularly Machine Learning (ML), large datasets can now be analysed 

intelligently and efficiently. Therefore, in collaboration with the Institute for Particle 

Technology (iPAT), Technische Universität Braunschweig (Braunschweig, Germany), the 

MPM simulation results are processed using a custom-developed hybrid AI framework 

(proprietary of iPAT) to examine the efficiency of AI in recognising the trends in the MPM 

simulation data and improve the equations proposed in Section 4.3. To this end, the framework 

is used to identify the link between the simulation input parameters (material properties and 

impact velocity) and the resulting output (parameters describing the deformation behaviour of 

the impacting particle). The data analysis using the framework has been carried out by Miss 

Somayeh Hosseinhashemi (Technische Universität Braunschweig, Germany), who has also 

provided the description of the methodology outlined in Section 5.2, up to Section 5.2.4. 

Modification of the flowchart (Figure 5-1), data curation (MPM data), as well as the contents 

of the remaining sections, including the interpretation, discussion, visualisation and 

verification are the contributions of the thesis author, who has also provided insight during data 

processing by Miss Somayeh Hosseinhashemi. Majority of the results from this chapter have 

been submitted for publication in [183]. 
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5.2. AI Hybrid Approach 

The hybrid AI framework implements Symbolic Regression (SR) [184], integrated with 

Deep Neural Networks (DNN) [185], Genetic Algorithms (GA) [186], and Graph Attention 

Networks (GAT) [187]. A comprehensive description of the employed AI techniques (DNN, 

GA and GAT) can be found in [188,189]. A brief description of the general workflow, shown 

by Figure 5-1, is as follows: The first step in the workflow is typically Dimensional Analysis 

(DA), where the input and output data are analysed to determine dimensionless groups that 

represent the physics of the process. These groups are then used to update the original dataset, 

in order to refine the input for the subsequent stages. After DA, the process moves to the next 

stage, in which Symbolic Regression (SR) techniques are used. In this stage, several tools and 

techniques such as GPLearn [190], Graph Attention Networks (GAT), Fragment Selection 

Techniques (FST, developed in-house) are utilised to identify the potential mathematical 

relationships within the data. If the first round of SR does not produce satisfactory solutions, 

the workflow calls for iteration. This includes revisiting the results to make any necessary 

recalibrations to refine the model outputs, after which SR is applied again. In case the modified 

results are still unsatisfactory, the process is extended to a deeper level of problem solving, 

involving deep neural networks (DNN) that are improved through Hyperparameter 

Optimisation (HPO). This approach is used to tune the model parameters to best fit the data. 

During this stage, the DNN employs a user-provided equation library (based on prior 

knowledge of the system) to check for existing patterns and solutions. It should be noted that 

the aforementioned stages are iterative, continuously looping back to earlier steps as needed 

until a solution is found. After finding a successful solution, the model selects the configuration 

with the highest fitness from the tested SR outputs and completes the process. 
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Figure 5-1 Flowchart of the implemented hybrid AI framework. 

 

In the current study, the best results are achieved with the GAT model combined with pre-

processing and data preparation strategies. Therefore, a detailed description of these stages of 
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5.2.1. Pre-Processing and Augmentation Techniques 

Initially, the process begins by fetching the raw dataset, named “original_data”, which 
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correlation analysis [192] is employed (preferred over that of Pearson for its ability to capture 

non-linear relationships), to further inspect the feature interactions through heat map 

visualization. The results are expressed as scores, assisting in identification and elimination of 

redundant or collinear features. The approach for calculating the RFE and correlation scores is 

detailed in the Supplementary Data file, modified from the description provided by Miss 

Somayeh Hosseinhashemi. Following RFE, the “original_data” undergoes an 'Expand & 

Reorder' process where transformations such as cropping and rotating are applied. This 

enhances data diversity and robustness, resulting in the augmented dataset “train_data”, which 

improves the generalizability of the subsequent modelling phases. 

5.2.2. Graph Attention Network (GATv2) Integration 

The Graph Attention Network (GATv2) [193] is defined with specific configurations to 

intelligently handle the complexities of the graph-structured data. GATv2 builds upon 

traditional Graph Convolutional Networks (GCNs) [194,195] by integrating dynamic attention 

mechanisms that adjust the influence of node interactions based on their relevance, refining the 

model adaptability and interpretability. At this stage, the “train_data” is split into training and 

validation subsets, with 80% used for training and the remaining 20% for validation. This 

ensures the model learns to generalise beyond the training data and accurately performs on 

new, unseen data. 

5.2.3. Data Augmentation Phase 

New data points, called “predict_data”, are generated from the existing “train_data” using 

the trained GATv2 model. These “predict_data” points are then combined with the 

“train_data”, and the combined dataset is saved as “predict_data”. This phase assesses the 

framework’s capability to handle unfamiliar or novel data scenarios. The “predict_data” 
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undergoes further refinement, where outliers are removed and biases adjusted, ensuring the 

data remains representative and accurate for further analysis. 

5.2.4. Symbolic Regression and Mathematical Modelling 

In this study, Symbolic Regression (SR) using GPLearn techniques is systematically 

applied to three datasets: “original_data”, “train_data”, and “predict_data”. The details of how 

the GPLearn model is applied as an SR model are described in detail in [188,189]. Each 

application of SR serves a distinct purpose. Initially, SR interprets the basic input-output 

relationships in “original_data”. Subsequently, the generalisation ability of the model is 

examined with “train_data”. Finally, the prediction accuracy and practical utility of the model 

are evaluated using “predict_data”. This multi-level application helps validate the interactions 

and relationships captured by the model. The framework employs symbolic manipulation tools 

to identify and extract stable, recurring mathematical patterns across these datasets. These 

patterns represent the underlying physical laws and result in a unified symbolic equation or set 

of equations that concisely describe the data across all scenarios. 

5.2.5. Input and Output Data 

Initially, only the material properties and impact velocity (Vi, ρ, E and Y) are inserted as 

input for the framework. However, the framework is unable to derive rational equations, 

emphasising the necessity for the user to have an understanding of the underlying physics of 

the problem. Consequently, based on the equations derived in Chapter 4, groups E/Y and ρVi
2/Y 

are introduced as inputs for the framework. Additionally, group ρ(Vi
2-Vy

2)/Y is considered as 

an input. This group not only considers the effect of all the input variables (by including Vy), it 

also accounts for the portion of the incident kinetic energy that is available for inducing plastic 

deformation, i.e. by deducting the incident kinetic energy required for onset of yielding 

(represented by ρVy
2) from the total kinetic energy (represented by ρVi

2). 
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The considered output data include: the equivalent plastic strain, εp, the compression ratio, 

1-(Hd /D), the coefficient of restitution, e, and the ratio of plastic work/energy to the incident 

kinetic energy, expressed by Wp/Wi, as well as 1-e2. 

The performance of the framework and the fit of the predicted models to the MPM data 

are evaluated using the mean absolute error (MAE), mean squared error (MSE) and the 

coefficient of determination (R2), shown by the equations below: 
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scores, the yield strength of the material is the most important variable in influencing the 

equivalent plastic strain, as intuitively expected. This is followed by the particle impact 

velocity, density, yield velocity and Young’s modulus, respectively. 

 

 

Figure 5-2 The RFE and correlation scores of all the input variables for the prediction of the equivalent 

plastic strain, εp. 

 

The framework identifies Equation (5-4) for the equivalent plastic strain, εp. The 

corresponding MAE, MSE and R2 values with respect to the MPM data are displayed in Table 

5-1, demonstrating the excellent fit of the identified equation to the MPM data. This is further 

demonstrated in Figure 5-3 (a), where the εp values obtained from the MPM simulations fall 

perfectly on the line of equality when plotted as a function of the correlation identified by the 

framework. Moreover, the predicted values of εp are very close to the MPM values for all the 

data points, as shown in Figure 5-3 (b).  
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Considering Equation (5-4) and Figure 5-3 (a), εp intuitively increases with an increase in 

ρ(Vi
2-Vy

2)/Y, as the increase in the latter is due to a decrease in the yield strength of the material, 

or an increase in the portion of the incident kinetic energy available for plastic deformation. It 

is important to note that Equation (5-4) is very similar to the previously identified Equation 

(4-4). However, it alternatively accounts for the portion of the incident kinetic energy that is 

expended on inducing plastic deformation. 

 

 
(5-4) 

 

 

Table 5-1 MAE, MSE and R2 values for the equivalent plastic strain, εp, predicted by Equation (5-4), with 

respect to the MPM data. 

Identified Equation MAE MSE R2 

Equation (5-4) 0.003 1.556×10-5 0.999 
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Figure 5-3 The equivalent plastic strain, εp, obtained from the MPM simulations: (a) as a function of 

Equation (5-4), identified by the AI framework, and (b) in comparison with the values predicted by 

Equation (5-4) for all the data points. 
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5.3.2. Compression Ratio 

The RFE and correlation scores of all the input variables for the prediction of the 

compression ratio, 1-(Hd /D), are displayed in Figure 5-4. Accordingly, groups ρ(Vi
2-Vy

2)/Y and 

ρVi
2/Y strongly influence the compression ratio. This is respectively followed by the yield 

velocity, impact velocity, yield strength, Young’s modulus, group E/Y, and particle density. 

 

 

Figure 5-4 The RFE and correlation scores of all the input variables for the prediction of the compression 

ratio, 1-(Hd /D). 
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(a) and (b) suggest that the predicted values are slightly underestimated with respect to the 

MPM values, especially for large deformation. Nevertheless, the equation identified by the 

framework provides a fair prediction of the MPM values. Although Equation (5-5) is similar 

to the previously identified Equation (4-5), it is deemed more suitable for predicting the 

compression ratio, as it accounts for the portion of the incident kinetic energy that is available 

for inducing plastic deformation. 

Based on the identified equation and consistent with the observations for εp, the 

compression ratio for an elastic-perfectly plastic particle impacting a rigid wall depends on the 

yield strength of the material, as well as the portion of the incident kinetic energy available for 

plastic deformation, as intuitively expected. Additionally, Figure 5-5 (a) suggests that 1-(Hd 

/D) increases with a decrease in the yield strength of the material, or an increase in the energy 

available for inducing plastic flow. It is important to note that the identified equation allows 

for prediction of the compression ratio based on the material properties and impact velocity. 

This is valuable for coating techniques like aerosol deposition and cold spraying, where the 

compression ratio of the particles affects the quality of the final coating, i.e. the impact velocity 

required to induce a desired extent of deformation can be determined based on the material 

properties of the feed particles.  
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Table 5-2 MAE, MSE and R2 values for the compression ratio, 1-(Hd /D), predicted by Equation (5-5), 

with respect to the MPM data. 

Identified Equation MAE MSE R2 

Equation (5-5) 0.006 4.855×10-5 0.997 
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Figure 5-5 The compression ratio, 1-(Hd /D), obtained from the MPM simulations: (a) as a function of 

Equation (5-5), identified by the AI framework, and (b) in comparison with the values predicted by 

Equation (5-5) for all the data points. 
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5.3.3. Other Output Data 

With regards to the other output variables (e, Wp /Wi and 1-e2), the framework struggles to 

identify equations of physical significance which provide an acceptable fit to the MPM data. 

As seen in Section 4.3.5, Equation (4-9) can be fitted to the MPM data to predict the coefficient 

of restitution, yet the framework fails to identify this relationship. This is attributed to the fact 

that DNNs (and their built-in equation library) are not applied to the MPM data. However, it is 

not certain that the user-defined equation library of the framework (refer to Table 2 of [188]) 

would be capable of identifying Equation (4-9), as the library does not include such a 

relationship.  

Nonetheless, the framework is able to detect a close link between 1-e2 and Wp /Wi, as shown 

in Figure 5-6. Both 1-e2 and Wp /Wi determine the ratio of the plastic work to the incident kinetic 

energy, albeit using different methods; 1-e2 represents deducting the rebound energy (1/2mVr
2) 

from the incident kinetic energy (1/2mVi
2) to find the plastic work (and dividing it by the 

incident kinetic energy), while Wp /Wi deducts the recovered elastic energy from the total 

deformation energy, using the stress-strain relationship. Considering the graph, 1-e2 intuitively 

increases with an increase in Wp /Wi, since the rebound velocity of the particle decreases as 

most of the incident kinetic energy is spent on plastic work. Even though it is anticipated that 

the data points in Figure 5-6 lie very close to the identity line, the values obtained from 1-e2 

are overestimated compared to those obtained from Wp /Wi. This discrepancy potentially arises 

from the underestimation of e by the MPM approach, as well as the high sensitivity of the 

coefficient of restitution to the selected time step (as discussed in Section 4.3.5). Consistent 

with the previous observations, there is scatter in the data corresponding to the cases with the 

impact velocities of 10 and 20 m/s. 
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Figure 5-6 1-e2, as a function of Wp /Wi, both representing the ratio of the plastic work to the incident 

kinetic energy. 

 

5.3.4. Numerical Verification 

In order to verify the adequacy of the identified equations for the equivalent plastic strain 

and compression ratio, MPM simulations are carried out for two further cases with material 

properties and impact velocities outside the original input data range. Subsequently, the MPM 

values of the equivalent plastic strain and compression ratio are compared to the values 

obtained using Equations (5-4) and (5-5). For the first case, a lead particle with an impact 

velocity of 5 m/s is considered. The second case addresses the impact of a nickel particle at 80 

m/s. The material properties for both of the particles are taken from [180], as shown in Table 

5-3. For both cases, the particle is modelled as a 500 μm sphere impacting a rigid wall placed 

30 μm below it. The discretisation settings and time step are the same as discussed in Section 
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4.2. However, the mesh size is adjusted here in a way that the ratio of the element size to the 

distance between the material points in each dimension is 1.5 for the nickel particle and 1.05 

for the lead particle. 

 

Table 5-3 Material properties of lead (Pb) and nickel (Ni) used in the MPM simulations for the 

verification of Equations (5-4) and (5-5). Taken from [180]. 

Material ρ (kg/m3) E (GPa) Y (MPa) υ (-) 

Pb 11,400 15.8 5.9 0.44 

Ni 8,900 204 148 0.31 

 

Tables 5-4 and 5-5 respectively provide the MPM values of εp and 1-(Hd /D) for lead and 

nickel particles, compared to those calculated using the equations identified by the framework. 

As expected, the nickel particle undergoes larger deformation (17% of its original diameter) 

compared to the lead particle (5% of its original diameter), as it has a significantly higher 

impact velocity. The predicted values by the framework for both εp and 1-(Hd /D) are very close 

to the MPM values, despite the fact that the material properties and impact velocities of the 

tested cases are outside the range of the original input data that have been used to develop the 

equations. This verifies the adequacy of the equations and confirms the capability of the 

framework in finding equations that describe the relationship between the input and output 

data, given that the input data are appropriately structured. 

 

Table 5-4 The equivalent plastic strain, εp, for lead and nickel particles, as obtained from the MPM 

simulations, in comparison with the predictions of Equation (5-4) identified by the AI framework. 

 εp (-) 

Material MPM Equation (5-4) 

Pb 0.02 0.02 

Ni 0.17 0.18 
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Table 5-5 The compression ratio, 1-(Hd /D), for lead and nickel particles, as obtained from the MPM 

simulations, in comparison with the predictions of Equation (5-5) identified by the AI framework. 

 1-(Hd /D) (-) 

Material MPM Equation (5-5) 

Pb 0.05 0.04 

Ni 0.17 0.17 

 

5.4. Critique and Concluding Remarks 

 The AI framework is capable of finding meaningful equations when provided with well-

structured input data, showing its potential as a valuable tool for equation discovery. However, 

its dependence on user-prepared dimensionless groups, inability to generalise to raw input data, 

and failure to identify complex equations due to the absence of an equation library reveal 

several areas for improvement. These shortcomings can be addressed by improving the pre-

processing procedure, extending the analysis to DNNs, and expanding the incorporated library. 

Moreover, integrating more advanced techniques such as Physics-Informed Neural Networks 

(PINNs) can improve the predictive capabilities of the framework by incorporating physical 

laws directly into the learning process, as traditional Neural Networks only rely on data rather 

than physical principles [196]. 
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6. Impact Experiments 

6.1. Overview 

In this chapter, impact tests are conducted to evaluate the accuracy of the MPM approach 

in predicting the deformation behaviour during impact. First, elastic impact is examined using 

elastic balls, and simulations are performed to compare measurable experimental parameters 

to their predicted values. Subsequently, elastic-plastic impact is investigated by subjecting 

copper, solder and aluminium alloy particles to impact in an in-house device. The resulting 

compression ratio, and where possible, the coefficient of restitution are measured and 

compared against empirical Equations (5-5) and (4-9). Finally, a methodology is explored to 

assess the applicability of Equation (5-5) to hyper-velocity impacts. This is achieved by 

depositing fine copper particles using an aerosol deposition rig. The results of this analysis 

offer a preliminary assessment of whether Equation (5-5) can be extended to high strain rate 

conditions. 

Mr Mohammad Alasossi (University of Leeds, UK) has contributed to the data curation 

for the impact of metal particles in the in-house device as part of his MSc project. His 

contributions include the complete dataset for the aluminium alloy particles and portions of the 

data for the solder and copper particles. Additionally, he has assisted in modifying the 

coefficients of the empirical equation developed for predicting particle impact velocity in the 

device. Mr Stuart Micklethwaite and Mr John Harrington at Leeds electron microscopy and 

spectroscopy centre, LEMAS (University of Leeds, UK) have contributed to imaging and 

sectioning the deposited copper particles. Finally, the contribution of Dr Fanchao Meng (The 

University of Manchester, UK) in estimating the particle impact velocity in the aerosol 

deposition rig’s nozzle is gratefully acknowledged. The methodology, investigation, all the 

other data curation (aside from the aforementioned), analysis, validation, visualisation and 
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discussions are the contributions of the thesis author. A part of the results from this chapter has 

been submitted for publication in [183].  

 

6.2. Impact of Elastic Balls 

6.2.1. Methodology 

To validate the accuracy of the MPM approach in modelling elastic impact, impact tests 

are conducted using three different bouncy balls. A digital calliper is used to measure the 

diameter of the balls, and their density is determined from their weight and volume. The 

Young’s modulus of each ball is inferred from the contact force-displacement relationship 

measured by the Instron Mechanical Tester 5566 (Instron European Headquarters, 

Buckinghamshire, UK), assuming Hertzian contact and a Poisson’s ratio of 0.25 for all the balls 

(five loading-unloading measurements per ball). Subsequently, the balls are normally impacted 

on a clean laboratory tabletop, and their impact velocity is measured by high-speed imaging 

using Photron Fastcam SA5 camera. This is repeated several times for each ball until three 

measurements resulting in close values for the impact velocity are achieved and taken as the 

main measurements. The measured properties and velocities of the balls (mean values for the 

Young’s modulus and impact velocity), as shown in Table 6-1, are then used to conduct three-

dimensional simulations of the impact tests. For all the simulations, the ball is modelled as a 

sphere discretised into 74,227 material points, and the wall is placed 1.5 mm below the particle 

(3 times the distance between the material points). A time step of 1 ns is selected and the mesh 

size is adjusted based on an element to point ratio of 1.05. The linear elastic constitutive law is 

used, and damping and friction are not applied. 
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Table 6-1 Material properties and impact velocity of the balls used in the elastic impact experiments. 

 D (mm) ρ (kg/m3) E (MPa) υ (-) Vi (m/s) 

Ball 1 25 889 2.57±0.13 0.25 4.30±0.27 

Ball 2 25 894 3.55±0.42 0.25 5.41±0.16 

Ball 3 25 1,404 4.90±0.28 0.25 5.74±0.19 

 

6.2.2. Comparison between Simulation and Experimental Results 

Figure 6-1 illustrates the instant of maximum deformation upon impact, observed from the 

high-speed images of the balls, as well as the visualisations of the simulated balls, including 

the overall view and the corresponding contours of von Mises stress. It should be noted that 

the contours are on the surface of a plane slicing the particle in half with the normal of the 

plane pointing towards the observer (normal is along the x axis). Moreover, Tables 6-2, 6-3, 

and 6-4 provide a comparison between the experimental and simulation results for the total 

contact time (ttot), the ratio of the particle height to the original particle diameter at the instant 

of maximum deformation (He /D), and the coefficient of restitution (e), respectively. 

Qualitative observation of Figure 6-1 suggests that the simulations predict an intuitive 

deformation behaviour for the balls, with the stress being concentrated in the vicinity of the 

impact point. Considering the von Mises stress values from the contour scale bars, Ball 3 

experiences higher stress upon impact compared to Balls 2 and 1. This is intuitively expected, 

as Ball 3 has the highest impact energy and Young’s modulus. It should be mentioned that the 

sequences (animations) of the simulation visualisations and high-speed images (not shown in 

this report) are also in perfect agreement in displaying the transmission of the elastic waves 

through the balls. 

With regards to Tables 6-2 and 6-3, there is a good agreement between the experimental 

and simulation values of ttot and He /D. Considering Table 6-2, in line with Equation (3-21) 

from Johnson [27], the contact duration decreases moving from Ball 1 to Ball 3, as Balls 1 and 
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2 have a relatively lower Young’s modulus and impact velocity compared to Ball 3. Moreover, 

as seen in Table 6-3, Ball 3 has the lowest He /D, since its impact energy is higher than Balls 1 

and 2. From Table 6-4, for all the balls, the measured coefficient of restitution is smaller than 

the value obtained from the simulation. This discrepancy is expected, as the simulations do not 

account for energy losses due to several factors such as friction, adhesion, and elastic wave 

propagation [14]. Ideally, the simulation values for the coefficient of restitution should be 1. 

However, the use of a lumped mass matrix leads to an underestimation of e (by approximately 

2% here) due to energy dissipation resulting from simplifying the mass matrix. There is also a 

slight reduction in the measured coefficient of restitution moving from Ball 1 to 3. This could 

potentially be due to the differences in the contact time between the balls, as shown in Table 

6-2; the longer the contact duration, the higher the likelihood that the propagated elastic waves 

will reflect from the impact surface back into the ball, increasing the coefficient of restitution.  
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Figure 6-1 The instant of maximum deformation upon impact for (a) Ball 1, (b) Ball 2, and (c) Ball 3, 

captured from high-speed images of the balls, as well as the visualisations of the simulated balls, including 

the overall view and the corresponding contours of von Mises stress. The contours are on the surface of a 

plane slicing the particle in half (normal of the plane is along the x axis). 

 

Table 6-2 Comparison between the experimental and simulation values of the total contact time, ttot, for 

the impact of elastic balls. 

 ttot (ms) 

 Ball 1 Ball 2 Ball 3 

Experiment 1.57±0.24 1.39±0.23 1.30±0.28 

MPM 1.60 1.36 1.40 

 

(a)

(b)

(c)
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Table 6-3 Comparison between the experimental and simulation values of the ratio of the particle height 

to the original particle diameter at the instant of maximum deformation, He /D, for the impact of elastic 

balls. 

 He /D (-) 

 Ball 1 Ball 2 Ball 3 

Experiment 0.88±0.02 0.88±0.01 0.87±0.02 

MPM 0.89 0.88 0.87 

 

Table 6-4 Comparison between the experimental and simulation values of the coefficient of restitution, e, 

for the impact of elastic balls. 

 e (-) 

 Ball 1 Ball 2 Ball 3 

Experiment 0.89±1.01 0.87±0.56 0.86±1.94 

MPM 0.98 0.98 0.98 

 

 

6.3. Impact of Metal Particles in the Single Particle Impact Tester 

In this section, the empirical equations identified in Chapters 4 and 5 for predicting the 

coefficient of restitution and compression ratio (Equations (4-9) and (5-5), respectively) are 

examined for their validity. To this end, impact experiments are conducted in an in-house 

device called the “single particle impact tester”, shown in Figure 6-2, using metal particles. 

The device comprises an air eductor which is connected to a collection chamber via an 

acceleration tube. The collection chamber, in which the target assembly is located, is connected 

to a vacuum pump with adjustable pressure. By adjusting the vacuum pump, the pressure 

difference between the collection chamber and the inlet of the device (where particles are fed) 

generates different air velocities in the acceleration tube, resulting in different particle impact 

velocities. To study the impact deformation of particles using this device, it is crucial to 

determine their impact velocity. While high-speed imaging can be used to measure the impact 

velocity of particles larger than 350 μm, particles smaller than this size cannot be tracked using 
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this method. Therefore, the impact velocity for large particles of different materials is first 

established against the applied vacuum, and the results are used to develop a non-dimensional 

empirical correlation for predicting the particle impact velocity in the device, as detailed in 

Section 6.3.1. Subsequently, metal particles are subjected to impact in the device, and their 

measured compression ratio and coefficient of restitution is compared to Equations (5-5) and 

(4-9), respectively (Sections 6.3.2.3 and 6.3.2.4). 

 

 

Figure 6-2 Schematic drawing of the single particle impact tester device. 

 

6.3.1. Empirical Correlation for Impact Velocity in the Device 

6.3.1.1. Sample Preparation and Impact Velocity Measurement 

The sample test materials used in this part of the work are spherical particles of high 

density polyethylene (HDPE), polypropylene homopolymer (PP Homo) and polypropylene 

random copolymer (PP RaCo), obtained from LyondellBasell (Italy) and spherical glass beads 
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Vacuum pump

Inlet



Impact Experiments 

School of Chemical and Process Engineering         111 

 

obtained from Sigmund Lindner GmbH (Warmensteinach, Germany). In order to make the 

velocity measurements precise and also measure the particle densities, near-mesh size particles 

are prepared for the tests as follows: sample particles are mechanically sieved with an 

amplitude of 1 mm for 10 minutes (10 second time intervals) using the Haver EML digital plus 

test sieve shaker (Haver & Boecker, Oelde, Germany) and the BS 410 sieve type. Subsequently, 

only the particles stuck in the mesh apertures of the sieves are collected by brushing. A 

sufficient number of particles with sizes of 500, 710 and 1,000 μm are collected for the polymer 

samples in the aforementioned manner. Due to time constraints, only 1,000 μm particles are 

collected for the glass beads. As near-mesh size particles are used, it is expected that all of the 

test particles of the same size have approximately the same volume. Thus, particle density is 

measured by weighing a specific number of the 1,000 μm particles and dividing the measured 

weight by their total volume. The measurements are conducted with different numbers of 

particles, gradually increased until a constant value for density is achieved, and the results are 

shown in Table 6-5. 

 

Table 6-5 The measured density of the sample particles used in developing an empirical correlation for 

predicting the particle impact velocity in the single particle impact tester. 

Sample ρ (kg/m3) 

HDPE 745 

PP Homo 859 

PP Raco 902 

Glass Beads 2,545 

 

To measure the particle impact velocities, Photron Fastcam SA5 camera is used to capture 

individual particles falling through the acceleration tube. Above the target assembly, a ruler is 

fixed on the transparent acceleration tube, so that the distance travelled by the falling particle 

can be captured (see Figure 6-3). The particles are introduced from the top of the rig and four 

vacuum gauge pressures of 4, 8, 12 and 16 kPa (absolute vacuum pressures of 97.325, 93.325, 
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89.325 and 85.325 kPa) are selected to accelerate the particles to a wide range of velocities. 

The polymer particles are additionally imaged during free fall (0 vacuum gauge pressure). A 

frame rate of 104 fps for the free fall measurements and 4×104 fps for the rest of the 

measurements are used. The measurements for the polymer particles are repeated five times 

for different combinations of size and vacuum gauge pressure, yielding a total of 225 

measurements (three sample materials, three sizes, five vacuum gauge pressures and five 

repeats). In addition, 20 measurements are conducted for the glass beads (one sample material, 

one size, four vacuum gauge pressures and five repeats). The impact velocities are then 

measured through analysing the captured high-speed images, as described below:  

Time per frame is determined based on the frame rate for each of the measurements. 

Subsequently, the number of the frames it takes the particle to travel a certain distance on the 

ruler is multiplied by the time per frame to yield the time of travel. The travelled distance 

(displacement) is then divided by the time of travel to determine the particle impact velocity 

for each of the measurements. Ultimately, the arithmetic mean of the impact velocity values 

obtained from the five repeated measurements is taken as the impact velocity of the particle. 

As the time intervals for the measurements are really short (0.025-0.1 ms), the measured 

velocities can be taken as instantaneous particle velocities. Plots of the measured particle 

impact velocities as a function of the vacuum gauge pressure are presented in Figure C-1 of 

Appendix C, for all the test particles. 
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Figure 6-3 One frame of the high-speed images taken from a 1,000 μm HDPE particle during free fall 

through the single particle impact tester acceleration tube (frame rate of 104 fps). 

 

6.3.1.2. Empirical Correlation 

Figure C-1 of Appendix C demonstrates that the particle impact velocity in the device 

increases with the vacuum gauge pressure, and decreases as the particle size or density 

increases, which is intuitively expected. These trends align with the empirical correlation of 

Bonakdar et al. [197] for predicting the particle impact velocity in the Aero S disperser of 

Malvern Panalytical Mastersizer 3000 (Malvern Panalytical, Worcestershire, UK). 

Accordingly, the correlation of  Bonakdar et al. [197], which is in the form of Equation (6-1), 

is modified for the single particle impact tester by using the impact velocities and particle 

properties measured in the previous section, to find constant C1, and power indices C2, C3 and 

C4: 
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(6-1) 

 

where Nv and Nd are dimensionless particle impact velocity and size, respectively. Pgauge is the 

vacuum gauge pressure in Pa (positive values), ρair is the air density in kg/m3, g is the 

gravitational acceleration in m/s2 and h is the full length of the acceleration tube (0.401 m). 

S=ρp/ρair where ρp is the particle density in kg/m3. Nv and Nd can be calculated from Equations 

(6-2) and (6-3), respectively, where νair=μair/ρair is the kinematic viscosity of air in m2/s, with 

μair being the dynamic viscosity of air. 

 

 

(6-2) 

 

 

(6-3) 

 

  The measured impact velocities are first used to calculate Nv
1/3 from Equation (6-2). 

Subsequently, Nv
1/3 is plotted against Pgauge/ρairgh and the power law equation of the fitted line 

is used to find the power index C2 by regression in the Microsoft Excel software. This is done 

for different combinations of particle size and vacuum gauge pressure for all the test materials, 

and the arithmetic mean of all the values is taken as C2 (refer to Figure C-2 of Appendix C). 

After determining C2, Nv
1/3 is divided by (Pgauge/ρairgh)C2, and the resultant values are plotted 

as a function of Nd
1/3 to find the power index C4 in the same way C2 is calculated (refer to 

Figure C-3 of Appendix C). It should be noted that as the measurements for the glass beads are 
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conducted with only one particle size, the initial value found for C4 is only based on the data 

from the polymer particles. 

In order to determine C1 and C3, group Ci is first calculated for all the data using Equation 

(6-4). As Ci is density/material-dependent, the arithmetic mean of the values found for different 

combinations of size and vacuum gauge pressure corresponding to a specific test material is 

taken as the Ci of that material. In the end, Ci is plotted as a function of (S-1) to determine the 

pre-exponential constant C1 and power index C3, as shown in Figure C-4 of Appendix C. The 

initial values found for C1, C2, C3 and C4 are shown in Table 6-6. 

 

 

(6-4) 

 

Table 6-6 Initial values determined for the empirical constant and power indices of Equation (6-1), 

developed for predicting the particle impact velocity in the single particle impact tester. 

C1 C2 C3 C4 

158.26 0.464 0.55 0.22 

 

To evaluate the performance of the correlation using the initial C1, C2, C3 and C4 values in 

Table 6-6, the coefficient of determination (R2) is calculated using Equation (6-5) for all the 

data, where Nv,p
1/3 and Nv,e

1/3 denote the predicted and experimental values of Nv
1/3 obtained 

from Equations (6-1) and (6-2), respectively, and nd is the number of the data points. The results 

corresponding to each of the sample materials are reported in Table 6-7. 
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(6-5) 

 

 

Table 6-7 The coefficient of determination (R2) for Nv
1/3 values predicted by Equation (6-1) using the 

initial C1, C2, C3 and C4 values (Table 6-6), with respect to the experimental values calculated by Equation 

(6-2) using the measured impact velocities. 

Material HDPE PP Homo PP RaCo Glass Beads 

R2 0.98 0.99 0.99 0.71 

 

With regards to Table 6-7, R2 is small for the glass beads, indicating that using the initial 

values for the empirical constant and power indices (Table 6-6) cannot provide a universally 

adequate prediction of the impact velocity. This is due to the fact that glass beads cannot be 

included in the calculations for C4, as only one particle size is used in the corresponding 

measurements. Thus, other values for C4 (and consequently C1 and C3) are explored by trial 

and error until the difference between the measured and predicted values produces acceptably 

low errors for all the test materials. Accordingly, the final modified values for C1, C2, C3 and 

C4, as well as the corresponding R2 values for Nv
1/3 are shown in Tables 6-8 and 6-9, 

respectively. 

 

Table 6-8 Modified values determined for the empirical constant and power indices of Equation (6-1), 

developed for predicting the particle impact velocity in the single particle impact tester. 

C1 C2 C3 C4 

371.23 0.464 0.673 0.235 
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Table 6-9 The coefficient of determination (R2) for Nv
1/3 values predicted by Equation (6-1) using the 

modified C1, C2, C3 and C4 values (Table 6-8), with respect to the experimental values calculated by 

Equation (6-2) using the measured impact velocities. 

Material HDPE PP Homo PP RaCo Glass Beads 

R2 0.98 0.99 0.99 0.99 

 

Table 6-9 shows that compared to the initial values for C1, C2, C3 and C4, the modified 

values provide a much better prediction for the glass beads, while the R2 values for the polymer 

particles do not change. As the modified values lead to acceptable results for all the test 

materials, the correlation for impact velocity in the device takes the form of Equation (6-6): 

 

 

(6-6) 

 

Comparison between the experimental values of the dimensionless impact velocity, Nv
1/3, 

and those predicted by Equation (6-6) is given in Figure C-5 of Appendix C for different sizes 

of the polymer particles at different vacuum gauge pressures. As the data for the glass beads 

correspond to only one particle size, experimental and predicted values of the dimensionless 

impact velocity are plotted for different vacuum gauge pressures instead, as shown in Figure 

C-6 of Appendix C. The graphs suggest that the developed correlation provides acceptable 

predictions of the impact velocity for all the particles. This is further demonstrated by Figure 

6-4, where the data fall on the identity line when the experimental values of the dimensionless 

impact velocity, Nv,e
1/3, are plotted as a function of those predicted by Equation (6-6), Nv,p

1/3. 
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Figure 6-4 The experimental values of the dimensionless impact velocity, Nv,e
1/3, as a function of those 

predicted by Equation (6-6), Nv,p
1/3, for all the sample particles. 

 

6.3.2. Impact of Metal Particles 

6.3.2.1. Sample Particles 

For the impact tests, the following metal particles are used: 350, 500 and 760 μm SAC305 

solder balls composed of 96.5% Sn, 3% Ag and 0.5% Cu (Chip Quik Inc., Ontario, Canada), 

copper particles with a maximum size of 150 μm (Goodfellow Cambridge Limited, 

Huntingdon, UK), and aluminium alloy 6061 particles with a maximum size of 63 μm 

(Goodfellow Cambridge Limited, Huntingdon, UK). Scanning Electron Microscope (SEM) 

images of the particles are captured using a Hitachi TM3030 table top microscope (Hitachi 

Ltd., Tokyo, Japan), as shown in Figure 6-5. The solder balls and copper particles are highly 

spherical, while the aluminium alloy particles consist of both spherical and irregular particles. 
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It should be noted that the impact experiments with these particles are used in the 

validation of Equations (4-9) and (5-5), which are derived considering an elastic-perfectly 

plastic constitutive law. However, most metal particles exhibit strain rate sensitivity, the effect 

of which is not accounted for by an elastic-perfectly plastic material model. Nevertheless, with 

reference to the work of Mao et al. [198], the copper particles used in this section are expected 

to have a very small strain rate sensitivity (for strain rates smaller than 103 s-1), as their grain 

size does not exceed 10 μm. Moreover, Noh et al. [199] and Ma’at et al. [200] suggest that 

even though aluminium alloy 6061 shows a high strain rate sensitivity at elevated temperatures, 

its mechanical properties are not affected by strain rate at room temperature. Regarding the 

solder balls, most available studies [201,202] focus on material behaviour at strain rates close 

to 103 s-1, which marks the lower end of the range encountered in cold spraying [126]. Even 

though it is challenging to determine the strain rate of the particles upon impact in the single 

particle impact tester, the impact velocities do not exceed 40 m/s, which is considerably lower 

than the velocity range of cold spraying (200 to 1,500 m/s [3]). However, in the study by Lall 

et al. [203], which examines relatively lower strain rates (10-75 s-1), the mechanical properties 

of SAC305 solder balls are not noticeably affected by strain rate at room temperature. 

Therefore, it is assumed that the solder balls used in the current work do not exhibit strain rate 

sensitivity. 
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Figure 6-5 SEM images of the (a) 760, 500 and 350 μm solder balls, (b) copper particles and (c) 

aluminium alloy particles, used in the impact tests conducted in the single particle impact tester. 

 

The material properties of all the metal particles are shown in Table 6-10. The mechanical 

properties of the particles are measured by nano-indentation in the NanoTest device (Micro 

Materials Ltd., Wrexham, UK). Accordingly, the particles are cold mounted in resin and 

polished to provide a flat surface for indentation. For each sample material, the indentations 

are carried out on the surface of various particles using a Berkovic indenter, following a load-

controlled method (maximum load of 50 mN). The measurements are repeated five times for 

the copper (Cu) and aluminium alloy (AA6061) particles, and fifteen times for the solder balls 

(SAC305). The arithmetic mean values of these measurements are then used to determine the 

Young’s modulus and hardness (H). The yield strength of the particles is subsequently inferred 

from the measured hardness by assuming H/Y=2.8 [115]. It should be noted that the density 

and Poisson’s ratio of the AA6061 particles, as well as all the material properties of the Cu 

particles are provided by the supplier. However, the reported values of the yield strength for 

Cu vary widely in the range 54 to 270 MPa for soft and hard particles, respectively. Thus, an 

average value is additionally considered, based on the arithmetic mean value of the 

aforementioned. The density of the SAC305 balls is measured by the method explained in 

Section 6.3.1.1 for the polymer particles and glass beads, and their Poisson’s ratio is assumed 

to be that of Sn [180], as it comprises 96.5% of the material composition. 

(a) (b) (c)
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Table 6-10 Material properties of the copper particles (Cu), solder balls (SAC305), and aluminium alloy 

particles (AA6061) used for the impact experiments in the single particle impact tester. 

Sample ρ (kg/m3) E (GPa) Y (MPa) υ (-) 

Cu 8,960a 129.8a, 125.18±2.49 54a, 162b, 270a, 446.62±0.02 0.343 

SAC305 7,274 59.82±8.60 97.59±0.01 0.33 

AA6061 2,700a 36.08±1.24 345.44±0.04 0.33a 

a Provided by the supplier. 

b Arithmetic mean of the values provided by the supplier.  

 

6.3.2.2. Methodology 

As the solder balls are large enough to be handled and tracked, individual particles are 

subjected to impact in the single particle impact tester, and the Photron Fastcam SA5 camera 

is used to capture their impact and rebound. To this end, single particles from each size class 

(350, 500 and 760 μm) are subjected to impact using the vacuum gauge pressures of 10, 15, 

and 20 kPa. A frame rate of 2×104 fps for the 760 μm particles, and 4×104 fps for the 350 and 

500 μm particles is used. The tests are repeated three times for each size class and vacuum 

gauge pressure, resulting in a total of 27 measurements. The data from these measurements are 

used to determine both the coefficient of restitution and compression ratio. To have a more 

comprehensive dataset for the coefficient of restitution, additional measurements are later 

conducted using the vacuum gauge pressures of 0 (free fall) and 5 kPa (for these samples, the 

compression ratio is not measured). To fully capture the impact and rebound of the particles on 

the impact target, instead of using a ruler outside of the acceleration tube (which is at a distance 

from the target assembly), the screws beside the target are marked at 1 cm intervals (refer to 

Figure 6-6). This distance is used as a reference for measuring the impact and rebound 
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velocities to determine the coefficient of restitution, following the approach detailed in Section 

6.3.1.1.  

For the copper and aluminium alloy samples, a small amount of the particles is fed to the 

single particle impact tester using a vibratory trough, at vacuum gauge pressures of 10, 15, and 

20 kPa. Note that it is not feasible to directly measure the coefficient of restitution for these 

particles, as they are not large enough to be tracked using the high-speed camera. Therefore, 

they are only analysed for their compression ratio. 

 

 

Figure 6-6 One frame of the high-speed images taken from a 760 μm solder ball subjected to impact in the 

single particle impact tester at a 10 kPa vacuum gauge pressure (frame rate of 2×104 fps). 

 

Upon comparing the measured velocities of the solder balls with the values predicted by 

Equation (6-6), small discrepancies are observed. This is due to the fact that Equation (6-6) is 

developed using vacuum gauge pressures and particle properties that differ from those used in 

the current tests. Therefore, Equation (6-6) is upgraded to Equation (6-7), by adding the 

measured impact velocities of the solder balls to the previous data and correcting coefficients 

C1, C2, C3 and C4 (conducted by Mr Mohammad Alasossi). Comparison between the 

experimental values of the dimensionless impact velocity, Nv,e
1/3, and those predicted by 

Target
1 cm

Solder Ball
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Equation (6-7), Nv,p
1/3, is provided in Figure 6-7, for the solder balls and the particles originally 

used in developing the empirical correlation. 

 

 

(6-7) 

 

 

 

Figure 6-7 The experimental values of the dimensionless impact velocity, Nv,e
1/3, as a function of those 

predicted by Equation (6-7), Nv,p
1/3, for the solder balls and the particles originally used in developing the 

empirical correlation. 

 

To measure the compression ratio after impact, the particles are collected from the 

collection chamber in order to image their deformed area using SEM. For the copper and 
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aluminium alloy samples, the collected particles are poured onto a glass slide and gently shaken 

to propel them to settle on their plane of maximum stability, i.e. their deformed area. For the 

solder balls, each individual particle is placed on a glass slide under an optical microscope 

(Olympus Corporation, Tokyo, Japan) for better visibility, so that it can be gently manipulated 

with tweezers until it falls on its deformed surface. Subsequently, an SEM stub with carbon 

adhesive tape is gently pressed onto the particles to pick them up. A Hitachi TM3030 table top 

microscope (Hitachi Ltd., Tokyo, Japan) is then used to capture images of the particles 

showcasing their deformed area (refer to Figure 6-8). Note that for the copper and aluminium 

alloy samples, after thorough examination of the stub under the SEM microscope, only near-

spherical particles with a clear view of the deformed area are imaged. Consequently, the 

analysis includes 35 distinct copper particles, and 12 distinct aluminium alloy particles. 

 

 

Figure 6-8 Examples of the SEM images used for determining the compression ratio, with the deformed 

area presented for viewing by the microscope: (a) solder ball, (b) copper particle and (c) aluminium alloy 

particle. 

 

Fiji ImageJ software [204] is subsequently used to measure the projected area of the 

particle along with the deformed area, from which the particle diameter, D, and diameter of the 

deformed area, dd, are obtained, respectively. Hd is then estimated from D and dd, following a 

geometrical assumption, as illustrated in Figure 6-9. For the copper and aluminium alloy 

μm μm μm

(a) (c)(b)
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particles, Nd is calculated using the measured D from Equation (6-3), and inserted in Equation 

(6-7) to find Nv. Finally, Vi is obtained from Equation (6-2). 

 

 

Figure 6-9 schematic diagram of the geometrical approach taken to estimate the height of the deformed 

particle, Hd, using the measured values of the particle diameter, D, and the diameter of the deformed 

area, dd. 

 

6.3.2.3. Compression Ratio 

Figures 6-10 (a) to (c) show the plot of the measured compression ratio, 1-(Hd /D), as a 

function of ρ(Vi
2-Vy

2)/Y, for the solder balls (SAC305), aluminium alloy particles (AA6061), 

and copper particles (Cu), respectively. In all the graphs, Equation (5-5) is overlaid for 

comparison, and the data points are presented as the arithmetic mean of the 1-(Hd /D) and ρ(Vi
2-

Vy
2)/Y values corresponding to different vacuum gauge pressures. For reference, the 

measured/estimated impact velocities for all the sample particles are presented in Figure C-7 

of Appendix C as a function of the vacuum gauge pressure. Note that four datasets are presented 
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for the copper particles in Figure 6-10 (c), each reflecting different yield strengths shown in 

Table 6-10, which result in varying ρ(Vi
2-Vy

2)/Y values. 
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Figure 6-10 The compression ratio, 1-(Hd /D), as a function of ρ(Vi
2-Vy

2)/Y, for (a) different sizes of the 

solder balls (SAC305), (b) aluminium alloy particles (AA6061), and (c) copper particles (Cu), considering 

different yield strengths shown in Table 6-10. 

 

Considering Figures 6-10 (a) and (b), the measured values of the compression ratio for the 

solder balls and aluminium alloy particles are close to those predicted by Equation (5-5). 

Moreover, as a general trend for the solder balls, the compression ratio intuitively increases 

with a decrease in the particle size, as smaller particles accelerate to higher impact velocities 

(with the exclusion of free fall). With regards to Figure 6-10 (c), the measured values of the 

compression ratio for the copper particles are in good agreement with the predicted values only 

when the yield strength is considered to be 162 MPa. This highlights the fact that the precision 

of the predictions by Equation (5-5) is highly dependent on the accuracy of the mechanical 

properties used in the calculations. 
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The plot of 1-(Hd /D) versus ρ(Vi
2-Vy

2)/Y is compiled in Figure 6-11 for all the sample 

particles (considering a yield strength of Y=162 MPa for the copper particles). To reduce the 

error bars, the data points are presented as arithmetic mean values corresponding to similar or 

close values of ρ(Vi
2-Vy

2)/Y. As observed in the graph, the measured values of 1-(Hd /D) closely 

follow the trajectory of the curve for Equation (5-5), indicating that the empirical equation 

provides a reasonable prediction of 1-(Hd /D). However, more measurements are needed to 

reduce the deviations in the results. In general, the copper particles experience higher 

compression ratios, followed by the solder balls and the aluminium alloy particles. This 

highlights the collective effect of the material properties and impact velocity on the 

compression ratio, which is reflected through ρ(Vi
2-Vy

2)/Y. 
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Figure 6-11 The compression ratio, 1-(Hd /D), as a function of ρ(Vi
2-Vy

2)/Y, for the solder balls (SAC305), 

aluminium alloy particles (AA6061), and copper particles (Cu) considering a yield strength of 162 MPa. 

 

6.3.2.4. Coefficient of Restitution 

Figure 6-12 compares the measured values of the coefficient of restitution (e) for the solder 

balls, with those predicted by the empirical Equation (4-8) of Wu et al. [110], Equation (4-9), 

and the analytical equations of Johnson [27] and Thornton [28], as a function of the ratio of the 

measured impact velocity to the yield velocity (Vi /Vy). Note that the measured coefficient of 

restitution and Vi /Vy are presented as arithmetic mean values with respect to the vacuum gauge 

pressure and particle size of the solder balls. Table 6-11 summarises the analytical models of 

Johnson [27] and Thornton [28], as modified for the case of a sphere impacting a rigid surface. 

Johnson’s equation [27] is simplified by assuming a constant mean contact pressure of pm=3Y 
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at full plasticity. In Thornton’s equation [28], Vy
T is defined as the yield velocity, expressed by 

Equation (6-8): 

 

 

(6-8) 

 

where p̄y is termed the “contact yield stress” (referred to as the “cut-off pressure” by Wu et al. 

[110]), which is assumed to remain constant during loading. Based on the findings of Wu [205], 

when the impact velocity exceeds the yield velocity, by assuming p̄y=2.8Y, Thornton’s equation 

provides a reasonable prediction of the coefficient of restitution. As the impact velocity of the 

solder balls in the current analysis surpasses their yield velocity (refer to Figure C-7 of 

Appendix C), Vy
T is calculated by the same assumption. 

 

 

 

Table 6-11 The analytical equations developed by Johnson [27] and Thornton [28] for predicting the 

coefficient of restitution, e. 
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Figure 6-12 The measured values of the coefficient of restitution (e) for the solder balls, in comparison 

with those predicted by the empirical Equation (4-8) of Wu et al. [110], Equation (4-9), and the analytical 

equations of Johnson [27] and Thornton [28], as a function of the ratio of the measured impact velocity to 

the yield velocity (Vi /Vy). 

 

With regards to Figure 6-12, the coefficient of restitution decreases as the impact velocity 

increases for both the measured and predicted values (the yield velocity is constant). This is 

consistent with the observations from Figure 4-12 in Section 4.4.1, where the ratio of the work 

done during unloading to that during loading, and consequently the coefficient of restitution, 

decreases with an increase in the impact velocity. The trend is fast for smaller velocities, and 

slows down as the impact velocity increases, in line with the observations of Tabor [15] for 

brass and cast steel. 
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All the empirical and analytical equations underestimate the coefficient of restitution. 

Overall, Johnson’s model [27] provides the closest prediction for e, respectively followed by 

Equation (4-9), Thornton’s model [28], and Wu et al.’s model [110]. In line with the discussion 

in Section 4.3.5, the underestimation of e by Equation (4-9) is expected as the equation is 

developed using simulation results that have numerical errors due to energy dissipation. 

Regarding Johnson [27] and Thornton [28] models, the discrepancy could be attributed to the 

assumption of a constant contact curvature during loading, which contradicts the Finite 

Element analyses of Wu et al. [110]. In fact, Mesarovic and Fleck [82], Vu-Quoc and Zhang 

[68], and Li et al. [29] show that the radius of the contact curvature changes with time. Another 

contributor to the underestimated predictions of Thornton’s model [28] is the assumption of a 

constant p̄y, which is later corrected in [29] by allowing p̄y to vary with the contact radius. For 

Vi /Vy values smaller than 5,000, Wu et al.’s model [110] performs better than Thornton’s model 

[28], and agrees well with Equation (4-9). It should be noted that for Vi /Vy values higher than 

10,000, the data from Wu et al.’s model [110] exhibit a curvature similar to that of the measured 

data, i.e. the predicted values of e are consistently about half the measured values.  

 

6.4. Impact of Copper Particles in an Aerosol Deposition Rig 

As seen in Section 6.3.2.3, the moderate impact conditions provided by the single particle 

impact tester limit the validation of Equation (5-5) to relatively small compression ratios. To 

investigate larger deformations, impact tests can be conducted in a cold spraying (CS) or 

aerosol deposition (AD) rig, which subjects the particles to extreme plastic deformation. 

However, at such extreme deformation extents, strain rate and temperature effects can no 

longer be ignored. Therefore, it is not appropriate to apply Equation (5-5) directly, as it is 

developed based on an elastic-perfectly plastic constitutive law. Nevertheless, the effect of 
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thermal softening and strain rate hardening is still reflected in the yield behaviour of the 

particle. Acknowledging the aforementioned limitations, and assuming that the strain rate and 

temperature effects can be accounted for by a mean representative value of the particle yield 

strength, it is assessed whether Equation (5-5) remains predictive by adjusting the yield 

strength accordingly. This analysis is by no means intended as a validation of Equation (5-5), 

but rather an exploration of a methodology to assess its applicability to high strain rate and 

temperature conditions. To this end, copper particles are deposited on a hard steel substrate in 

an in house-AD rig, and their compression ratio is measured, as detailed in the forthcoming 

sections. AD, which has specifically been developed for fabrication of ceramic coatings, is 

somewhat similar to CS and offers the same advantages of low processing temperatures. The 

difference between the two techniques is that in AD, the deposition chamber is under vacuum, 

and the carrier gas is not preheated and has a lower pressure compared to that of CS. These 

conditions lead to lower temperature rises upon impact and lower particle velocities (100 to 

600 m/s) compared to CS [1,206,207]. 

6.4.1. Methodology 

The AD rig (illustrated in Figure 6-13) has recently been developed by Professor Steven 

Milne’s group at the School of Chemical and Process Engineering, University of Leeds, UK. 

The rig comprises an aerosol chamber and a deposition chamber. The two chambers are 

connected, and the deposition chamber is kept under vacuum by a pump. The aerosol chamber 

is mounted on a vibrating table and is connected to a carrier gas (nitrogen) supply with a flow 

controller. The carrier gas passes through a powder sample which is placed on a filter paper 

within the aerosol chamber and creates a fluidised bed, thereby generating an aerosol. The 

pressure difference between the two chambers delivers the aerosol to the deposition chamber 

through a nozzle. The nozzle accelerates the aerosol to velocities up to several hundred meters 
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per second, creating a focused jet at the outlet. The jet collides with a substrate controlled by a 

programmable X-Y stage, leading to deformation/deposition of the particles on the substrate. 

 

 

Figure 6-13 Schematic drawing of the AD rig. 

 

For the experiments, fine (< 10 μm) copper particles (Goodfellow Cambridge Limited, 

Huntingdon, UK) are used for deposition on a polished SUS304 stainless steel substrate. An 

SEM image of the feed particles is shown in Figure 6-14 (a), taken by FEI Helios G4 CX 

DualBeam microscope at Leeds electron microscopy and spectroscopy centre, LEMAS 

(University of Leeds, UK). First, the deposition chamber is evacuated to 7.1 mbar using the 

vacuum pump. Subsequently, 2.5 g of the particles are placed on the filter paper inside the 

aerosol chamber and the vibrating plate is turned on. Valves V1 and V2 (Figure 6-13) are then 

simultaneously opened and the carrier gas is introduced into the system at an inlet pressure of 

1.5 bar and a flow rate of 8.5 lit/min, aerosolising the particles and carrying them through the 
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nozzle to be deposited. After the test, a section of the substrate containing the deposited 

particles is cut for further analysis, as displayed in Figure 6-14 (b). 

 

 

Figure 6-14 Impact tests in the AD rig: (a) SEM image of the feed copper particles and (b) a cut section of 

the substrate where the particles are deposited. 

 

To measure the size and compression ratio of the deposited particles, the substrate is 

imaged in FEI Helios G4 CX DualBeam microscope at LEMAS (University of Leeds, UK). 

Figure 6-15 (a) presents a representative image of the deposited particles on the substrate. For 

comparison, an image of the particle-free surface of the substrate is displayed in Figure 6-15 

(b). Subsequently, deposited particles with a more prominent bulge and symmetrical 

appearance are covered with a platinum protective film and cut in half using an electron beam, 

as shown in Figure 6-15 (c). The SEM sample holder is then tilted so the cross-section of the 

particle is available for viewing by the microscope. Figure 6-15 (d) displays an example of 

such images, which are analysed using Fiji ImageJ software [204] to measure the deformed 

height (Hd) of the particle and estimate its diameter (D) using the measured area of the cross-

section. This is done for five different particles, due to time restrictions. 

 

Deposited Copper Particles(a) (b)
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Figure 6-15 SEM images of (a) the top view of the copper particles deposited on the substrate, (b) 

particle-free surface of the substrate, (c) an example of the particles analysed (the view is slightly tilted) 

and (d) cross-section of the same particle cut in half using an electron beam. 

 

Figure 6-16 shows the impact velocity of the particles based on the particle size, 

determined by Dr Fanchao Meng (The University of Manchester, UK) using his semi-analytical 

surrogate model [208], modified for the nozzle used in the current AD rig. The model has been 

developed based on Computational Fluid Dynamics (CFD) simulations, and takes into account 

the dimensions of the nozzle, particle properties, carrier gas properties and process parameters 

to predict the impact velocity of the particles. In the current analysis, for sizes smaller than 

those shown in Figure 6-16, the impact velocity is extrapolated assuming a linear relationship. 
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Figure 6-16 Particle impact velocity in the AD rig as a function of particle size, determined by Dr 

Fanchao Meng (The University of Manchester, UK) using his semi-analytical surrogate model [208], 

modified for the nozzle used in the current AD rig. 

 

6.4.2. Compression Ratio 

As mentioned before, to assess the applicability of Equation (5-5) for predicting the 

compression ratio of the particles in the AD rig, a representative value of the yield strength 

should be used. Originally, it was planned to measure the yield strength of the copper particles 

using high-temperature and displacement-controlled nano-indentation in the NanoTest device 

(Micro Materials Ltd., Wrexham, UK), to have representative values for different temperatures 

and strain rates. Unfortunately, this was not possible due to time restrictions. As reported by 

the supplier, the particles have the same properties as the copper samples used in Section 

6.3.2.1 (refer to Table 6-10). Accordingly, the measured values of 1-(Hd /D), and those 

predicted by Equation (5-5) using the yield strength values in Table 6-10 are displayed in Table 

6-12. The measured particle size and estimated impact velocities using Figure 6-16 are also 

included. It should be noted that yield strengths of 54 and 162 MPa cannot be considered as 

representative values, as they result in negative values for Hd /D. 
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Table 6-12 The measured values of the compression ratio, 1-(Hd /D), and those predicted by Equation 

(5-5) using the yield strength values of 270 and 446.6 MPa. 

D (μm) Vi (m/s) [1-(Hd /D)]experimental [1-(Hd /D)]predicted-Y=270 MPa [1-(Hd /D)]predicted-Y=446.6 MPa 

0.5 331 0.63 0.77 0.56 

0.6 337 0.69 0.79 0.57 

0.7 342 0.57 0.81 0.58 

0.9 359 0.61 0.86 0.62 

1.5 387 0.57 0.95 0.68 

 

Considering Table 6-12, the trend of change in the measured values of the compression 

ratio with the estimated particle velocities is erratic. This can be attributed to the errors 

associated with the measurement of the deformed height and estimation of the impact velocity 

using extrapolation, emphasising the need for additional measurements to improve accuracy. 

Overall, a higher representative yield strength (446.6 MPa) provides better predictions of the 

compression ratio by Equation (5-5). Given that particle deformation at very high strain rates 

is governed by the interplay between thermal softening and work-hardening, this suggests that 

Equation (5-5) offers a better prediction when the selected representative yield strength mainly 

reflects the effect of work-hardening. One possible explanation is that thermal softening results 

in localised strain at the contact interface [2], primarily manifested as jetting in high-velocity 

impact, whereas the overall material deformation is predominantly controlled by strain rate 

hardening [126], as illustrated by Figure 6-17. Additionally, as the current analysis is conducted 

in an aerosol deposition rig where the carrier gas is not preheated, temperature rise upon impact 

is lower than that during cold spraying. As a result, changes in the particle height (and by 

extension, the compression ratio), are largely influenced by work-hardening, which explains 

the improved predictive capability of Equation (5-5) when using a higher representative yield 

strength. 
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Ultimately, further experimental work and simulations using a more appropriate material 

model, such as that of Johnson-Cook [119] or more advanced models, will be helpful to affirm 

the conclusions reached so far. 

 

 

Figure 6-17 Schematic drawing of the regions of the particle affected by thermal softening and work 

hardening during high strain rate impact. 

 

6.5. Concluding Remarks 

The results presented in this chapter demonstrate that the MPM simulations of impact for 

elastic balls can accurately capture the impact behaviour observed experimentally. Moreover, 

a good agreement is found between the experimental values of the compression ratio, and the 

predictions made by the previously developed empirical equation using the MPM data. The 

empirical equation for the coefficient of restitution underestimates the measured values. 

However, it still captures the trend in the data and the predictions are close to those of Johnson 

[27]. The chapter highlights the scope of the study, encompassing both advanced numerical 

modelling and carefully designed experimental validation. 
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7. Conclusions and Recommendations for Future Work 

The aim of this work has been to investigate the relationship between the deformation 

behaviour of elastic-perfectly plastic particles during impact, and the material properties and 

impact velocity of the particles. To achieve this, MPM simulations are performed considering 

a wide range of material properties and impact velocities, followed by empirical modelling, 

AI-based analysis and experimental validation. 

First, suitable criteria for selecting the optimal time step and discretisation settings for the 

simulations are established, ensuring accuracy, stability, and computational efficiency. 

Subsequently, 3D TLMPM simulations are conducted to study the normal impact of an 

elastic-perfectly plastic particle with a rigid wall. The method scope and limitations regarding 

this problem are highlighted, showing that large deformation is conveniently accommodated, 

though the method produces inaccurate results for very small deformation. The plastic 

deformation and rebound behaviour of the particle are analysed, exhibiting a strong link to the 

material properties and impact velocity, expressed by the dimensionless groups E/Y and ρVi
2/Y. 

It is observed that the variables reflecting the plastic deformation of the particle, i.e. the 

equivalent plastic strain, compression ratio, and permanent displacement, are intuitively only 

influenced by the incident kinetic energy and yield strength of the material. On the other hand, 

the variables that are linked to the recovery from or resistance to deformation, i.e. the 

coefficient of restitution, the ratio of the plastic work to the incident kinetic energy, and the 

maximum displacement during loading, are additionally affected by the material’s Young’s 

modulus, specifically during small deformation. The importance of group ρVi
2/Y suggested by 

Johnson [27] for recognising the deformation patterns during impact is highlighted. Eventually, 

empirical equations are developed for predicting the compression ratio and coefficient of 

restitution. 
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To explore the use of artificial intelligence for trend recognition and refinement of the 

developed empirical equations, the simulation results are analysed using a hybrid AI 

framework. The framework successfully identifies meaningful relationships within well-

structured input data, exhibiting its potential for equation discovery. However, there are 

limitations in the performance of the framework, including its inability to identify equations 

based on raw input data, its dependence on user-prepared dimensionless groups, and difficulty 

in capturing complex equations in the absence of DNNs. Suggestions are made to address this 

issue, i.e. improving the pre-processing procedure, expanding the equation library, and 

implementing more advanced AI techniques such as Physics-Informed Neural Networks 

(PINNs) [196] to incorporate physical laws directly into the learning process. 

In the end, a series of impact experiments are conducted to evaluate the accuracy of the 

numerical approach and the empirical equations in predicting the deformation behaviour during 

impact. First, elastic impact is examined using elastic balls, and simulations are performed to 

compare measurable experimental parameters with their predicted values. Subsequently, 

elastic-plastic impact is investigated by subjecting metal particles to impact in an in-house 

device. The resulting compression ratio and, where possible, the coefficient of restitution are 

measured and compared against the predictions of the empirical equations. Finally, a 

methodology is examined to assess the applicability of the empirical equation for the 

compression ratio to very high-velocity impacts. This is achieved by depositing very fine 

copper particles using an aerosol deposition rig, allowing for an evaluation of the deformation 

extent under extreme strain rate conditions. The results of this analysis provide a preliminary 

assessment of whether the empirical equation can be extended to high strain rate impacts, 

offering insights into its potential applicability beyond the conditions initially considered in 

this study. Overall, the findings demonstrate that the TLMPM simulations accurately capture 

the elastic impact behaviour, and the empirical equation for the compression ratio provides 
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reasonable predictions for elastic-plastic impact at moderate strain rates. As for the coefficient 

of restitution, the empirical equation underestimates the experimental values, though it captures 

the trend in the experimental data. It is then found that incorporating a higher representative 

yield strength in the empirical equation for the compression ratio leads to better predictions at 

high strain rates. This is attributed to the overall deformation being primarily governed by work 

hardening, rather than the localised thermal softening effects. However, further experimental 

analysis and simulations using a more appropriate material model are needed to support these 

findings. This final component of the work highlights the scope of the study, demonstrating the 

synergy between numerical modelling and well-designed experimental validation. 

While this research provides insights into the effect of material properties and impact 

velocity on the impact deformation behaviour of particles, several areas need further 

investigation. The contact force-displacement relationship can be studied more thoroughly in 

an attempt to develop a contact model based on the simulation results. This would involve 

extracting the precise force and displacement data from the MPM simulations across the full 

range of impact conditions. Advanced regression techniques as well as ML can be used to fit a 

new model to this data, which can then be implemented in methods like DEM. Moreover, 

including adhesion in the MPM framework can shed light on the bonding behaviour of the 

particle, which is particularly relevant for applications such as CS. A potential approach is to 

implement an “adhesion force” in the contact algorithm based on the surface energy of the 

contacting bodies and the contact area. MPM simulations can then be conducted to study the 

effect of material properties and impact conditions on the bonding behaviour of the particle, 

providing insight into coating formation and quality in CS. The findings of the current study 

are limited to elastic-perfectly plastic materials. So, it is beneficial to incorporate a more 

advanced material model to account for strain rate and temperature effects. Running MPM 

simulations with more realistic models would result in a more accurate assessment of the 
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deformation, temperature evolution at the interface, and residual stresses. This would allow for 

an assessment of whether the current findings extend to hyper-velocity impact processes like 

CS, and provide a much more realistic simulation of the process, leading to more reliable 

predictions. Furthermore, additional experiments should be conducted using a wider range of 

materials to determine whether the empirical equation for the compression ratio applies to CS. 

This empirical equation can be used to select optimal impact velocities for achieving desired 

levels of particle flattening in CS. Further experiments could also investigate how the 

compression ratio correlates with the mechanical strength of CS coatings. Experiments should 

be designed to produce coatings with varying levels of particle flattening. These coatings would 

then be subjected to mechanical testing to measure properties like tensile strength, hardness, 

and porosity. 

This work highlights the strength of the Material Point Method as a robust tool for 

conveniently accommodating large deformation problems, making it well-suited for analysing 

the problem of high-velocity impact. The study lays the ground work for further research into 

the effects of material properties and impact velocity in high-velocity particle impact 

modelling, providing a foundation for improving the numerical simulations, refining empirical 

models, and broadening the understanding of particle deposition in industrial processes such 

as cold spraying. 
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Appendix A 

Sensitivity Analysis: Effect of Material Points and Mesh Discretisation 
 

 

 
Figure A-1 Variation of the contact force and displacement with time for the impact of an elastic sphere 

undergoing small deformation, calculated using Johnson’s [27] analytical approach (dashed lines) and 

MPM simulations (discrete symbols) considering a time step of 10 ns for (a) cases MP/ES, 2MP/ES and 

4MP/ES, to highlight the effect of increasing the number of material points per element, and (b) cases 

MP/ES, MP/2ES and MP/4ES, to highlight the effect of increasing the element size. 
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Figure A-2 Variation of the contact force and displacement with time for the impact of an elastic sphere 

undergoing small deformation, calculated using Johnson’s [27] analytical approach (dashed lines) and 

MPM simulations (discrete symbols) considering a time step of 1 ns for (a) cases MP/ES, 2MP/ES and 

4MP/ES, to highlight the effect of increasing the number of material points per element, and (b) cases 

MP/ES, MP/2ES and MP/4ES, to highlight the effect of increasing the element size. 
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Sensitivity Analysis: Effect of Time Step 

 

 

 

Figure A-3 Variation of the contact force and displacement with time for the impact of an elastic sphere 

undergoing small deformation, calculated using Johnson’s [27] analytical approach (dashed lines) and 

MPM simulations (discrete symbols) considering time steps of 1, 10 and 100 ns for (a) case MP/2ES and 

(b) case MP/4ES of the sensitivity analysis. 
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Appendix B 

Impact Deformation: Simulation Success of Case Studies 
 

Table B-1 Case studies for the impact of an elastic-perfectly plastic particle at 10 m/s, colour coded based 

on the simulation success: red signifies the cases for which no result is obtained, green represents the 

cases for which the simulation is successful and orange denotes the cases that do not undergo plastic 

deformation and therefore are dismissed from further analysis. 

ρ (kg/m3) 1000  2000 4000 8000 

 E (GPa) 

E/Y (-) 1 10 100 1 10 100 1 10 100 1 10 100 

20             

40             

80             

160             

320             

640             

1280             

2560             

 

 

Table B-2 Case studies for the impact of an elastic-perfectly plastic particle at 20 m/s, colour coded based 

on the simulation success: red signifies the cases for which no result is obtained, green represents the 

cases for which the simulation is successful and orange denotes the cases that do not undergo plastic 

deformation and therefore are dismissed from further analysis. 

ρ (kg/m3) 1000  2000 4000 8000 

 E (GPa) 

E/Y (-) 1 10 100 1 10 100 1 10 100 1 10 100 

20             

40             

80             

160             

320             

640             

1280             

2560             
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Table B-3 Case studies for the impact of an elastic-perfectly plastic particle at 30 m/s, colour coded based 

on the simulation success: red signifies the cases for which no result is obtained, and green represents the 

cases for which the simulation is successful. 

ρ (kg/m3) 1000  2000 4000 8000 

 E (GPa) 

E/Y (-) 1 10 100 1 10 100 1 10 100 1 10 100 

20             

40             

80             

160             

320             

640             

1280             

2560             

 

 

Table B-4 Case studies for the impact of an elastic-perfectly plastic particle at 40 m/s, colour coded based 

on the simulation success: red signifies the cases for which no result is obtained, and green represents the 

cases for which the simulation is successful. 

ρ (kg/m3) 1000  2000 4000 8000 

 E (GPa) 

E/Y (-) 1 10 100 1 10 100 1 10 100 1 10 100 

20             

40             

80             

160             

320             

640             

1280             

2560             
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Table B-5 Case studies for the impact of an elastic-perfectly plastic particle at 50 m/s, colour coded based 

on the simulation success: red signifies the cases for which no result is obtained, and green represents the 

cases for which the simulation is successful. 

ρ (kg/m3) 1000  2000 4000 8000 

 E (GPa) 

E/Y (-) 1 10 100 1 10 100 1 10 100 1 10 100 

20             

40             

80             

160             

320             

640             

1280             

2560             
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 Impact Deformation: εp as a function of E/Y 

 

 

Figure B-1 The equivalent plastic strain, εp, as a function of the ratio of Young’s modulus to yield 

strength, E/Y, for all the cases with an impact velocity of 10 m/s. For designation of the symbols, see Table 

4-2. 

 

Figure B-2 The equivalent plastic strain, εp, as a function of the ratio of Young’s modulus to yield 

strength, E/Y, for all the cases with an impact velocity of 20 m/s. For designation of the symbols, see Table 

4-2. 
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Figure B-3 The equivalent plastic strain, εp, as a function of the ratio of Young’s modulus to yield 

strength, E/Y, for all the cases with an impact velocity of 30 m/s. For designation of the symbols, see Table 

4-2. 

 

 

Figure B-4 The equivalent plastic strain, εp, as a function of the ratio of Young’s modulus to yield 

strength, E/Y, for all the cases with an impact velocity of 40 m/s. For designation of the symbols, see Table 

4-2. 
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Impact Deformation: e as a function of Vi /Vy 

 

Figure B-5 The coefficient of restitution, e, as a function of Vi /Vy, for all the cases with an impact velocity 

of 10 m/s. For designation of the symbols, see Table 4-3. Note that the data points in each data set 

correspond to different densities. 

 

Figure B-6 The coefficient of restitution, e, as a function of Vi /Vy, for all the cases with an impact velocity 

of 20 m/s. For designation of the symbols, see Table 4-3. Note that the data points in each data set 

correspond to different densities. 
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Figure B-7 The coefficient of restitution, e, as a function of Vi /Vy, for all the cases with an impact velocity 

of 30 m/s. For designation of the symbols, see Table 4-3. Note that the data points in each data set 

correspond to different densities. 

 

Figure B-8 The coefficient of restitution, e, as a function of Vi /Vy, for all the cases with an impact velocity 

of 40 m/s. For designation of the symbols, see Table 4-3. Note that the data points in each data set 

correspond to different densities. 
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Appendix C 

Particle Impact Velocity in the Single Particle Impact Tester 
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Figure C-1 The impact velocity, Vi, measured using high-speed imaging for different sizes of (a) HDPE, 

(b) PP Homo, (c) PP RaCo particles and (d) 1000 μm glass beads, as a function of the vacuum gauge 

pressure, Pgauge, in the single particle impact tester. 
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Finding C1, C2, C3 and C4 for Equation (6-1) 
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Figure C-2 The experimental value of the dimensionless velocity, Nv
1/3, as a function of Pgauge/ρairgh for (a) 

HDPE, (b) PP Homo, (c) PP RaCo particles for different particle sizes and (d) glass beads for 1000 μm 

particles. The arithmetic mean value for the power indices of all the fitted lines is taken as the power 

index C2 of Equation (6-1). 
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Figure C-3 Plot of Nv
1/3/(Pgauge/ρairgh)0.464 as a function of Nd

1/3 for (a) HDPE, (b) PP Homo and (c) PP 

RaCo particles at different vacuum gauge pressures. The arithmetic mean of the absolute value for the 

power of all the fitted lines is taken as the power index C4 of Equation (6-1). Glass beads are not included 

in this analysis as the corresponding data are only available for one particle size. 

 

 

Figure C-4 Plot of Ci as a function of (S-1) for all the sample materials. The slope and absolute value of 

the power of the fitted line are taken as the empirical constant C1 and power index C3 of Equation (6-1), 

respectively. 
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Comparison between the Experimental and Predicted values of Nv
1/3 
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Figure C-5 Comparison between the experimental (solid symbols) and predicted (hollow symbols) values 

of the dimensionless impact velocity, Nv
1/3, at different vacuum gauge pressures for (a) HDPE, (b) PP 

Homo and (c) PP RaCo particles. 

 

 

Figure C-6 Comparison between the experimental and predicted values of the dimensionless impact 

velocity, Nv
1/3, at different vacuum gauge pressures for 1000 μm glass beads. 
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The Measured/Estimated Impact Velocity for the Metal Particles 

 

Figure C-7 The impact velocity, Vi, measured using high-speed imaging for different sizes of the solder 

balls (SAC305), and estimated using Equation (6-7) for copper (Cu) and aluminium alloy (AA6061) 

particles, as a function of the vacuum gauge pressure, Pgauge, in the single particle impact tester. 
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