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For the hedgehogs and pigeons.

11



Riddles: they either delight or torment. Their delight lies in solutions. Answers
provide bright moments of comprehension perfectly suited for children who
still inhabit a world where solutions are readily available. Implicit in the
riddle’s form is a promise that the rest of the world resolves just as easily. And
so riddles comfort the child’s mind which spins wildly before the onslaught of
so much information and so many subsequent questions.

The adult world, however, produces riddles of a different variety. They do not
have answers and are often called enigmas or paradoxes. Still the old hint of
the riddle’s form corrupts these questions by re-echoing the most fundamental

lesson: there must be an answer. From there comes torment.

Edith Skourja’s “Riddles Without” in Riddles Within, ed. Amon Whitten
(Chicago: Sphinx Press, 1994), p. 17-57.

Mark D. Danielewski, House of Leaves
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Eccentric Sets

Calliope Ryan-Smith

Abstract

HIS THESIS IS AN ANTHOLOGY OF PAPERS THAT I HAVE WRITTEN

during my time as a PhD student, split into three main chapters of

) . mathematical content that each represent a facet of my research.
Chapter 3. From [KR24; Rya24c]. I begin with ZF set theory without
the axiom of choice (whereas Chapters 4 and 5 use full ZFC). In this setting
it is possible that there is a set X such that, for some ordinal «, there is a
surjection X — « but no injection @ — X. Such eccentric sets (for ‘tis their
name) inform us about the structure of their universe of sets, and thus I present
the Hartogs—Lindenbaum spectrum, a documentation of eccentricity within a
universe. I show bounds for the Hartogs—Lindenbaum spectrum in models of
SVC before constructing a model of ZF with maximal Hartogs—Lindenbaum
spectrum (that is, the universe is as eccentric as possible).

Chapter 4. From [Rya24a]. Within this chapter I examine maxzimal 6-
independent families (where 0 is a cardinal): ‘large’ collections A C Z(X)
for some X such that, in some sense, the elements of A are ‘independent’ or
‘random’. While maximal Rg-independent families are guaranteed to exist by
Zorn’s Lemma, this dramatically fails for # > R, instead requiring the presence
of large cardinals. I exhibit a method of constructing proper classes of maximal
f-independent families by forcing over models with large cardinals.

Chapter 5. From [Rya24b]. 1 end with inspiration from model theory. An
important concept in model theory (and computer science, as it happens) is
VC dimension, a measurement of ‘shattering’. VC dimension was originally
defined in a finitary manner, as model theory is wont to do, so I extend the
definition to allow nuanced infinite dimensions, presenting string dimension.
This gives rise to ideals of low-dimensional sets, and I investigate the covering

numbers of these ideals.
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Chapter 1

Introduction

“This was his daily prayer; crouched on his knees,
burbling numbers with the persistence of waves

against the shore, and never a drop closer.”

Lara Welch, Feast of Saints

: ET THEORY IS OFTEN CALLED A ‘FOUNDATION’ OF MATHEMATICS,

something which can, given enough effort, simulate any kind of
Ny, mathematical tool, argument, or question that one may wish to
express.! It is also, strangely, only deals with very basic objects: sets. A set is
merely a collection of other things,? which we> refer to as its elements. A set
does not order its elements, does not contain multiple copies of any elements,
and is uniquely determined by its elements. If X = {0,1}, then the set {1,0}
is precisely the same set as X, as is the set {0,0,1}. X is the unique set among
all sets containing exactly the number 0, the number 1, and nothing else.

Despite these limitations, set theory finds a way to describe every other

LOf course, there are many forms of mathematical expression that set theory alone handles
sub-optimally, but those usually fall into the realm of self-reference.

2Which, eventually, mathematicians decided are also sets.

3Indeed. You, too, now refer to curious objects found in sets as the elements of that set,
and henceforth I shall be following the mathematical convention of plural pronouns in the
text.

“These curly brackets are used to describe the elements of a set. In the case of X here,
there are only two elements: 0 and 1. However, we may also describe a set more indirectly
by the properties of its elements: {n € N | % has no remainder} is the set of every natural
number 7 such that 3 is a whole number, so this is the set of even numbers. We may also go
the other way, such as {n® | n € N} being the set {0,12,22, ...} of square numbers. Note
that in this text we take 0 to be a natural number. This is just because doing so makes
considerably more sense for this work.



2 Chapter 1. Introduction

mathematical object that we could normally want: natural numbers, integers,
functions, real numbers, Turing machines, hypercubes (and therefore a good
description of Graham’s number), geometric surfaces, and many many other
concepts.® There is an overview of the exact encodings that will be useful to
this text in Chapter 2, but the specific details are not very interesting.”

One could reasonably ask in this case why one need study set theory at all,
as we seem to have only talked about how it is an esoteric collection of ideas that
can, with effort emulate the normal mathematics that most mathematicians
are already comfortable with.? For this, we must acknowledge the spectre of

independence.

1.1 Independence

One of the great shocks of modern mathematics were Godel’s incompleteness
theorems [G6d31], which can be thought of as saying that any sufficiently
advanced system of mathematical rules is incomplete.'’ That is, there will
be a mathematical statement that the system of rules can neither prove nor
disprove.

Incomplete systems of rules are no stranger to us. Suppose that, perhaps
for reasons of law, we are required to define what a ‘clock’ is,'? and come up
with a list of rules such that an object will satisfy all of those rules if and only
if it is a clock. Then there are certain deductions that we can make using this
list of rules. For example, we can say that if an object obeys these rules and is

working properly, then it will change at least once a second; or we could say

SEx congeries quodlibet (‘from sets, anything’)6 is an enticing slogan.

5Though set as we mean it here has no true translation into Latin.

"And should not be very interesting. If set theory is doing its job, then an encoding (and
any encoding) of a mathematical object should be able to be thought of as being exactly the
same as that object.® Therefore, the set that is said to ‘encode’ the number 7 is no more
exciting than 7 itself (which is a bad example, since 7 is a very exciting number).

8There is an interesting conversation about objects-in-intension and objects-in-extension
to be had, but this text is not the place.

9Indeed I am sadly restraining myself from delving into a discussion on the origins and
history of Zermelo—Fraenkel (ZF) set theory, its axioms, and its reception.

10We also crucially require that the system of rules is semidecidable (which simply means
that there is a computer program that can list every rule)*! and assume that the system of
rules is not inconsistent (so the rules do not contradict one another).

1Tn mathematics we sometimes have an infinite set T of these rules, so what we really
mean here is that there is a computer program that will start listing rules r1, 72,73, ..., listing
only rules in T', and eventually listing every rule in T'.

12Please put aside the ontology for a moment and live in a world in which this is a
well-defined concept. Perhaps invoking Wittgenstein [Wit53] will help.
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that any object obeying these rules exhibits gravitational force on other objects
in the universe. However, not every statement can be settled by this list of
rules. For example, if our statement is “the object has hands”, then there
certainly can be no proof of this statement from the rules that we have listed
alone, since any digital clock without hands must obey every one of our rules.
Similarly, we cannot disprove the statement due to the existence of analogue
clocks. Therefore, our system of rules is incomplete.

Even so, the idea of mathematical incompleteness is a far cry from the
usual comfort of maths, in which we think of the concepts that we engage
in as being immutable, part of the universe. How can there be a statement
about natural numbers that we can neither prove nor disprove? This is part of
where set theory shines (at least, since the 60s). By Cohen’s method of forcing
[Coh63] we are able to take objects (which we often call universes) that obey
our set of rules (ZF set theory) and modify them, while not violating any of
the rules of ZF. In this way, we can inspect what changed. Are there more real
numbers than before? Are infinite games determined now? This is a thesis of
independence, showing how certain mathematical statements may be true in

one universe but false in the next.

1.2 Summary of results

For the benefit of readers who may be mostly interested in knowing the results
within, rather than patiently wading through paragraphs of analogies regarding
mathematical concepts, let us try to list, somewhat concisely, the main results
of each chapter. These lists are incomplete, instead aiming to highlight the
main ideas and results within. Explanations of the symbols and concepts
used here are found either in the global preliminaries Chapter 2 or within the

respective chapter itself.

Chapter 3: The Hartogs—Lindenbaum Spectrum

Denoting by Ord the class of ordinals,'® the Hartogs number of a set X, denoted
N(X), is the least @ € Ord such that there is no injection @ — X, and the
Lindenbaum number of X, denoted N*(X), is the least & € Ord such that o # 0

13That is ordinals-as-sets, per the von Neumann interpretation [Neu23], which we introduce
in Section 2.2.
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and there is no surjection X — o.'* When invoking the axiom of choice AC,'®
one has that R(X) = R*(X) for every set X. However, the statement “for all X,
N(X) = R*(X)” does not imply AC. Indeed a result of Pincus [Pel78]'6 shows
that “for all X, R(X) = N*(X)” is in fact equivalent to ACywo (well-orderable
families of non-empty sets have a choice function). By extending the proof
that Pincus used to obtain this result we construct many more equivalent

statements.

Theorem (Theorem A). The following are equivalent:
1. For all X, N(X) = N*(X);
2. there is k such that for all X, R*(X) > k = N(X) = R*(X);
3. there is k such that for all X, X(X) > k = N(X) = N*(X);
4. ACwo;
5. for all X, X(X) is a successor; and
6. for all X, X(X) is regular.

The second part of Chapter 3, Section 3.5, is dedicated to the presence of
eccentric sets.!” In particular, we try and find bounds for the constructions
that allow us to take an eccentric set and ‘lift’ it to one of higher Hartogs

number.

Theorem (Propositions 3.5.9 and 3.5.10 and Theorem 3.5.11). Let B be such
that: N(B) is singular or a limit cardinal; or X(B) < W*(B). Then there is are
cardinals Q@ and k such that, for all X = Q with cf(X) = cf(R(B)), there is a
set X with X(X) = X\ and max{s, \T} < N*(X) < max{xT, A\T}.1

If X(B) is singular or a limit cardinal then Q < sup{X(a?®) | « < X(B)}
and k = N* (BXBL) | [fX(B) is regular and X(B) < R*(B) then Q = R(B)
and k = N*(B).

A natural question that arises is that of the spectrum of Hartogs and

Lindenbaum values of models of ZF. We define the Hartogs—Lindenbaum

Hartogs and Lindenbaum numbers (from [Har15] and [LT26] respectively) are discussed
in more depth in Section 3.1. Injections and surjections are defined in Section 2.1.

15See Section 2.1.3.

16Pelc attributes the result to Pincus in this paper.

17An eccentric set is a set X such that R(X) < R*(X).

8 This result can be improved to ®*(X) = max{s, AT}, see Corollary 3.4.5.
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spectrum of M E ZF, denoted Specy (M), to be the class of all pairs of cardinals
(A, k) such that, for some set X, X(X) = A and N*(X) = k. While in general
the spectrum of a model of ZF can be quite wild (see Theorem C), by taking

on the additional assumption of SVC,'” we find a much more tame structure.

Theorem (Theorem B). Let M = SVC. Then there is a cardinal ¢, cardinals
Y < x0 <, a cardinal ¥* =, a cardinal x € [x0, X, and a set C C [¢, x0)
such that

DC{(Mr) Y <A<KELSX Y<K}
Specy (M) =
pees(M) = CC LAY | cf(N\) € O < Q)
S={(0AT) [ cf(\) €A > Q)2

Here SC,®, €, and 4 simply denote different parts of the spectrum: SC is
the pairs of successor cardinals present in every spectrum; ® is the chaotic

part of the spectrum?!

in which any combination of Hartogs and Lindenbaum
numbers could happen, though only up to a bounded Lindenbaum number; €
is the irregular oblate cardinals,?? which may or may not appear at various
points in this bounded region; and 4l is the class of regularly appearing oblate
cardinals. This is telling us that in models of SVC, the only eccentric sets that
appear past a certain bound () are from oblate cardinals with cofinality in C,
and past another bound (£2) every cardinal with cofinality in C' is oblate.
Finally, we look into effecting eccentric sets, both one at a time and, later,
all at once. We achieve this by using symmetric extensions, a way of extending
a model M of ZF into a larger model IV of ZF by means of a “symmetric system”

(see Section 2.4 and in particular Section 2.4.1).

Theorem (Theorem 3.6.2). Let A < k be infinite cardinals. There is a
symmetric system (P,9,.%) and a P-name X € HS# such that

Ip 7S “R(X) = A and R*(X) = &”.

19 Small violations of choice, “there is a set S such that for all X there is an ordinal 1 and
a surjection f: S xn — X”. We give a brief history and more thorough treatment to SVC in
Section 3.2.1.

2ONote that € is a subset of the possible ‘irregular oblate cardinals’ There may be X such
that X(X) = X and X*(X) = AT for A < Q and cf(\) € C, but we cannot be certain. On
the other hand, ® is the entire class of ‘oblate cardinals’ described. That is, if A > 2 and
cf(\) € C then we can guarantee that there is X such that X(X) = A and ®*(X) = AT.

219 of course is short for “dracones”, as in hic sunt dracones (‘here be dragons’).

22An oblate cardinal is a cardinal X such that for some set X, X(X) = X and R*(X) = AT,
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Practically, this means that in any model M of ZF one can extend M to
a new model N of ZF such that there is a set X € N with X(X) = A and
N*(X) = k in N. By performing this process simultaneously for all pairs of
cardinals (), k),22 we obtain a model in which every pair of cardinals (), &)

has an associated eccentric set.24

Theorem (Theorem C). ZF is equiconsistent with ZF+ “for all infinite cardinals
A < k there is a set X such that X(X) = X and XN*(X) = k"

Chapter 4: Maximal Independent Families

Maximal independent families are a curious combinatorial construction. An
independent family is a set A C Z2(X) such that, for all finite partial p: A — 2,
N{A | p(A) =1} n{X\A|p(A) =0} # 0. In ZFC (ZF with the axiom of
choice) it is quite easy to construct these objects and, using Zorn’s lemma
[Kur22; Zor35],%® one can extend an independent family to one that cannot
be further increased (a mazimal independent family). However, the situation
dramatically changes when one replaces ‘finite’ in the definition with, say,
‘countable’ (a o-independent family). In [Kun83] Kunen explores this matter
and shows that the presence of a single maximal o-independent family entails an
inner model with a measurable cardinal,?® a dramatically stronger assumption
than ZFC alone. Not only this, but from a measurable cardinal one can take
a forcing extension to produce a maximal o-independent family. We slightly
improve upon these techniques and use them, alongside appropriate large
cardinal assumptions, to generate proper classes of maximal #-independent
families, for various uncountable 6.%7

The statements of the following results are somewhat necessarily dense.
Add(A, B) is described in Definition 2.4.2, Easton supports in Definition 2.4.8,
Mitchell rank (o(k)) in Definition 4.2.1, #-strong compactness in Definition 4.2.2,

and general forcing preliminaries in Section 2.4.

Proposition (Proposition 4.4.5). Let k be measurable with normal measure
U, 2% = kT, and A €U be a set of reqular cardinals. Let G be V -generic for
the Easton-support iteration P = X ,c 4 Add(a, a™). Then in V[G] there is a

ZThis is a slight understatement of the process, but hopefully conveys the correct intuition.

2Rather, the pairs (), k) with Xg < A < k.

25 A theorem that is equivalent to AC under the additional assumption of ZF.

26Inner models and measurable cardinals are defined in Sections 2.4 and 2.6 respectively.

27A f-independent family replaces “finite’ with ‘cardinality less than 6’ in the definition of
independent family.
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mazximal k-independent family A C P (k). Furthermore, if V € V is a normal

measure on k with A ¢ V then there is a normal measure V 2V on  in V[G].

Theorem (Theorem D). Let  be 0T -strongly compact for some uncountable
reqular 0 < K, with 2<% = K, and let G be V -generic for Add(0, k). In V|G|, for
all A = k with cf(X) > k, there is a maximal 0-independent family A C Z(N).

Theorem (Theorem E). Let V' be a model of ZFC+GCH. Then there is a class-
length forcing iteration P preserving ZFC+GCH such that, if G C P is V -generic,
then whenever k is a measurable cardinal in' V' there is a maximal k-independent
family A C P (k) in V|G|. Furthermore, whenever k is a measurable cardinal
in'V, o(k)" =14 o0(r)VI, and whenever r is non-measurable in V it remains

non-measurable in V[G].

Chapter 5: String Dimension

In this chapter we explore the idea of a cardinal characteristic, some well-
defined cardinal value that (usually) ZFC alone does not solve. For example,
the cardinality of the real numbers—often denoted ¢ for continuum—is an
infinite ‘aleph number’, R, for some ordinal ««. However, ZFC alone cannot

e!?® In the case of

deduce the exact value of o, or even if it is finite, or countabl
this chapter, we define an analogue to VC dimension that allows for infinitary
shattering: the string dimension of F' C 2% is the least d such that for all A C &,
if |[A] = ||, then {f] A| f € F} # 24.2° We then consider the question of how
many low-string-dimension subsets of 2” it takes to ‘cover’ 2%. More precisely,
we define s9(9, k) to be the least size of a family A C Z?(2%) that covers 27
(that is, A = 2¥), and for all F' € A, the string dimension of F' is strictly less
than 0. While the results within this chapter are mostly smaller, building up
together to give us a good understanding of string dimension, one curiosity is

that for strong limit cardinals®” the characteristic s0 is often determined.

Theorem (Theorem 5.4.4). If k is a strong limit, and 0 is least such that
2° > cf(k), then 50(5, k) = 2~.

28That is, the so-called ‘continuum hypothesis’ is very independent of ZFC.

29 Alternatively, one can imagine this from a ‘shattering’ point of view: A family 7 C (X))
shatters Y C X if {ANY | A€ F} = Z(Y). The string dimension of F is the least 4 such
that F shatters no subset of X of cardinality §. Here we translate between f € 2% and
A C X by the conversion f +— {x € X | f(x) = 1}, discussed in more detail in Section 2.1.

30Cardinals x such that, for all a < &, 2% < k.
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Using the various techniques from throughout the chapter, we eventually
construct Figure 5.6 (reproduced in this section), which documents the known

consistency for statements such as “sd(Ry,Ry) < s0(Rg, N1)”.

Con [<— H SNy, Vo) \ ¢ \ cf (c) \ of (2%) \ SO(Ng, Ry) \ SO(Ny, Ry) \ 50(Rg, Ry)

50(Ny, Ng) Yes | Yes Yes Yes Yes Yes

c No No Yes Yes Yes Yes

cf(c) No Yes Yes Yes Yes Yes

cf (2N1 ? Yes | Yes No Yes Yes

50(Ng, Ny) ? Yes | Yes Yes Yes Yes

so(Rq, Ny) No Yes | Yes Yes No Yes
50(Np, Nq) No No | No ? No No

Figure 5.6: Known consistencies regarding s0(9, k) with k = Xy or N;.

In this investigation it also became helpful to properly understand x-finality.
One may wish that in, say, a forcing iteration of length -, the yth stage of the
iteration does not add any real numbers, despite each previous stage doing so.
We say that a forcing iteration is x-final to mean that every sequence of length
less than k composed of ground-model elements was added at an intermediate
stage.3! By adapting the definition of distributivity, we come up with a notion

of pseudodistributivity and show that it exactly characterises this property.
Theorem (Theorem F). P is k-final if and only if it is k-pseudodistributive.

This allowed for some very general characterisations of when certain forcing
iterations (or products viewed as iterations) would increase or decrease the
cardinal characteristics (0, k), though this technique can also be applied to

many cardinal characteristics derived from combinatorial descriptions.

1.3 Eccentricity

One of my?? earliest projects was working with Asaf Karagila on [KR24], in
which we demonstrate how to introduce a new set X into the universe such
that its Hartogs number R(X) and Lindenbaum number3® R*(X) were equal to
some pre-determined values A and k. What you must believe for the moment is
that most of the time3* any set X will have R(X) = X*(X), and so introducing

3180 in the case of not adding reals, w;-finality suffices.

32Let us return briefly to personal pronouns for this sappy soliloquy.
33Introduced properly in Chapter 3.

34By which I mean ‘in ZFC’.
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some new Y such that R(Y) < X*(Y) is an oddity. In my mind, I pictured
the ‘normal’ sets, those X with R(X) = N*(X), as circular, a ring without
deformity. The new sets, on the other hand, those Y with X(Y) < R*(Y),
I imagined as distorted in some way, more akin to an ellipse. Therefore, it
seemed natural to me that this property that we are injecting into our universe
when we undertake these constructions is eccentricity. The more eccentric the
ellipse, the further from that circle it became, the further from the ‘expected’

behaviour of sets that we see.

Figure 1.1: The eccentricity of an ellipse can be calculated as ¢ divided by a.
As eccentricity approaches 0, the ellipse becomes a circle.

This is, of course, not our typical use of the word eccentric and this
nomenclature, of course, tickled me to no end. By the time of [Rya24c]|, my
second paper, I had carved out this name and it was accepted®® in the corpus of
mathematics. This is one joy of mathematical research, the ability to directly
enter the stream of data and place oneself among it. Even if my impacts remain
small, they carry with them a part of myself.

Therefore, we enter into this thesis with fascination and hope, carving out
a space among the quantum foam of the universe—our universe, any universe—
from which to plot a course. After all, this is my daily prayer; crouched on my
knees, burbling numbers with the persistence of waves against the shore, and

never a drop closer.

350r at least published.
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Chapter 2

Preliminaries

“One of my brothers was devoted to what he
called the smallest infinity. The most realistic
impossibility—so close that one could almost count
it

Lara Welch, Feast of Saints

E WORK IN ZF AND, IN CHAPTERS 4 AND 5, WE WORK IN ZFC,

though we are each encouraged to attempt to place this work in

. an appropriate metalogical context. Unless otherwise specified, we
shall generally work in a fixed universe of sets, denoted V', with membership
relation €. Given a set X, we denote by Z2(X) the power set of X, {Y | Y C X},
and we denote by |J X the union of X: {Z | (3Y)Z € YAY € X}. We generally
use angular brackets to denote tuples, so (a, b) is the tuple (or ordered pair, or
sequence) of a and b.3® This notation extends to indexed tuples, so (a; | i € I)
is the tuple with a; in the ith position. Given sets X, Y, we denote by X x Y
the set of tuples (z,y) such that x € X and y € Y. When X =Y, we typically
write X2 instead of X x X. For finite3” tuples @ = (a; | i =0,...,n — 1) and

b= (bj | 7=0,...,m—1), we denote by @~ b the concatenation of @ and 5,

36We shall arbitrarily take the Kuratowski encoding of binary tuples from [Kur21], so
(a,b) = {{a}, {a,b}}. Thus the first element of (a,b) is the unique element of ("(a,b), and
the second element of {a,b) is the unique element appearing in exactly one member of (a, b).

37In fact this concept extends naturally to any linearly ordered collection of tuples each
indexed by a linear order. A linear order is a tuple (L, <) where L is a set and <C L? such
that, if we write a < b to mean (a,b) € <, the following hold: For alla € L, a < a; if a,b € L
are distinct then exactly one of a < b or b < a holds; and if a,b,c € L, a < b, and b < ¢, then
a < c. One is invited to imagine what it means to concatenate two linear orders.

11
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the tuple (cx | K =0,...,n+m — 1) given by

a ifk<n
C —
bp—_p if k>n.

2.1 Functions

By a (total) function f: X — Y we mean a set f C X x Y such that for
all z € X there is unique y € Y such that (z,y) € f. By a partial function
f: X =Y we mean a set f C X x Y such that for all z € X there is at
most one y € Y such that (z,y) € f. By the domain of a function f we
mean {z | (Jy){z,y) € f}, denoted dom(f). Note that a partial function
f: X — Y is just a total function dom(f) — Y. For x € dom(f) we write
f(z) for the unique element of Y such that (x, f(z)) € f, and may write
x +— y to mean y = f(x).3® A function f is an injection if for all z,2’ € X,
f(z) = f(2') = x =2a'; a surjection if for all y € Y there is z € X such that
f(z) = y; and a bijection if it is an injection and a surjection. Given a function
f: X =Y and a set A, we denote by f [ A the restriction of f to A. Hence,
f1 Ais the function X N A — Y given by fN (A xY). We denote by f“A the
pointwise image of A under f. That is, f“A = {f(a) |a € AN X}. We denote
by f~1(A) the preimage of the set A, that is f~1(A) = {x € X | f(z) € A}.

Given sets X and Y, we write:
1. YX for the set of functions X — Y;
2. |X| < |Y] to mean there is an injection X — Y;
3. | X| <* |Y| to mean there is a partial surjection ¥ — X;3°
4. | X| < |Y] to mean | X| < |Y|and Y| £ |X]|;

5. |X| <* |Y| to mean |X| <* |Y] and |Y| £* | X];

38Indeed, we sometimes use this notation to define a function. If the domain of f is
understood, say dom(f) = A, then we write  — P, to mean that f = {{(z,P,) | z € A},
where P is some process of obtaining a set after being given z. For example, we might
define the successor function on the natural numbers by writing ‘z — = + 1’, rather than
{{z,z+1) | z € N}.

39Equivalently, either X = @ or there is a (total) surjection Y — X. @ here denotes the
‘empty set,” the unique set with no elements.
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6. |X| = Y| to mean |[X| <|Y]|and |Y] < |X|;*
7. |X] =*|Y| to mean | X| <* [Y| and |Y] <* | X];
8. Px(Y)tomean {ACY ||A| < |X|}; and

9. [X]¥ tomean {ACY | |A| =|Y]|}.

We shall sometimes say that X and Y are equipotent or have the same cardinality
to mean | X| =Y.

We sometimes identify {0,1}* and £2(X) by identifying the function
f: X — {0,1} with the set {x € X | f(x) =1}.

2.1.1 Reals

Usually there is a strong consensus on what a “real number” is in mathematics:
a (possibly infinite) collection of digits 0-9 with a decimal point somewhere in
the middle and possibly a ‘minus symbol’ — at the front.*> However, for myriad
fascinating reasons that we shall not divulge, within this text we somewhat
loosely use “real number” (or usually just a real) to mean one of a few different
things. While we may say “real number” to mean one of those plus-or-minus

decimal point objects, we may also say “real number” to mean:
e a function N — N;*3
o a function N — {0,1}; or
e a subset of N.

Usually the symbol R is reserved for the set of real numbers as we typically
understand them. The most important takeaway when dealing with this is
that NN, {0, 1}, and 2(N) have structure that makes them naturally similar
to real numbers, and that |R| = [NN| = [{0,1}1] = |22(N)|.

0By the Cantor-Bernstein theorem,*! |X| = |Y| if and only if there is a bijection X — Y.

4IStated in [Can87] without proof (it seems likely that Cantor’s original (unwritten) proof
relied on the linear ordering of cardinality under <, which was shown to be equivalent to the
axiom of choice in [Har15]). An early published proof can be found in [Zer08], and a more
modern proof in English can be found in [Jec03, Theorem 3.2].

“2Except 0.999... = 1.000..., so I suppose we have to say that those are “the same” in
some sense, and —0 = 0, and 1.0 = 1, and. .. well, let us say that problems arise with this
definition. Fortunately, mathematicians have come up with a much more robust way of
defining real numbers that does away with much of this semantic difficulty, but that is beyond
the scope of this text.

43Where N is the set of natural numbers, 0, 1, 2, etc. We identify N with w, defined later.
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2.1.2 Relations

By a (binary) relation on a set X, we mean a set R C X2, where we interpret
R as the set of pairs (z,y) such that z is related to y (according to R). When
R is understood as a relation on X, rather than a subset of X2, we will often
write R y in place of (z,y) € R. This is especially common for relations
such as ‘<’, as we almost always write z < y instead of (z,y) € <. Other
common notation includes R(z,y) to mean (z,y) € R. More generally, we
sometimes consider relations between two non-equal sets, so R C X x Y, and
in this case we will still write z R y to mean (x,y) € R. We also sometimes
consider relations on more than two sets, such as R C X x Y x Z,* or even
R C TT A (see Section 2.2) for an arbitrary collection A of sets. If R is a relation
on sets X1,..., Xy, we say that R has arity n. There is usually no ‘interfix’
notation for relations of arity greater than two.*> A binary relation R on X
is well-founded if all non-empty Y C X have an R-minimal element. That is,

there is x € Y such that for all y € Y, y R « does not hold.

2.1.3 The axiom of choice

For a set X, we denote by [[ X the collection of functions ¢: X — |JX such
that, for all z € X, f(z) € x. For all X, ¢ € [[ X is called a choice function,
and the aziom of choice AC is the statement that for all sets X, if ) ¢ X
then [ X # (). Consequences of the axiom of choice are discussed further in
Section 3.2.

2.2 Ordinals

A set X is transitive if for all Y € X and all Z € Y, Z € X. By the
transitive closure of X we mean the smallest transitive class containing X, so
M{Y | X CY and Y is transitive}. It is a theorem of ZF that the transitive
closure of X is always a set (in particular, we do not need to contend with the
empty intersection problem). A well-order is a linear order (L, <) such that

every non-empty subset of L has a <-least element.?® By an ordinal we mean

“While it is technically an abuse of notation, we generally identify X x (Y x Z) with
(X xXY)x Z, as we can easily translate between the two by the function (z, (y, 2)) — ((z,y), 2).

4One interesting exception is the independence relation L in model theory. Common
notation for ‘A is independent from B over C” (that is, (4,B,C) € | )is A | , B.

4That is, for all non-empty P C L there is a € P such that for all b € P, a < b. If we
define < by a < b if a < b and a # b then this is equivalent to < being a well-founded relation
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a transitive set X that is well-ordered by €.#” We denote by Ord the class
of ordinals. Ordinals are usually denoted by Greek letters, particularly those
early in the alphabet. In the case of finite ordinals, we identify the (unique)
ordinal of length n with the natural number n. In particular, 0 = (), and we
often use that n = {0,...,n — 1}.® We endow Ord with the relations < and
<, defined by a< fifae f,and a < fif a € f or a = 3. Given a set X of
ordinals, the supremum of this set, sup X, is |JX. Note that sup X is indeed
an ordinal and is genuinely the supremum of X in order (Ord, <). We define
w to be the least infinite ordinal, so w = sup{n | n is a finite ordinal}.*® An

ordinal « is a limit ordinal if sup a = «. Otherwise, « is a successor ordinal.
Fact 2.2.1. The class relations (Ord, <) and (V, €) are well-founded.

In particular, inductive definitions for ordinals are well-defined. Loosely
speaking, this means that if we want to define a function or process f on
ordinals then we can define f(«) using f [ a without worrying about circular
logic. Let us use this to define ordinal arithmetic:

Given an ordinal «, we define o + 0 = a and o+ 1 = {a} U . Note that
a+ 1 is also an ordinal. For 8 > 1 we define a + 8 =sup{(a+~)+1 | v < 5}.
We also define o x 8 = sup{(a x v) + a | v < B} (we sometimes write o3
instead of o x ). While ordinal exponentiation can also be defined, we do not
use it in this text. Note that « is a successor ordinal if and only if there is 8
such that o = g+ 1.

Given two ordinals o and 3, we use interval notation to mean intervals in

Ord. That is,

(@, 8) ={y € Ord | a <~ < 5}
[a, 8] ={y € Ord | e <y < B}
(a, f] = {7y € Ord | a <7y < f}
[a, ) ={y€Ord | a<vy<p}.

Note that these intervals can be empty. For example, for any a, [a, a) = 0.

on L.

“TRather, X is well-ordered by the relation €| X := {(z,y) € X? | z € y}. Thinking of €
as the collection {(z,y) | z € y} (importantly this is not a set, but rather a collection of sets
that we call a class), we could write the relation € [ X as € N X2

“8For example, we shall henceforth say 2" instead of {0,1}".

49If you are worried that {n | n is a finite ordinal} may not be a set, have no fear. We
simply declare that it is as an axiom.
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Given a set X of ordinals, we denote by ot(X) the order type of X. That
is, the unique ordinal « such that (o, €) = (X, <).50 Given ordinals a and f,
we denote by [a]® the set {X C a | ot(X) = £}.5

A set X C ais cofinal in « if for all § < a there is v € X such that g < ~.
By the cofinality of @ we mean min{ot(X) | X C « is cofinal}, denoted cf(«).

By a cofinal sequence in o, we mean a sequence (3, | v < 6) such that:
1. {8y | v < 6} is cofinal in «; and
2. forally <+ <4, B, < By.

Note that any cofinal subset of a begets a cofinal sequence in « by enumerating
its elements.

Given that (V, €) is well-founded, we may define set rank inductively by
rk(X) =sup{rk(Y)+1|Y € X}.

We denote by V,, the set {X | rk(X) < a}. Equivalently, we can define V, by
Vo =U{Z(Vp) | B <a}.

2.2.1 Mostowski collapse

Let E be a binary relation with (potentially class-sized) domain A. The
structure (A, E) is said to be: extensional if, for all z,y € A, z = y if and
only if (Vz)E(z,z) <> E(z,y); well-founded if for all non-empty X C A there
is € X such that, for all y € X, =E(y, z); and set-like if for all x € A, the
a priori class {y € A | E(y,z)} is in fact a set. If (A, E) is an extensional,
well-founded, and set-like structure then there is a unique transitive class B
such that (B, €) = (A, E). We refer to B as the Mostowski collapse of (A, E).

2.3 Cardinals

IVEN A SET X, WE DENOTE BY |X| ITS CARDINAL NUMBER. IN
j the abstract, we would like | X| to behave as the equivalence classes
of the equipotence relation: |X| = {Y | |X| = |Y[}.>> However,

this is necessarily a proper class (unless X = ()) and so for referring to the

"OMeaning («, €) and (X, <) are isomorphic as linear orders.

INote that this is distinct from [a]”, meaning {X C o | |X| = |B|}.

520r, alternatively, we would like | X| to be some canonically chosen set such that X and
| X | are equipotent. This is possible in the case of ZFC, but cannot be done in general in ZF.
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object |X| in-universe, we break into two cases. If X can be well-ordered,
then |X| = min{a € Ord | |X| = |a|}. Otherwise, |X| is the Scott cardinal
of X, the set {Y € V,, | |X| = |Y|}, where « is least such that the set is
non-empty. By a cardinal we mean a well-ordered cardinal. That is, an ordinal
a such that |a| = a. We denote by Card the class of cardinals. We typically
denote cardinals by Greek letters, particularly x and A. When comparing the
cardinalities of sets and cardinals, we may omit the ‘absolute value’ notation
from the cardinal and simply write, for example, |X| < A instead of | X| < |A|.
Given two cardinals A and k, we denote by A + k the cardinality of the set
{0} x AU {1} x K, and by A x k& (or Ax) the cardinality of the set A x .>3 If
both A and & are finite then this coincides with the usual arithmetic on finite
numbers. Otherwise, A + k = A X K = max{\, k}. We use \* to denote the
cardinality of the set A\*. We denote by AT the least cardinal greater than
M. That is, At = min{x € Card | |\| < |x|}.>* If a is an ordinal, then \*®
is defined inductively to be sup{(A\T#)* | B < a}, and R, = (w)T*. If o is
finite and small, we sometimes write a many +s to indicate 7@, so AT+t = A\ 12,
ATHH = A3 etc. When trying to emphasise the ordinal aspect of R, we may
denote X, by w,. Given a cardinal A, we inductively define 3,()\) to be

sup ({/\} U {QJV(’\) ‘ v < a}) .

Remark. Much of cardinal arithmetic is an implicit abuse of notation. When
two objects a and  are understood to be ordinals, we use + and x to refer to
ordinal arithmetic. Conversely, if & and 3 are understood to be cardinals, we
use + and X to refer to cardinal arithmetic. When there is room for ambiguity,

we shall explicitly call out which form of arithmetic is being used.

When A and x are understood as cardinals (rather than as ordinals), we
denote by (A, k), [\, k], etc. the intervals restricted to cardinals. So for example
(A, k) ={p € Card | A < pu < K}

Given a set X, we write [X]* to mean {A C X | |A| = A} as usual, and
write [X]<* to mean {A C X | |A| < A}. That is, [X]<* = 2,(X).

When working in nested universes of sets V' C W, where V is transitive

in W,% we may use superscripts to denote certain objects as ‘computed’ in a

53This abuse of notation (and indeed the upcoming abuse) is not generally a source of
confusion, though we are careful to be more precise whenever confusion may arise.

54This object is well-defined and exists for all .

580 the set membership relation €y is just Ew NV x V and, for all z € V, if y € W and
yEx, theny € V.
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given universe. For example, (X )V denotes the power set of X in V. That
is, Z2(X)V = {A C X | A € V}, which may be a strict subset of Z22(X)".

2.4 Forcing

Forcing is a fundamental technique that permeates all corners of this thesis.
One can imagine it thus: we are given a universe (we set theorists use ‘universe’
to mean a collection of ‘sets’ obeying certain rules, but you are free to imagine
any complicated collection of stuff, such as the universe that we live in, your
local government office, etc.) and, within that universe, a collection of promises.
We shall denote the universe by V', and the promises by P. These promises
are generally about some new structure that we want to build, and represent
the interests of many different parties. Sometimes, one promise will entirely
satisfy another: If p is the promise “this new road must have at least two lanes”
and ¢ is the promise “this new road must have at least three lanes”, then ¢ is
stronger than p. On the other hand, we cannot satisfy every promise: There
may be two promises p and ¢°° that are incompatible, written p L q. However,
by a miracle of mathematics,”” we may find a brand new ‘generic’ structure
G that satisfies many of the promises in P.°® However, we could not find G
in the current universe V. Rather, we had to introduce G from outside of the
universe, thus extending our new universe to what we call V[G].

Let us re-introduce forcing for the more mathematically savvy reader,
before our final, most technical preliminaries on the subject. Cohen’s forcing
was a watershed idea that fundamentally altered how we are able to do set
theory. A major issue of early set theory was how difficult it was to manipulate
models. While Godel [G6d40] found great success in exhibiting the constructible
universe L, an inner model,”® and similar methods could be used to find other
inner models, there were no techniques for extending models. Indeed, it was
not even known if “V = L”% was a consequence of ZF. In [Coh63], Cohen
lays out the forcing technique and shows the independence of four great open

problems of set theory. Namely, he shows that if ZF is consistent, then there

56For example, p is “this new road must have ezactly two lanes” and ¢ is “this new road
must have exactly three lanes”.

5TThe Baire categoricity theorem.

58For some well-defined notion of ‘many of the promises’.

%9 Assume that we have some model V' of ZF(C), with set membership relation €. Then an
inner model of V is a transitive subcollection M C V.

59That is, “there are no non-constructible sets”. [Jec03, Chapter 13] gives an approachable
overview, though we would be remiss not to mention [Kan09, Chapter 3].
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are models of ZF satisfying each of the following:

1. There is a non-constructible set, yet the continuum hypothesis®' holds;
2. R has no well-ordering;
3. AC holds, but CH fails; and

4. the axiom of countable choice for two-element sets fails.52

While this impact was immediate and of great importance, the even greater
looming influence was the technique itself. Cohen had devised a way to
extend a model V of ZFC by introducing a new set GG, which we denote
V[G]. For the construction to work, Cohen required that the new set G be
‘generic’ in some sense, which has since been formalised and refined into the
modern conceptualisation. What we call forcing today is a sleek machine
that, despite relentless study, continues to surprise in its power. The abstract
notions of products, iterations, and morphisms are all well-understood, and
many properties®® have arisen in the abstract study of forcing. It is truly a
remarkable tool.

Let us return to the serious business of preliminaries. By a notion of forcing
(or just a forcing) we mean a preorder® (P, <p) with maximum element denoted
1p. In many cases, we will omit instances of the subscript P when clear from
context. We call the elements of P conditions and, for two conditions p, ¢, we
write ¢ < p to mean that ¢ extends p (or q is stronger than p).%° In particular,
we force downwards. Two conditions p,p’ are said to be compatible, written
p ||p P', if they have a common extension in P. Otherwise, we say that p and ¢
are incompatible, denoted p Lp q. By a P-name, we mean a set of tuples (p, &),
where p € P and # is a P-name. More formally, we define V! inductively for
o € Ord by

Vo= 2@xVv).
B<a

51The continuum hypothesis (CH) says that the real numbers have cardinality R; or, in
the language of cardinal arithmetic, 2% = X;. Some prefer to define CH as “if X C R then
|X| < |N] or | X| = |R|”, which is a weaker statement in ZF with interesting implications.

52That is, there is a set X such that |X| = Ro, and every element of X has cardinality 2,
but there is no choice function for X. This can be thought of as “you cannot pick one sock
from an infinite pile of pairs of socks”, though the same statement fails with pairs of shoes
because one could, say, always pick the left shoe.

53Such as chain conditions, distributivity, centredness, etc.

1A binary relation < on a set X is a preorder if it is reflezive (for all z € X, z < ) and
transitive (for all z,y,z € X, if z <y and y < z, then z < 2).

55We follow Goldstern’s alphabet convention: if T and { are letters representing elements of
P, with I coming after { alphabetically, then { < I only if { = 1.
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Then a P-name is an element of VF = (J,coq V2

A set A C P is an antichain if all conditions in A are pairwise incompatible.
D C P is dense if for all p € P there is ¢ € D such that ¢ < p. O C P is
open if for all p € O and all ¢ < p, g € O. F C Pis a filter if for all ¢ € F
and p > q, p € F, and for all p,p’ € F there is ¢ € F such that ¢ < p,p’.
A V-generic filter of P is a filter G C P such that for all dense D C P with
DeV,GND # (. For # a P-name and G a V-generic filter, the interpretation
of & by G is inductively defined as

i = {9 | GreG)p.i) e i}

The forcing extension of V by G is then V[G] = {#% | & € VF}.9 Given a set of
P-names X we define the bullet name of X, denoted X*®, to be {(1p, &) | © € X}.
Then X* is always interpreted as the set {#“ | # € X} in the extension V[G].
This notation extends to tuples, functions, etc. with ground model domains.
For X € V we define the check name of X, denoted X, to be {i | =z € X}*.
That is, X¢ = X € V[G] for all V-generic G C P. When it would be unwieldy
to place a check above the symbol(s) representing a set, we may put the check
to the right of the set instead, for example using (1,2)" for the check name
of the tuple (1,2), or (2«1)" for the set of all ground model functions w; — 2.
We may alternatively use the bullet notation to define a canonical name of a
definable object. For example, & (X' )® is the canonical name for the power set
of X in the forcing extension.

For each formula ¢(xq,...,z,—1) in the language of set theory with no
parameters there is a definable relation IFp ¢(zg,...,2,—1) between P and
(VF)™ such that p IFp (i, . . ., 4,—1) if and only if for all V-generic filters G
with p € G, V[G] F p(i§,...,#5 ).

A forcing P is:

1. k-c.c., or has the k-chain condition, if every antichain in P has cardinality

less than k.57

2. k-distributive if for all v < x and all V-generic G, (V?)VI¢ = (v")V.

3. k-closed if for all v < k and all descending chains {p, | @ < v}, so a <
implies that p, > pg, there is ¢ € IP such that for all o <+, ¢ < po. We

56Note that we sometimes use ‘set builder’ notation for proper classes. As long as we do
not try to pass off these classes as sets, no issues shall arise from this.
5"We generally write c.c.c. (countable chain condition) instead of Ri-c.c.
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shall write o-closed for N;-closed.

Fact 2.4.1 ([Jec03, Theorem 15.6, Exercise 15.5]). A forcing P is k-distributive
if and only if the intersection of fewer than k-many open dense sets is open

dense.

Definition 2.4.2 (Cohen forcing). Given non-empty sets A and B we denote
by Add(B, A) the notion of forcing given by partial functions p: Ax B — 2 such
that |p| < |B|.%® Note that if & is a cardinal and A is non-empty then Add(x, A)
is cf(k)-closed and has the (k<*)"-c.c. Note that Add(B, A) = Add(B’, 4’) if
and only if |B| = |B’| |A x B| = |A’ x B|.

Definition 2.4.3 (Product forcing). Given a collection {(P;, <;) | ¢ € I} of
notions of forcing, we say that (P, <p) is a product forcing of {P; | i € I} if:

1. Each condition p € P is an element of the set-theoretic product [];c; P;.
That is, p is a function with domain I such that p(i) € P; for all i € I.
For p € P we define the support of p to be supp(p) = {i € I | p(¢) # 1p,}.

2. For all p € [[;c;P; such that supp(p) is finite, p € P.
3. g <ppif and only if for all i € I, q(i) <; p(7).

4. For all p, p' € P, if supp(p) Nsupp(p’) = 0 then the function ¢ given by
q(¢) = min{p(i),p' (i)} is a condition in P.

5. For all p € P and Iy C I the function p| I is a condition in P, where
pl (i) = p(i) if i € Ip and 1p, otherwise.

We shall write P = [];; P; to mean that P is a product forcing of {P; | i € I'}.
Given P = [[;c; IP; and Iy C I, we denote by IP[ I the notion of forcing given
by {pl Io | p € P} = {p € P | supp(p) C o}, with ¢ <p 1, p if ¢ <p p.
In particular, if I is an ordinal and a € I then P| « refers to the forcing
PI{8]B <a}.

In some cases we may consider partial functions p, in which case we identify
“; ¢ dom(p)” with “p(i) = 1p,”. In light of this identification, note that P[ I

is isomorphic to a product forcing of {IP; | i € Iy}.

58When |A| > |B| we denote by Fn(A, 2, B) the notion of forcing with conditions that are
partial functions p: A — 2 such that |p| < |B|. In this case Fn(A,2, B) is isomorphic to
Add(B, A). While Fn(A, 2, B) is not used in this paper, it is used in [Kun83], to which we
sometimes refer in Chapter 4.
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By the A-support product [];c;P; we mean the product forcing given by
those functions p such that |supp(p)| < A. By the finite-support product
we mean the Np-support product, so P is exactly those conditions of finite
support. By the full-support product [];c; P; we mean the product forcing with
no restriction on the support of the conditions. For families {P, | o < v}

of notions of forcing indexed by an ordinal, we say that P = []_.. Py is of

a<
bounded support if for all p € P there is a < v such that p =p[ a. !
Note that when [ is finite every product forcing of {(P;, <;) | i € I} is the
full-support product by Item (2). In the case that I is small, we often write
out the product using x notation, so for example [];c o1 P would be written

PO X ]P)l.

The following proposition is due to Solovay [Sol70], but can also be found
in [Jec03, Lemma 15.9].

Proposition 2.4.4 (The Product Lemma, [Sol70]). Let P =Py x P;. G CP
is V-generic if and only if G = Gg x G1, where Gog C Py is V-generic and
G1 C Py is V[Go]-generic. Furthermore, V[G] = V[Go][G1].

As an immediate corollary, we have that whenever G is V-generic for
P =[l;c;Piand Iy C I, since P = (P| Ip) x (P (I \ o)), G| Io =GN (P Ip)
is V-generic for P[ Iy. Furthermore, given V-generic Go C P| Iy and p € P, if
p| Iy € Gy then there is V-generic G C P such that p € G O Gy (by forcing
with {qg € P | ¢ < p} in V[Gy]).

Fact 2.4.5. Let P = [[;c;Ps, and let Iy C I. Suppose that X.,Y are P| Iy-
names, p € P, andpl- X =Y. Thenp| Inl- X =Y. The same is true of the
formula X € V.99

Definition 2.4.6 (Forcing iteration). Let P be a notion of forcing and Q a
P-name such that 1p I+ “Q is a notion of forcing”. Then we denote by P*Q the
notion of forcing with conditions of the form (p,§) with p € P and 1p I ¢ € Q,
and order given by (p', ') < (p,q) if p’ < p and p’ IF ¢’ < ¢. By Scott’s trick,™
this can be represented as a set in the ground model, rather than a proper

class of names.

69This is essentially an absoluteness argument: If p I+ X = Y and Gy is V-generic for P| Iy
with p| Io € Go, then let G be V-generic for P such that p € G D Go. Then V[G] E X¢ = Y©.
However, since X and Y are P| Ip-names, X& = X% and Y = Y. Furthermore, V[Go]
is a transitive submodel of V[G], and so V[Go] E X0 = Y90 Hence if G is any V-generic
filter for P with p| Ip € G, X110 = yC¢1 10 and so X¢ =Y. Thatis, p| oI+ X =Y.
"See Abstract 626t by Dana Scott in [Kle55].
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A collection (Py,Qp | a <7, B < 7) is a (forcing) iteration if:
1. PO = {]l},
2. for all o < v, 1p, IF “Q, is a notion of forcing”;

3. for all a < 7y, the conditions in P, are functions with domain « such that,
for all 8 < a, 1p, IF p(B) € Qgp;

4. for all a < 7, the ordering on P, is given by ¢ < p if and only if, for all
B<a,ql B<p, pl B,and q[ Blrp, q(B) < p(B); and

5. whenever 8 < a <, ¢ € Pg and p € P, are such that ¢ <p, p[ 8, the
condition ¢ U (p| (a\ B)) € P,.

Note that at successor stages we have P, = P, * Qq. If G is V-generic for
P,, and a <, we shall denote by G'| a the restriction of each function p € G
to the domain a. This is a V-generic filter for P,, and as such G provides a
chain (V|G| o] | @ < ) of models of ZFC.

Given a condition p € P, and a < 7, we denote by p| o the condition in
P, given by that restriction. We shall denote by P/« the canonical P,-name
for the notion of forcing in V[G | a] given by the final v \ « iterands. Similarly,
we shall denote by p/« the canonical name for the P, /a-condition that is the

final 7 \ « co-ordinates of p:

p/a={(1e,. (3.p(6)") | o <6 <7}.

This allows us to view [P, as the iteration Py P, /o As in the case of products,

we have the following.

Fact 2.4.7. Let <]P>a,@/3 | a < 7,8 <) be an iteration and suppose that X,Y
are Po-names. Forp € P, ifpIF- X =Y thenp| alF X =Y. The same is
true of the formula X € Y.

Note that any well-ordered product forcing P =[] P, can be viewed as

a<y
an iteration via (P[ o, Pg | @ <7, < 7), and hence many results regarding
forcing iterations descend directly to products, such as Fact 2.4.5 being a

descent of Fact 2.4.7.

Definition 2.4.8. Given a forcing iteration (Py, Q4 | @ < 8) of limit length

&, the inverse limit of the system is the notion of forcing P with conditions
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given by functions p with domain ¢ such that, for all v < 4, p| v € P,. The
ordering is given by ¢ < p if for all v < 6, q| v <y p[ . The direct limit of
the system is the notion of forcing P with conditions given by functions p with
domain « for some v < ¢ such that p € P,. The ordering is given by ¢ < p if
v = dom(p) < dom(q) and ¢q | v <4 p. By an Faston support iteration we mean
that for all limit ordinals o, PP, is taken as an inverse limit if « is singular, and

a direct limit otherwise.

Definition 2.4.9. Given two notions of forcing P and Q, a function ¢: P — Q

is a dense embedding if:
1. For all p,p’ € P, p <p p’ if and only if ¥(p) <q ¥(p'); and
2. for all ¢ € Q there is p € P such that ¢ (p) <q ¢.

Note that in this case we also have p Lp p’ if and only if ¢(p) Lo ¢(p). If
there is a dense embedding P — Q then we say that P and Q are equivalent.

Fact 2.4.10. IfP and Q are equivalent then for all V-generic filters G C P
and H C Q, there are H' € V|[G] and G' € V[H]| such that V|G] = V[H'],
V[H] =VI[G'], G’ is V-generic for P, and H' is V-generic for Q.

We shall often make the additional assumption that P is separative: for
all distinct p, ¢ € P, either ¢ < p and p £ ¢; or there is r < ¢ such that r L p.
This may be done as the separative quotient of any notion of forcing is an
equivalent notion of forcing.

Given a separative notion of forcing P, there is a unique (up to isomorphism)
complete Boolean algebra B(IP) such that P densely embeds into B(P).”" If B is
a complete Boolean algebra, and (o, ..., &,—1) is a formula with parameters
in VB, then there is unique p € B such that, for all ¢ € B, ¢ IF (&g, .., 2n_1)
if and only if ¢ < p. We denote this condition by ||¢(Zo, ..., Zn—1)||-

2.4.1 Symmetric extensions

While symmetric extensions do not appear outside of Chapter 3, it behoves us
to mention them in tandem with forcing. It is key to the role of forcing that if
V E ZFC, and G is V-generic for some notion of forcing P € V', then V[G] F ZFC.

However, this demands additional techniques for trying to establish results

"n fact, for forcing we need to omit the bottom element O of the complete Boolean
algebra, though we may refer to it by, for example, writing p A p’ = O to mean p Ly p'.
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that are inconsistent with AC. Symmetric extensions extend the technique of
forcing in this very way by constructing an intermediate model between V and
V[G] that is a model of ZF.

Given a notion of forcing P, we shall denote by Aut(PP) the collection of
automorphisms of P. Let P be a notion of forcing and 7 € Aut(P). Then 7
extends naturally to act on P-names by recursion: wi = {(7p, 79) | (p,y) € &}.

Such automorphisms extend to the forcing relation in the following way,
proved in [Jec03, Lemma 14.37].

Lemma 2.4.11 (The Symmetry Lemma). Let P be a forcing, m € Aut(P),
and & a P-name. Then p |+ o(2) if and only if mp IF p(7i).

Note in particular that for all 7 € Aut(P) we have 71l = 1. Therefore,
n& = & for all ground model sets z, and 7{z; | i € I}* = {ni; | i € I}*,
similarly extending to tuples, functions, etc.

Given a group ¥, a filter of subgroups of ¢ is a non-empty set .# of
subgroups of ¢ that is closed under supergroups and finite intersections. We
say that .Z is normal if whenever H € .% and 7w € ¢4, then nHr ! € .Z.

A symmetric system is a triple (P,%,.%) such that PP is a notion of forcing,
¥ is a group of automorphisms of P, and .% is a normal filter of subgroups of
. Given such a symmetric system, we say that a P-name & is .% -symmetric
if symy () ={r €9 | nt =1} € F. & is hereditarily .7 -symmetric if this
notion holds for every P-name hereditarily appearing in &. We denote by HS #
the class of hereditarily .#-symmetric names. When clear from context, we
will omit subscripts and simply write sym(z) or HS. The following theorem,

[Jec03, Lemma 15.51], is then key to the study of symmetric extensions.

Theorem 2.4.12. Let (P,9,. %) be a symmetric system, G C P a V-generic
filter, and let M denote the class HSG = {2 | @ € HS#}. Then M is a
transitive model of ZF such that V C M C V[G].

Finally, we have a forcing relation for symmetric extensions IF° defined by
relativising the forcing relation IF to the class HS. This relation has the same
properties and behaviour of the standard forcing relation IF. Moreover, when
7 € ¢, the Symmetry Lemma holds for IFHS.

We will sometimes define the ‘automorphism group’ ¢ to be a group acting
on P. However, even when this action is not faithful the theory of symmetric
extensions holds, and indeed if we must we can work with the quotient of ¢

by its P-action kernel.
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Example (Cohen’s first model). Let V be a model of ZFC™ and, working in
V, let P = Add(w,w), the forcing given by finite partial functions p: w x w — 2
and ordered by ¢ < p if ¢ O p. The group ¥ is the finitary permutations of w,
those bijections 7m: w — w such that {n < w | 7n # n} is finite. We define a
group action of 4 on P by mp(mn, m) = p(n,m). For E € [w]<¥, let fix(E) < ¢
be the subgroup {m € 4 | 7| E = id}, and let .# be the filter of subgroups of
¢ generated by the fix(F) as E varies over [w]<“. Let G be a V-generic filter
for P and M = HS® be the symmetric extension of V by this symmetric system.
Note that, since P is c.c.c., V', M, and V[G] will agree on the cardinalities and
cofinalities of ordinals, and V and V[G] will agree on the cardinalities of all
sets in V.

For each n < w, let @, be the P-name {(p,m) | p(n, m) = 1} and note that
for all 7 € 4, Ty = drn. Let A = {a, | n < w}®, somA = A for all 7 € ¥.
Let A be the realisation of the name A in M. Note that V[G] F |A] = o

witnessed by, say, {(7, a,)® | n < w}®.
Lemma 2.4.13. In M, A is infinite, but there is no injection w — A.™

Proof. Suppose that f € HS and p € P were such that p IF f: & — A.
Let F € [w]<¥ be such that fix(E) < sym(f), let n ¢ E, and let ¢ < p
be such that, for some m < w, ¢ I f(1h) = @,. If no such ¢ exists, then
p Ik f¢& C {an | n € E}*, and so certainly p IF “f is not an injection”. Let
n' ¢ EU{k <w]| (FK <w)(k, k') € dom(q)} (which must exist as dom(q) is

finite), and let m be the transposition (n n'). Then 7 € fix(F) < sym(f), so

7q Ik f(1h) = a,s. However, ¢ || mq, so
qUmq Ik f(m) :dn/\f(m) = Q' # Qn,
contradicting that p IF “f is a function”. O

2.4.2 Wreath products

We may exhibit groups of automorphisms ¢ as permutation groups with an
action on the notion of forcing. By a permutation group (of the set X) we
mean a subgroup of Sx, the group of bijections X — X. If 7 € Sx, then by
the support of 7, written supp(7), we mean the set {z € X | w(x) # z}. Given

"Traditionally we take V' = L, though none of our work requires this.
"Sets A such that |w| £ |A| are called Dedekind-finite.
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an infinite cardinal A we denote by Sf()‘ the subgroup of Sx of permutations 7

such that [supp(7)| < A.

Definition 2.4.14 (Wreath product). Given two permutation groups G < Sx
and H < Sy, the wreath product of G and H, denoted G { H, is the subgroup

of permutations m € Sy xy which have the following property:

There is 7* € G and a sequence (7, | * € X) € HX such that for
all (z,y) € X XY, w(z,y) = (7" (2), 7 (y))-

That is, 7 first permutes each column {z} x Y according to some 7, € H, and
then acts on the X-co-ordinate of X x Y, permuting its columns via some
™ e G.

Given m € G H, we will use the notation 7* and 7, to mean the elements
of G and H respectively from the definition. Note that if 7,0 € G H, then
(ro)* = o*.

Note also that {id} ! Sy < Sxxy is the group of all 7 € Sxy such that
for all (x,y) € X XY, m(z,y) € {z} x Y.

Figure 2.1: The action of a wreath product. The co-ordinate (z,y) is trans-
formed by 7 first according to 7, into (z,7;(y)), and then according to 7* into

(m*(2), 72 (y))-

2.5 Topology

Definition 2.5.1. A tree is a partially ordered set (T, <) with minimum
element such that, for all t € T, {s € T | s < t} is well-ordered by <. A binary

tree is a set T C 2<%, where « is an ordinal, such that whenever ¢ € T and
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sCt,seT. Aset b C T isa branch if it is a C-chain, and it is maximal
if for any branch ¢ C T, if b C ¢ then b = c¢. It is additionally cofinal if it
has order type a. Given a tree T C 2<%, we denote by [T its closure, the set
{re2*| (V8 < a)x| €T} Wesay that a set C' C 2% is closed if and only
if there is a tree T C 2<% such that C' = [T]. We shall only deal with trees
that have no non-cofinal maximal branches, and in this case we shall say that
the tree is of height a. A tree T of height w is perfect if for all s € T there is
t O ssuch that ¢~ (0) € Tand t ~ (1) € T.

The topology of trees is explored further in Section 5.3.1.

Fact 2.5.2. If T is perfect then |[T]| = ¢c. If C C 2% is closed and uncountable
then there is a perfect tree T' such that [T] C C. In particular, a closed subset

of 2¥ is either countable or has cardinality c.

2.6 Ideals and filters

I C P(X)isan ideal (on X)if ZN{h, X} = {0} and Z is closed under subsets
of elements and finite unions of elements. We say that Z is: A-complete if T
is closed under unions of fewer than \ many elements;’* A-saturated if, for
all {Ay | @ <A} C Z(X)\Z, there are a < < A such that A, N Ag ¢ T;
non-trivial if [X]<“ C Z; and prime if forall AC X, A€ Zor X\ AeZ.

FC P(X)isa filter (on X) if F*:={X\A| A€ F}is an ideal on X.
We say that F is A-complete if F* is A-complete (as an ideal), and an ultrafilter
if 7 is prime. An ultrafilter i on a set S C Z(X) is: non-principal (or free)
if forall z € X, {z} ¢ U; and fineifforallz € X, {A eS|z e A} eU. We
shall say that an ultrafilter / on a cardinal x is a measure if it is non-principal
and k-complete, and that a measure i/ on k is normal if for all A € U and
f € T] A there is B € U such that f [ B is constant. A cardinal x is measurable
if there is a measure on k.

Given two models V' C W of ZFC and an ideal Z € V on X, we denote by
(Z)" the ideal generated by T in the extension:

(W ={ae )V \ By en)AcYy}.

"We usually write o-complete instead of Rj-complete.



Chapter 3

The Hartogs—Lindenbaum

Spectrum

“Favarial was built above the surface of a deep body of fresh water
the size of a small sea. The avenues and plazas stood supported by
pylons that dug deep into the lake’s murky floor, the buildings on
great spans supported by those avenues and plazas. Unless one stood
at the side of a roadway and deliberately looked over the edge, one

might never notice the lake at all.”

Ari Marmell, Agents of Artifice

choice this principle may well fail,”” even if X is well-orderable. We call sets
Y such that, for some a € Ord, |a| <* |Y| but |a| £ |Y| eccentric, and will

describe them in finer detail through the language of Hartogs and Lindenbaum

numbers. This chapter charts the eccentricity of a universe of sets and describes

Acknowledgements. 1 would like to thank Andrew Brooke-Taylor and Asaf Karagila.
Both provided valuable feedback on both papers that constitute this chapter.” I would also
like to thank Carla Simons for her help and encouragement in the process of writing my first
paper during my PhD.

"Indeed, Asaf Karagila is a co-author of [KR24], the paper that forms the basis of
Section 3.6.

"6In fact, with the axiom of choice one can even say that every surjection g: Y — X splits,
so there is an injection f: X — Y such that gf = id.

"It is, at time of writing, an open question if the partition principle is equivalent to the
axiom of choice.

29
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what sorts of eccentricity cannot, and must, appear.

3.1 Introduction

The axiom of choice affords the working mathematician an elegant and straight-
forward classification of size for all sets: for all X there is a least ordinal «
such that X has the same cardinality as «. Indeed, grappling with how to
compare sizes of infinite objects (or appropriate abstractions of this notion) is
an inalienable aspect of modern mathematical foundations. Even without the
axiom of choice, it is still understood that if Y is a superset of X, then Y is still
‘at least as big as X’ in some way. Taking this further, we are able to compare
the cardinalities of sets through functions that map between them. If there is a
surjection from X onto w, then we can still describe X as being ‘at least as big
as w’. Even when we lose the straightforward description of cardinality classes
that is obtained from the axiom of choice, we can still consider comparisons

between sets and ordinals in this way.

Definition 3.1.1. Let X be a set. The Hartogs number of X is
N(X) :=min{a € Ord | |o] £ | X|}.

The Lindenbaum number of X is
N*(X) := min{a € Ord | |of £* |X|}.

If X is well-orderable, then RX(X) = N*(X) = | X|", and so in the case that
AC holds, these descriptions of sets tell us no more than cardinality already
did. However, if the axiom of choice does not hold and X is not well-orderable
then such descriptions still provide insight into the cardinality of X.

The existence of X(X) is a theorem of ZF by Hartogs’s lemma: “For every
arbitrary set M, there always exists a well-ordered set L such that |L| £ |M| 7.7
The existence of X*(X) is similarly a theorem of ZF by a lemma of Lindenbaum’s
theorem: “The aziom of choice is equivalent to the following propositions: [...]

For all A, B, either |A| <* |B| or |B| <* |A] 7.7

"8[Har15, p. 442], trans. Hope Duncan and Calliope Ryan-Smith. A proof in English can
be found in [Gol96, Theorem 8.18].

"[LT26, Théoreme 82.4g], trans. Calliope Ryan-Smith. The first published proof is [Sie47],
and a proof in English can be found in [Sie65, Chapter XVI, Section 3, Theorem 1].
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It is important to note that for all X both R(X) and R*(X) must be
cardinal numbers, with X(X) < ®*(X). As observed, if we assume AC then
R(X) = N*(X) for all sets X, but the statement “(VX)R(X) = X*(X)” is in
general weaker than AC, and is in fact equivalent to the axiom of choice only
for well-ordered families of non-empty sets (see Theorem 3.3.1 and Theorem B).
This equivalence uses a powerful construction that takes those sets X with
N(X) # N*(X) and ‘transfers’ this property to sets of larger Hartogs and
Lindenbaum number. We refer to sets X such that R(X) # R*(X) as eccentric,
and cardinals A such that there is X with R*(X) = R(X)T = AT as oblate.
In this paper, we shall fine-tune this construction to produce many more

equivalent statements.
Theorem (Theorem A). The following are equivalent:
1. For all X, N(X) = R*(X);
2. there is k such that for all X, R*(X) > k = N(X) = R"(X);

3. there is k such that for all X, X(X) >k = N(X) = N*(X);

W

. ACwo;
5. for all X, X(X) is a successor; and
6. for all X, X(X) is regular.

While we would like to include the statements “for all X, N*(X) is a
successor” and “for all X, X*(X) is regular” in our theorem,* this does not
hold: in Cohen’s first model, ACwp fails, but ®*(X) is a regular successor for
all X (see Corollary 3.5.7).

In light of Theorem A and that ACwo is not a consequence of ZF, it is quite
possible to build models eccentric sets are found. Let us produce a classification

tool for such objects.

Definition 3.1.2 (Hartogs-Lindenbaum Spectrum). Given a model M of ZF,

the Hartogs—Lindenbaum spectrum (or simply spectrum) of M is the class

Specy(M) == {(\, k) | BX)N(X) = A\, R (X) = k}.

80For symmetry, if nothing else.
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This paper explores the possible spectra of models of ZF that arise as
symmetric extensions of models of AC. This behaviour is captured internally
to a model by small violations of choice, or SVC, which we expand upon in
Section 3.2.1. In this setting, the Hartogs—Lindenbaum spectrum is broken

down into four parts.

Theorem (Theorem B). Let M = SVC. There are cardinals ¢ < 9 < xo < £,
a cardinal Y* >, a cardinal x € [x0, x|, and a set C C [, xo) such that

SC = {<)\+7)\+> | A € Card}
DC{(R)  |P<A<R< 0" <K
Specy (M) :U N
CC{MAT) Jcef(N) eCoA< Q}
U= {()\,/\ﬂ | cf(A) € C) A = Q}.
So there is:

e A necessary core to the spectrum {(AT, \T) | A € Card} that every model
of ZF contains, since X(A) = ®*(\) = AT for all cardinals );

 a bounded, chaotic part of the spectrum containing those (\, ) that have

no restrictions other than ¢ < A < x < x and ¥* < k;

e a bounded but potentially irregular part of the spectrum in which the
only values are (A, AT) for those A such that cf(\) € C, with A < Q; and

e and an unbounded, controlled tail of the spectrum containing precisely
(X, AT) for all X such that cf(\) € C.

Notice in particular that outside of a bounded initial segment, eccentricity
in the spectrum is entirely contingent on well-behaved oblate cardinals of a
certain bounded cofinality.

Contrasting this imposition on the spectrum, we later construct symmetric
systems that install eccentric sets of arbitrary Hartogs and Lindenbaum num-
ber,®! followed by defining a class-sized product of these systems to install all

possible Hartogs—Lindenbaum values.

Theorem (Theorem C). ZF is equiconsistent with ZF+ “for all infinite cardinals
A < k there is a set X such that X(X) =X < k = N*(X)"

81With the caveat that we must have ®(X) < R*(X), and if (X)) is finite then trivially
R(X) = R*(X) # 0.
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3.2 Preliminaries

Given sets A, B, we denote by B4 the set of injections A — B. Given an
ordinal o, we define B<% = Us<a BS the set of injections § — B for any
b < a.

3.2.1 Choice-like axioms

Throughout, we shall use several axioms that can be considered to be partial
fulfilments of the full strength of AC. Recall that if X is a set of non-empty
sets, a choice function for X is a function ¢: X — |J X such that for all z € X,
f(z) € . We denote by [T X the set of choice functions for X.

The axiom of choice ACx

For any set X, we shall denote by ACx the statement that all families of
non-empty sets indexed by X admit a choice function. If « is an ordinal,
we shall denote by AC.,, the statement that all families of non-empty sets
indexed by some 8 < « admit a choice function. Finally, by ACwo, we mean
the statement that all well-orderable families of non-empty sets admit a choice
function; equivalently, this can be written (Va € Ord)AC,, or (Voo € Ord)ACy,, .
When the subscript is omitted, we mean the full axiom of choice: every family

of non-empty sets admits a choice function, (VX)ACx.

The principle of dependent choice

Recall that a partially ordered set (T, <) is a tree if T' has a minimum element
and for all ¢ € T the set {s € T' | s < t} is well-ordered by <. Given a
cardinal X\, we say that T is A-closed if all <-chains in T" of length less than A
have an upper bound. DCy, the principle of dependent choice (for \), is the
statement that every A-closed tree has a maximal element or a chain of order
type A. When the subscript is omitted, we mean DC,,, and we use DC.) to
mean (VY < A)DC,. While DCy does imply ACy, we do not have the reverse
implication.®?

Note that if T is a A-closed tree of height A then any chain of length A can

be extended by downwards closure to a cofinal branch.

82We prove DCy implies AC, in Proposition 3.2.3. That ACwo does not imply DCy, was
first proved in [Pin69], or can be found in [Jec73, Theorem 8.9], and that ACy does not imply
DC for any A was first proved in [Jen67], or can be found in [Jec73, Theorem 8.12].
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Comparability and dual comparability

For a set X, we shall denote by Wx the aziom of comparability (to X ): for all
Y, either |Y| < |X| or | X| < |Y]. Similarly, we shall define the dual axiom of
comparability (to X ), W¥%, to be the statement that for all Y, either |Y| <* |X|

or |X| <*|Y]. The following observation, Proposition 3.2.1, is immediate.

Proposition 3.2.1. W, is equivalent to the statement “for all X, either X
is well-orderable or X(X) > AT 7 Likewise, W3 is equivalent to the statement
“for all X, either X is well-orderable or R*(X) > AT 7

Definition 3.2.2. Since (VA)DC), (VA)W,, and (VA)W3 are all equivalent to
AC, whenever M is a model of ZF + —AC we shall denote by Apc (respectively
Aw, Ayy) the least cardinal A such that DCy (respectively Wy, W3) does not
hold. Similarly, whenever M is a model of ZF + -ACywo we shall denote by
Aac the least cardinal A such that AC) does not hold.

Items (1) and (2) of Proposition 3.2.3 are due to Lévy [Lév64], and Item (3)

is immediate.

Proposition 3.2.3. For all cardinals A,
1. DCy implies Wy ;
2. DC,, implies ACy; and
3. W, implies WY.

Hence, Apc < Aw < Awx, and Apc < Aac-

Proof. We repeat the proof of Items (1) and (2) found in [Jec73, Theorem 8.1].

(1). Let X be a set such that | X| £ A\. Let T'= X=<2 ordered by C. Then
T is a A-closed tree of height A\, with upper bounds of chains given by unions.
Thus, T has a maximal element or a cofinal branch. However, if f: a« — X is
in T and = ¢ f“a, then f extends to f U {(o,x)} € T, so for f to be maximal
it must be a bijection, contradicting that |X| £ A. Hence, T has a chain of
order type A. The union of such a chain is an injection A\ — X, so A < |X| as
required.

(2). Let X ={X,|a < A} be a family of non-empty sets. Let T' be the
set of partial choice functions with domains of the form Y., := {X, | a < v} for
some v < A, ordered by C. Note that for any chain C C T, |JC' is a partial

choice function for X with domain of the form Y, for some v < A. Hence, if
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C' is a chain of length less than A with no upper bound in 7', it must be that
|JC is a total choice function, the object that we are searching for. So we may
instead assume that 7" is A-closed and thus has a maximal element or a chain of
order type A. Any choice function on Y, can be extended to a choice function
on Y11, so T" has no maximal elements. Instead, there is a chain of order type
A in T, the union of which defines a choice function on Yy = X as required.
(3). This follows from |X| < |Y| implying | X| <* |Y]. O

Small violations of choice

In [Bla79], Blass introduces a choice-like axiom called small violations of choice,
also written SVC. At its inception, it was defined by setting SVC(.S) to be “for
all X there is an ordinal n and a surjection f: 7 x S — X7, where S is a set
(known as the seed). We then use SVC to mean (35)SVC(S). However, this is

equivalent to several other statements.
Fact 3.2.4 ([Bla79; Usu2l]). The following are equivalent:
1. M = SVC;

2. M E “There is a set A such that for all X there is an ordinal n and an
injection f: X = A xn”;

3. there is an inner model V. C M with V E ZFC and a symmetric system
(P,9, %) €V such that M = HS?; for some V-generic G C P;

4. there is an inner model V. C M such that V & ZFC and there is x € M
such that M =V (z); and

5. there is a notion of forcing P € M such that 1p IF AC.

Definition 3.2.5 (Injective Seed). By SVCT(A) we mean the injective form
of SVC: for all X there is an ordinal 7 and an injection f: X — A x n. We

refer to A as an injective seed.

While we could write SVCT to mean (34)SVCT(A), we note that SVCT is
equivalent to SVC.®3

Proposition 3.2.6. ZF - SVC «+— SVCT.

83The proof does rely on power set, though, so the distinction between SVC and SVC* may
be of interest to anyone working with ZF~.
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Proof. (<=) If Ais an injective seed then A is a seed.

(= ) Let S be a seed. We claim that Z(S) is an injective seed.
Indeed, given X, let f: n x S — X be a surjection. For z € X, let a, be
min{a < n | (3s € 9)f(a,s) = x}. Since f is a surjection, x — «a, is well-
defined. Then define g: X — Z(S) xnvia g(x) = {s € S| f(ag, s) =z}, as).
If g(x) = g(y) then o, = oy, and thus for all s such that f(oy,s) = x, we have

f(oy,s) =y. However, f(og,s) = f(ay,s), so z =y as required. O
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3.3 ACwo

ACwo, the axiom of choice for all well-orderable families of non-empty sets, is
known to be equivalent to the statement (VX)R(X) = N*(X), and the proof
makes use of the idea of transferring eccentricity upwards. This concept is best

explained by proving the theorem.
Theorem 3.3.1 ([Pel78]). ACwo s equivalent to (VX )R(X) = RX*(X).

Proof. (=>). Let X be a set. We always have that X(X) < R*(X), so it is
sufficient to prove that N*(X) < R(X). Let A < N*(X), and f: X — A be a
surjection. Since f is a surjection, if we set C = {f~*({a}) | @ < A} then C
is a well-ordered family of non-empty sets, and so by ACwo, there is a choice
function c¢: A — X. However, ¢ must be an injection since f~(a)Nf=1(8) =0
whenever o # .

(<=). We shall prove ACy, for all ordinals ¢ by induction. Suppose that
we have established AC.y, (indeed, this is a theorem of ZF for 6 = 0), and let
X ={X, | a < N5} where X, # 0 for all @ < 5. By induction, for all a < Ny,
Yo =1l jca Xy # (). Define by induction on o < Ny the cardinal x, and the

set D, in the following way:
Ko = N (U{DB | B < a}) and D, =Y, X Kq.

Let D = |J{Dq | @ < X5} and A = sup{k, | @ < Ns}. By projection to its
second co-ordinate, there is a surjection D — A, and so R*(D) > AT. By
assumption, we must also have that X(D) > A*. Let f: A — D be an injection.

For all v, let f(v) = (yy,6y) € Yz, X K, for some €, < Rs. From the fact
that A > N(Ug<, Dp) for all a < 4, it cannot be the case that f“\ C Ug., Dg
for any a < 6. Hence, for all o, there is v such that a < e, and hence
a € dom(y,). Let c(a) = y,(a) € X, where v is least such that o € dom(ys,).
Then ¢ € [[ X is a choice function as desired. O

The method here is similar to that of [Lév64, Theorem 16], in which an
essentially identical construction is used in order to show the equivalence

between a certain well-ordered choice principle and the non-existence of sets
X such that R(X) = A but | X| > u for all u < \.34

84With some effort, one can view [Lév64, Theorem 16] as a local version of the theorem
that ACwo is equivalent to “for all X, R(X) is a successor”. Indeed, Lévy’s axiom C'(«) that
says “for all functions F' with domain « such that, for all 8 < o, F(8) # 0 and [[ F“8 # 0,
[ F“a # 07 is a natural perspective for a local version of Theorem A.
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Inspired by the proof of Theorem 3.3.1, we produce a general framework
for taking a set X and producing a set D of larger Lindenbaum number with

some control over the Hartogs and Lindenbaum numbers produced.

Definition 3.3.2. Let 6 > 0 a limit ordinal, X = {X, | @ < §} be such that
for all a < 6, Yy, = [Ip<o X # 0, and & be a cardinal. Inductively define the

cardinals k. and sets D, for oo < § as follows:
ko =R ({J{Ds | B < a}) +k and Dy = Yo X Ka.

We then define the upwards transfer construction D = D(X, k) as Uy<s Da
and A = A\(X, k) as sup{kq | @ < d}. Observe that A > x and that A is a limit

cardinal.

Proposition 3.3.3. X(D) > A\, X*(D) > A*, and if X(D) = AT then [Iocs Xa

18 mon-empty.

Proof. Let p < A. Then there is a < § such that yu < k.. Hence, by fixing
y € Y,, the function v — (y,~) is an injection p — D. Therefore, X(D) > .
On the other hand, by projection to the second co-ordinate we have 8*(D) > A*.

Finally, suppose that X(D) > AT, so there is an injection f: A — D. Note
that since A > R(Ug<, Dp) for all @ < §, we cannot have that f“\ C Ug., Dg
for any a < 6. Hence, f“X intersects D, for unboundedly many « and so, by
projection to the first co-ordinate and the well-order of f“\, we may select
some gy, € Y, for unboundedly many «. Putting these partial choice functions
together yields ¢ € [[ X as desired, as in the proof of Theorem 3.3.1. 0

With upwards transfer construction in hand, we may produce a great many
new statements that are all equivalent to ACwo through the general framework
of Theorem 3.3.1.

Theorem A. The following are equivalent:
1. For all X, R(X) = X*(X);
2. there is k such that for all X, R*(X) > k = R(X) = R*(X);
3. there is k such that for all X, X(X) > k = N(X) = N*(X);

4. ACwo;

ot

. Jor all X, W(X) is a successor; and
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6. for all X, X(X) is regular.

Proof. ((1) = (2)). Immediate.

((2) = (3)). Immediate from R*(X) > X(X) for all X.

((4) <= (1)). See Theorem 3.3.1.

((4) = (5)). Let X be such that R(X) > A for a limit cardinal A. For
all u < A, recall that X% denotes the set of injections u — X, and use ACwo
to find F' € ][, X*. Define the sequence (x4 | @ < 1) by concatenating the
sequences (F'(u)(B) | < w) and removing duplicate entries. This must be an
injection 7 — X for some ordinal 7, and we claim that n > A, proving that
N(X) > AT as required. If instead n < A, then letting n < u < X we find that
F(p)“p € {zq | @ < n}, so F(u) is not an injection, a contradiction. Hence
n = A as required.

((4) = (6)). By ACwo, all successor cardinals are regular.8’ Also by
Condition (4), we deduce Condition (5), so R(X) is a successor for all X.
Therefore, X(X) is regular for all X.

(Each of (3), (5), and (6) implies (4)). Since the proofs of these three
implications are almost identical, they have been packaged here.

We shall prove ACy, by induction on §. Suppose that we have AC.y, (which
is a theorem of ZF in the case of § = 0), and let X = {X, | @ < N5} where
Xo # 0 for all a < Vs, By induction, []5., X5 # 0 for all @ < Rs, so setting
D = D(X,xk+N;5) and A = A(X, k + N;) we get that R(D) > A > k + N;. For
each of the Conditions (3), (5), and (6) we may use Proposition 3.3.3 to prove
that [ X # 0 by showing that R(D) > A*.

First, assume Condition (3). Then R(D) > k, so (D) = X*(D) > AT, and
thus [ X # 0.

If we instead assume Condition (5), then since A is a limit cardinal we have
N(D) > A", and thus [[ X # 0.

Finally, if we assume Condition (6), then since A = sup{xq | @ < N5} and
A > Ng, we get that \ is a singular cardinal, so R(D) > A", and thus [T X # 0.

Hence, in each case, we can conclude Condition (4). O

Note that, by combining the techniques exhibited in the proof of Theorem A,

one can produce a vast collection of conditions that are equivalent to ACwog.

8If @ < kt and f: & — kT is a strictly increasing sequence, then by ACwo we may
simultaneously pick injections f(3) — & for all 8 < a and an injection a — K, so we may
inject f“a into Kk X kK = k.
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For example, ACyo is equivalent to the statement “there is x such that for all
X, if N*(X) > & then either X(X) is a successor or (X)) is regular”.

3.4 Eccentric arithmetic

Before we unpack the Hartogs—Lindenbaum spectrum, it will be helpful to
prove some preliminary facts about the cardinal arithmetic of Hartogs and
Lindenbaum numbers. In time, these will be used to construct ‘lifts’ of eccentric

sets, similar to the upwards transfer construct of Definition 3.3.2.

Proposition 3.4.1. If B # () is Dedekind-finite, then for all 1 < n < w,
|B%| < |B™|. If B is Dedekind-infinite, then for all « < X(B), |B%| = |B®|.

Proof. Firstly, let 1 < X(B) < wand n < w. Assume that |B| > n, as otherwise
|B%| = 0 < |B"| is immediate, so let by, ...,b,—1 € B be an arbitrary sequence
of distinct elements of B. Towards a contradiction, let F': B" — BZ be an
injection. We shall definably extend by, . .., b,—1 to a sequence (b; | i < w) € B¥
of distinct elements, contradicting that X(B) < Rg. Suppose that we have
already defined by, ...,b,_1 distinct some m > n. By, say, iterated use

6 we have a canonical way of ordering

of the the Cantor pairing function,®
m™, and since |{bo,...,bm—1}% = n!(7) < m"¥ it is not the case that
for all (ig,...,in—1) € m", F((b;; | 7 < n))*n C {bo,...,bm—1}. So take
(0, ... in—1) to be least® such that F((b;; | j < n))*nN{bo,...,bm-1} #0
and define b, = F((b;; | j < n))(k), where k is taken to be the least such that
F((bi; | 7 <n))(k) ¢ {bo, ..., bm-1}.

Now let B be Dedekind-infinite and o < R(B). Then a X @ X w < V(B), s0
let f: @ x @ xw — B be an injection. We shall define a function F': B* — B%

and show that it is injective. For g: @« — B and 8 < «, we set

9(8) 9(B) ¢ g“BU f¥(a x axw)
F(g)(ﬁ): f(’)/?éun_'_l) g(ﬁ):f(7757n)¢9“6
f(v,5,0) v < f is least such that g(8) = g(7).

This is perhaps better illuminated by an algorithmic description: First reserve

the set A = f“(a x a X w). Given j, if g(B) is distinct from all prior g(«) and

(i, g) = 5+ )+ 5+ 1) +i.
8" True for n > 2.
88In our canonical linear ordering.
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g9(B) ¢ A, then we set F'(g)(8) = g(B). If instead, g(5) = g(7y), where v < § is
the earliest that g(/3) appears, then we set F(g)(5) = f(,3,0). Now, for any
9(B) € A, we increase the w co-ordinate by one, so if g(8) = f(v,d,n) then we
set F'(g)(B) = f(v,d,n+1).

In this way, given F(g), one can recover g: if F(g)(8) ¢ A then g(5)
is F(g)(B); if F(g9)(B) = f(7,8,0), then F(g)(B) = g(v) = F(g)(7); and if
F(g9)(B) = f(v,6,n+ 1) then g(8) = f(v,0,n). Thus, F is an injection as
required. ]

Corollary 3.4.2. For all infinite B and 0 < a < X(B), R(B2) = R(B%) and
N*(B2) = X*(B9).

Proof. For Dedekind-infinite B, |B2| = |B®|. For Dedekind-finite B, a > 0 is
finite, so X(B%) = X(B)* = R(B). On the other hand, 0 < «, so |B| < |B¢|
and thus X(B) < X(B2) < R(BY) = X(B). To establish the result for X*, we
do not have productivity of Lindenbaum numbers, so an alternative strategy is
required.

For the rest of the proof, let X5~ denote the set of surjections X — Y and
let n =a < w.® Given any function f: n — B, we may characterise f via
an injection ky: m — B, where m = |f“n| < n, and a surjection ef: n — m,
where k¢ (i) is the ith unique element of the sequence (f(j) | j < n), and ey
is the unique function such that f(j) = k¢(ef(j)) for all j < n. Since we can
recover f from this data, f — (kf,er) provides a bijection between B™ and
Ui <men B™ X na. Therefore, noting that nz is finite and that, if at least one
of A or B are infinite then R*(A + B) = R*(A) + X*(B),%

N*(B") = R* ( Lnj (B™ x nm)>

m=1

I
M=

N* (B2 X 1)

m=1

N (B™)

I
M=

Il
—

S 3

<n x R* (BL)

"(BY).

I
z

89We make this change of variable only to ease the syntactical intuition that certain objects
are finite in the remainder of the proof.
%Tn particular, if A is infinite and F is finite then R*(A x F) = R*(A).
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We certainly have that | B%| < |B"|, so we conclude that X*(B") = X*(B%). [O

Proposition 3.4.3. For all B,
sup{R(B?) | @ < R(B)} = sup{R(a®) | « < NX(B)}.

Proof. Let p = X(B). If u = Xy then X(B*) = Nj for all a < Ny, and so
sup{R(BY) | o < No} = sup{X(a®) | a < Rg} = Ry, so let us assume instead
that B is Dedekind-infinite.

(=). If |a| < |B]| then |a®| < |B%|, so certainly RX(a®) < R(B®) for all
a < .

(<). We shall show that for all infinite o < p,

N(BY) < sup{R(k") | a < k < pu}.

Since B is Dedekind-infinite, |B%| = |B%|, so let f: A — B< be an injection
for some A\ < N(B%). By lexicographic ordering, (f(8,7) | 8 < A,y < ) is
a well-ordered subset of B with order type x for some o < xk < p. By this
identification, f induces an injection f : A — k%, and so (since k is Dedekind-
infinite) A < N(k®). That is, if A < X(B“) then there exists k < p such that
A < R(kY), so X(BY) < sup{R(k*) | @ < k < p}. It follows that

sup{N(B®) | o < 1} < sup{N(™) | @ < e < i}
= sup{R(k") | K < p}. O

Proposition 3.4.4. Let A =, Aa, where the A, are pairwise disjoint and
non-empty. Let x = sup{N*(A,) | @« < A\}. Then

max{x, AT} < R*(A4) < max{xT, AT}

If X*(A) > x then cf(x) < A

Proof. Certainly A < ®*(X) by considering {(a,«) | a € Ay, < A}, and for
all 7 < x there is @ < X such that n < N*(A4,) < N*(A4), so x < N*(A).

Let f: A — pbe asurjection. For all < A, let B, = ot(f“Ay), noting that
Ba < N*(Ay) < x and hence sup{B, | @ < A} < x. Then f gives us a surjection
X X A = u, and so either u < x or p < A. That is, N*(A4) < max{x™, A"} as

required.
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Note that if f: A — x is a surjection then there cannot be o < A such that
|f“Aal = x, so if x < W*(A) then cf(x) < A ]

Corollary 3.4.5. For all infinite A and cardinals X,
max{R*(A), AT} < R*(A x \) < max{X*(4)", AT}

Proof. A x XA = Uyr(A x {a}), so the bound follows by Proposition 3.4.4,
noting that y = R*(A).%! O

Proposition 3.4.6. Let A = Uycp Ap be an infinite set, where the Ay are
pairwise disjoint and non-empty. Let x = sup{X*(A4y) | b € B}. Then
max{RN*(B), x} < N*(A) < max{X*(B)", x*"}.

Proof. Since the Ay are pairwise disjoint and non-empty, |B| <* |A|, and so
N*(B) < N*(A). Similarly, for all b € B, |4,| < |A| and so R*(A4;) < N*(A).
Hence, y < N*(A4).

Let f: A — p be a surjection. Then, for b € B, let §, = ot(f“A4y), so
By < N*(Ap) < x and B =sup{f | b € B}. Then f descends to a surjection
g: B x 8 — p. Thus, by Corollary 3.4.5, u < max{N*(B)",57}. That is,
N*(A) < max{X*(B)*, x"} as required. O

Corollary 3.4.7. For all non-empty A and B,
N*(A) x X*(B) < N*(A x B) <X (4A)T x R*(B)™.
In particular, R*(A?) < N*(A)*T.
Proof. Let C = Jpcp A x {b} in Proposition 3.4.6. O

Lemma 3.4.8. Let ¢ be an ordinal and I = {a < J | || = |0|}. There is a set
(ko | o € T) such that, for all «, ko is a bijection ov — 6.

Proof. Let k: § — |0] be a bijection. Then, for all & € I, k| « is an injection
a — |d]. Since |a| = |d], the Mostowski collapse of k“a induces a bijection

7ot k“a — |0]. Hence k= o, 0 k| a is a bijection @ — § as required. O

9'There is a proof, due to Yunhe Peng, that in fact R*(A x \) = max{X*(A), \T} when
one of A or ) is infinite. This was privately communicated by Peng, though the case A = w
is published in [PS24, Lemma 3.6]. To avoid scuttlebutt as much as possible, we shall refrain
from using this result and merely point out that it would strengthen both Proposition 3.5.9
and Proposition 3.5.10 to “N*(X) = max{x, AT}".



44 Chapter 3. The Hartogs—Lindenbaum Spectrum

3.5 Spectra

Theorem A gives the very strong conclusion that ACyg is not just equivalent
to (VX)R(X) = N*(X), but also that RX(X) is a successor cardinal for all X. In
this way, ACwo gives us that the class of all pairs (X(X), X*(X)) is minimal,
that is just {(AT,A") | A € Card}. However, it is possible to violate ACwo,
and we inspect here the various ways in which this can be violated in models
of SVC.

In Section 3.6 we show that it is consistent with ZF to have a model M of

maximal spectrum, so
Specy (M) = {(\, k) | Rg K A< k}U{(n+1,n+1) | n<w}

However, this is achieved with a class-sized product of symmetric extensions
and, by Theorem B, cannot be exhibited as a set-generic symmetric extension
(of a model of ZFC). We shall show that, in the case that M is a set-generic
symmetric extension of a model of ZFC, Specy(M) is eventually strongly
controlled. For example, there is a cardinal €2 such that for all X, if X(X) > Q,
then N*(X) < R(X)T.

3.5.1 The spectrum of Cohen’s first model

Let us first establish the methods that will be employed in our favourite test
model of ZF + SVC 4+ —AC: Cohen’s first model.”? In fact, Cohen’s first model
is not even a model of AC,, witnessed by a set A such that X(A) = Ny, and
so is certainly not a model of ACwo.?”® Letting M be Cohen’s first model
for this section, recall that M forms part of a chain of transitive submodels
V C M C V[G], where V E ZFC and G is a V-generic filer for Add(w,w). Since
Add(w,w) is c.c.c., V and V]G] (and hence M) agree on the cardinality and

cofinality of ordinals.
Fact 3.5.1 ([Jec73, Section 5.5]). In M there is a set A such that:
1. R(A) = Ny;

2. V[G] E |A] = Ro;

928pecifics of the construction of M can be found at Section 2.4.1, but we only need a few
preliminary facts.

9By [JecT3, Section 2.4.1], if ACx, holds then every infinite set has a countably infinite
subset. See also Lemma 3.5.17.
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3. SVCH([A]<%); and

4. for every infinite X there is a surjection f: X — w.

An immediate corollary of this fact is the following.
Corollary 3.5.2. In M, R*(A) = N;.

Proof. By Item (4) of Fact 3.5.1, there is a surjection A — w in M, and so
N*(A) > N;. However, by Item (2) there is no surjection A — 8y in V[G] and

so certainly no such surjection in M. Hence, N*(A) = N;. O

We shall use these facts alongside the techniques laid out in Section 3.3 to

produce a complete picture of the spectrum of Cohen’s first model.
Theorem 3.5.3. Specy(M) = {{(AT,AT) | A € Card} U {(\, A1) | cf(X) = Ro}.

To translate this to the notation of Theorem B, we have that ¢ = ¢ = Ny,
Xo=x=0=v¢"=N;, and C = {Xy}. Hence,

(
g on =1 DC{(NkK)  [Ro<A<KESNLN <k}
pec =
g CC LAY [ f(A) = Ro, A < Ry}
U={(NAT) | ef(N) =Rg, A > Ny}

Therefore, both ® and € are subsets of {(Ng, 8;)}. However, we have already
seen by Fact 3.5.1 and Corollary 3.5.2 that X(A) = Xy and X*(A) = Ny, and
thus ® =€ = {<N0,N1>}.

The upper bound
We begin with an upper bound for the spectrum of M.
Lemma 3.5.4. For all X and all p with X(X) < p < N*(X), cf(u) < Ng.

Proof. We may assume that X C [A]<% x n for some ordinal 1. For each
a € [A]<¥, let X, = X N({a} xn), so each X, is well-orderable. Let A = R(X),
k= RY"(X),and p € [\, k). Since u < k, there is a surjection f: X — u. Hence,
in V[G], we have that 1 = Uge[a)<e f“Xa, s0 p is the union of countably many
sets (note that A is countable in V]G], and so [A]<“ is as well). If u has
uncountable cofinality then there is a € [A]<* such that V[G] F |X,| > pu.

Since M and V[G] agree on the cardinalities of sets of ordinals, and X, is
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well-orderable, we have that |X,| > p in M as well. However, this contradicts
i = R(X). Hence we must have cf () = Ng. O

Lemma 3.5.5. For all X, X*(X) is a successor.

Proof. As before, we may assume that X C [A]<“ x n for some ordinal 7, and
again we shall denote by X, the set X N ({a} x n) for all a € [A]<¥. Let k be
a limit cardinal such that X*(X) > k. Then we must show that N*(X) > &,
that is we must show that there is a surjection X — k. Let u < k be infinite.
Since « is a limit, we have that u™ < &, and p* is regular in both M and
V|[G]. Since ut < K, there is a surjection f: X — p*, so in V[G] we have
pt =U{f“X, | a € [A]¥}, a countable union. Since cf(u*) > Vo, there is
a € [A]=¥ such that |f“X,| > uT in V[G], and so | X,| > pt in V[G]. However,
X, is well-orderable, and so | X,| > ™ in M as well. Therefore, for all y < &,
there is a € [A]<¥ such that |X,| > pu. Hence the projection of X onto its
second co-ordinate is a surjection onto a subset of 1 of cardinality at least k,

and so this can be turned into a surjection X — k. O
Corollary 3.5.6. If X(X) = X\ and X*(X) = &, then one of the following holds:
(a) kK = A\ are successors; or
(b) k= A" and cf(\) = No.

Corollary 3.5.7. In ZF, both “for all X, N*(X) is reqular” and “for all X,

N*(X) is a successor” are strictly weaker than ACwo.

Proof. Suppose that kK = A. Since k is a successor, A must be as well. Suppose
instead that x > A. Then by Lemma 3.5.4, for all p € [\, k), cf(u) = No.
However, cf(AT) = AT > Ry in M, so AT & [\, k). That is, k = \T. O

The lower bound

To complete Theorem 3.5.3, we must show the lower bound for the spectrum.

Lemma 3.5.8. For all X\ such that cf(\) = RXg there is a set X such that
R(X) =\ and R*(X) = \T.

Proof. By Corollary 3.5.6, it will be sufficient to prove that there is a set X such
that X(X) = A. By Fact 3.5.1, we may assume that A > Rg. Let (0, | n < w)
A x §,,. We certainly have that
N(X) > A, as for all n < w there is an injection f,: d, — X by taking arbitrary

be a cofinal sequence in A, and set X = J,,,
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c € A™ and setting fp(a) = (¢, ). Suppose now that there were an injection
f: A= X. Note that in V[G], |A%| = Rg, and so |U A™ % 6| < A for

all n < w. Therefore, f“\ is not a subset of |J A x §,, for any n < w,

m<n

m<n

so f“)X produces a well-ordered collection of injections m — A for arbitrarily
large m. Putting these injections together we construct an injection w — A,
contradicting R(A) = RNg. Hence no injection A — X exists, so R(X) = A as
desired. O

Combining Corollary 3.5.6 and Lemma 3.5.8, we immediately obtain The-

orem 3.5.3:
Specy (M) = {{(AT,AT) | X € Card} U {{(\,AT) | cf(\) = No}.

3.5.2 Lifting eccentricity

In Lemma 3.5.8 we saw an example of how to ‘lift’ the Dedekind-finite set A to
an eccentric set X of higher Hartogs number (of countable cofinality) along the
lines of the upwards transfer construction. We can generalise this method to
any set B such that R(B) is a limit cardinal or a singular cardinal (even if B
is not eccentric), which we demonstrate in Proposition 3.5.9. Another method
can also be employed in the case that R(B) is regular and R(B) < X*(B), even
if X(B) is not a limit (Proposition 3.5.10). These methods work in ZF, even
without SVC, though it becomes much easier to control the constructions in

the case that SVC holds, as we will explore in Section 3.5.3.

Proposition 3.5.9. Let B be such that W(B) = p is singular or a limit, and
A = sup{R(a®) | o < p} be such that cf(\) = cf(u). Then there is a set X
such that W(X) = X and, setting k = N*(B<L),

max{r, AT} < N*(X) < max{x*, AT}

Proof. Let (6 | @ < u) be a cofinal sequence in A with d9 > 0. For each a < p,
let Xo = B% X da, and let X = Uy, Xo. Since X(B) = p, for all a < p,
B2 #£ (), and so d, embeds into X, C X. Hence, X(X) > \. Projection to the
second co-ordinate begets a surjection X — A, and thus R*(X) > A.

Let 8 < p. We shall show that |U,<s Xa| < [Xp x B[:

We start by defining an injection Fy: Uq<|g Xa = Xp X |B|. Let ¢ € B2,
Then, for all @ < ||, we have a definable embedding e,: B% — B2 where

eq(7) is given by concatenating the injections 7 and ¢, minus any duplicates.
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Since |a| < |5], the sequence i“a ~ ¢“f will still have order type at least
after removing duplicates. e, (i) | @ =1, S0 e, is indeed an injection. Hence we
obtain

Fo: UtXa | lal < 81} — BEx 65 x |8

given by, for (f,7) € Xa, Fo(f,7) = (ea(f), 7, ).
By Lemma 3.4.8, let (ko | || = |B]) be a sequence such that, for all o, kg

is a bijection 8 — «. Then we have an injection
Fi: [ J{Xa |18l < @ < B} = B2 x 65 x (B\ |8])

given bYa for <fa 7> € Xaa Fl(fvly) = <fka>’77a>'
Hence, |Uq<p Xaol < |Xg x B] as required, and so

R (UKo | < BY) <R(Xp x 8)
R(B7) x [d5] " > |8
A

N

)

recalling from Proposition 3.4.3 that

R(B?) < sup{R(B®) | a < p}

= sup{R(a®) [ a < u}
<A

Hence, if f: A — X is an injection, then f“\ intersects X, for unboundedly
many «. Given such a well-ordered sequence, if p is a limit then one can
reconstruct an injection y — B, contradicting that R(B) = u. The case that p

is a singular successor is somewhat more complicated.

Claim 3.5.9.1. If u = x™ is singular, then there is no injection A — X.

Proof of Claim. By our prior work, any such injection would induce an injection
h: C — B=L where C C p is unbounded, and for each a € C, h(«) is an
injection @ — B. By passing to a cofinal subsequence, we may assume that
|IC| < p. Consider I = {h(a)(f) | B < o, @ € C}. By lexicographic ordering,
I is well-orderable, and thus |I| = x, say I = {z | v < x}. Hence we have
a uniform sequence of injections i,: a — x for a € C where i,(8) = v if

h(a)(8) = x.. By taking a Mostowski collapse, we obtain bijections kq: o — x
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for all & € C such that |a| = |n|. Hence, we obtain a surjection g: n x C —
by g(8,a) = k;1(B), contradicting that u > |n x C| = 1. .

Therefore, X(X) = A as required. Note that
BS£ x {0} C X C BSEL x )\,
so, setting k = N*(B=<L),

X*(X)
N*(B=L x ))

max{x, AT}.

K

NN N

However, we showed earlier that A < X*(X), and thus
max{r, AT} < N*(X) < max{x™, AT} O

If 4 = x* is a singular successor, B = x works for the statement of
Proposition 3.5.9. On the other hand, if © = Ny then the requirement on A is
merely A > No.

Proposition 3.5.10. Let B be a set, p € [R(B),N*(B)) be a reqular cardinal,
and A = p be such that cf(X) = p. Then there is a set X such that X(X) = A
and, setting k = X*(B),

max{r, AT} < N*(X) < max{x*, AT}

Proof. Let f: B — u be a surjection and (0, | @ < p) be a cofinal sequence in
A with dg > 0. For each a < p let X, = f~1({a}) X 4, and let X = Ua<p Xo-
Since 0, embeds into X, C X, X(X) > \. Note that for all 5 < p,

U X5 € B xsup{da | a < B} C B xdp.
a<pf

Hence R(Uy<5 Xa) < p x 0|7 < A, Therefore, any injection A — X must
have image contained in an unbounded collection of the X, and such a well-
ordered collection of elements could be stitched together to produce an injection
cf(pn) = p — B, contradicting N(B) = u. Hence X(X) = A. On the other hand,
projection begets a surjection X — A, so X*(X) > \.
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Note that B x {0} C X C B X A so, setting k = N*(B),

< N (X)
<R*(B x \)
<

max{x, AT}

K

However, we have already shown that A < X*(X), and thus
max{x, AT} < N*(X) < max{x™, AT}. O

The requirement that y is regular cannot be removed from Proposition 3.5.10
in general. Consider the model from Theorem 3.6.2 to add X such that
N(X) =N; and R*(X) = R,41. Then, as noted in the proof of Theorem 3.6.2,
the symmetric extension will satisfy DC and thus there is no A such that
N(A) =R, (see Lemma 3.5.17).

Remark. Proposition 3.5.10 positively answers [Rya24c, Question 5.3]: “Let
w be weakly inaccessible and suppose that for some set X, R(X) < p < W*(X).
Must there exist Y such that X(Y) = u?”

By combining Propositions 3.5.9 and 3.5.10, we obtain a generic lifting

theorem.

Theorem 3.5.11. If there exists B such that X(B) is a limit, is singular, or
such that X(B) < R*(B), then there is a cardinal Q such that, for all X =, if
cf(\) = cf(R(B)), then there is X such that X(X) = XA < X*(X).

Our best bounds for © are currently sup{R(a®) | @« < X(B)} when R(B) is
singular or a limit and R(B) when X(B) is regular but X(B) < \*(B).%

3.5.3 The spectrum of a model of SVC

When dealing with Cohen’s first model, having an outer model of ZFC that
agrees on the cardinalities and cofinalities of ordinals was an important fact
that appeared in almost every proof of Section 3.5.1. Fortunately, this is not
unique to Cohen’s first model, and is very close to the conclusions that can
be drawn from SVC. Let M be a model of SVC + —-AC, witnessed by an inner

94In particular, if we begin in a model of ZFC + GCH and take the symmetric extension
described in Theorem 3.6.2 with p > xk > A regular, then by GCH in the outer and inner
models, Q = X(B) in all cases.
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model V' of ZFC, a symmetric system (P,%¥,.7), and seed” A. Let V[G] be
the outer forcing extension of M, so V. C M C V[G] for V-generic G C P,
and M = HS%. For a set X € M, denote by [X] the least ordinal § such
that V[G] E “|X| = || and 9§ is a cardinal”. Unlike in Cohen’s model, we may
not have that [k] = & for all cardinals k € M, since P may collapse some
cardinals, but by appealing to large enough cardinals we are able to overcome
this obstacle.

Fact 3.5.12 ([Jec03, Theorem 15.3]). There is a cardinal T (T = |P|* is always
sufficient) such that for all ordinals o, 8 = 7, V F |a| = |B] if and only if
VIG] E |a| = |B|. Furthermore, if n > T is a cardinal then V E cf(a) = n if
and only if V|G] F cf(a) = 7.

The following is an immediate corollary of Fact 3.5.12.

Corollary 3.5.13. There is a cardinal T such that V', M, and V|G| agree on

cardinalities above T and cofinalities greater than 7.

Let 7 be the least cardinal satisfying the conditions of Corollary 3.5.13.
Finally, fix a seed A for M and let v = [A].
Throughout this section, all sets and statements about sets are taken in

the context of M unless stated otherwise.

An upper bound

We first aim to create an upper bound on the Hartogs—Lindenbaum spectrum
of M by showing scenarios in which combinations of Hartogs and Lindenbaum
numbers are not possible. Once this has been established, the technology for
building the lower bound will be quite automatic, as we have already laid out
all of the groundwork in Section 3.5.2.

The proof of Proposition 3.5.14 is similar to the proof of Lemma 3.5.4, but

is adapted to the use of a ‘surjective’ seed.

Proposition 3.5.14. Suppose that R(X) = X and X*(X) = k. Then for all
p € [N\ k), cf(n) < max{v*, 7}

Proof. Let n be such that there is a surjection g: A x n — X. For each a € A,
let X, = g“({a} xn), noting that each X, is well-orderable. Let y < k, so there
is a surjection f: X — p. Then p = Uzea f“Xa, so if cf ()M > max{v*, 7}

9Not necessarily an injective seed, as was the case in Section 3.5.1.
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then cf (1)VIE = cf ()™ > v, and hence there is a € A such that |f“X,| > p.
Since X, is well-orderable in M, |u| <* |X,| implies that |u| < |Xa| < |X],
and so pu < N(X). O

Corollary 3.5.15. IfR(X) = X and AT > max{v™, 7} then N*(X) < AT,

Proof. Since AT > 7 and V[G] E cf(AT) = AT we have M E cf(AT) = A1, and
in particular M E cf(A*) > max{v",7}. Therefore, by Proposition 3.5.14,
AT ¢ [\, N*(X)), so we must have that R*(X) < AT. O

Lemma 3.5.16. For all X, if X*(X) > max{7, v} then N*(X) is a successor

cardinal.

Proof. Let k > max{7, v} be a limit cardinal and suppose that X is such that
N*(X) > k. We shall show that X*(X) > x*.

Let n € Ord be least such that there is a surjection g: A xn — X. We may
assume without loss of generality that for each av < 7 there is a € A such that
g(a,a) ¢ g“(A x a). Hence the map x — min{a <7 | (Ja € A)g(a,a) =z} is
a surjection X — 1. We aim to show that n > k.

Let p € (max{r,v}, k), so there is a surjection f: X — pu. In V|G|,
|Axn| =vxn>pu>max{r,v}. Since n > 7, we get that |4 x n|V[¢] = n, and
son = p. k> max{7, v} is a limit cardinal, so n > p for all u € (max{r,v}, k)

implies that n > k as required. O

Note that Lemma 3.5.17 does not make use of our SVC assumption and
indeed holds in ZF.

Lemma 3.5.17. Assume AC,, and let A > p be such that cf(\) = p. Then
for all X, X(X) # A

Proof. Firstly, by AC,, we have that X is a limit cardinal. If A = 9™, say, and
(0a | @ < p) is a cofinal sequence in A such that |0,| = 7 for all «, we can
use AC,, to simultaneously pick bijections d, — 7 for all a, so AT < p x 7,
a contradiction. Suppose that R(X) > A, and let (A, | @ < p) be a cofinal
sequence of cardinals?® in A. For all a < p, let A, = X2= noting that A, # 0
for all a since X(X) > A. By AC,, we may pick ¢ € [[,., Aq. Ordering
{c(a, B) | @ < p, B < Ao} lexicographically and removing duplicates, we obtain

a<p

an injection f: k — X for some k, and k > A, for all @ < pu, so £ > X and
hence RX(X) > A as required. O

96Tt is possible to stipulate that it is a sequence of cardinals because X is a limit.



Eccentric Sets Calliope Ryan-Smith 53

Recall that Aac is the least cardinal A such that AC, does not hold.

Proposition 3.5.18. If X(X) = X and X*(X) = &, then one of the following
holds:

(a) k < max{v',77};
(b) kK = X are successors; or
(¢) k= AT and Aac < cf(N\) < max{v™,7}.

Proof. If k < max{v™, 77} then we are in Case (a), so assume otherwise. By
Lemma 3.5.16, x is a successor cardinal. If A\ = k, then we are in Case (b),
so assume that \ < k. Suppose for contradiction that x > A™. Then setting
p =max{\"t, v 77} p €[\ k), so by Proposition 3.5.14 c¢f(u) < max{v™, 7}
However, V[G] E cf(u) = p > 7, since p is a successor cardinal, and so we
have M F cf(p) = p > max{v™", 7}, contradicting that cf(u) < max{v',7}.
Therefore, k = A*. Finally, we have that Aac < cf(\) < max{v™,7} by
Proposition 3.5.14 and Lemma 3.5.17. O

The underlying pattern of Proposition 3.5.18 is that after the chaos of
N*(X) < max{v", 77} and the inevitability of R(X) = X*(X) = A*, all that
we have are sets X with R(X) = X\ and N*(X) = A" for some cardinal .
Indeed, this scenario is the only one in which we may have an eccentric set of

arbitrarily large Hartogs or Lindenbaum number.

Definition 3.5.19. An oblate cardinal is a cardinal A such that there is a set
X with R(X) = X and X*(X) = AT,

As noted, the only candidates for oblate cardinals A > max{v*, 7} are
singular, with Aac < c¢f(\) < max{v",7}. However, this does not tell us which
of those cardinals will be oblate. Shortly we will use our framework for an
upwards transfer of eccentricity from Section 3.5.2 to find a large number of
oblate cardinals.

Recall that Ay is the least cardinal A such that W) does not hold, and that
Ay is defined analogously for W}. Combining Propositions 3.2.1 and 3.5.18,
we produce an upper bound of Specy (M) in three parts:

1. The successors, SC = {{(AT,A\T) | A € Card}. In fact, we always have
that SC C Specy(M) since R(\) = R*(\) = AT for all cardinals \.
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2. The ‘bounded chaos’; those (A, k) where A\w < A < k < max{v", 7"}
and Ay, < k. If we have R(X )" < R*(X) for some set X, then it must

appear here.

3. The oblate cardinals, those (A, AT) with cf(\) € [Aac, max{v™,7}).

A lower bound

Having just seen the upper bound of the spectrum of a model of SVC, we
now wish to exhibit a lower bound, which we shall construct entirely through
controlling oblate cardinals. By Theorem A, if any eccentric set exists then we
must have eccentric sets of arbitrarily large Hartogs or Lindenbaum number.
However, by Proposition 3.5.18, if X(X) > max{r™,7} and X is eccentric,
then we must have that R(X) is an oblate cardinal. Therefore, there must be
a proper class of oblate cardinals. In this section we will use our methods from
Section 3.5.2 to lift oblate cardinals to larger oblate cardinals with the same

cofinality, under the guise of SVC.

Lemma 3.5.20. Let B be such that X(B) = p a limit or singular cardinal,
and A such that X\ > sup{R(a®) | a < p} and cf(\) = cf(u). Then there is a
set X such that R(X) = X and X*(X) > \. Furthermore, if \* > max{v™", 7}
then N*(X) = AT,

Proof. By Proposition 3.5.9, there is a set X such that X(X) = A < ®*(X). If
AT > max{vT, 7} then, by Corollary 3.5.15, R*(X) < AT. O

Lemma 3.5.21. Let B be a set, p € [R(B),N*(B)) be a regular cardinal, and
A = u be such that cf(X) = p. Then there is X such that X(X) = A < X*(X).
Furthermore, if AT > max{v™, 7} or At > R*(B), then N*(X) = \T.

Proof. By Proposition 3.5.10 there is X such that X(X) = X and X*(X) > A
If AT > max{v", 7}, by Corollary 3.5.15, 8*(X) < AT. If AT > N*(B), then
by Proposition 3.5.10, R*(X) = A*. O

Corollary 3.5.22. If B is such that X(B) = p and X*(B) > u then for all large
enough X with cf(\) = cf(u) there is X such that R(X) = X and N*(X) = \T.

Proof. If uis regular then use Lemma 3.5.21. Otherwise, use Lemma 3.5.20. [

Proposition 3.5.23. There is a set C C [Aac, max{v™,7}) and a cardinal
such that for all A > Q, X is an oblate cardinal if and only if cf(\) € C.
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Proof. Firstly, by Proposition 3.5.14 and Lemma 3.5.17, if A is an oblate
cardinal then cf(\) € [Aac, max{v*,7}). For each p € [Aac, max{v™,7}), if
there is an oblate cardinal A with cf(\) = p, then Corollary 3.5.22 guarantees
that there is a cardinal €, such that each n > €, with cf(n) = p is oblate. Let
C = {p € [Mac, max{r™,7}) | (3 € Card) cf(\) = p and X is oblate}. Then,
setting 2 = sup{Q, | p € C}, we have that for all A > €2, A is oblate if and
only if cf(\) € C. O

In fact, we get more than Proposition 3.5.23. By Corollary 3.5.22, C
is precisely the set {cf(R(X)) | R(X) < N*(X)}. Finally, putting together
Propositions 3.2.1, 3.5.18 and 3.5.23, we obtain Theorem B.

Theorem B. Let M E SVC. Then there is a cardinal ¢, cardinals ¢ < xo < £,
a cardinal ¥* > v, a cardinal x € [xo0, X ], and a set C C [¢, x0) such that

SC = {(AT,A") | A € Card}

DC{Nr) Y <A<SRSXYT <K}
Specy (M) =
pees(M) =U CC LAY | cf(\) € CA < Q)
U= WA [ cf(\) € C A > QLY

In the notation of this section, we have ¢ = Aac, ¥ = Aw, ¥* = Ay,
xo = max{v™, 7}, and xy = max{v*,7T}.

The techniques used in Section 3.5.1 to produce cleaner, stricter bounds
only rely on the total agreement of cardinalities and cofinalities of ordinals
between Cohen’s model and the outer model. Any other model of SVC in which
this occurs will have similarly tight control over the spectrum, assuming that

one can find a seed (which is no small feat).

3.6 Constructing eccentric sets

Up to this point we have been broadly focused on the limitations of the Hartogs—
Lindenbaum spectrum. Despite the presence of lifting and classes of oblate
cardinals, our concentration on SVC has allowed us to have a fine structural

understanding of the spectrum in the case of set-generic extensions of models of

9"Note that € is a subset of the possible irregular oblate cardinals. There may be X such
that X(X) = X and X*(X) = AT for A < Q and cf(\) € C, but we cannot be certain. On
the other hand, ® is the entire class of oblate cardinals described. That is, if A > Q and
cf(\) € C then we can guarantee that there is X such that X(X) = A and ®*(X) = AT.
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ZFC. However, we do not always have to concern ourselves with this restriction.
We shall spend the remainder of the chapter constructing, for a given pair
(A, k) of infinite cardinals, a symmetric extension in which there is X such that
N(X) = X and X*(X) = « in a way that preserves an arbitrarily large initial
segment of the universe. By combining a proper class of these constructions,
appropriately preserving larger and larger segments of the universe in a product
symmetric system, we shall produce a class-sized symmetric system forcing

that the Hartogs—Lindenbaum spectrum is maximal.

Theorem 3.6.1 (Theorem C). ZF is equiconsistent with ZF+ “for all infinite
cardinals \ < k there is a set X such that R(X) = X and X*(X) =k".

That is, we shall produce a model M of ZF such that
Specy(M) = {(N\, k) [ Rg < A< kIU{(n+1,n+1) | n<w}

3.6.1 Creating an eccentric set

Let us spend some time constructing a single set X such that R(X) = A
and N*(X) = &, so that a large product of this construction can be used in
Section 3.6.2 to prove Theorem C. Indeed, other constructions exists for adding
eccentric sets of specified Hartogs and Lindenbaum numbers, but our method

is well-suited for being part of a product.

Theorem 3.6.2. Let A < k be infinite cardinals. There is a symmetric system
(P,94,.7) and a P-name X € HS# such that

1p IFHS “R(X) = X and R*(X) = &”.

Proof. Let p be an infinite cardinal, and let P = Add(u,x x A x u). That
is, the conditions of PP are partial functions p: kK X A X u X p — 2 such that
[dom(p)| < p, with ¢ <pif ¢ 2 p.

ForpePand A C k x A x u, we will write p[ A to mean p| A x u, and
for B C k x A we will write p| B to mean p|[ B x u x pu. Furthermore, we
shall write supp(p) to mean the projection of the domain of p to its first three
co-ordinates, so supp(p) C kK X A X p.

We define the following P-names:

L Yap = {(p,0) | pEP, S < p,p(a, B,7,8) = 1};

2. Za8={Yap~ |7 <n}® and
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3. X = {&ap | (o, B) € K x \}*.

In the extension, X will be the name for the set X such that R(X) = X and
N*(X) = k.

Let ¢ = S’;X)‘/\ZS'H.98 That is to say, ¢ is the group of permutations 7 in the
wreath product Sy 1S, such that 7* € Sy fixes all but fewer than A-many
elements of k X A. ¢ acts on P via np(n(«, 3,7),9) = p(a, ,7,9). Note that,
forme ¥,

Taysy = {(7p,70) | p € P,6 < i, pla, B,7,8) = 1}
= {(7p,d) | p € P,d < p,wp(m(ex, B,7),0) = 1}
={(p,0) | p€P,d < u,p(n(cv, B,7),0) =1}
= Un(a,6,7):

Similar verification shows that miq g = Zrx(q,5) and 7X = X. When we have
defined the filter of subgroups .# (a task we shall begin upon the conclusion
of this sentence), it will be clear from these calculations that these names are
hereditarily .#-symmetric.

For I € [k]<%, J € [I x A"}, and K € [J x ], let H] j x be the subgroup
of ¢ given by those 7 such that:

1. 7] I x A e {id} 1 Sy;
2. ] J =id; and
3. [ K =id.

That is, we are taking those m € S’;X)‘A ! S, such that 7* fixes setwise the
columns {a} x A for «a in the set I and fixes pointwise the set J. We then
further require that  fixes pointwise the set K.

Let .# be the filter of subgroups of ¢ generated by groups of the form
Hy g for I € [k]<%, J €I x N\, and K € [J x u]<*.%° We shall refer to a
triple I, J, K as being ‘appropriate’ to mean that it satisfies these conditions.

By prior calculations, 79, 8, = a3,y Whenever w(c, 5,7) = (o, 5,7), so
sYM (Yo, 8,7) = Hia} {(a,8)},{(a,84)} € F for all. We similarly obtain that for all

a and B3, sym(# (4 g)) = H{a} {(a,8)},0 € F, and sym(X) =¥ € F.

98Recall the definition of the wreath product Definition 2.4.14.
9Since P is cf (u)-closed and .Z is cf (A)-complete, DCcmin{ct(n),cf(n)} holds in the symmetric
extension. A proof can be found in [Kar19b, Lemma 1].
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Claim 3.6.2.1. .7 is normal. Hence, (P,9,.%) is a symmetric system.

Proof of Claim. Note that for appropriate I,.J, K and I', J', K’,

Hrjx WHp yxr = Hiop jug, Kuk

and TUI',JUJ, KUK’ is appropriate. Therefore, for all H < ¥, H € .F if
and only if there is appropriate I, J, K such that H > Hy ;. Hence, to show
that .% is normal, it is sufficient to show that for all appropriate I, J, K and
all m € ¢, there is appropriate I’,.J’, K’ such that mHy jxmn~* > Hp jr g/, or
equivalently that Hy jx > Tr_lHI/J/’K/ﬂ. Given such I, J, K and 7w, we define

K =K
J' = Proj(K’) Usupp(m*) U J
I' = Proj(J') U1,

where Proj is projection away from the last co-ordinate in both cases. Note
that |K'| = |K| < A\, |J'] < |J|+|supp(7*)|+|K'| < A, and |I'| < |I|+]|J| < &,
and that the inclusion of the projections in the definitions of I’, .J’, K’ means
that I’,J’, K’ is appropriate. We claim that Hp j g is the required group.
Let 0 € Hp j i, then we must show that T lom € Hr k.

For all (o, 8,7) € K, 7(a,8,7) € K', so o(n(a,3,7)) = m(a, 3,7) and
hence 7 lon(a, 3,7) = {a, B,7) as required.

We now note that, since supp(7*) C J’, supp(7*) N supp(c*) = @, and
hence (7~ tom)* = o*. Combined with J C J' and I C I', we have that
mlom € Hy k. =

Claim 3.6.2.2. Let g€ P, H=Hj ;x € Z, and (o, 8), (', p") € k x X\. The

following are equivalent:
1. Thereism € H such that wq || g and 7 is the transposition ({c«, B) (a/, ).
2. {o,d} NI #0) = a=d, and
{{a,8). (&, )} NI #0 = (a, ) = (. F).

Proof of Claim. ((1) = (2)). By the definition of H, if there is such a # € H
then Condition (2) must be satisfied.

((2) = (1)). If (a,B) and (o/, ') satisfy Condition (2), then any
T € 4 such that 7* = ((o, 8) (/, ")) is a candidate for an element of H
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(as [supp(7*)] = 2 < A). If (a, ) = (/, ') then we may take m = id,
so assume otherwise.'” Then we let A = {v < u | (o, 3,7) € supp(q)}
and B = {7 < u | (/,5',9) € supp(q)}. Since |A|,|B| < u, there is a
permutation o of u such that c“ANB = and ANc“B = (). Therefore, setting

Ta,3 = To,gr = 0 we will have that

supp(q [ {{e, 8)}) Nsupp(rq[ {(e, B)}) = c*ANB =)

and

supp(q[ {(o/, 8")}) Nsupp(mq | {(</,3")}) = ANc“B =10.

Hence q[ {(a, 8),(a/, 8")} | mq | {{a, B), (e, B')}, and for all other (a”, 3") we
have q| (o, 8") = mq| (", 5"). That is, mq || g. o

The remainder of the proof shall be spent showing that the name X does
give us the object that we are searching for; that is, 1 IF7° R(X) = A and
1 IFHS R*(X) = %. We shall first prove the inequalities 1 IFHS R(X) > A and
1 IF75 R*(X) > &, and then prove that they can be sharpened to equalities.

Towards the inequalities, for any a,n < &, let

a a<n
tayn =
0 Otherwise,

and consider the name é, := {(Z4.,lan)® | (@, B) € k x A}*. Routine verific-
ation shows sym(é,) > H, gp, so é&, € HS. 1 IF “¢,: X — 7 is a surjection”,
and thus 1 IFHS R*(X) > &.

Similarly, for any n < A and any « € &, let m,, = {(B,:'Uaﬂ)' | B < n}e.
Routine verification shows that sym (i) = Hiay {a}xn,0, SO 1y € HS as well.
Furthermore, 1 I “ri,,: 7 — X is an injection”, and thus 1 IFH® R(X) > A.

It remains to show that these inequalities are, in fact, equalities, starting
with R*. Suppose that f € HS, with H = Hr gk < sym(f),and plI- f: X — k.
Furthermore suppose that for some ¢ < p and (a, ) € k x A there is n such
that ¢ - f(iap) = 7.

By Claim 3.6.2.2, if o ¢ I then for any o’ ¢ I and any 8/ € X there is
7 € H such that (o, 8) = («/, 8') and 7q || ¢. Then 7q |- f(ia 5) = 7, s0

1991 particular, (o, B8), (/, ') ¢ J and so {(«, 8,7), (¢/, 8',v') ¢ K for all 7,7, and so we
are free to choose 7, gy and m/ g1y € Sp.
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qUmq < g forces that f(a:ag) = f(:ica/ﬁ/). Hence p forces that f is constant
outside of I x A.

If instead « € I but (a, ) ¢ J then again by Claim 3.6.2.2, for any 5’ € A
such that («, 8) ¢ J there is 7 € H such that 7*(a, 8) = (o, 8') and 7q || g
Once again 7q I f(iq 5) = 7, and so p forces that in (I x A)\ J, the value of
f(ia,5) depends only on . This means that f takes at most |J| + [I| +1 < &
different values, so cannot be a surjection. Thus 1 IFHS N*(X) = &.

Finally, suppose that f € HSandp I+ f: A — X. Let H = Hr ik < sym(f).
We shall show that p I- f“X C {#a4 | (@, 8) € J}*, and hence f cannot be
injective.

p, {(a,B) ¢ J, and n < X we
have that ¢ IF f(]) = 4ap. Since (o, B) ¢ J, for any §/ € X such that
(a, B") ¢ J there is m € H such that 7*(a, 8) = (o, ) and 7q || q. Since

|J| < X\ we may take 8’ # 3, and so wq IF f(1]) = Tiqp = &q,p. Therefore,

Suppose otherwise, that for some ¢ <

nqUqlF @45 = f(1) = o p, contradicting our assumption that 5’ # 5. Thus
our assertion is proved and 1 IS R(X) = . O

3.6.2 A maximal spectrum

We have now produced enough technology to prove Theorem C, that ZF is
equiconsistent with ZF 4+ “For all pairs of infinite cardinals A < &, there is a
set X such that X(X) = A and X*(X) = x”. The structure shall be similar to
the treatment of class products of symmetric extensions found in, for example,
[Kar18].

We begin in a model V' of ZFC4+GCH, and will inductively define a symmetric
system (P, 9, %#,) for each a € Ord. Each such system will be precisely of
the form described in Theorem 3.6.2, and so to fully define each system we
need only define the parameters Ay, Ko, and fio. First, let {(\a, £q) | @ € Ord}
be an enumeration of all pairs of cardinals (\, k) with Xy < A < K, using

101

(for example) the Godel pairing function.””” Then we take 1, to be the least

cardinal satisfying the following conditions:
1. pq is regular;

2. forall B < o, ug < fa;

101The Godel pairing function definably orders Ord® by setting (ao,Bo0) < (ai,B1)
if: max(ao,Bo) < max(ai,B1); max(ao,fo) = max(ai,B1) and oy < ai1; or finally if
max (o, Bo) = max (a1, B1), a0 = a1, and fo < Bi.
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3. for all B < o, kg < fla;

4. setting Q to be the finite-support product [, Ps, Q| < pia;
5. for all B < o, 1g kg ]Vu;\ < fiq; and

6. Ny < la-

Let P be the finite-support product of all P, ¢ the finite-support product of
all 4, and % the finite-support product of all .%,. For E C Ord, we denote
by P| E (respectively ¢4 | E, . Z | E) the restriction of P (respectively ¢, .%) to
the co-ordinates found in E. Since any P-name & is a set, it is a P[ a-name for
some «, and so & is hereditarily .#-symmetric if and only if it is hereditarily
Z | a-symmetric for some a. Therefore, setting HS = HS z, HS, = HS | 4,

and letting G be V-generic for P, we get that

G
U Hs§te= (U Hsg‘:( U Hsa) = HS®.

a€eOrd aeOrd a€eO0rd

Let M = HS® and M, = HSS! 2192 Then we have that M = Uucorq Ma-
We wish to prove that M E ZF, and shall use the following theorem, [Karl9a,
Theorem 9.2].

Theorem 3.6.3. Let (P, %, % | a € Ord) be a finite-support product of
symmetric extensions of homogeneous systems. Suppose that for each n there
is o such that for all a > a*, the ath symmetric extension does not add new
sets of rank at most . Then no sets of rank at most n are added by limit steps

either. In particular, the end model satisfies ZF.

The conditions of the theorem are also desirable for our construction. We
shall show that for all « there is a hereditarily symmetric name X, such that
Xo € HSqu1 and Myyq E “R(XS) = A, and ®*(XE) = k,7. In this case, if
we can preserve a large enough initial segment of M, for the rest of the
iteration, then X & will still have this property in M.

We shall require the following fact, that is proved in [Karl8, Lemma 2.3].

Lemma 3.6.4. Let k be a regular cardinal, P a k-c.c. forcing, and Q a
k-distributive forcing. If 1g I “P s k-c.c.”, then 1p IF “Q is k-distributive”,
192Note that M, is not denoting V2! = {x € M | rk(z) < a} = 2°(0)™M.
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Lemma 3.6.5. Let 0 < 3 < . Then Mg and M, agree on sets of rank less
than uj{.

Proof. It is sufficient to prove that for all 3 € Ord, Mg and Mg, agree on
sets of rank less than pg; this is the successor stage for an induction on « of
the statement of this proposition, and Theorem 3.6.3 provides the induction
at the limit stage. Towards this end, let § < 5 € Ord and N = V|G| §]. We
shall show that Pg adds no sets of rank less than ,ug to IV, and since Mg C N
and Mgy C N[G(B)], the claim is proved.

Let k = ]Vg\. Then, by the definition of ug, kK < pg, and so it is sufficient
to prove that P is pg-distributive. Pg = Add(ug, kg x Ag x ug)", and so
certainly in V it is ,ug—distributive. Furthermore, by definition, [P[ 5| < ug,
so P| 3 1is pg-c.c., and indeed Pg IF “P[| § is fig-c.c.. Hence, by Lemma 3.6.4,

Pl gl “]f”g is pg-distributive”, as required. ]

Lemma 3.6.6. For all o € Ord,
Muoi1 F (3X0)(R(Xa) = Ao < ko =N (XQ)).

Proof. The proof follows Theorem 3.6.2. Indeed, letting N be the symmetric
extensions of V' by the iterand (P,,%,,-%,), we have that V. C N C M,
are transitive models and, by Theorem 3.6.2, there is X, € N such that
N E X(X,) = \ag AN*(X,) = Kq. To finish, we need only show that this is
preserved into M,. However, the technique from Theorem 3.6.2 for showing
that X, has the correct Hartogs and Lindenbaum number in N works for Mg,
as the homogeneity argument can be performed on only the ath co-ordinate

without issue. O

With some care over the construction of X,, we may now prove Theorem C.

Theorem C. ZF is equiconsistent with ZF+ “for all infinite cardinals A < k
there is a set X such that X(X) = X and X*(X) = k"

Proof. By Lemma 3.6.5 and Theorem 3.6.3, M E ZF. By Lemma 3.6.6, for all
a € Ord, Myq1 E “N(X,) = Ay and N*(X,,) = ko”. Note that, for all « € Ord,
the set X, is constructed as an element of @3(;@). Since g > Ko 2 Aa,
it must be the case that any function A\, — X, or X, — Kk, must have
rank less than pf. Hence, by Lemma 3.6.5, we have that for all a < f,
Mg E “R(X,) = Ay and X*(X,) = K,”. This, combined with Theorem 3.6.3,
shows that for all & € Ord, M F “N(X,) = Ay and R*(X,) = ko”. O



Chapter 4

Maximal Independent Families

I was not permitted to die.
I was a promise.
“You were a ghost.”

What an honour it is to walk, so that all below may live.

Lara Welch, Feast of Saints

NFINITY HAS A STRANGENESS ABOUT IT THAT TENDS TO WORM
its way into some very surprising places. This chapter focuses

on (maximal) 0-independent families, which are collections of sets

&
A C Z(X) such that the elements of A are, in a sense, ‘random’ on the ‘scale
of &’. Using Zorn’s lemma, one can show that any Rp-independent family can
be extended to a maximal Np-independent family. On the other hand, taking 0
any larger no longer necessitates such objects; even the existence of a single
maximal Nj-independent family entails an inner model with a measurable
cardinal. This shows off a general pattern that sometimes can be found in
set theory, where a nice finitary object may be well-behaved,'?3 but a natural
infinitary analogue of the object can only be shown to exist using large cardinal
assumptions.

In this chapter we extend a method of Kunen’s for constructing maximal 6-
independent families from large cardinals, selecting large cardinal assumptions

that allow us to have a proper class of such families.

Acknowledgements. 1 would like to thank Gabe Goldberg for his help with the proof of
2* < |2(D)M| in the proof of Theorem D. I would also like to thank Andrew Brooke-Taylor
and Asaf Karagila for their feedback on [Rya24a], the paper that forms this chapter.
103Where “good behaviour” here usually refers to existence.
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4.1 Introduction

Definition 4.1.1. For a regular cardinal § and a set X such that |X| > 6, a
0-independent family on X is A C Z(X) such that |A| > 0 and, for all partial
functions p: A — 2 with |p| < 0,

AP = (A | p(A) = 1} N[ X \ A p(A) =0} # 0.

For 6 = Ny we usually say independent instead of Ng-independent, and for
0 = N1 we usually say o-independent instead of Ni-independent.
A is mazimal 0-independent if, for all #-independent A’ D Aon X, A" = A.

The existence of a maximal o-independent family entails an inner model
with a measurable cardinal, and the construction can be ‘reversed’: by forcing
over a model with a measurable cardinal one can obtain a model in which
there is a maximal o-independent family. The proof of this can be extended to
larger cardinal properties, something that was known at the time: In [Kun83],
Kunen comments that a single strongly compact cardinal x would beget, in
an appropriate forcing extension, maximal o-independent families A C Z2(\)
for all A such that cf(\) > k. We shall prove this result whilst reducing the
consistency strength requirement to x being merely RN;-strongly compact, and

generalise the setting to #-independence.

Theorem (Theorem D). Let k be a strong limit and 0% -strongly compact for
some reqular, uncountable 0 < k, and let G be V-generic for Add(0,k). In
VIG], for all cardinals X\ > k with cf(X) > &, there is a mazimal @-independent
family A C Z(N).

We also extend the technique to the case that there is a proper class of
measurable cardinals, iterating the process to induce a model in which, for
all ground-model measurable cardinals k, there is a maximal s-independent
family A C (k) in the forcing extension. An analysis of the iteration also

shows that the Mitchell rank of cardinals is very nearly preserved.

Theorem (Theorem E). Let V' be a model of ZFC+GCH. There is a class-length
forcing iteration P preserving ZFC+ GCH such that, if G C P is V -generic, then
whenever k s a measurable cardinal in V there is a maximal k-independent
family A C P (k) in V|G|. Furthermore, whenever k is a measurable cardinal
in'V, o(k)Y =14 0(r)VI, and whenever r is non-measurable in V it remains

non-measurable in V[G].
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4.2 Preliminaries

4.2.1 Elementary embeddings

Given a o-complete ultrafilter i on an infinite set X and functions f,g: X — V
we say that f =y g if {x € X | f(z) = g(x)} € U, and denote by [f]; the
—y-equivalence class of f.1% We then endow these classes with the relation
€y given by [flu €u [glu if {x € X | f(x) € g(x)} € U. Finally, we identify

this ultrapower construction
U(V,U) = {[flu | f: X =V}, €u)

and the Mostowski collapse M of this structure, going as far as to say a = [f]y
to mean that a is the element of M associated with [f]y, under the collapse.
We then refer to the elementary embedding ji;: V' — M given by ji/(a) = [calu,
where ¢, is the constant function X — {a}, as the associated ultrapower
embedding of U. We say that a transitive inner model M is A-closed to mean
that M<* C M. We may say that M is A-closed in V to emphasise that we
specifically mean M<*NV = M N V<A The critical point of an elementary
embedding j: V — M, where M C V is a transitive class, is denoted crit(j)
and defined to be min{a | a < j(a)}.1% If j = jy; for some U € V then crit(jy)

is a measurable cardinal in V' (and hence a regular strong limit).

Definition 4.2.1 (The Mitchell order). Given normal measures'’® ¢/ and V on
K, say that V <« if V € Ult(V,U). The relation < here is called the Mitchell
order. This order was introduced and proved to be well-founded by Mitchell in
[Mit74], so we may therefore endow such measures with their Mitchell rank
o(U), the order type of {V | V «U}. Similarly we define the Mitchell rank
of a cardinal k to be the height of the tree induced by <, denoted o(k). In
particular, our convention is that o(x) > 0 if and only if x is measurable. Also,
o(U) = a if and only if {\ < k| o(\) = a} € U107

1041y fact, for formality, let us denote by (f)u the class {g: X — V | f =u g}, and then let
[flu = (f)u NV, where « is least such that this is non-empty. This example of Scott’s trick
is well-behaved and allows us to treat f — [f]u as a definable class function.

105Tf crit(5) is undefined then way may say crit(j) = oo, but we never encounter this case in
this text.

106Recall that a normal measure on k is a k-complete ultrafilter ¢ such that for all A € U

and f € [] A there is B € U such that f| B is constant.
107This is easiest to prove by noting ju ({o() | @ < k))(k) = o(U) (from [Mit83]).
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f-strongly compact cardinals

We also require a large cardinal property that was introduced in [BM14].

Definition 4.2.2. For 6§ < k we say that « is 8-strongly compact if every k-
complete filter on an arbitrary set X can be extended to a 6-complete ultrafilter
on X.

Note that sometimes in the literature a “f-strongly compact” cardinal refers
to a cardinal k < 6 such that there is a x-complete fine ultrafilter on 2, (9).

We shall not make use of this other definition.
Theorem 4.2.3 ([BM14, Theorem 4.7]). The following are equivalent:
1. k is O-strongly compact.

2. For all a > k there is an elementary embedding j: V — M, where M
is a transitive inner model of ZFC, such that crit(j) > 0 and, for some
DeM, j“aC D and M F |D| < j(k).

3. For all o > k there is a fine O-complete ultrafilter on Py ().

Fact. IfU is a fine 6-complete ultrafilter on P.(«) then jy satisfies Item (2)
with D = [id]y.

Corollary 4.2.4, remarked upon in [BM14], is immediate but important.
Corollary 4.2.4. Let k be 0-strongly compact.

(i) p = min{\ > 0 | X is measurable} is well-defined, p < k, and K 1is

u-strongly compact.

(ii) For all A > Kk, A is O-strongly compact. In particular, there is a 0-strongly

compact cardinal \ such that 2<* = \.

Proof. Item (i). Firstly, by Item (2) in Theorem 4.2.3 with a = ™, we obtain
j: V. — M with 6 < crit(j). Since there is an injection D — j(k) in M with
j“kT C D, we must have k™ < j(k), so crit(j) < x. Hence crit(j) is measurable
with 6 < crit(j) < k.

Let u be the least measurable cardinal with p > 6. Then for each a > &
there is j: V' — M such that crit(j) > 0 and, for some D € M, j“a C D and
M & |D| < j(k). However, in this case we must also have crit(j) > p. Hence &

is p-strongly compact.
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Item (ii). For all A > k, any A-complete filter F on any set X is also
k-complete. Hence, by the definition of x being -strongly compact, the filter
F extends to a f-complete ultrafilter & on X. Setting A = 3,,(k) we have
2<A = X\ and )\ is @-strongly compact. O

4.2.2 Closure points and elementary embeddings

In Section 4.4.2 we shall wish to consider which elementary embeddings are
found in a forcing extension. In our instance we are making use of an Easton-
support iteration that, as is often the case for Easton-support iterations, admits
no elementary embeddings that do not extend a ground-model embedding. To

show this, we will make use of closure points, as explored in [Ham03].

Definition 4.2.5. A notion of forcing has a closure point at § if it can be
factored as Py * Py, where Py is atomless, |Po| < 0, and 1 IFp, “Py is <6

strategically closed”. 198

The following result is a combination of Lemma 13 and Theorem 10 in
[HamO3]. While Lemma 13 and Theorem 10 in [Ham03] are more powerful

than what we present here, Proposition 4.2.6 is all that we will need.

Proposition 4.2.6 (Hamkins). If P has a closure point at 6, G C P is V-
generic, and U € V|G| is a normal measure on £ > §, thenUNV €V is a

normal measure on K.

e

108We shall not define strategic closure here. A §-closed notion of forcing is <§ strategically
closed, and we will only ever use this case. A definition can be found in [FK10, Chapter 12,
Definition 5.15].
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4.3 Hammers

We have two main tools at our disposal that work together to produce models
in which there is a f#-independent family on a set X. Let us begin with
Lemma 4.3.1, a method for showing that maximal #-independent families exist
contingent on the presence of a particular ideal Z. The proof and result are
essentially due to Kunen in the form of [Kun83, Lemma 2.1], but we have

softened the requirements.

Lemma 4.3.1. Let 0 be a regular uncountable cardinal, X a set with |X| >0,
and T a 0-complete ideal over X such that Add(6,2X) densely embeds into
P(X)/IZ. Then there is a maximal 0-independent family A C 2(X).

Proof. Let P = Add(#,2%) and ¢: P — 2(X)/T be a dense embedding. For
A C X, let [A] be the Z-equivalence class containing A. Forall f € 2% and § < 0
choose Ay s C X such that [Ars] = ¥ ({(f,6,1)}) and define ¢: P — Z(X) by

o(p) = (WArs | p(f.0) =1} (X \ Aps | p(f.6) = 0}. (*)
Claim 4.3.1.1. For allp € P, ¢(p) = [¢(p)].

Proof of Claim. We shall first show that 1 ({(f,0,0)}) = [X \ Ass]. Let By
be chosen so that ({(f, 5,0)}) = [Bys]. Since {(f,6,0)} L {(f,5,1)}, we have
that Ars N Bys € Z. For all A ¢ T there is p € P such that 9(p) < [A], and
either p || {(f,0,0)} or p || {(f,9,1)}. Hence, setting [C] = 9 (p), we have that
CNAfs¢Zor CNBys¢I. In particular, letting D = X \ (Ays U Bys), we
have DNAjs=DNBss=0€Z,s0oDecZ. Thatis, [A;sU Bys] = [X] and
so [Bys] = [X \ Ays] as required.

Therefore, for all p € P, 9(p) < [Ays] whenever p(f,6) = 1 and similarly
Y(p) < [X \ Afs] whenever p(f,d) = 0. Given that |p| < 6 and T is 6-
complete, this means that ¥ (p) < [p(p)]. Setting 1 (p) = [4], if [4] < [¢(p)]
then p(p) \ A ¢ Z and so there is ¢ € P such that ¢(q) < [p(p) \ 4]. In
particular, ¥(q) < [Afs] = ¥({(f,d,1)}) whenever p(f,d) = 1 and similarly
P(q) < [X\ Aps) = ¢¥({(f,0,0)}) whenever p(f,d§) = 0. That is, ¢ < p and
thus ¥(q) < [A]. However, this cannot be the case since [p(p) \ A] L [4]. -

Let A= {Ass| f €2%, 8 <0} Then for all p € P, [p(p)] = (p) # [0],
so ¢(p) ¢ Z and thus A is 6-independent. Furthermore, for all A ¢ Z there is
p € P such that ¢(p) = [p(p)] < [4], and thus for all A C X there isp € P
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such that [p(p)] < [4] or [p(p)] < [X \ A]. However, this is not quite true
maximality, as we would require that for all A C X there is p € P such that
©(p) € Aor p(p) C X\ A. To achieve this we alter A slightly.

Enumerate Z as {C | f € 2%} (with repeat entries if necessary) and define
Al 5 = Ays \ Cf. Since the representatives Ay s € 1 ({(f,d,1)}) were chosen
arbitrarily, Claim 4.3.1.1 still holds for A" = {4’ ;| f € 2X . 5 < 0}, where we
define ¢ analogously to ¢ in Equation (). Hence, if A ¢ 7 then there is p € P
such that [¢'(p)] < [4], so ¢'(p) \ A = Cf € Z. Since |p| < 0 there is § < 0
such that (f,d) ¢ dom(p), and hence ¢'(p U {(f,0,1)}) C ¢'(p) \ C¢ C A as
required. O

Remark. The statement of Lemma 4.3.1 is, on the surface, a strengthening
of Kunen’s result, as we have removed two requirements (both 2<¢ = § and
that Z is *-saturated) and weakened further requirements (we only need Z
to be f-complete, rather than | X |-complete, and only demand that there is a
dense embedding of Add(#,2%) into 2 (X)/Z, rather than an isomorphism).
This weakening is partially illusory. The proof of Lemma 4.3.1 in [Kun83|
makes little use of some of these extraneous assumptions, and some of these
requirements that we have altered are consequences: by Theorem 4.4.2 it will
be the case that 2<% = 6 and, since Add(6,2%) densely embeds into Z(X)/Z,

we recover that Z is #T-saturated by the chain condition.

Our second tool is an old technique present in [Kun83] (among many other
places) for obtaining ideals Z on X such that £ (X)/Z is a complete Boolean
algebra isomorphic to a desired notion of forcing. This method is closely tied
to the idea of lifting elementary embeddings: if j: V' — M is an elementary
embedding and G is V-generic, then one can lift the elementary embedding to
7: VIG] — M[j(G)], where j(G) is an appropriate M-generic filter. However,
if j was definable in V' and j(G) ¢ V[G], then we may be unable to lift the
embedding definably in V[G]. Theorem 4.3.2 can be understood intuitively as
the idea that if j = j;; is an ultrapower embedding and G C P is V-generic,
then Z = (U*)V[¢] will be a prime ideal only if j lifts to V[G], and if it does
not then &(X)/Z is the extra amount of forcing required to successfully lift
the embedding: P 2(X)/Z = j(P).

This technique has been the subject of much refinement, culminating in
Foreman’s Duality Theorem, from [For13], which bring precipitous ideals and
a more refined definition of Z into the fold. We do not need quite the level
of complexity that the Duality Theorem affords, and so we shall present
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a specialised version that is localised to prime ideals, the scenario that we
have described. For the case that R is forced to be trivial, one can follow the
technique of [Kun83] in which the special case of P = Add(ws, k) was applied!?

to see a proof.

Theorem 4.3.2. Let U be a o-complete ultrafilter on a set X with ultrapower
embedding j = jy: V — M. Let P be a forcing such that j(P) = P+ QxR by an
isomorphism m satisfying 7(j(p)) = (p, 1,1). Suppose that, for all V-generic
GxH CPxQ, there is M[G x H]-generic F C RE*H with F € V|G * H]. Then
there is a P-name for an ideal T on X such that 1 IFp 2(X)*/Z = B(Q).

In the special case that R is forced to be the trivial forcing, T is in fact
<L{*>V[G], the ideal generated by U* in the extension. Hence, if P is 0-distributive

and U is O-complete then T will be O-complete as well.

4.4 Nalils

Let us now apply our tools to produce examples of maximal #-independent
families, beginning with Theorem 4.4.1. Our presentation of this result is
a slight extension of Kunen’s original method to allow for general regular

uncountable 6.

Theorem 4.4.1 ([Kun83, Theorem 2]). Let k be a measurable cardinal, 0 < k
be uncountable and regular, and G be V -generic for Add(6, k). Then there is a
mazimal O-independent family A C 2(29) in V]G].

Proof. Let k have measure U and ultrapower embedding j = jy;: V — M, so
crit(j) = k. Then in V[G] we have 6<% = 0, 2¢ = x, and

7(Add(6, k) = Add(6, j(k))
>~ Add(6, j“k) x Add(0,7(k) \ j“K)
=~ Add(6, k) x Add(6, (k) \ k) x {1}.

Since each p € Add(0, k) is such that |p| < 0, j(p) = j“p = p. Furthermore,
since M is xt-closed, Add(f,7(k))™ = Add(#,j(x))V. By Theorem 4.3.2,
setting Z = (U*)V(C], we have Z(k)/T = B(Add(h, j(r) \ k)). Note here that
since Add(6, k) is f-closed, Add(8, X)V = Add(#, X)VI for all X € V and so

109Rather, the special case P = Fn(x, 2,w; ), but these are isomorphic.
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the isomorphism class of Add(#, X) (in either V or V[G]) depends only on the
cardinality of X. Furthermore, since Add(6, ) is #-closed, Z is f-complete.
Finally, since « is measurable, 2% < j(k) < (27)" and so Add(0, j(k) \ k)
is isomorphic to Add(6,2%). Therefore, by Lemma 4.3.1, there is a maximal
f-independent family A C 2 (x) = 2(2%) in V[G]. O

Hence, if ZFC plus the existence of a measurable cardinal is consistent,
then so is ZFC plus the existence of a maximal o-independent family on 2“1,
Furthering this, Kunen recovers the consistency of a measurable cardinal from

the consistency of a maximal #-independent family.

Theorem 4.4.2 ([Kun83, Theorem 1]). Let 0 be an uncountable regular cardinal
such that there is a mazimal 9-independent family A C P(N). Then 2<% =6
and, for some r such that sup{(2*)T | @ < 0} < k < min{\,2%}, there is a

non-trivial 07 -saturated k-complete ideal over k.

The full proof may be found in [Kun83], with the roles of x and A\ swapped,
but we shall sketch it here.

Sketch proof. We say that maximal f-independent A C () is globally maz-
imal if, setting P to be the set of partial functions p: A — 2 with |p| < 0,

(Vp € P)(VX C AP)(3q 2 p)(A1C X VAINX =0).

Fact. There is p € P such that A/p={ANAP | Ae A\ dom(p)} is globally

maximal 0-independent.

Hence, replacing A by some ) < ) if necessary, we may assume that A is

globally maximal #-independent on \. Let
Ia={XCX|(Vpe P)A? € X}.

Then Z 4 is 0" -saturated and (2%)*-complete for all @ < . Setting x be least
such that Z 4 is not x-complete, we can refine Z 4 to a k-complete 6T -saturated
ideal on k. We immediately have sup{(2*)" | @ < 8} < k < A. On the other
hand, if Ag € [A]? then Py = {AP | p: Ay — 2 is a total function} C Z4, but
UPy=A¢Z4andsor <2 O

Remark. The maximal 6-independent families constructed by Lemma 4.3.1

are globally maximal #-independent. Furthermore, when we later construct
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maximal k-independent families on x, the bounds directly give us that there is

a k-complete and xt-saturated ideal on .

Corollary 4.4.3. If there is a maximal 6-independent family for some uncount-

able regular 0 then there is an inner model containing a measurable cardinal.

Proof. By [Kun70, Section 11],}9 if k carries a k-complete, x*-saturated
ideal then there is an inner model in which k is measurable. Since k > 0,

O -saturated implies kT -saturated. O

In fact, [Kun70, Theorem 11.13] can be extended to any finite collection of

saturated ideals on increasing cardinals, as noted in [Sch22].

Lemma 4.4.4 (Schlutzenberg). If ko < --+ < kn—1 are uncountable reqular
cardinals such that for all i < n there is a normal k;-complete, ﬁj—satumted
ideal Z; C P(k;), then in LZy, ..., In_1], ki is measurable for alli.

It follows from Theorem 4.4.2 and Lemma 4.4.4 that if there is a maximal
f-independent family on A and a maximal #’-independent family on X such
that min{\, 2} < sup{(2%)* | a < @'}, then there is an inner model with two
measurable cardinals, and indeed this pattern holds for all finite collections of
such families. Therefore, a corollary of Theorem D is that the consistency of
an Ni-strongly compact cardinal implies the consistency of any finite number
of measurable cardinals (though this is already known).

Kunen briefly sketches how to obtain a maximal k-independent family on
inaccessible k, starting with a model in which x is measurable. This requires a
slightly more delicate use of Theorem 4.3.2 to obtain the result. We have also
included additional content regarding lifting normal measures, which will be

useful when proving Theorem E.

Proposition 4.4.5. Let k be measurable with normal measure U, 2F = kT,
and A € U be a set of reqular cardinals. Let G be V -generic for the Faston-
support iteration P = X ca Add(a, o). Then in V[G] there is a mavimal
k-independent family A C P (k). Furthermore, if V € V is a normal measure

on k such that A ¢ V then there is a normal measure V OV on k in V[G].

HOTKun70, Section 11] is a short section showing that if Z is a normal, k-complete, s -
saturated non-trivial ideal on x then  is measurable in L[Z]. Note that, by [Sol71], the
existence of any k-complete, kT -saturated, non-trivial ideal on x implies the existence of a
normal one.
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Proof. Let j = jy: V — M, and H C Add(k,x") be V[G]-generic. Note that
j(k) < (2F)T = kTT. Furthermore, M is k*-closed, and this is preserved by
the forcing (as P* Add(k, ™) € M), so M[G x H] is also r*-closed.

Let R = j(PP)/(P % Add(k, k1)), noting that due to the Easton support we
truly have j(P) 2 P * Add(k, k) * R as required in Theorem 4.3.2. Let

R=RH = %  Add(a, (a")M)M.
a€cj(A)\wxt

PV = &, so |j(P)|™ = j(k), and hence |R|VI®l = k. Furthermore, each
iterand of R is a-closed according to M for some a > k™. Since M[G * H] is
kT-closed, this means that each iterand of R is k-closed (in V[G * H]) and,
since it is an iteration of length j(x) > k™, R itself is kT-closed. However, P has
only k-many maximal antichains: each iterand is of cardinality less than x and
so has fewer than k-many antichains. Hence M |G« H] F “R has only j(x)-many
maximal antichains”. Since j(k) < k1 we can build an M |G x H]-generic filter
F CRin V|G H|. Hence, by Theorem 4.3.2, in V[G] there is an ideal Z on ~
such that #(k)/Z = B(Add(k, 1))V, This ideal can be expressed as

T = {A% C k| U gy paagonsyuiyic B € 5(A) ),

where I is a P % Add(k, xT)-name for an M[G % H]-generic ideal F C R.
In this case, if {A, | @ < v} C T for some vy < & then, since crit(j) = &,
J(UAs) =Uj(Ay), and so |JAS € Z. Hence, T is s-complete as required and
so, by Lemma 4.3.1, there is a maximal k-independent family on « in V[G].
Conversely, let V € V be a normal measure on  such that A ¢ V, with
ultrapower embedding i: V — N. Then i(P) = P %« R (without the Add(k, ")
iterand), and so F' € V[G]. Thus ¢ lifts to i: V[G] — M[G = F] in V[G] and

obtain normal measure ¥ = {B C « | k € i(B)} on x extending V. O

4.4.1 A O'-strongly compact cardinal

These techniques are ripe for transfer to other large cardinal properties. In the
following we shall find that s being §+-strongly compact!'!! for uncountable
regular 6 is sufficient to produce the ultrapower embeddings j: V — M that
give rise to a proper class of A such that there is a maximal #-independent

families A C Z(\). The transfer is not entirely clean, as we additionally

1 Note that, for fixed @, there is p > @ such that & is p-strongly compact if and only if x is
6" -strongly compact.
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require that 2<% = k, but as noted in Corollary 4.2.4 this does not increase

the consistency strength of the assumption.

Theorem D. Let k be 07 -strongly compact for some uncountable reqular < &,
with 2<% = k, and let G be V-generic for Add(0, k). In V[G], for all X > k
with cf(\) > kK, there is a mazimal 0-independent family A C P (N).

Proof. Let A be such that cf(\) > k. We wish to use Lemma 4.3.1 to show
that there is a maximal f-independent family A C 2 (X), where X = Z,(\)V
(noting that | X| = X). We therefore require a §-complete ideal Z over X such
that B(Add(6,2%)) is isomorphic to Z2(X)/Z in V[G], which we shall obtain
through Theorem 4.3.2.

Let U4 € V be a fine 6-complete ultrafilter on X and j = jy;: V — M. Since
K > crit(j) > 0,

F(Add(6, k) = Add(0, j(k))
=~ Add(0, j“k) x Add(0, (k) \ j*K)
> Add(6, &) x Add(6,5(x) \ &) x {1}.

Furthermore, each p € Add(0, k) is such that |p| < |6|, and thus j(p) = j“p, so
the isomorphism extends j(p) — (p,1,1) as required. Setting Z = (U*)VIC],
we have B(Add(6, j(r) \ x)V) = 2(X)/T in V[G] by Theorem 4.3.2. To finish

we therefore need only show that
Add(0,j(r) \ k)Y = Add(0, 2%)VIC],

Add(6, k) is 6-closed so, for all Y € V, Add(#,Y)V = Add(#,Y )V and so it
is sufficient to prove that [j(k) \ x| = [(2})VC]].

Add(8, k) is (<)) F-c.c. and 0<¢ < <0 = crit(j) < K, so Add(6, k)
is kt-c.c. By standard techniques,''? (2*)VI¢] < (|Add(6, £)|***)V. Since
|Add(9, k)| < K < A, we get that [(2Y)VIC]] < [(2Y)V]. On the other hand,
certainly (2*)V C (2M)VI¢) so we conclude that [(2M)Y| = |(2M)VIE]. It is
therefore sufficient to show that [2*| = [j(k) \ x| in V. To that end, we work
in V for the remainder of the proof.

Since 2* > it is sufficient to show that 2* < j(k) < (2*)T. Let D = [id]y
in M. By the fineness of U, j“\ C D and M F |D| < j(k). By elementarity,

120ne could adapt the proof of [Jec03, Lemma 15.1] to incorporate chain conditions, for
example.
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M E (Vy < (k)27 < j(k), and hence M F | 2(D)M| < j(k).

22 < |2(D)M] as follows: Consider the function f: 2(\) — Z2(D)M
given by f(A) = j(A) N D. Since j“\ C D we have that if f(A) = f(B) then
j“A = j“B and so A = B. Hence f is an injection and 2* < [j(k)|.'"

On the other hand, j(k) = {[flu | f: X — K} and so j(x) < (k") T = (2})*.
Thus 2* < j(k) < (2M)* as required. O

4.4.2 A class of measurable cardinals

Assume GCH and suppose that x < A are the two smallest measurable cardinals.
By [LS67], if G is V-generic for some P, where |P| < A, then A is still measurable
in V[G]. Hence, as in Proposition 4.4.5, if we force with *,c4 Add(a, a™),
where A = {a < K | v is regular}, then there will be a maximal s-independent
family A C Z(k) in the forcing extension. Furthermore, this forcing has
cardinality x and so A will still be measurable, and GCH will still hold. If we
were to repeat this, say letting P’ = * ,c 4 Add(c, ™) in the forcing extension,
where A" = {& < A\ | K < a A «is regular}, then again Proposition 4.4.5
shows that in a new forcing extension by P’ there is a maximal M\-independent
family A" C 22(\). However, since ' is k*-closed, no new subsets of
nor sequences of length x in A have been added, so A is still maximal k-
independent in the second forcing extension. One may reasonably expect that
we can continue iterating this procedure to produce a (potentially class-size)
forcing extension V[G] such that, whenever x is measurable in V, there is a
maximal k-independent family on x.

The naive approach to this argument has us construct the Easton-support
iteration *,c4 Add(a, a™), where A is the class of all regular non-measurable
cardinals. We would then hope to use Proposition 4.4.5 to show that if G C P
is V-generic and U is a normal measure on s then we can construct a maximal
k-independent family on  in V[G]. While this may work, one must be aware
of a few potential issues. Firstly, we shall also end up excluding successors
of measurable cardinals from A. In doing so, the tail after iterating up to
stage k is kT T-closed, and so no subsets of 2 (k) are added, simplifying some
arguments. Since we shall only be dealing with normal measures, this will have
no adverse impact on the argument.

Additionally, one must be careful of the condition A € U stipulated in

13This method is similar to [JP79, Lemma 3.3.2], but could be older. We are grateful for
Goldberg’s help in [Gol23] for this result.
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Proposition 4.4.5. If U was such that {a < K | « is measurable} € U, then
k ¢ ju(AN k) and so jy(P,) is not isomorphic to P, * Add(k,x1) * R as
desired. Instead ji;: V' — M may be lifted to j: VIG| k] - M[G] k% F| in
V|G k] (and then can be lifted to j: V[G] — M[j(G)] in V[G] by the closure
of P/P,). Therefore we must be sure to use U with ANk € U in our argument,
which is to say o() = 0. Fortunately, such such measures always exist by the
well-foundedness of <.

Continuing along our lifting argument, if I/ € V is a normal measure on x
and o)V > 0 then there is a normal measure 2/ D U in V[G]. This allows us
to show that if o(x)" > « then o(x)V[¢] > a. Though not all Mitchell ranks
are preserved (we shall see that if o(k)" =1 then o(x)"[¢] = 0), the reduction
shall be ‘minimal’: a closure point argument a la Proposition 4.2.6 gives us
that if 4 € V]G] is a normal measure in the forcing extension then Y NV € V
is a normal measure in V. Hence if o(k)" > 0 then o(x)” = 1 + o(x)"[¢]
exactly. That is, o(k)” = o(r)VI¢l — 1 if o(k)V is positive and finite, and
otherwise o(x)V ViG]
For a € Ord, let

= o(k)" =], This operation warrants some ad-hoc notation.

0 a=0
Ta=<¢a—-1 O0<a<w
« w<a.

Our suggested interpretation of this operation is that, given some well-founded
relation (X, <), we may produce a new relation (7 X, <) by setting ~ X to be
those x € X that are not minimal with respect to <. Then if « is the height
of < on X, ~« is the height of < restricted to ~X.

The only other consideration is GCH. However, this is easy to force while
preserving the Mitchell rank of all cardinals, such as with the Easton-support
iteration X ,(,)-0 Add(xT, 1).

Theorem E. Let V' be a model of ZFC 4+ GCH. Then there is a class-length
forcing iteration P preserving ZFC+ GCH such that, if G C P is V -generic, then
whenever k is a measurable cardinal in V' there is a maximal k-independent
family A C P (k) in V|G|. Furthermore, whenever k is a measurable cardinal
iV, o(k)Y =14 0(r)VI, and whenever r is non-measurable in V it remains

non-measurable in V[G].

Proof. Let us first define our iteration system (P, Q, | a € Ord). Let P, = {1}
for n < w and Q, = P, = Add(w, 1). For all a > w, let Qq = {1}* if o is not a
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cardinal, is singular, is measurable, or is the successor of a measurable cardinal.
Otherwise, let Q4 be a Po-name for Add(a, o) in the extension. That is,
letting A be the class of uncountable, non-measurable, regular cardinals that
are not successors of measurable cardinals, P = Add(w, 1) * ¥ 4c4 Add(cr, a™).
We iterate this with Easton support: at limit stage «, if « is regular, let P, be
the direct limit of all Pg for 8 < «, otherwise let P, be the inverse limit. Let
P be the direct limit of all P,. We treat the wth stage differently here to apply
a closure point argument subsequently.

Note that for all regular o, P = P, * (P/P,), where P, is a™-c.c. and P/P,
is forced to be a-closed. By a standard application of forcing techniques we
have that PP is tame and thus will preserve ZFC.!% For measurable s, we also
have that P = P, * (P/P,) with P/P, forced to be k*-closed. Therefore, if P,
adds a maximal k-independent family A C &(k) then, after forcing with P/P,,
A will still be maximal k-independent. It therefore remains to show that P,
does indeed add such a family, in the manner of Proposition 4.4.5. However,
after taking care to pick a normal measure U € V with o)V = 0, we may
apply Proposition 4.4.5 without modification.

The rest of the proof will be spent showing that, for all x, o(x)V¢ = “o(k)V.
Note that P ++ = Py, * (Po++/P,), where P, = Add(w, 1) and P,++ /P, is o-
closed. That is, P.++ has a closure point at w. Therefore, if U/ € V|G| T 7]
is a normal measure on « then, by Proposition 4.2.6, Y NV € V is a normal
measure on £ in V. Since P/P,++ is k1 1-closed, any normal measure on x
in V|[G] must have already been present in V[G| k*1], so in particular if
o(k)V = 0 then o(x)V[¢] = 0. Consequently, if o(x)"%! > 0 then o(x)" > 0, so
P.++ = P,. Having established this, the following claim will be helpful for our

lifting arguments.

Claim 4.4.5.1. IfU € V[G] is a normal measure on k, then
Co ={A<r|oN) >0} ecuU.
Proof of Claim. By prior calculations let us work in V[G | k| and let

J=Ju: VIGI k] = N = M[j(G| x)]

114[Jec03, Chapter 15] provides a comprehensive overview of preservation of ZFC using class
products. [Fri00] has a deep treatment of class length forcing iterations.
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be the associated ultrapower embedding. Note that

§(P) = Add(w,1) * ¥ Add(e, (a")™M)N.
a€j(ANk)
By the xT-closure of N in V[G| &], if & € j(A) then Add(k,xT)VICT# is
an iterand of j(P.) and we can extract from j(G) a V|G| k]-generic filter
for Add(x,xt)VICT 5. However, j is definable in V[G| ] and so certainly
such an object cannot exist in V|G| k]. Hence, k ¢ j(A) and so k \ A € U.
Since U is normal, we also have that {A\T | A < s, o(\)" > 0} ¢ U and

{A<k]cf(N) <A} ¢U,s0Cr eU. .
We can now show that o(x)"[¢] = “o(k)V exactly. We shall do this by
induction, so suppose that for all A < x, o(A\)VI¢l = “o(\)V. As we have shown

that o(x)" = 0 implies o(x)V[¢] = 0, let us assume that o(x)" > 0.

(o(r)VIEl < To(k)V). Suppose that o(k)VI¢] > To(k)Y, witnessed by
normal measure U € V[G] such that o(t)V[¢) = “o(k)V. By Claim 4.4.5.1,
C. €UNV, and hence oY N V)V > 0 and o(k)" > 1. In particular, for any

a,if “a="o(k)V then a = o(k)V. Therefore,

A<k oWV ="0(k)"} ={A<r| o) = or)"}
={A<r|oN) =o(r)"}
euNny,

and so o N V)V = o(k)", a contradiction.

(o(k)VIC] > "o(k)V). By Proposition 4.4.5, if { € V is a normal measure
on k such that ANk ¢ U (i.e. o)V > 0), there is U D U a normal measure
on k in V|G| k]. Furthermore, since P/P, is kT T-closed, U is still a normal
measure on # in V[G]. Since o(x)VI¢] > 0 by definition, let us assume that
o(k)” > 1 and prove that o(k)V[¢ > “o(k)V. If U € V is such that oUf)" > 0
then

A

A<kw|loN)Y =o)V} ={A< k| oW ="0u)} ell.

Hence, for all a < o(k)Y, “a < o(r)VI¢], s0 “0(k)" < o(k)VIC] as required. [

Note that this result on the Mitchell rank may not be reversible. Let
U,V € V be any two normal measures on some x with o(x)" = 1, and A € U\ V

a set of regular cardinals. Then forcing with the Easton-support iteration
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* qvea Add(a, a™) will produce a maximal x-independent family A C (k)
thanks to U, but V will witness that « is measurable in the forcing extension.

However, there need not be an inner model witnessing o(x) > 1.
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Chapter 5

String Dimension

“Number One. Imagine a sphere, in which the exterior surface is
red and the interior surface is white. Maintaining the continuity
of the sphere, mentally distort the sphere so that the external
surface is on the inside, and the internal on the outside—"

Marina and Sergey Dyachenko, Vita Nostra

N ATHEMATICS IS A SUBJECT OF CONSTANT CONFLUENCE. IDEAS
'/‘W - developed in two separate fields on two separate continents can be
found to be hiding the same technology under the hood, suffusing
each respective subject with research from the other. Geometry underlies
analysis underlies set theory underlies geometry, and the mathematicians keep
pacing Escher’s infinite staircase. It is an enormous philosophical conundrum
that such discoveries keep occurring!'® and an incredible joy each time.
Vladimir Vapnik and Alexey Cervonenkis developed a theory of computa-
tional learning that connected error rates of various stochastic processes to an
idea of some F C #(X) ‘picking out’ subsets of § C X. This same notion
eventually wormed its way into model theory, where models that can definably

exhibit this behaviour for arbitrarily large S are declared wild.''® In extending

Acknowledgements. 1 would like to thank Andrew Brooke-Taylor, Asaf Karagila, Vin-
cenzo Mantova, Rosario Mennuni, and Aris Papadopoulos for their feedback on [Rya24b],
the paper that forms the basis of this chapter. I would also like to thank Jan Dobrowolski
and Pantelis Eleftheriou for their help in understanding the state of the art regarding the
independence property at the time of writing.

15For those that do not wish to dismiss the question by stating that the reason is obvious,
one way or another.
1801 not tame.
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this property to even more arbitrary, infinitary, settings, defining the string
dimension of F C #(X), cardinal characteristics naturally became involved.
This chapter primarily focuses on the following question: “Given a set X
and a cardinal 0, what is the smallest possible size of a collection C C Z(Z (X))
such that JC = Z(X) and each F € C has string dimension less than §7”

5.1 Introduction

VC dimension and VC classes arose from an inspection of machine learning
algorithms in [VC64] and [VC68] by Vapnik and Cervonenkis, in which the
authors show that for a particular class of decision rules the rate of possible
error falls into precisely one of two camps: exponential, or polynomial. In the
latter case, a constant d is attributed to the rules that describes the greatest
value at which the error rate e(n) is equal to 2™ for all n < d, after which
point the error rate is bounded by n?. This constant would become known as
the VC dimension of the class of rules, and such classes would be known as
VC classes.

Definition 5.1.1 (VC class). Let X be an infinite set and F C Z(X). For
ACX,let FNA={YNA|Y € F}. Then, for n < w, let

fr(n) =max{|FNA||Ae[X]"}.

We say that F is a VC class if there is a number d < w such that for all n > d,
fr(n) < 2™ The least such d for which this holds is the VC dimension of F,
and it turns out that for all n > d, fr(n) < n? (see [VC68, Theorem 1] or
[Dri98, Chapter 5, Theorem 1.2]).117

We say that F shatters A if for all B C A there is Y € F such that
Y N A = B. Equivalently, F N A = Z(A). Note then that fr(n) = 2" if and

only if F shatters some set of cardinality n.

The concept of VC classes of sets proved incredibly robust and came to
heavily influence classification theory in model theory. Instead of considering
arbitrary collections of sets F C (X)), one takes a first-order structure M and
a first-order formula ¢(x;y) in the language of M. From these one considers

the class M[p] = {@(M;a) | a € MY} of solutions to ¢(x;a) as a varies over

"7In fact, we can be even more precise. Either we have that fz(d) = 2¢ or, for all n > d,

Frn) <34 ()



Eccentric Sets Calliope Ryan-Smith 83

MY 18 This manifests as a subset of 2(M?®) (notation defined in Section 5.2.1)
and, hence, M[p| may or may not be a VC class. A formula ¢(z;y) is then
said to have the independence property''® if M|p] is not a VC class, whereas
o(x;y) is NIP (not the independence property) otherwise. If M|[p] is NIP for
all formulae o, then M itself is said to be NIP.

Suppose that M[y] is not a VC class. Then for all n < w, there is a
collection of z-tuples (a; | i < n) and a collection of y-tuples (by | I C n)
such that M F ¢(a;;0r) if and only if ¢ € I. Hence by the compactness
theorem for first-order logic, if ¢(z;y) has infinite VC dimension, then for all
infinite cardinals x there is an elementary extension N > M and sequences
(ag | @ < K, (by | I C k) such that N E ¢(aq;bs) if and only if « € I. Tt is
therefore immaterial in the study of first-order theories to distinguish between
various ‘sizes’ of infinite VC dimension.

This conceptualisation of VC dimension through structures and formulae
need not be restricted to first-order logic, and indeed it is not. For example,
the notion of VC dimension for positive logic has been developed in [DM24],
and VC dimension is applied to the generalised idea of definable sets in [Dri9g],
amongst others. However, these are derived from roots deeply embedded in
finite combinatorics and their definitions exhibit this. In contexts of classes
of structures that do not obey a compactness theorem, or pure classes of
sets, it may be important to distinguish between various classes that are not
VC classes in the finitary sense, but do still fail to shatter in some way. Our
notion of string dimension is a highly general form of VC dimension, with
which we derive a cardinal 59(4, k)—where k™ < s0(d, k) < 27—that measures
how many classes of bounded string dimension are required to cover 2%. In
Section 5.5.2 we shall investigate the possible values of s§0(, k) for Kk = g or Xy,
the relations that can be built between them, and some possible constellations
of these cardinals. In the case that x is a strong limit we obtain the following

maximality result.

Theorem (Theorem 5.4.4). If k is a strong limit and § is the least cardinal
such that 2° > cf(k) then s0(6, k) = 2%. In particular, s0(Rg, o) = 2%,

We also classify a helpful feature of some forcing iterations, which we call

finality. When making forcing arguments for cardinal characteristics, one

18The notation M[y] is non-standard but we will abandon it after this section.
19 A5 model theorists are wont to do, the ‘wildness’ condition here has been given the name,
and the ‘tameness’ property is viewed (and labelled) as the negation of the wildness property.
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often uses an iteration or product forcing and then argues that, say, every real
number in the final model was added at an intermediate stage. For example,
the w-length finite-support ‘iteration’ of Add(w, 1) adds a new Cohen real at
each stage, but also adds a new Cohen real in the final model that does not
appear at any intermediate (finite) step. On the other hand, if P is the Cohen
forcing that introduces wi-many new subsets of w to V, then enumerating

those new subsets as (¢, | @ < w1) we have that

(Qw)V[<ca\oc<w1>] — U (gw)V[<Ca\a<ﬁ>]_

B<wi

Generalising this property, we say that an iteration (P, ng |a <, <7)of
notions of forcing is x-final if for all V-generic G C P, and all A < &,

(VAVIE = U (VMVIET ],

a<7y

Such a property is generally argued for by using chain conditions, but we
provide exact conditions on this behaviour in a way that is analogous to
distributivity. Therefore, we may exhibit the chain condition style arguments

as special cases of finality, as per the following.

Proposition 5.1.2. Let P =[], Pa be a product forcing of bounded support;
that is, p € P only if there is § < -y such that p =p| 6. If P has the cf(vy)-chain

condition then P is cf(v)-final.

This result is further extended to iterations in Proposition 5.5.3.

5.2 Preliminaries

When F is a set of functions we take F'[ A to be the pointwise restriction
{fI A| f € F}. Using the usual correspondence between Z(X) and 2%
(the bijection 2¥ — 2 (X) given by f + f~1({1})) note that if I C 2%
corresponds to F C (X)), then F'| A corresponds to {Y NA|Y € F}.

5.2.1 Model theory

When we denote a formula by ¢(z) or ¢(x;y), the variables x, y, etc. may be
taken to be tuples of variables and we assume that these constitute all free

variables appearing in ¢. If M is a first-order structure and x is a variable or
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tuple from M, then M? denotes the set of all tuples from M with the same
length as z. If ¢(x;y) is an L-formula, A is a set of z-tuples, and b € MY, then
we define p(A;b) to be the set {a € A | M F ¢(a;b)}.

VC dimension

VC dimension as a classification tool in model theory is entirely standard, and
we follow standard conventions here. Throughout this section we shall fix a

first-order language £ and an L-structure M.

Definition 5.2.1 (VC dimension). Let ¢(z;y) be an L-formula (possibly with
parameters from M). We say that ¢(x;y) has VC dimension > n if there are
sequences (a; | i < n) and (by | I C n) from M?* and MY respectively such
that, for all < n and I Cn, M F ¢(a;;br) if and only if i € I.

If there is a natural number n such that ¢(z;y) has VC dimension > n,
but does not have VC dimension > n + 1, then we say that ¢(x;y) has
VC dimension n. Otherwise, we say that ¢(x;y) has VC dimension oo, or

infinite VC dimension.

Note that the statement “¢(x;y) has VC dimension n” is a first-order
formula. In fact, if p(z;y; z) is the formula ¢ without parameters, then for all
c € M?, if ¢(x;y; c) has VC dimension > n, then so does ¢(x;y ~ z). Therefore
if M is such that no formula ¢(z;y) has infinite VC dimension then this is
true for all elementarily equivalent models, and we say that M is NIP, or
dependent. By this same argument, being NIP is a property of a complete
first-order theory.'?’ We say that M is IP, or independent, if it is not NIP.

NIP theories have powerful structural decompositions that are explored in,
for example, [Sim15], as well as many other places. Results using NIP often
use it as a generalisation of stability and it can be seen as a way to ensure that

a structure is not too “random”.}2!

Example (Graph regularity). Let (G, E) be a finite graph, A, B be subsets
of G, and ¢ > 0. Defining E(A, B) to be EN (A x B) (the set of edges
between A and B) we say that (A, B) is e-regular if |E(A, B)| < €|A]||B] or
|A||B| — |E(A, B)| < €|A||B|. That is, A and B are either ‘almost a clique’ or

‘almost independent’. A powerful classical result is the Szemerédi regularity

129Tn fact one needs a slightly stronger argument than this. See [Sim15] for a thorough
treatment of this topic.
12Indeed the Random Graph (see [Ack37]) is an archetypal IP structure.
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lemma from [Sze78] stating that for every € > 0 there is N < w such that any
iem Gi (for some m < N)
so that ||G;| — |G,|| < 1 for all i, j < m and all but at most em? of the pairs

finite graph (G, F) may be decomposed into G = |J

(G, Gj) are e-regular.

When we impose additional structural requirements on these graphs then
the results may become much stronger. Malliaris and Shelah extend this in
[MS14] to the case of k-stable graphs (those omitting the k-sized half-graph)
to remove the requirement for at most em? exceptional pairs (so all pairs are
e-regular).

Conversely, the weaker requirement that (G, F) has finite VC dimension
is explored by Chernikov and Starchenko in [CS21] to dramatically reduce
the bound on N in Szemerédi’s regularity lemma. In [Gow97] Gowers shows
that a lower bound for N in Szemerédi’s regularity lemma is at least a tower
of twos'?? of height on the order of e=1/16, while the Chernikov-Starchenko
bound in the NIP case is only polynomial in 7.

Further sub-classifications of NIP have also been explored for this, such as

the regularity lemma for distal structures found in [CS18].

A final classical result is in the realm of algebraic structures: the Baldwin—
Saxl theorem from [BS76].

Theorem (Baldwin—Saxl). Let G be a group definable in an NIP theory T.
Let {H, | a € A} be a uniformly definable family of subgroups of G. Then there

is an integer N such that for any finite intersection (\,c 4 Ha, there is a subset
AO € [A]N w’Lth ﬂaEA Ha = naer Ha.

5.2.2 Cardinal characteristics

The field of cardinal characteristics can be considered to be the investigation
of topological or combinatorial characteristics or invariants of ideals of sets,
particularly ideals on Polish spaces or generalised Polish spaces. We briefly
recall definitions and properties of ideals. An ideal on a set X is a collection
7 C P(X) of subsets of X such that: ) € Z; if A, B € Z then AU B € Z; and
if AC BeZthen AcT.

By a o-ideal we mean a o-complete ideal, so one that is closed under
countable unions. Given a collection A C Z(X), we shall denote by (A) the

1227 tower of twos of height n + 1 is 2%, where k is a tower of twos of height n. A tower of
twos of height 0 is 1.
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ideal on X generated by A:
() ={BCX |34, ..., A1 eBCJ{Aili<n}}
Similarly, we shall denote by (A), the o-ideal on X generated by .A:
(A)y = {B CX ‘ (3B € [A|<¥)B C UB}.

Given a o-ideal Z on an infinite set X, we may define various combinatorial

characteristics of the ideal in the following way.

cof(Z) = min{|A| | ACT, VBeT)3Ac ABC A}  (Cofinality)
cov(Z) =min{|A| | ACZ, UA = X} (Covering)
non(Z) =min{|A| | AC X, A¢ T} (Uniformity)
add(Z) = min{|A| | AC T, UA ¢ T} (Additivity)

It is easy to prove that these cardinals obey the relationships outline in
Figure 5.1, where A — B indicates that ZFC F |A| < |B].

cov(Z) —— cof (Z) —— 21X

I I

N; —— add(Z) —— non(Z)

Figure 5.1: The combinatorial cardinal characteristics of Z.

cov(N) —— non(M) —— cof(M) —— cof(N) —— 2%
b —— 0
Ny —— add(N) —— add(M) —— cov(M) —— non(N)

Figure 5.2: Cichon’s diagram.

The equalities add(M) = min{b, cov(M)} and cof(M) = max{non(M),d} are not
labelled.

Traditionally one considers ideals on the set of real numbers (or on subsets
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of other Polish spaces!??)

with a basis of Borel sets, and so we have that
cof (7) is further bounded by ¢ = 280, “Is Xy < ¢?” is already independent of
ZFC and these cardinal characteristics only exacerbate this independence. For
example, setting M to be the collection of meagre subsets of the real numbers,
it is possible to have cov(M) > non(M) or cov(M) < non(M). Another
traditional ideal to consider is NV, the collection of Lebesgue null sets of real
numbers. Alongside two additional cardinal characteristics b and 9,'?* we

obtain Figure 5.2: Cichon’s diagram.'?

123 Polish space is a separable completely metrisable topological space. Generally in set
theory we only concern ourselves with R, 2, and w®.

124Given functions f,g: w — w, we say that g dominates f, written f <* g, if there is
N < w such that for all n > N, f(n) < g(n). We say that A C w® is unbounded if there is no
g dominating all f € A simultaneously, and we say that A is dominating if for all f € w®
there is g € A dominating f. b (respectively ?) is defined to be the least cardinality of an
unbounded (respectively dominating) set. These cardinals are not made use of in this text,
and for a more thorough introduction to them one should go to [FK10, Chapter 6].

125 Astonishingly, Cichoii’s diagram is known to be “complete”, in that there are no provable
(from ZFC) inequalities between entries that are not already present in Figure 5.2. Furthermore,
it is possible to construct models of ZFC in which the ten “independent” entries (all but
add(M) and cof (M)) are distinct from one another without the use of large cardinals (see
[Gol+22]).
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5.3 String dimension

In the context of model theory, a formula ¢(z;y) is said to shatter a set
A C M7 if there is a sequence (br | I C A) of y-tuples such that M E ¢(a;br)
if and only if @ € I. This is in practice identical to the definition of shattering
used in the introduction: ¢(z;y) shatters A if and only if {p(M*;b) | b€ MY}
shatters A. Equivalently, if {¢(A;b) | b € MY} = F(A). Therefore ¢ has
VC dimension at least n in M if and only if ¢ shatters some set of z-tuples
of cardinality at least n. This idea can easily be extended to infinite sets of

xz-tuples, and even to pure sets devoid of structure.

Definition 5.3.1 (Shattering and string dimension). Let X be a set and
F C 2X. Then we say that F shatters A C X if F| A = 24, The string
dimension of F, denoted ds(F'), is the least cardinal ¢ such that F' shatters no
Ac [X).

Note that while the definition of string dimension is almost the same as
VC dimension, there are some important differences. Most obviously, string
dimension takes into account the shattering of infinite sets and the cardinality
of those sets.

Secondly, the string dimension measures the failure to shatter, whereas
VC dimension measures successful shattering. Hence, in the case that the
VC dimension of F' is finite, say equal to n, then ds(F') = n+1. In the case that
ds(F') = 0 for a limit cardinal §, then F shatters sets of unbounded cardinality
below ¢, but no set of cardinality . This avoids the cumbersome notation
ds(F) = “<0”.

Finally, we have departed from considering families 7 C £(X) and shall
instead consider sets F C 2X. This will greatly aid in notational clarity and

succinctness when dealing with these objects in the future.

Proposition 5.3.2. Let X be a set and A, u be cardinals. Suppose that for all
a<p F,C2X IfF=

F,, shatters a set of size A.

a<p Fo shatters a set of size p x X then one of the

Proof. Without loss of generality, we identify the set that F' shatters with g x A
and consider it a subset of X. Suppose that Fy, | {a} x X = 2{e}*A for some
« < p. Then we are done. On the other hand, if this never happens then for
all @ < p there is fo: {a} x A — 2 such that f, ¢ F, | {a} x \. However, F
shatters p1 x A, so there is g € F' such that g u X A = Uy, fo- Then g € Fp,
say, and g | {#} x XA = fg, contradicting that fg ¢ Fg| {5} x . O



90 Chapter 5. String Dimension

Proposition 5.3.2 allows us to consider ideals of sets of bounded string

dimension with confidence.

Definition 5.3.3 (String ideal). Let ¢, x be cardinals. The string ideal Z;(9, k)
is the o-ideal generated by the set

S(6,k) == {F C 2" | dy(F) < 5}

Proposition 5.3.4. For all infinite cardinals 9, k, S(9, k) is cf(d)-complete.
In particular, if 0 is infinite then S(9, k) is an ideal and if 6 has uncountable
cofinality then S(0, k) = Zs(0, K).

Proof. Let p < cf(0) and {F, | a < p} € S(6, k). We treat the case that § is
a limit and a successor separately.

First, suppose that § is a successor, say § = ™, so cf(d) = 6§ and we are
aiming to show that F' = |J{F, | @ < p} shatters no set of cardinality 7. Since
0 > p we have that n > p and so, by Proposition 5.3.2, if F' shatters a set
of cardinality 7 = p x n then there is o < p such that F, shatters a set of
cardinality 7, contradicting that F,, € S(n™, k).

On the other hand, for limit cardinal ¢, let (dg | § < cf(d)) be a cofinal
sequence of cardinals in § such that dg = pu. Then we wish to demonstrate that
F = U{F, | @ < p} has string dimension less than ¢, so ds(F') < d3 for some
B < cf(§). Towards a contradiction, assume otherwise. By Proposition 5.3.2, for
all B < cf(9), F shatters a set of cardinality 63 = dg x p and so there is ag < p
such that Fl,; shatters a set of cardinality dg as well. Since p < cf(5) and cf(9)
is regular, there is @ < p such that for cofinally many 8 < cf(d), F, shatters a
set of cardinality 3. Hence, ds(Fy) > 0, contradicting F,, € S(9, k). O

5.3.1 Topology

Since the structure induced by shattering and dimension of subsets of 2%
depend only on the cardinality of X, we shall in general be only looking
at 2% for cardinals . In this case, we will endow 2% with the bounded-
support product topology. Namely, basic open subsets of 2% will be of the form
[t] = {x € 2" | Dt} where t: a — 2 for some a < k (though there is no harm
in allowing dom(¢) C « for some « < k instead). In this case, closed subsets of

2% are precisely the sets of cofinal branches of subtrees of 2<%,
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For F' C 2" we shall denote by F the closure of F in this topology. Namely,
F={ze2"|(Va<k)(FyeFzla=yl a}.

Proposition 5.3.5. If F C 2% and ds(F) < cf(k) then ds(F) = ds(F).

Proof. We always have that ds(F) < dg(F) since FF C F, so it suffices to
prove the other direction. Indeed we shall actually prove the slightly stronger
statement that for all A C o < w, F| A = F| A. However, this is clear
from the definition of F since for all f € F| A there is ¢ € F such that
gl A = f, and since g € F there is ¢’ € F such that ¢'| a« = g| «, and so
JIA=feF] A O

In particular, Proposition 5.3.5 means that the ideal Z;(0, ) is generated
by closed sets whenever ¢ < cf(k) and indeed is closed under the topological

closure operation. This fails in the case of § = cf(x)" since, for example,
{frw—2 ] SN} s finite} € 2¢

has string dimension R, but its closure is the full space 2% which has string

dimension Nj.

Definition 5.3.6. A set F' C 2% is nowhere dense if for all s € 2<% there is
t € 2<% such that t O s and [t]N F = 0.

Proposition 5.3.7. If F' C 2" and ds(F) < k then F is nowhere dense.

Proof. Suppose that F' is somewhere dense. That is, there is s € 2<* such that
forallt D s, FN[t] # 0. Let 6 < x and set A = (dom(s)+6)\ dom(s),'?% noting
that dom(s) 4+ d < & is bounded. For each y € 24 there is z, € F N[s " y] and
in this case ¥, [ A = y. This witnesses that F'| A = 24 and hence ds(F) > 6.
Therefore dg(F) > k. O

While we are using the bounded-support product topology so that closed
sets are generated by trees (for Proposition 5.3.5) the proof of Proposition 5.3.7
would have worked just as well in the x-support product topology in which

basic open sets are of the form [t] for partial ¢: k — 2 with |dom(¢)| < k.

Corollary 5.3.8. For all § < k, Zs(6,k) € M(k, k), the ideal of k-meagre
subsets of 2" (in either the bounded-support product or the k-support product
topologies).

126Here “dom(s) + 6” refers to the ordinal sum of dom(s) and 8.
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Remark. When s0 has been defined, a consequence of Corollary 5.3.8 will be
that s0(k, k) = cov(M(k, K)).

Definition 5.3.9. The (Lebesgue) null ideal N is the o-ideal of Lebesgue

measure zero subsets of 2%.
Proposition 5.3.10. Z;(Xg,Rg) C N.

Proof. We shall require the following fact, [Dri98, Chapter 5, Theorem 1.2],

translated into our notation.

Fact 5.3.11 ([Dri98)). Let X be an infinite set and F C 2X. Define
fr(n) :==max(|F | Al | A € [X]").

Then either fr(n) = 2" for all n < w, or there is d < w such that fr(n) < n?
for alln > d.

Note that since Zs(Ro, Rp) is generated by S(Ro, Ng) as a o-ideal, it suffices to
prove that each F' € S(Xg, Rg) has Lebesgue measure zero. Let F' € S(Rg, ),
and let N = d4(F'). By Fact 5.3.11, there is d < w such that for all sufficiently
large n, fr(n) < n. Hence, for all sufficiently large n there is O,, C 2" such
that |O,] < n? and for all 2 € F, [ n € O,,. Therefore F C J{[t] |t € O,}
for all sufficiently large n. The Lebesgue measure of [t] is 27", so the Lebesgue
measure of F is at most n%2~" for all n. Since lim,_,oo n%2~" = 0, F has

Lebesgue measure zero. ]

5.4 Cardinal characteristics of Z,(6, x)

Having defined the ideals Z4(9, k), it becomes natural to consider the cardinal
characteristics associated with them. Recall the definition of the covering

number of a o-ideal Z on underlying set X:
cov(Z) =min{|A| | ACT, UA = X}

Definition 5.4.1. For infinite cardinals § and x, with § < k™, we define the
cardinal §0(J, k) to be cov(Zs(d, x)). That is, s0(d, k) is the least size of a
family of subsets of 27 such that their union is 27, but each subset in the family

has string dimension less than §.
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By noting that for § < x < k™, Zs(6, k) C Zs(x, k) we immediately obtain
that s0(9, k) = s0(x, k). Similarly, if £ < 7 then any covering of 27 by elements
of Z,(d,n) descends to a covering of 2% by elements of Z4(d, k), and hence
50(0, k) < 50(6, 7).

In the specific case of s0(x™, k), note that if F'| X = 2% then |F| > |2%],
and hence if |F| < 2, F € Zy(k*, K).127

Enumerate 2% as {zo | a < 2"}, let {a | v < cf(2%)} be a cofinal sequence
in 2%, and set Fy = {zo | @ < ay}. Then {F, | v < cf(2%)} is a covering of 2"
by elements of Z;(x™, k). Therefore s0(k™, x) < cf(2F).

By Proposition 5.3.4, Z,(x", k) is kT-complete, so s0(k, k) > kT and
indeed 50(8, k) > kT for all § < k™. On the other end of the spectrum, for all
x € 2" we have that {z} € Z;(No, k), s0 50(RXg, k) < 2% and indeed s0(6, k) < 2"
for all § < k™.

Compiling all of these results, we obtain Figure 5.3, where A — B indicates
that ZFC + |A| < |B.

Remark. In the definition of s9(d, k) we excluded the case that x is finite as
this reduces to a combinatorial problem with a determined finite solution. We
have also excluded the case that ¢ is finite as s0(n, k) = s0(Ng, x) for all finite
n. Finally, we have excluded the case that § > x™ since 2" € Z,(k*T, k) and
hence s0(ktT, k) = 1.

Example. By Proposition 5.3.5, S(X1,Xg) is o-closed and thus equal to
Zs(R1,Rg). Therefore Z;(Xq, Rg) may be simply described as

{Fco ( (VX € [w]*)F | X #£ 2%},

This ideal is first defined in [Cic+93] as Ba. Note that if F' C 2¢ is such that
|F'| < ¢, then certainly F' € Z5(Ry,Rg). Therefore non(Z;(X1,8g)) = ¢ and, as
with every such ideal, cov(Z;(R1,Rp)) < cf(c) by the same argument as the
start of Section 5.4.

The cardinal s9(X, Rg) is not determined by ZFC (unlike s0(Xo, Np), among
others, as we will see later). Indeed, as shown in [Cic+93], 50(R1,Ng) (what
they call cov(32)) is consistently strictly larger than all traditional cardinal
characteristics of the continuum.'?®

is 50(N1,Ng) < cof (M), and this cannot be improved.

The only upper bound that one can obtain

127Indeed [2”]425' C Zs(4, k) for all § and .
128Those appearing in Cichont’s Diagram (Figure 5.2) as well as a,¢,g,b,i,m,p,t,s, and wu.
See [FK10, Chapter 6] for definitions.
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oRat1
N 2N 50(No, Not1)
T T / T ,/”’//}
s50(Ro, Ry) S0(Ny, Nyt1)
T T /

/ ’//)
5D(Na7 Na) 50(Na+1a Na+1)
//’//? / -
5D(Na+1a Na) 5D(Na+27 Na—‘rl)
,”/’///)7 ,/’/?
Na+2

Figure 5.3: Relationships between values of $9(d, k) in ZFC. Not pictured is
that s0(k™, k) < cf(27) < 2% for all k.

5.4.1 50 for strong limit cardinals

In this section we will exhibit a general construction for a class of trees
(T, | a € Ord) such that |[T,]| = 2!%l, and it is in some sense “difficult” to have
large subsets of [T,] that are of low string dimension. In the case that o = &
is a strong limit cardinal (that is, for all 8 < &, 2|8l < k), we can show that
the height of T}, is . In this case we obtain a maximality result for s3(, k)
for certain values of 4.

We begin by treating s0(Xg, Ng) to show off the initial stages of the con-

struction.

Proposition 5.4.2. s0(Rg, Ng) = ¢. In fact, there is a perfect set X C 2% such
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that Iﬁ(No, No) N ,@(X) = [X]<w.

Proof. We shall construct a perfect tree T C 2<% such that whenever A C [T]
has cardinality at least 2", A shatters a set of size n. Hence, if A C [T] is
infinite then ds(A) > w. Therefore any covering of 2* (and by extension of [T7])
by finite-dimensional sets must be of cardinality at least c.

We shall construct binary trees 7T, for n < w of finite height such that T,
has 2" cofinal branches all of the same length, and 7}, 41 only end-extends T,
(that is, if s € Tj,41 and |s| < ht(T},) then s € T},). This construction will be
such that for all n > 0 and k < n, if A C [T},] has cardinality at least 2¥, then
A shatters a set of size k.

Let Ty = (0, so Ty has one cofinal branch as required. Given T},, enumerate
the cofinal branches as (b; | j < 2"), and then for each m < n, enumerate
2" x 212" as {Ixm | kK < Np}, where N, = [[2" x 2]2"|. For each k < Ny,
let wrm: Tpm — 2F be an arbitrary bijection. Then, for each (j,i) € 2" x 2
and k < Ny, set Ogm (4, 1) to be orm(j,i) if (j, i) € I and 0% otherwise.!2?
Setting [] to be concatenation here, we define 7,41 to be the tree with cofinal

branches precisely of the form

cii=b; (@)~ ] ( 11 8k,m(j,i))
m<n \k<Np,
for (j,i) € 2" x 2. Note that T},;1 has exactly 2"*! cofinal branches of equal
finite height as desired. Since we split each cofinal branch of T}, once to produce
T, +1, the heights of the T,, are unbounded as n goes to w. Furthermore, by
construction, whenever A C [T},41] has cardinality at least 2™, we have that A
shatters a set of size m. Let T'=T,, = U,,, Tn.. Then whenever A C [T] has
cardinality at least 2™, there is a level n < w such that |A[ n| > 2. Then
these branches pass through T), 41 from the first splitting and so will shatter a

set of size m. O

This construction is the easiest to produce, but we can easily extend it to

arbitrary ordinals.

The general construction

We shall inductively build a class of trees (T}, | a € Ord) such that the following
hold:

1290k

here refers to the k-length tuple of zeroes, not the set of functions k& — 0.
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1. the only maximal branches of T, are cofinal;
2. setting A, to be the cardinality of [T,,] we have \, = 2°;
3. setting x, to be the height of Ty, o < xo < (22|a‘)+; and

4. whenever A C [T,41] is of cardinality at least 2/ for 8 < a, A shatters

a set of size at least |3].

Begin with the same construction of 7}, for n < w, and set T,, = {7}, | n < w}.
Given T, enumerate its cofinal branches as (by | v < 2|a|> and, for 5 < «,
enumerate 2/ ><2}2|B| as{l.5]e< 22‘6”}. For each & < 22! let Yep: I — 28
be an arbitrary bijection. Then, for each (v,7) € 2%l x 2 and ¢ < 22|a‘, let

6&ﬁ(77®::

pep(v,9) if (v,1) € L g
0° otherwise.

Setting [[ to be concatenation once again, let T, 41 be the tree with cofinal

branches precisely of the form

Cyi=by " (@)~ H H 8&/3(7’ 1)

p<a \ ooyl

for each (v,i) € 2%l x 2. Note that Aq; = 21! as required. Given that
Xoa = « and each cofinal branch of T, is strictly longer than those in Ty,

Xa+1 = « + 1 as required. On the other hand,

Xa+1:Xo¢+1+(Oé><22‘a‘ xa)7

an+1

and since |xqo| < 22! and (22|a‘)+ is regular, |xqt1| < as required.

If @ > w is a limit cardinal, then let T, = Ug,, T

Definition 5.4.3. Given a cardinal x, let log(x) be the least cardinal A such
that 2* > k. In particular, log(x) < &, and log(k) =  if and only if & is a

strong limit.
Theorem 5.4.4. If k is a strong limit, then s0(log(cf(k)), k) = 2".

Proof. Using the notation of our calculations in this section, we have that
Xx = k and x,x < sup{xa | @ < k}. However, for all a < K, xo < (22‘(¥|)Jr < K.

Hence, xx = K, so T, C 2<" is a tree with 2" cofinal branches. Suppose that
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A C [T}] is such that |A]| > k. For ¢ < log(cf(k)), let A" C A be of cardinality
2% < cf(k), enumerated as {z, | @ < 2°}. Then for a < 8 < 29, define

Ya,p = min{y < K | zo(7) # 25(7)} < K.

Since 20 < cf(k), sup{ya5 | @ < B < 2°} is less than &, and so |A'| 7| = 2°
for some v < k. Suppose that x, < v < Xa+1- Then by the construction of
To+2, A" will shatter a set of size at least 6. Hence, for all § < log(cf(k)), A
shatters a set of size 6. That is, ds(A) > log(cf(k)) and so A ¢ Zs(log(cf(k)), k).
Therefore, to cover [T] in sets of dimension less than log(cf()), each set will
need to be of cardinality less than x. cf(2%) > k™, so 2 such sets will be
needed. Similarly, any covering of 2" by sets of dimension less than log(cf(k))

will descend to a covering of [T}], so the same restrictions apply. O

Corollary 5.4.5. If k is strongly inaccessible, then $3(k, k) = 2" and, as a
result, $0(9, k) = 2" for all § < k.

5.5 Forcing

We wish to explore how notions of forcing will affect the value of §9(, k). One
robust method for reducing s0(d, k) is to construct a chain of forcing extensions
(M, | o < ) for some small v such that, in M, {(25)Me | o < 4} is a covering
of 2% by elements of Z,(6, ) and hence s0(J, k)™ < cf(7y). This can be achieved
if we meet the following criteria: for all a < vy, (2%)Me € Z,(6, k) Ma+1; for all
a < v, Lg(0, k)Mo C T,(6, k)M7; and (25)Mr = U{(2")Me | a < ).

We can also use similar concepts to increase the value of §9(d, k) in some
scenarios, though the strategy is more difficult to describe heuristically. Instead
of guaranteeing that (2%)Me ¢ Z,(6, k)™, we enforce that any description
of a subset of T (6, k)™ of cardinality less than 7 is already present in an
intermediate My, and then use M, 1 to guarantee that this subset of Z; (6, )~

My In this case we must have that s0(6, )™~ is at least T,

cannot cover (27)
as any smaller candidate is destroyed.

In both these cases we are using variations of finality and the New Set—New
Function property. The former guarantees that new functions x — 2 are not
added to M., or that new subsets of Z;(d, k) are not added to M, and the

latter (introduced in [Cic+93]) controls if (25)Me € Z4(5, k) M.
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5.5.1 Finality

In forcing constructions it can be very helpful to be able to control when
sequences of ordinals are added to a model. For example, one may hope that

a product forcing P = [] P, adds no new real numbers, or indeed any

a<
sequences of length w, at mZnt stages. When this occurs, one can produce
refined models of ZFC in which cardinal characteristics are kept at precise
values by, say, adding new real numbers at successor stages to eliminate old
meagre or null sets. We shall generalise this concept and produce an exact

criterion for it to hold.

Definition 5.5.1 (Finality). Let (M, | @ < ) be a chain of models of ZF
with the same ordinals, and let x be such an ordinal. We say that the sequence
is k-final if for all n < K, and all b: n — My in M., there is o < v such that
b € M,. That is,

M<I‘£ U{ <n Ma

An iteration (P, Q,B | o« <, <) is s-final if for all V-generic G C P,
(VIG] o] | @ < 7) is k-final.

a<7}.

In most cases, we will only care about the most basic utility of k-finality:
that 27, or perhaps «”, has no new elements added in the final limit of an
iteration or product. However, it turns out that if (k x P)* has no new elements

added at stage 7, then x'-finality is obtained for free.

Definition 5.5.2 (Pseudodistributive). Let <IPQ,Q5 | @« < 7,6 < ) be a
forcing iteration, let P = P,, and let A = {A, | & < n} be a collection of
maximal antichains in P. A pseudorefinement of A is a maximal antichain A
in P such that for all ¢ € A there is 6 = J, < v such that for all a <7, p € A,,
and r < p,q, we have r[ § I- q/6 < p/5.130 That is, whenever ro < p| §,q| 6,
either rg IF ¢/6 < p/d or, for some sy < o, so - q/d L p/o.

We call P k-pseudodistributive if for all n < x and all collections A of

n-many maximal antichains in P, there is a pseudorefinement for A.

For the rest of the section, P will always refer to the final stage of a forcing
iteration (P, Qg | @ < 7,8 < 7) of length v, so P = P.,. We shall denote by

P/§ the canonical Ps-name for the final v \ ¢ co-ordinates of P. If a chosen

139Recall that p/d refers to the canonical Ps-name for the final v\ § co-ordinates of P.
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value of ¢ is implicit, pg € Ps, and 1p, I- p1 € P/J, then we may denote by
(po,p1) the condition p € P such that p| 6 = pg and 1p, IF p/d = p1, viewing
P as the iteration Ps x P/J.

Theorem F. P is k-final if and only if it is k-pseudodistributive.

Proof. (= ). Letn < kand A= {A,|a <n} be a collection of maximal
antichains in P. Let f = {(p, (&, )*) | @ < 1,p € Ay} so that for all V-generic
G C P, f9(a) is the unique element of G N A,. In particular, 1 |- f: 7 — i
and hence 1 |- (36 < 7)(3g € V) f = g. Let A be a maximal antichain in P
such that ¢ € A only if there is §; < v and a Ps -name g, such that ¢ IF g, = f.
We shall show that A is our desired pseudorefinement of A.

Let ¢ € A and set 6 = §,. Suppose, for a contradiction, that there is a < 7,
p € Ay, and 7 < p,q such that r[ § I ¢/d < p/d. By separativity, extending

r | d to rg if necessary, let 7 be a Ps-name such that
ro lF “r1 < q/0 and 71 L p/d”.

Let p' € A, be such that p’ || (ro,71), witnessed by s, and note that we must
have p' # p. Then s < (ro,71) < (¢ 6,¢/8) = ¢, and so s |- f = gq- However,
s <pl,s0 sl f(&) =p'. Hence, sl g,(¢) = and in fact, since g, is a Ps-
name, s| d IF g,(&) = p'. On the other hand, r < p, g, so r |- f(&) = gg(a) =p
and so 7 [ d IF g4(&) = p, contradicting that s| § <[ 6.

(«<=). Letn < x and f be a P-name for a function 7 — X for some
X € V. For each a < 1, let A, be a maximal antichain in P such that
p € A, only if p decides the value of f(&) and let A be a pseudorefinement of
{Aq | o < n}. Fix g € A, set § = §,, and define the Ps-name g, as follows:

gg = {(r10,(6,8)°) | p € Aa, pIF f(&) =&, v <p,q}.

We now need only show that g IF f = Jq as then, by the predensity of A, we
will have that 1p IF (36 < 7)(3g € V) f = g as required. Suppose that for
some ¢ < qand z,2' € X, ¢' |- f(&) =% A gy(&) = &'

Let p € A, be such that p || ¢/, witnessed by » < p,q’, and note in
particular that p || ¢. Since p and ¢’ are compatible, p decided the value of
f(&), and ¢ forced that f(&) = #, we must have that p IF f(&) = #. Hence
(rlé,{(a,z)*) € g4 and thus r (and indeed r [ §) forces that g,(&t) = . On
the other hand, r» < ¢ so r[ d§ IF g4(&) = &'. To consider how it could be
that 7| & IF g,(&) = #, suppose that p’ € A, is such that p’ I+ f(d&) = & and
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r’ < p/,q witnesses (r' [ 9, (&, &')®) € gq, with [ 0 || /[ . Let so <[ 6,7 [ 6.
Then (sg,r'/0) < p',q, so so I q/§ < p'/§. Similarly, (sg,7/0) < p,q, so
so I q/0 < p/d. Hence (so,q/0) < p,p/,sop=p and z = 2. O

Remark. In the proof of Theorem F we implicitly use that the notion of
forcing P is separative. That is, for all p,p’ € P, if p’ £ p then there is ¢ < p’
such that ¢ L p. While one may always quotient a notion of forcing by its

131 elements to produce a separative preorder, it is sometimes easier

inseparable
to allow inseparable elements. In this case, the proof works perfectly well by
changing the condition in Definition 5.5.2 to “whenever r < p,q, [ J forces
that ¢/d < p/d or there is an extension of r | ¢ forcing that ¢/é and p/d are

inseparable”.

Remark. Note that it only makes sense to consider the finality of an iteration
of limit length, as P * Q is x-final if and only if Q adds no functions n — V'
for all 7 < k. That is, 1p I- “Q is &-distributive”. Henceforth we shall assume

that any iteration is of limit length.

In many cases we will be able to produce a pseudorefinement of a collection
of maximal antichains in which the ¢ is fixed. In this case, whenever there is
a P-name for a function » — V we will be able to determine in the ground
model some upper bound ¢ for where the function appears. A typical example
of this is when considering bounded-support iterations with a chain condition,

such as the following Proposition 5.5.3.

Proposition 5.5.3. Let (]P’a,Qg | @ <7, B <) be a forcing iteration such
that P = P, has the cf(y)-chain condition and, for all p € P, there is ov < vy
such that 1p - {3 | p(8) # ]IQ,;}. C &. Then P is cf(v)-final.

Proof. Let n < cf(y), and {A, | @ < n} a collection of maximal antichains
in P. By the chain condition, for each o < n there is §, < 7 such that for
all p € A, and 8 > 04, 1p I+ p(B) = ]lQﬁ' Furthermore, since n < cf(vy),
d =sup{ds | @ < n} < ~. Then {1p} is a pseudorefinement of {4, | @ < n};
if p € A, then 1p, IF p/d = 1p/d, so certainly for all r < p,1p we have
riFp/d < 1p/é. O

In the case of product forcing, the statement of Proposition 5.5.3 becomes

“GEP =Tl
P is cf(y)-final”.

P, is of bounded support and has the cf(+y)-chain condition, then

131Two conditions are inseparable if they witness that a preorder is not separative.
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Example. Another trivial instance of finality is when P is distributive: if P
adds no functions n — V for any 1 < k then certainly P is x-final. However,

chain conditions and distributivity are not the only ways to obtain finality.

Lemma 5.5.4. For a forcing iteration (P, Qg | <, B <), Py is k-final
if and only if, for some (equivalently all) o <y, 1p, IF “Py/a is k-final”.

In particular, if P =[]
then R x P, viewed as the product R x [] <, P, is also k-final.

a<~Pa @8 K-final and R is any notion of forcing,

Note that for any notions of forcing P and Q, if P is not k-c.c. then
P x Q is also not k-c.c. Similarly, if P is not s-distributive then P x Q is
also not k-distributive. Hence, let P be Add(w, 1), so P is not c.c.c. but is
o-distributive, and let Q be Add(w,w), so Q is c.c.c but is not o-distributive.
Since Q is wi-final when viewed as the finite-support product [] Add(w, 1)
by Proposition 5.5.7, P x Q is neither c.c.c. nor o-distributive but is still w-final
when viewed as the finite-support product Add(wi, 1) % [[,<,, Add(w, 1).

a<wi

Since we are looking at chains of models given by forcing, we actually get an
even stronger conclusion than the definition of finality for free in the following

Proposition 5.5.5.

Proposition 5.5.5. Let P be a forcing iteration of length ~v that is k-final.
Then for all V-generic G C P, alln < &k, and all o < 7,

(VIGT o)V = J{(vIGT a)V e | 5 < 4],

That is, V]G] contains no functions n — V|G| o] for any o < vy that were not
already present in some prior V|G| S].

Proof. Let f:n — X be a function in V[G], where X € V[G| a]. Let X be a
P,-name for X, and define the function g with domain 7 via demanding that
g(B) is a Py-name for f(B). Then g is a function n — V', so there is § <  such
that g € V[G| 4]. Taking § > « without loss of generality, we may determine

£(8) in VIG | 8] by noting that £(8) = g(8)C' . O

5.5.2 Cohen forcing

Before we expand on the New Set—New Function property, it would behove us
to show off how basic notions of forcing follow the constructions laid out at

the beginning of Section 5.5. To this end, we shall spend some time exploring
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how Cohen forcing affects the value of $0(6, k), implementing our strategy in

this case.
Fact 5.5.6. The following hold for Add(x, \) when x is regular and A > 0:

1. Add(x, \) is x-closed, and so adds no sequences of ground-model elements
of length less than x. In particular, if k < x then Add(x,\) adds no

elements to 27,
2. Add(x, \) is (x~X)"-c.c.; and
3. Add(x, \) forces that x<X = x.

Let x, A\, and X' be cardinals, with x regular. Since Add(x, \) is x-closed
and conditions in Add(y, \') are sequences of length less than x, whenever
G is V-generic for Add(x, \) then Add(x, X')V = Add(x, X')V[¢]. Hence, one
can view Add(x, A) as the x-support product or iteration of Add(x,1) with
itself A-many times. In fact, if (ag | § < =) is a collection of ordinals such
that A <325, a5 < AT then we can view Add(x, \) as the forcing iteration
generated by (Add(x,as) | 8 < 7). This perspective can be helpful for

calculations in forcing extensions by Cohen forcing.

Proposition 5.5.7. Suppose that x is a regular cardinal and X\ is such that
XX < cf(N). Then Add(x, ) is cf(N\)-final when viewed as the x-support
product [],x Add(x,1).

Proof. x<X < cf(\), so certainly x < A and hence, when viewed as the product
[To<)Add(x, 1), the forcing Add(x, A) is of bounded support. Furthermore,
Add(x, ) is (x=X)*-c.c. so, by Proposition 5.5.3, if x<X < cf()) then Add(x, \)
is cf(\)-final. O

Note that in Proposition 5.5.8 A need not be a cardinal; the proof works
equally well if X is replaced by an ordinal and we view Add(x, A) as an ordinal-
length product.

Proposition 5.5.8 formalises the rough argument made at the beginning of
Section 5.5 to show that Add(x, A) can create an upper bound to $9(d, k) for

certain values of § and x.

Proposition 5.5.8. Let A > k > xX and K > § > x, with x and § reqular.
Then Add(x, \) forces that s0(6%, k) = k.
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Proof. Since A > k*, we may relabel Add(x,\) to Add(x, A + &™), where
A + kT here represents the ordinal sum of A\ and x™. Let G be V-generic for
Add(x, A+ ) and set Hy to be the first A co-ordinates of G, H to be the final
k* co-ordinates of G, and W = V[Hy]. Then H is W-generic for Add(y, "),
and V[G] = W[H]. Note that " is not collapsed by Add(x,\) due to the
(x<X)*F-c.c. and &k > x<X, so Add(x, (x7)") = Add(x, (x1)"Ho]). We shall
show that for all o < x*, (25)VIH Tl ¢ 7, (5 x)WIH] | This, combined with
Proposition 5.5.7, shows that {(25)VH 19 | o < xT} is a covering of (2%)V1H]
by elements of Z, (6, x)VIH],

Towards a contradiction, let @ < xt and X € ([5]°)"¥] be such that

mWIH] o]  (ax\WVIH] ) N .

(27) I X = (2 ) . Then there is < ™, which we shall take
without loss of generality to be at least «, such that X € W[H | 5]. Therefore,

(QX)W[H] _ (QH)W[H[a} X

(2X)W[HT Al

)"

N

N

WIH| 8 WI[H W[H
and so (2X) T _ <2X [ ]. However, | X| > x so there is x € (2X> 1

such that = ¢ W[H | f]. For example, let ¢: § — X be a bijection in W[H].
By Proposition 5.5.5 and § < k, there is 8/ > 8 such that ¢ € W[H | /]
Let x be the generic real J(G(B')), so x: x — 2 and x ¢ W[H| p']. Let
y=x "0 and z = yoe. Then z: X — 2 but z ¢ W[H| f'] as then
zop ' =y € W[H| ] and thus y| x = 2 € W[H[ '], a contradiction.
Hence, (25)VIH Tl ¢ 7,(5%, k)WIH] as desired. O

Proposition 5.5.9. Let k be reqular, § < k, and k=" < X. Then Add(k, \)
forces that s0(6, k) > .

Proof. The bulk of the proof rests on the following claim.

Claim 5.5.9.1. Let k be regqular, § < k, and v a limit ordinal such that
k<" < cf(7y). Then Add(k,~) forces that s0(6T, k) = cf (7).

Proof of Claim. Let G be V-generic for Add(k,7). By Proposition 5.5.7,
Add(k,7) is cf(y)-final. Since 0 < k and Add(k,7) is k-closed, we have
([k]°)Y = ([]°)V) and indeed |[x]°] < K<* < cf(7) in both V and V[G].
Note that if X € ([£]?)VI%! then, since § is a cardinal in V[G], X has order
type at least . Furthermore, if F C 2% and F'[ X = 2%, then for all Y C X,
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F 1Y =2Y. Hence, when we look for X € []° such that F | X = 2%, we may
without loss of generality only consider X € [k] () the set of X C & of order
type 6. Note that ([])V = ([£]®)VIE] just as in the case of [£]’. For X a
set of ordinals, let ¢ x: X — ot(X) be the unique order-preserving bijection.

Suppose, for a contradiction, that in V[G] we have s0(67, k) = 7 < cf(7),
witnessed by a covering F = {F, | o < 7}. Then there is h: 7 x [£](®) — 29
such that for each X € [k]®) and o < 7, h(a, X)opx ¢ F, | X. That is, h(a, -)
acts as a witness that F,, € Z,(61, k). Replacing [£](®) by its cardinality in V/,
say |[k]|V = x < cf(y), we have a function h: 7 x x — V. By cf(y)-finality,
there is f < 7 such that h € V[G] B]. We shall now show that, setting
x: k — 2 to be |JG(S), the Sth generic subset of k added by G, that for all
a < 7 there is X € [x]®) such that 2| X = h(a, X) o px. Hence, z ¢ JF,
contradicting that |J F' = 2".

Formally, z is the realisation of the Add(k,y)-name

T = {<p7 <Za §>.> ’ pe Add(li,’)/), p(ﬁ7 L) = 8}7

so whenever p € Add(k, ) and (5,¢) ¢ supp(p), we can extend p to decide the
value of 4(I) as we desire.

Working in V|G| 3], let p € Add(k,v)/8 = Add(k,~\ ) and o < 1. Since
Ip| < K, there is X € [k]©® such that supp(p) N ({8} x X) = 0. Extend p to
g=pU{{((B,0),h(a, X)(¢)) | t € X}. By density, we have that there must be
some X € []®) such that | X = h(a, X) o px. Since o was arbitrary, this
holds for all & < n as desired. -

We may now conclude the proof. If A is regular then the result follows
directly from Claim 5.5.9.1, so suppose that A is singular. Since A\ is singular,
it is a limit cardinal and, since k<% < ), we have that ) is the supremum of
the cardinals 7 such that k<" < 7 < A. For each such 7, note that Add(k, \) is
isomorphic to Add(x, A + 77), and so by Claim 5.5.9.1, Add(k, \) forces that
s0(01, k) is at least c¢f(77) = 7. Therefore, Add(k, \) forces that s0(6T, k) is
at least sup{7™ | k<" < 7 < A} = X as required. O

Example (The constellation of s9(9, k) for £ < 8;). We may use the tools
that we have developed to consider some possible constellations of 50(6, k) for
k = Ng or N;. Inspired by Figure 5.3 and Proposition 5.4.2, the left hand side
of Figure 5.4 shows the constellation of what we know in ZFC about these

characteristics before any forcing.
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Let P = Add(wy, k) x Add(w, \), where we choose xk and A such that 1p
forces that 2% = k and 2% = \. That is, k7 = k > A, cf(k) > w1, and
cf(\) > w. Let G x H be V-generic for P.

We first inspect V[G], the forcing extension generated by Add(w, k). Note
that in V[G] we have CH, since Add(wy, ) forces that ¥}° = X;. Hence

Nl = 50(2‘21, NO) = ED(N(), No) = C.

Furthermore, by Proposition 5.5.8 (and CH) we have $0(Ra, 8;) = Ry. Finally,
by Proposition 5.5.9, s0(X1,X;) > k. Combining these results, we obtain the
right hand side of Figure 5.4.

In V[G][H], the extension generated by further forcing with Add(w,\)
in V[G], we have that s0(Ry,Rg) = N; and s0(RNy,R;) = s0(Rg, 1) = Ny by
Proposition 5.5.8. Hence we obtain Figure 5.5. We do not know the value that
50(Rp, N;) takes in this model, other than the bounds ¢ < s0(Rg, Xy) < 28, By
inspecting these constellations we produce a summary of the consistency of
statements of the form |A| < |B| for various objects A and B, summarised in

Figure 5.6.

5.5.3 New Set—New Function

The New Set—New Function property is introduced in [Cic+93] as a way to
explain the behaviour of large classes of forcing on s0(X1, Xg) (cov(Pa), as it
is denoted in [Cic+93]). We wish to expand upon this concept so that we can
replicate the arguments of Propositions 5.5.8 and 5.5.9 for a wider class of
forcings. This will complete the final half of the rough argument outline at the
start of Section 5.5: When is (25)M € Z,(6, k)N, for M C N?

Definition 5.5.10. Let V be a model of ZF and let §, x € V be ordinals.3?
We say that a notion of forcing P € V' has the New Set-New Function property
for (6, k), written NSNF(, &), if for all V-generic G C P, (2%)" € Z,(6, s)V (L.
Equivalently, for all X € ([x]@)VIE there is z € (2¥)VIC] such that for all
y € (2°)V, z ¢ y, so there is o € X such that z(a) # y(a).

In fact, one may define the New Set—New Function property for arbitrary
nested models M C N of ZF. We say that M C N has the New Set—New
Function property for (6, x) if (25)M € Z,(6, k).

132Though usually one will only care about the case that § and x are cardinals.
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k= 2N
pA = ED(N(), Nl)
= ED(Nl, Nl)
s50(No, Ny) cf(2%1) = cf (k)
cC = BD(NO’ NO) et Add(wl,/{) >
Cf(C) ED(Nl, Nl) Cf(QNl) ED(NQ, Nl) =Ny
/ / (N, Ro)

ED(Nl,No) ED(NQ,Nl) :HO(NQ,N())

=N; =cf(c) =¢

Ny ——— Ny

Figure 5.4: Constellation of s0(0, 7) for 7 = X or X; before and after forcing
with Add(w1, k).

2R — g
\
Cf(:‘i) = Cf(2N1) 50(N0, N1>

I

50(N0, No) =c=A

[

No ZED(NQ,Nl) :ﬁb(Nl,Nl) 1\

/ cf(c) = cf(N)

Figure 5.5: Constellation of s9(d,7) for 7 = Ny or ¥y after forcing with
Add(wr, k) x Add(w, ).

Ny = 50(?‘21, NQ)
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Con L<— || s0(Ri,N0) | ¢ | ef(e) | of (2%) | s0(o,R1) | 50(N1,R1) | 52(No,21)

s50(Ry, Ng) Yes | Yes Yes Yes Yes Yes

c No No Yes Yes Yes Yes

cf(c) No Yes Yes Yes Yes Yes

cf (2N1> ? Yes | Yes No Yes Yes

50(Rg, Ny) ? Yes | Yes Yes Yes Yes

0N, Nyp) No Yes | Yes Yes No Yes
s50(Ng, Np) No No | No ? No No

Figure 5.6: Known consistencies regarding s0(0, k) with k = X or N;.
A box in row A and column B is labelled “Yes” if it is known to be consistent
with ZFC that |A| < |B|, and it is labelled “No” if it is known that ZFC proves
|B| < |A|. What has been filled out thus far is obtained from our example
models, inspecting Figures 5.4 and 5.5.

Note that in [Cic+93], where NSNF was originally defined, the phrase
“NSNF” was used to mean what we call “NSNF(w,w)”, while we have no

analogue for what is referred to as “NSNF(w)” in that paper.

Proposition 5.5.11 ([Cic+93, Lemma 4.5]). Let B be a complete Boolean

algebra. The following are equivalent:
1. B has the NSNF(w,w) property.

2. For all (up, | n < w) € B, if [[,co Zpontk = 1 then there is a
decomposition u, = ud V ul for each n < w, where ud Aul = O, such
that [Tyeae Snew i = 1.

Proof. We shall only prove the only if direction, as the other is similar.

Let X = {(un, ) | n < w}, and note that the condition [, -, gy, up = 1
is precisely saying that 1 I+ |X| = . By NSNF(w,w), there is a name & for
a function X — 2 such that for all y € 2¢, 1 I+ (3n < w)i(n) # §(n). For
i <2, let ul = ||&(n) = 1|, that is v}, = S{u € B | u I &(72) = i}, and note
that in this case u, = u2 vV ul and u) Aul = 0. Given y € 2¥, the condition
1IF (3In < w)i(n) # y(n) is precisely saying that 3, ., up v = 1. Therefore,
letting g = 1 — ¥y, > -0 u%(n) = 1 as well. Since y (and therefore g) was

arbitrary, we indeed recover that [[ cow >y u%(”) =1. O

The proof of Proposition 5.5.11 can quite easily extend to NSNF (0, ) for
any 0 < k if we can guarantee that B will not collapse § or add new sets to

[k]<° (for example, if B is é-distributive).
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Proposition 5.5.12. Suppose that B is a §-distributive complete Boolean
algebra. Then B has the NSNF (6, k) property if and only if for all sequences
(Ua | @ < k) € BY, if [Tacin)<s 2agata = 1, then there is a decomposition

Uo = udVul for all o < K, where ud Aul, = O, such that [geor 2a<n W =1.

With the technology of NSNF, we can automate some arguments for

decreasing s0(6, k).

Proposition 5.5.13. Let (Pa,QB | @ < 7,8 <7) be a k*-final iteration such
that:

1. For all o < 7 there is o € (a,v) such that 1, I+ “Py /o has the
NSNF (6, k) property”; and

2. for all B < ~y there is B’ € (B,7) such that 15 I+ “Pg /B adds a new
function § — 27,

Then 1 Ik s0(6, k) < cf(y).

Proof. Let G be V-generic for P,,. We shall first show that for all o < 7,
15(5+, K)V[G’( o] C 15(5-‘,-, H)V[G}.

Suppose otherwise, so there is F € Zy (6T, k)¢ @ such that F ¢ Z,(6F, k)VIC]
and hence there is X € ([x]®)VI¢ such that F| X = (2X)VIC]. Since P, is
xt-final there is 3 < 7 such that X € V[G| §]. Therefore,
VIG VIG VIG
(2X) [ ]:Fng (2X) [ Fﬁ}g (QX) [ ]’
and thus (2X)VIGT 8 = (2X)VIG Since the order type of X is ¢ we similarly
get that (20)VIGT Al = (29)VIG], However, this contradicts our assumption.
VIGTel is an
element of Z,(6%, k)VIET @] and so (25)VICT € T, (67, k)VIE), By kT -finality,
letting C C v be a cofinal sequence in vy we have that {(25)VI¢1l | o € C}

By assumption, for all a < « there is o/ < « such that (2%)

is a covering of (27)VIC] by elements of Z(6+, k)Y of cardinality cf(y) as
required. O

From the perspective of this result, we can view Proposition 5.5.8 as a
corollary that uses the x*-finality of Add(x, A + k1) and the NSNF(67, k)
property inherent to Add(x, 1) for appropriate values of x, k, A, and 0.
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5.5.4 Highly distributive forcing

We finally briefly consider two instances of forcing that change very little about

$0(0, k) by having a high level of distributivity.
Lemma 5.5.14. (2%)*-distributive forcings do not change s0(6, k).

Proof. Let P be (2%)T-distributive. Then no new subsets of 2¥ nor any subsets
of k are added by P, and so ds(F") is unchanged by P for all F. Finally, any
covering of 2% by elements of s0(J, k) will be of cardinality at most 2 and so

no new sequences of this form may be added by P. O

Lemma 5.5.15. Suppose that [k]<° < x and P is x-distributive. Setting
n = s0(0, k) in the ground model, P forces that min{x,n} < s0(d, k) < n.

In particular, if x < n then P does not change s0(d, k), and if P collapses
n to x then P forces that s0(6,Kk) = x.

Proof. Since x > [k]<? > k, we have that P does not add new elements to 2~.

Furthermore, § < x, so ¢ is not collapsed and [x]<?

is similarly unchanged.
Hence, if C C Z4(d, k) is a covering of 2% in the ground model, it is still a
covering of 2% by elements of Z;(d, ) in the forcing extension. Therefore P
cannot increase s0(9, k).

Let G be V-generic for P, and suppose that C = {F, | a < v} C Z;(J, &) V¢
is a covering of 2, where v < x. Then it suffices to prove that v > n = 50(, x)".
For o < v and X € [k]%(F2) let h(a, X) € 2% be such that h(a, X) ¢ F, | X.
Then h is a sequence of length at most v x [k]<% < x, and so h € V. For a < 7,
let

Fy={ze @2V ‘ (VX € []%)) 2] X # h(a, X)} 2 FanV.

Then {F] | « < v} € V and is a covering of 2* by elements of Z,(0, k) (witnessed
by h). Hence, v = 50(5, k)" as required. O



110 Chapter 5. String Dimension




References

[Ack37]

[BM14]

[BS76]

[Bla79]

[Can87]

[CS18]

[CS21]

[Cic+93]

[Coh63]

[Dan00]

Wilhelm Ackermann. ‘Die Widerspruchsfreiheit der allgemeinen
Mengenlehre’. In: Math. Ann., 114.1 (1937), pp. 305-315. ISSN:
0025-5831,1432-1807. DOI: 10.1007/BF01594179.

Joan Bagaria and Menachem Magidor. ‘Group radicals and strongly
compact cardinals’. In: Trans. Amer. Math. Soc., 366.4 (2014),
pp. 1857-1877. 1ssN: 0002-9947,1088-6850. DOI: 10.1090/S0002-
9947-2013-05871-0.

J. T. Baldwin and Jan Saxl. ‘Logical stability in group theory’.
In: J. Austral. Math. Soc. Ser. A, 21.3 (1976), pp. 267-276. 1SSN:
0263-6115. DOI: 10.1017/s1446788700018553.

Andreas Blass. ‘Injectivity, projectivity, and the axiom of choice’.
In: Trans. Amer. Math. Soc., 255 (1979), pp. 31-59. 1ssN: 0002-
9947,1088-6850. DOT: 10.2307/1998165.

G. Cantor. ‘Mitteilungen zur Lehre vom Transfiniten. I. II.” German.
Zeitschr. f. Phil. u. phil. Kritik. 91 u. 92 (1887). 1887.

Artem Chernikov and Sergei Starchenko. ‘Regularity lemma for
distal structures’. In: J. Eur. Math. Soc. (JEMS), 20.10 (2018),
pp. 2437-2466. 1sSN: 1435-9855,1435-9863. DOI: 10.4171/JEMS/816.

Artem Chernikov and Sergei Starchenko. ‘Definable regularity lem-
mas for NIP hypergraphs’. In: Q. J. Math., 72.4 (2021), pp. 1401—
1433. 18sN: 0033-5606,1464-3847. DOI: 10.1093/gmath/haab011.

J. Cichon, A. Rostanowski, J. Steprans and B. Weglorz. ‘Combinat-
orial properties of the ideal 5’. In: J. Symbolic Logic, 58.1 (1993),
pp. 42-54. 18SN: 0022-4812,1943-5886. DOI: 10.2307/2275322.

Paul Cohen. ‘The independence of the continuum hypothesis’. In:
Proc. Nat. Acad. Sci. U.S.A., 50 (1963), pp. 1143-1148. 1SsN: 0027-
8424. por: 10.1073/pnas.50.6.1143.

Mark Z. Danielewski. House of Leaves. Knopf Doubleday Publishing
Group, 2000. 1SBN: 0-375-70376-4.

111


https://doi.org/10.1007/BF01594179
https://doi.org/10.1090/S0002-9947-2013-05871-0
https://doi.org/10.1090/S0002-9947-2013-05871-0
https://doi.org/10.1017/s1446788700018553
https://doi.org/10.2307/1998165
https://doi.org/10.4171/JEMS/816
https://doi.org/10.1093/qmath/haab011
https://doi.org/10.2307/2275322
https://doi.org/10.1073/pnas.50.6.1143

112

References

[DM24]

[Dri9s8]

[DD18]

[For13]

[FK10]

[Fri00]

[God31]

[G5d40]

[Gol23]

[Gol96]

[Gol+-22]

[Gow97]

Jan Dobrowolski and Rosario Mennuni. ‘The Amalgamation Prop-
erty for automorphisms of ordered abelian groups’. In: Trans. Amer.
Math. Soc., 377.10 (2024), pp. 7037-7079. 1sSN: 0002-9947,1088-6850.
DOI: 10.1090/tran/9217.

Lou van den Dries. Tame topology and o-minimal structures. Vol. 248.
London Mathematical Society Lecture Note Series. Cambridge Uni-
versity Press, Cambridge, 1998, pp. x+180. 1SBN: 0-521-59838-9.
DOI: 10.1017/CB09780511525919.

Marina Dyachenko and Sergey Dyachenko. Vita Nostra. Translation
by Julia Meitov Hersey. HarperCollins UK, 2018. 1SBN: 0-008-27287-
5.

Matthew Foreman. ‘Calculating quotient algebras of generic em-
beddings’. In: Israel J. Math., 193.1 (2013), pp. 309-341. 1SSN:
0021-2172,1565-8511. DOI: 10.1007/s11856-012-0118-9.

Matthew Foreman and Akihiro Kanamori, eds. Handbook of Set
Theory. Vols. 1, 2, 8. Springer, Dordrecht, 2010, Vol. 1: xiv+736
pp., Vol. 2: pp. i-—xiv and 737-1447, Vol. 3: pp. i-—xiv and 1449-2197.
ISBN: 978-1-4020-4843-2. DOTI: 10.1007/978-1-4020-5764-9.

Sy D. Friedman. Fine structure and class forcing. Vol. 3. De Gruyter
Series in Logic and its Applications. Walter de Gruyter & Co.,
Berlin, 2000, pp. x+221. 1sBN: 3-11-016777-8. DOI: 10 . 1515/
9783110809114.

Kurt Gédel. ‘Uber formal unentscheidbare Sitze der Principia Math-
ematica und verwandter Systeme I’. In: Monatsh. Math. Phys., 38.1
(1931), pp. 173-198. 1sSN: 1812-8076. DOI: 10.1007/BF01700692.

Kurt Goédel. The Consistency of the Continuum Hypothesis. Vol. No.
3. Annals of Mathematics Studies. Princeton University Press, Prin-
ceton, NJ, 1940, p. 66.

Gabe Goldberg. ‘How can we control the cardinality of j(k) for
an Ni-strongly compact cardinal?’ MathOverflow. Question version
2023-10-31. 2023. URL: https://mathoverflow.net/q/457473.

Derek Goldrei. Classic Set Theory: For Guided Independent Study.
English. Boca Raton, FL: CRC Press, 1996. 1SBN: 978-0-412-60610-6.
DOI: 10.1201/9781315139432.

Martin Goldstern, Jakob Kellner, Diego A. Mejia and Saharon She-
lah. ‘Cichort’s maximum without large cardinals’. In: J. Eur. Math.
Soc. (JEMS), 24.11 (2022), pp. 3951-3967. 1sSN: 1435-9855,1435-
9863. por: 10.4171/jems/1178.

W. T. Gowers. ‘Lower bounds of tower type for Szemerédi’s uni-
formity lemma’. In: Geom. Funct. Anal., 7.2 (1997), pp. 322-337.
1SSN: 1016-443X,1420-8970. po1: 10.1007/PL00001621.


https://doi.org/10.1090/tran/9217
https://doi.org/10.1017/CBO9780511525919
https://doi.org/10.1007/s11856-012-0118-9
https://doi.org/10.1007/978-1-4020-5764-9
https://doi.org/10.1515/9783110809114
https://doi.org/10.1515/9783110809114
https://doi.org/10.1007/BF01700692
https://mathoverflow.net/q/457473
https://doi.org/10.1201/9781315139432
https://doi.org/10.4171/jems/1178
https://doi.org/10.1007/PL00001621

Eccentric Sets Calliope Ryan-Smith 113

[Ham03|

[Harl5]

[JecT3]

[Jec03]

[JP79]

[Jen67]

[Kan09]

[Karl8]

[Kar19a]

[Kar19b]

[KR24]

[Kle55]

Joel David Hamkins. ‘Extensions with the approximation and cover
properties have no new large cardinals’. In: Fund. Math., 180.3
(2003), pp. 257-277. 1ssN: 0016-2736,1730-6329. DOI: 10 . 4064/
fm180-3-4.

F. Hartogs. ‘Uber das Problem der Wohlordnung’. In: Math. Ann.,
76.4 (1915), pp. 438-443. 1SsN: 0025-5831,1432-1807. por: 10.1007/
BF01458215.

Thomas Jech. The Aziom of Choice. Vol. Vol. 75. Studies in Logic
and the Foundations of Mathematics. North-Holland Publishing
Co., Amsterdam-London; American Elsevier Publishing Co., Inc.,
New York, 1973, pp. xi+202.

Thomas Jech. Set Theory. millennium. Springer Monographs in
Mathematics. Springer-Verlag, Berlin, 2003, pp. xiv+769. ISBN:
3-540-44085-2.

Thomas Jech and Karel Prikry. ‘Ideals over uncountable sets: applic-
ation of almost disjoint functions and generic ultrapowers’. In: Mem.
Amer. Math. Soc., 18.214 (1979), pp. iii+71. 1SSN: 0065-9266,1947-
6221. pDoI1: 10.1090/memo/0214.

R. B. Jensen. ‘Consistency results for ZF’. In: Notices Amer. Math.
Soc., 14.137 (1967).

Akihiro Kanamori. The higher infinite. Second. Springer Mono-
graphs in Mathematics. Large cardinals in set theory from their
beginnings. Springer-Verlag, Berlin, 2009, pp. xxii4+-536. ISBN: 978-
3-540-88866-6.

Asaf Karagila. ‘Fodor’s lemma can fail everywhere’. In: Acta Math.
Hungar., 154.1 (2018), pp. 231-242. 1sSN: 0236-5294,1588-2632. DOI:
10.1007/s10474-017-0768-5.

Asaf Karagila. ‘Iterating symmetric extensions’. In: J. Symb. Log.,
84.1 (2019), pp. 123-159. 18sN: 0022-4812,1943-5886. DOI: 10.1017/
js1.2018.73.

Asaf Karagila. ‘Preserving dependent choice’. In: Bull. Pol. Acad.
Sci. Math., 67.1 (2019), pp. 19-29. 1ssN: 0239-7269. DOI: 10.4064/
ba8169-12-2018.

Asaf Karagila and Calliope Ryan-Smith. ‘Which pairs of cardinals
can be Hartogs and Lindenbaum numbers of a set?’ In: Fund. Math.,
267.3 (2024), pp. 231-241. DOI: 10.4064/fm231006-14-8.

V. L. Klee Jr. ‘The June meeting in Vancouver’. In: Bull. Amer.
Math. Soc., 61.5 (1955), pp. 433-444. 1SSN: 0002-9904. por: 10.
1090/50002-9904-1955-09941-5.


https://doi.org/10.4064/fm180-3-4
https://doi.org/10.4064/fm180-3-4
https://doi.org/10.1007/BF01458215
https://doi.org/10.1007/BF01458215
https://doi.org/10.1090/memo/0214
https://doi.org/10.1007/s10474-017-0768-5
https://doi.org/10.1017/jsl.2018.73
https://doi.org/10.1017/jsl.2018.73
https://doi.org/10.4064/ba8169-12-2018
https://doi.org/10.4064/ba8169-12-2018
https://doi.org/10.4064/fm231006-14-8
https://doi.org/10.1090/S0002-9904-1955-09941-5
https://doi.org/10.1090/S0002-9904-1955-09941-5

114

References

[Kun70]

[Kun83]

[Kur22]

[Kur21]

[Lév64]

[LS67]

[LT26]

IMS14]

[Mar09)

[Mit74]

[Mit83]

[Neu23]

[Pel78]

[PS24]

Kenneth Kunen. ‘Some applications of iterated ultrapowers in set
theory’. In: Ann. Math. Logic, 1 (1970), pp. 179-227. 1SSN: 0003-
4843. DOT: 10.1016/0003-4843(70)90013-6.

Kenneth Kunen. ‘Maximal o-independent families’. In: Fund. Math.,
117.1 (1983), pp. 75-80. 1SSN: 0016-2736,1730-6329. DOL: 10.4064/
fm-117-1-75-80.

C. Kuratowski. ‘Une méthode d’élimination des nombres transfinis
des raisonnements mathématiques.” French. In: Fundam. Math., 3
(1922), pp. 76-108. 1sSN: 0016-2736. DOI: 10.4064/fm-3-1-76-108.
URL: https://eudml.org/doc/213282.

Casimir Kuratowski. ‘Sur la notion de 'ordre dans la Théorie des
Ensembles’. In: Fund. Math., 2 (1921), pp. 161-171. DOI: 10.4064/
fm-2-1-161-171.

A. Lévy. ‘The interdependence of certain consequences of the axiom
of choice’. In: Fund. Math., 54 (1964), pp. 135-157. 1SSN: 0016-
2736,1730-6329. DOI: 10.4064/fm-54-2-135-157.

A. Lévy and R. M. Solovay. ‘Measurable cardinals and the con-
tinuum hypothesis’. In: Israel J. Math., 5 (1967), pp. 234-248. 1SSN:
0021-2172. DOI: 10.1007/BF02771612.

A. Lindenbaum and A. Tarski. ‘Communication sur les recherches
de la théorie des ensembles.” French. In: C. R. Soc. Sci. Varsovie,
Cl. III, 19 (1926), pp. 299-330.

M. Malliaris and S. Shelah. ‘Regularity lemmas for stable graphs’.
In: Trans. Amer. Math. Soc., 366.3 (2014), pp. 1551-1585. ISSN:
0002-9947,1088-6850. DOT1: 10.1090/S0002-9947-2013-05820-5.

Ari Marmell. Agents of Artifice. Wizards of the Coast, 2009. I1SBN:
9780786951345.

William J. Mitchell. ‘Sets constructible from sequences of ultra-
filters’. In: J. Symbolic Logic, 39 (1974), pp. 57-66. 1SSN: 0022-
4812,1943-5886. DOI: 10.2307/2272343.

William J. Mitchell. ‘Sets constructed from sequences of measures:
revisited’. In: J. Symbolic Logic, 48.3 (1983), pp. 600—609. 1SSN:
0022-4812,1943-5886. DOI: 10.2307/2273452.

John von Neumann. ‘Zur Einfithrung der transfiniten Zahlen.” Ger-
man. In: Acta Litt. Sci. Szeged, 1 (1923), pp. 199-208.

Andrzej Pelc. ‘On some weak forms of the axiom of choice in set
theory’. In: Bull. Acad. Polon. Sci. Sér. Sci. Math. Astronom. Phys.,
26.7 (1978), pp. 585-589. 1sSN: 0001-4117.

Yinhe Peng and Guozhen Shen. ‘A generalized Cantor theorem
in ZF’. In: J. Symb. Log., 89.1 (2024), pp. 204-210. 1SSN: 0022-
4812,1943-5886. DOI: 10.1017/js1.2022.22.


https://doi.org/10.1016/0003-4843(70)90013-6
https://doi.org/10.4064/fm-117-1-75-80
https://doi.org/10.4064/fm-117-1-75-80
https://doi.org/10.4064/fm-3-1-76-108
https://eudml.org/doc/213282
https://doi.org/10.4064/fm-2-1-161-171
https://doi.org/10.4064/fm-2-1-161-171
https://doi.org/10.4064/fm-54-2-135-157
https://doi.org/10.1007/BF02771612
https://doi.org/10.1090/S0002-9947-2013-05820-5
https://doi.org/10.2307/2272343
https://doi.org/10.2307/2273452
https://doi.org/10.1017/jsl.2022.22

Eccentric Sets Calliope Ryan-Smith 115

[Pin69]

[Rya24a]

[Rya24b]

[Rya24c]

[RSW24]

[Sch22]

[SiedT]

[Sie65]

[Sim15]

[Sol70]

[Sol71]

[SzeT8]

David Frank Pincus. Individuals in Zermelo—Fraenkel set theory.
Thesis (Ph.D.)-Harvard University. ProQuest LLC, Ann Arbor,
MI, 1969.

Calliope Ryan-Smith. ‘Proper classes of maximal #-independent
families from large cardinals’. In: arXiv, 2408.10137 (2024).

Calliope Ryan-Smith. ‘String dimension: VC dimension for infinite
shattering’. In: arXiv, 2402.18250 (2024).

Calliope Ryan-Smith. ‘The Hartogs—Lindenbaum spectrum of sym-
metric extensions’. en. In: Mathematical Logic Quarterly, 70.2 (May
2024), pp. 210-223. 1SsN: 0942-5616, 1521-3870. DOI: 10.1002/malq.
202300047.

Calliope Ryan-Smith, Jonathan Schilhan and Yujun Wei. ‘Up-
wards homogeneity in iterated symmetric extensions’. In: arXiv,
2405.08639 (2024).

Farmer Schlutzenberg. ‘Measurable cardinals from saturated ideals’.
MathOverflow. Question version 2022-03-12. 2022. URL: https:
//mathoverflow.net/q/418025.

W. Sierpinski. ‘Sur une proposition de A. Lindenbaum équivalente
a 'axiome de choix’. In: Soc. Sci. Lett. Varsovie. C. R. CI. III. Sci.
Math. Phys., 40 (1947), pp. 1-3.

W. Sierpinski. Cardinal and Ordinal Numbers. revised. Vol. Vol. 34.
Panstwowe Wydawnictwo Naukowe (PWN), Warsaw, 1965, p. 491.

Pierre Simon. A guide to NIP theories. Vol. 44. Lecture Notes in
Logic. Association for Symbolic Logic, Chicago, IL; Cambridge
Scientific Publishers, Cambridge, 2015, pp. vii4+156. ISBN: 978-1-
107-05775-3. DoI: 10.1017/CB09781107415133.

Robert M. Solovay. ‘A model of set-theory in which every set of
reals is Lebesgue measurable’. In: Ann. of Math. (2), 92 (1970),
pp. 1-56. 18SN: 0003-486X. DOT: 10.2307/1970696.

Robert M. Solovay. “Real-valued measurable cardinals”. In: Az-
iomatic Set Theory (Proc. Sympos. Pure Math., Vol. XIII, Part
I, Unidv. California, Los Angeles, Calif., 1967). Vol. XIII, Part I.
Proc. Sympos. Pure Math. Amer. Math. Soc., Providence, RI, 1971,
pp. 397-428.

Endre Szemerédi. “Regular partitions of graphs”. In: Problémes
combinatoires et théorie des graphes (Collog. Internat. CNRS, Univ.
Orsay, Orsay, 1976). Vol. 260. Colloq. Internat. CNRS. CNRS,
Paris, 1978, pp. 399-401. 1SBN: 2-222-02070-0.


https://doi.org/10.1002/malq.202300047
https://doi.org/10.1002/malq.202300047
https://mathoverflow.net/q/418025
https://mathoverflow.net/q/418025
https://doi.org/10.1017/CBO9781107415133
https://doi.org/10.2307/1970696

116

References

[Usu21]

[VC64]

[VC68]

[Wel]
[Wit53)]

[Zer08]

[Zor35)

Toshimichi Usuba. “Choiceless Lowenheim-Skolem property and
uniform definability of grounds”. In: Advances in mathematical
logic. Vol. 369. Springer Proc. Math. Stat. Springer, Singapore,
2021, pp. 161-179. 1SBN: 978-981-16-4172-5; 978-981-16-4173-2. DOTI:
10.1007/978-981-16-4173-2_8.

V. N. Vapnik and A. Ja. Cervonenkis. ‘On a class of algorithms for
pattern recognition learning’. In: Avtomat. ¢ Telemeh., 25 (1964),
pp. 937-945. 1sSN: 0005-2310.

V. N. Vapnik and A. Ja. Cervonenkis. ‘The uniform convergence of
frequencies of the appearance of events to their probabilities’. In:
Dokl. Akad. Nauk SSSR, 181 (1968), pp. 781-783. 1sSN: 0002-3264.

Lara Welch. Feast of Saints. Manuscript in preparation.

Ludwig Wittgenstein. Philosophical investigations. Translated by
G. E. M. Anscombe. The Macmillan Company, New York, 1953,
pp- X+x+232+232.

E. Zermelo. ‘Untersuchungen iiber die Grundlagen der Mengenlehre.
I'. In: Math. Ann., 65.2 (1908), pp. 261-281. 1ssN: 0025-5831,1432-
1807. poI1: 10.1007/BF01449999.

Max Zorn. ‘A remark on method in transfinite algebra’. In: Bull.
Amer. Math. Soc., 41.10 (1935), pp. 667-670. 1sSN: 0002-9904. DOT:
10.1090/50002-9904-1935-06166-X.


https://doi.org/10.1007/978-981-16-4173-2_8
https://doi.org/10.1007/BF01449999
https://doi.org/10.1090/S0002-9904-1935-06166-X

	Front Matter
	Title
	Declarations
	Acknowledgements
	Abstract

	Introduction
	Independence
	Summary of results
	Eccentricity

	Preliminaries
	Functions
	Reals
	Relations
	The axiom of choice

	Ordinals
	Mostowski collapse

	Cardinals
	Forcing
	Symmetric extensions
	Wreath products

	Topology
	Ideals and filters

	The Hartogs–Lindenbaum Spectrum
	Introduction
	Preliminaries
	Choice-like axioms

	ACWO
	Eccentric arithmetic
	Spectra
	The spectrum of Cohen's first model
	Lifting eccentricity
	The spectrum of a model of SVC

	Constructing eccentric sets
	Creating an eccentric set
	A maximal spectrum


	Maximal Independent Families
	Introduction
	Preliminaries
	Elementary embeddings
	Closure points and elementary embeddings

	Hammers
	Nails
	A +-strongly compact cardinal
	A class of measurable cardinals


	String Dimension
	Introduction
	Preliminaries
	Model theory
	Cardinal characteristics

	String dimension
	Topology

	Cardinal characteristics of Is(,)
	sd for strong limit cardinals

	Forcing
	Finality
	Cohen forcing
	New Set–New Function
	Highly distributive forcing


	References

