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Abstract

Modern compilers offer a wide range of passes for code optimisation. Se-
lecting the right combination and order of these passes, known as phase
ordering, can improve the performance of compiled binaries. Autotuning,
which refers to automatically searching the space of possible pass combin-
ations, is a powerful technique for compiler phase ordering. However, its
practical adoption remains challenging due to the vast search space of com-
piler optimisations and the high cost of evaluating candidate configurations.

This thesis enhances compiler autotuning by leveraging Bayesian optimisa-
tion (BO) to efficiently explore the complex space of compiler phase or-
dering. BO builds an online surrogate model to approximate the objective
function to reduce evaluation overhead. It uses an acquisition function (AF)
to guide sampling, improving search efficiency. While promising, applying
BO to compiler autotuning requires addressing multiple open challenges.

First, standard BO struggles with high-dimensional search spaces like com-
piler phase ordering. To address this, this thesis introduces a simple yet
effective AF initialisation strategy to enhance BO’s ability to navigate high-
dimensional optimisation spaces.

Second, the complex interactions between compiler passes make it difficult
to model the relationship between pass sequences and performance to build
an effective surrogate model. To tackle this, a new compiler autotuning
strategy is proposed to incorporate compilation statistics to model these
interactions. This method improves BO’s search efficiency, requiring only
one-third of the search budget compared to previous approaches while de-
livering higher-performance binaries.

Finally, a real-world program often contains multiple source files and com-
plex compilation workflows. Applying compiler autotuning to such settings
requires efficiently allocating the search budget across the compilation tar-
gets. To address this, this thesis presents an adaptive BO scheme that dy-
namically allocates search budgets across source files and develops a frame-
work to automate compiler autotuning setup.

Together, these contributions improve the efficiency, scalability, and usab-
ility of BO-based compiler autotuning, making it a more practical tool for
autotuning compiler phase ordering.
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Chapter 1

Introduction

Compilers are the cornerstone of modern computer systems, serving as the essential
bridge that translates high-level programming languages such as C/C++ into low-level
machine instructions for execution. With the increasing complexity of hardware archi-
tectures and the growing diversity of software demands, compilers have evolved from
basic translation tools to sophisticated optimisation frameworks, striving to maxim-
ise hardware performance. Over the decades, compiler design and optimisation have
become critical for improving computational efficiency, reducing energy consumption,
and enhancing overall system performance.

Modern compilers like LLVM [1] and GCC [2] provide a large number of optimisa-
tion transformations to select among. These transformations, referred to as passes in
the compiler context, play a crucial role in optimising program performance. Each com-
piler pass performs a specific code analysis and transformation, including techniques
like loop unrolling, instruction scheduling, and register allocation. The optimisation
passes we enable, the order in which we apply them to a program, and the specific
parameters of each applied optimisation pass have a substantial impact on program
performance, such as execution time, code size, or power consumption. Compared to
optimizing runtime or energy consumption, minimizing code size is generally a simpler
task, as it primarily involves static properties of the compiled program. Code size can
be evaluated without running the program, and is less sensitive to dynamic execution
behavior or hardware-specific factors. In contrast, optimizing execution time or energy
consumption requires modeling complex interactions between the program, compiler
transformations, and the underlying hardware. These metrics depend on runtime be-
havior such as memory access patterns, branching, and instruction-level parallelism.
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Especially, execution time is typically the top priority in industry, as faster programs
directly improve user experience and system efficiency. Moreover, shorter execution
time often leads to lower energy consumption, making runtime optimization beneficial
for both performance and energy efficiency.

By default, compilers provide optimisation level settings, such as -O3 for execution
time optimisation and -Oz for code size reduction, which apply a fixed pass sequence to
enhance program performance on average. However, these default optimisation levels
are not always sufficient for all programs. Each program has unique characteristics and
may benefit from a different set of optimisation passes. For example, some programs
may benefit from aggressive inlining that can increase register pressure but reduce
function calling overhead, while others may benefit from register promotion to reduce
memory access overhead or encourage vectorisation. Carefully selecting and ordering
compiler passes to improve the performance of the generated code for a given program,
known as the compiler phase ordering problem, has been an open problem in the field
for several decades, and it is known to be NP-complete [3]. Compiler phase ordering
is especially valuable for frequently executed programs. Even a minor enhancement in
execution time can yield significant benefits over time.

Autotuning is an approach to address the problem of automatically selecting a good
compiler optimisation configuration for an application. Typically, compiler autotuning
involves searching the optimisation space to find the best optimisation configuration
that maximises the performance of the input program. However, autotuning usually
requires a large number of evaluations to find a good configuration, especially when
involving numerous compiler passes. When focusing on optimising execution time, each
evaluation requires running the generated binary in an isolated environment, which can
be time-consuming.

To address the problem of the high cost of autotuning, predictive model-based tech-
niques have been proposed to accelerate the search process [3, 4]. These techniques rely
on offline data collected from a set of training programs. Specifically, each program is
compiled and executed under hundreds of randomly generated compiler configurations,
each defined by a different combination of optimisation passes, and the performance
of each configuration is measured. The collected data – including program features,
compiler configurations, and their corresponding performance (e.g., execution time) – is
then used to train a machine learning model. This model can either predict the optimal

2



configuration for an unseen program or estimate the performance of configurations to
guide the search without profiling. However, the effectiveness of these learning-based
methods is often limited by the complexity of the optimisation problem and the avail-
ability of high-quality training data. Yet, the application of machine learning-based
predictive models to compiler autotuning has remained a largely academic pursuit,
with little progress adopted in general-purpose, industrial compilers like LLVM [5]. A
small amount of industrial effort has been focused on cases where the optimisation
objectives are code size, and only a single pass, such as inlining, is considered [5]. For
autotuning complex optimisation tasks, such as compiler phase ordering with a focus
on execution time, training a generic, robust, and well-generalised predictive model
offline becomes nearly infeasible due to the extensive data requirements for training.

This thesis aims to improve the autotuning efficiency of compiler phase ordering for
execution time optimisation. Motivated by offline predictive model-based methods [4],
we consider an online model-guided search process without relying on offline training
to avoid the limitations of training data requirements. Given that the online model is
trained on the fly, it can adapt to unseen programs and hardware platforms. However,
online-trained cost models may be inaccurate due to limited data availability. Relying
entirely on such models can lead to overfitting to local observations, causing the op-
timisation process to get stuck in local optima and miss globally better solutions. To
address the issue, we employ Bayesian optimisation (BO), which explicitly accounts for
model uncertainty and balances exploration and exploitation efficiently. BO’s probab-
ilistic framework incorporates uncertainty into the decision-making process, ensuring
that the search is not overly reliant on potentially inaccurate predictions. Instead,
it explores the optimisation space in a way that balances risk and reward, effectively
guiding the search even when model inaccuracies are present. This makes BO a ro-
bust choice for optimising compiler phase ordering in dynamic environments, where
obtaining precise models is inherently difficult.

Unlocking the potential of BO in compiler auto-tuning requires overcoming several
challenges. In particular, the high-dimensional search space of compiler phase ordering
poses a significant obstacle. To address this, we propose an optimised BO method with
a carefully designed initialisation strategy for general high-dimensional optimisation
problems. This method is further customised to leverage the unique characteristics of
phase ordering, enabling its effective application to the problem.

3
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Figure 1.1: The compilation flow for applying customised pass sequences.

The remainder of this chapter discusses the compiler phase ordering problem in
detail, highlights the challenges of applying BO, and outlines the key contributions of
this thesis. Finally, the overall structure of the document is presented.

1.1 Problem Scope

As depicted in Figure 1.1, modern optimisation compilers are organised as a sequence of
three modules: front-end, optimiser (middle-end), and back-end. The front end trans-
lates the source code into an intermediate representation (IR), which is then optimised
by the optimiser. The optimiser applies a sequence of optimisation passes to the IR to
improve the program’s performance. Finally, the back-end translates the IR into the
target machine code. For programs with multiple source files (e.g., C programs with
‘.c’ files), each file can be treated as an independent optimisation unit, referred to as a
module.

The optimisation passes used in the middle end can be classified into two categories:
analysis and transformation. Analysis passes collect information about the program,
such as control flow graphs, data dependence graphs, and alias information, without
changing the IR. Transformation passes modify the program to improve performance,
such as loop unrolling, inlining, and vectorisation. Transformation passes can be ap-
plied in different orders to the IR, and the order in which the passes are applied can
significantly affect the performance of the generated code.

In this thesis, we focus on compiler phase ordering, which is the problem of finding
the optimal order of optimisation passes to improve the performance of the generated
code. Although compiler phase ordering typically does not affect program correctness,

4



1.2 Research Challenges

rare cases may arise where certain orderings introduce crashes or semantic errors. To
ensure correctness, we apply differential testing, a technique that compares the out-
puts of the original and optimised programs on the same inputs to detect semantic
deviations. In our settings, a pass can be applied multiple times within a single pass
sequence to optimise an individual source file. This leads to the fact that the search
space grows exponentially with the number of optimisation passes and parameters we
consider, making it infeasible to perform an exhaustive search for the optimal config-
uration. Given n optimisation passes, the number of possible sequences of length k is
nk. For example, with 69 passes included in the LLVM 17 -O3 optimisation level and a
maximum sequence length of 120, the number of possible pass sequences is 69120, which
leads to astronomically large search space. Besides, unlike previous work, we allow the
application of different pass sequences to different modules, thus expanding the search
space and imposing higher demands on the search algorithm.

This thesis employs Bayesian optimisation (BO) to improve the autotuning effi-
ciency of compiler phase ordering. However, the unique characteristics of the compiler
phase ordering problem pose several challenges to the application of BO, which are
discussed in the following section.

1.2 Research Challenges

BO provides a principled way to employ an online cost model to improve the efficiency
of autotuning the compiler phase ordering problem. However, there are three challenges
that must be overcome to realise the goal.

1.2.1 High-Dimensional Optimisation Space

BO is known to be competitive in low-dimensional optimisation problems [6], where
it can efficiently balance exploration and exploitation to locate the global optimum.
However, its performance deteriorates significantly as the dimensionality or the size
of the search space increases. This is particularly problematic for the phase order-
ing problem, which is inherently high-dimensional. In compiler phase ordering, the
search space grows exponentially with the number of available optimisation passes and
the maximum sequence length, creating a combinatorial explosion that standard BO
techniques struggle to handle.
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1.2 Research Challenges

Despite extensive research on extending BO to high-dimensional problems, the
majority of existing methods still exhibit poor performance, particularly in challen-
ging scenarios. Popular approaches like trust region-based local Bayesian optimisation
(TuRBO) [7] have shown promise in high-dimensional continuous optimisation by it-
eratively exploring local regions of the search space. However, they are designed for
continuous optimisation problems and are not directly applicable to the phase ordering
problem with a complex categorical search space. Moreover, while some recent high-
dimensional BO techniques attempt to adapt to categorical or structured spaces, they
often assume that the number of categories (the number of passes in the phase order-
ing problem) is small or rely on additional domain-specific priors to perform well [8, 9].
Neither of these requirements is feasible in the context of compiler autotuning. As a
result, the applicability of high-dimensional BO methods to phase ordering tasks re-
mains largely unexplored, leaving a significant gap in optimisation techniques capable
of addressing this challenging problem.

1.2.2 Complex Interactions between Compiler Passes

The interactions between different compiler passes are highly complex and vary de-
pending on the programs being optimised, making it extremely difficult to model their
combined effects accurately. The non-commutative nature of compiler passes means
that one pass’s effect can significantly alter subsequent passes’ effectiveness. For in-
stance, certain optimisation passes might improve performance in some cases, but if
the preceding or subsequent passes are incompatible, the results could be detrimental.
As a result, the performance impact of a sequence of passes is not simply the sum of
the individual effects but rather is shaped by the complex interdependencies between
the passes.

These interactions complicate the task of predicting the performance impact of a
given pass sequence, requiring a model that can capture the intricate dependencies
between passes. Traditional surrogate models like Gaussian processes [10] used in BO
struggle with this level of complexity. Even with more expressive models designed for
sequence modelling, such as recurrent neural networks (RNNs) [11] and transformers
[12], the high-dimensional and categorical nature of the compiler optimisation search
space presents a significant challenge. These models require a large amount of training
data to effectively capture the complex relationships within such spaces. However, in
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practice, the search budget for compiler autotuning is typically limited to only a few
hundred evaluations, which is far from sufficient to provide the large dataset needed
to train deep learning models like RNNs and transformers without overfitting. Fur-
thermore, incorporating uncertainty estimates into these models would necessitate the
use of Bayesian neural networks [13], which are computationally expensive and require
careful parameter tuning, making their application even more impractical in this con-
text.

In summary, the combination of complex, non-linear interactions between compiler
passes, the high-dimensional and categorical nature of the search space, and the lim-
itations of current machine learning models make it difficult to accurately predict the
performance impact of pass sequences.

1.2.3 Practicality Barriers

Although an extensive body of work shows compiler phase ordering can improve ap-
plication performance [14, 15], the adoption of compiler phase ordering to real-world
applications is limited. Firstly, real-world applications are often composed of multiple
source files (referred to as modules in this thesis). Applying one optimisation sequence
to all source files will restrict the optimisation potential, but autotuning all source files
one by one is too time-consuming and impractical. Many source files might already be
optimised well with a default optimisation sequence like -O3; thus, autotuning them is
unnecessary. This requires a multi-module compiler phase ordering approach. Secondly,
engineering efforts are required to apply compiler phase ordering to a real-world ap-
plication. To integrate custom optimisation sequences into the compilation process,
users need to understand and then manually re-implement the compilation process of
the application as a function to be interacted with by the autotuning algorithms. This
is a barrier for users who are not familiar with compiler internals. For real-world ap-
plications, the compilation process is often complex and involves many source files,
which makes the manual implementation of the compilation process error-prone and
time-consuming.
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1.3 Contributions

This thesis presents a novel BO-based approach that addresses the challenges outlined
above to compiler phase ordering. The proposed approach leverages pass-related com-
pilation statistics to guide the search for the optimal order of optimisation passes. It
uses an adaptive BO scheme to dynamically allocate the search budget across multiple
source files within a single program. The proposed approach is evaluated on a set of
benchmark programs and compared with existing compiler phase ordering approaches.
The key contributions of this thesis are:

High-dimensional BO. Firstly, it investigates a largely understudied problem in high-
dimensional BO, concerning the impact of acquisition function maximiser initialisation
on exploiting acquisition functions’ capability. It proposes a simple but effective initial-
isation strategy to employ multiple heuristic optimisers to leverage the historical data of
black-box optimisation to generate initial points for the acquisition function maximiser.
Experimental results on a range of heavily studied synthetic functions and real-world
applications show that the proposed technique, while simple, can significantly enhance
the standard BO and outperform state-of-the-art methods by a large margin in most
test cases. In over half of the cases, it achieves better performance than standard BO
using only 1/2 of the search budget required for standard BO to converge. The idea
of heuristic acquisition function maximiser initialisation can be applied to any type of
optimisation problem, including discrete and categorical problems like compiler phase
ordering. This addresses the high-dimensional optimisation space challenge (Sec 1.2.1).
Chapter 4 presents this work.

Modelling Compiler Pass Interactions. Next, based on the high-dimensional BO
method proposed in Chapter 4, it proposes the first BO-based approach for compiler
phase ordering by utilising pass-related compilation statistics to model the compiler
pass interactions. It also identifies and solves a coverage issue brought by the non-
uniform, sparse statistics feature space by customising the acquisition function design.
Evaluations conducted on a variety of benchmarks across different platforms demon-
strate the approach’s superior performance compared to competitive baselines. It
achieves comparable tuning results using only 1/3 of the search budget required by
other methods. The approach is particularly effective under constrained search budgets:
with a budget of 100 runtime measurements, it delivers up to a 17% improvement in
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program execution speed over random search and up to 10% over the strongest baseline.
Especially, on the SPEC CPU 2017 [16] benchmarks, our approach achieves an average
improvement of 6% over the default -O3 optimisation level and 2% over random search.
These results are particularly meaningful given the size and complexity of the SPEC
benchmarks, where achieving even small performance gains is notably difficult. This
addresses the challenge of complex compiler pass interactions (Sec 1.2.2). Chapter 5
discusses this work.

Addressing Practicality Barrier. Finally, it presents an adaptive BO scheme to
dynamically allocate the search budget across multiple source files within a single pro-
gram. Experimental results show the adaptive BO scheme can achieve up to a 2.5×
faster convergence time. It also develops a user-friendly framework for multi-module
compiler phase ordering. The user-friendly framework allows users to autotune the
compiler phase order of real-world multi-module applications without rewriting a com-
pilation process. This addresses the practicality barrier challenge (Sec 1.2.3). Chapter
5 presents this work.

1.4 Thesis Outline

The remainder of this thesis is organised as follows.

• Chapter 2 provides the background knowledge of Bayesian optimisation and heur-
istic optimisation algorithms used in this work.

• Chapter 3 provides a review of the relevant literature. It first reviews prior
work on high-dimensional BO and then discusses existing approaches to compiler
autotuning. It also outlines the existing work of BO used in code optimisation,
before describing prior code characterisation approaches.

• Chapter 4 investigates a largely ignored bottleneck of the high-dimensional BO
problem, i.e., the acquisition function maximisation. It proposes a simple but
effective strategy to initialise the acquisition function maximiser. By employ-
ing multiple heuristic optimisers to leverage the historical data of black-box op-
timisation to generate initial points for the acquisition function maximiser, it
significantly improves the performance of BO in high-dimensional optimisation
problems. This chapter is based on the work published in:
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– Jiayu Zhao, Renyu Yang, Shenghao Qiu, and Zheng Wang, “Unleashing the
Potential of Acquisition Functions in High-Dimensional Bayesian Optimiza-
tion”, Transactions on Machine Learning Research (TMLR), 2024.

• Chapter 5 develops a novel approach to compiler phase ordering that integrates
pass-related compilation statistics into the high-dimensional BO method proposed
in Chapter 4. It also presents an adaptive BO scheme to dynamically allocate the
search budget across multiple source files within a single program. It evaluates
the proposed approach on a diverse set of benchmark programs of varying sizes,
highlighting its scalability. This chapter is based on the work published in:

– Jiayu Zhao, Chunwei Xia, and Zheng Wang, “Leveraging Compilation Stat-
istics for Compiler Phase Ordering,” IEEE International Parallel and Dis-
tributed Processing Symposium (IPDPS), 2025.

• Chapter 6 concludes the thesis and discusses future research directions.

10



Chapter 2

Background

This chapter provides an overview of the techniques and theory used in this thesis.
Section 2.1 introduces the background of Bayesian optimisation (BO). Section 2.2 dis-
cusses heuristic optimisation methods that are employed in the work of this thesis
before summarizing this chapter in Section 2.3.

2.1 Bayesian Optimisation

Bayesian optimisation (BO) is a powerful machine-learning-based approach designed to
solve expensive black-box function optimisation problems [17], typically formulated as
x∗ = arg minx f(x). The primary goal of BO is to identify the optimal solution x∗ with
the minimum number of function evaluations, which is crucial when each evaluation is
costly.

BO consists of two main components: a Bayesian statistical surrogate model and
an acquisition function (AF). The surrogate model, often implemented as a Gaussian
process (GP) [10], provides a probabilistic model of the objective function. This model
generates a posterior probability distribution over the possible values of f(x) at any
candidate point x, which is updated iteratively as new observations are made. The sur-
rogate model’s output includes both the predicted mean and the uncertainty (variance),
which are essential for constructing the AF.

The AF guides the search for the optimum by balancing exploration (sampling
points with high uncertainty) and exploitation (sampling points with high predicted
values). The AF uses the surrogate model’s predictions to determine the most promising
points to sample next.
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Figure 2.1: The general workflow of Bayesian optimisation.

The general workflow of BO is illustrated in Figure 2.1. The key steps involved in
BO are as follows:

1. Initialisation: Begin with an initial set of sample points and evaluate the ob-
jective function at these points to gather initial data.

2. Surrogate Model Construction: Use the initial data to construct the surrog-
ate model, typically a GP, which provides a probabilistic estimate of the objective
function.

3. Acquisition Function Maximization: Optimise the AF to identify the next
candidate point for evaluation. This step involves balancing exploration and
exploitation based on the surrogate model’s predictions.

4. Sample Evaluation: Evaluate the objective function at the candidate point
suggested by the AF.

5. Model Update: Update the surrogate model with the new data point, refining
the posterior distribution of the objective function.

6. Iteration: Repeat steps 3 to 5 until a stopping criterion is met, such as a max-
imum number of iterations or convergence to a satisfactory solution.

In the following two subsections, we introduce Gaussian processes (GPs) and ac-
quisition functions (AFs) in more detail, as they are the core components of BO.

12



2.1 Bayesian Optimisation

2.1.1 Gaussian Process

Gaussian processes (GPs) [10] have long been the mainstream surrogate model for
BO due to their ability to provide a principled framework for modelling uncertainty in
function evaluations. To address the computational challenges associated with GPs, al-
ternative approaches such as using random forest [18, 19] and Bayesian neural networks
[20, 21] as surrogate models have been proposed, aiming to reduce the computational
cost. However, recent advancements in scalable Gaussian processes [22] have signi-
ficantly alleviated these concerns, making the computational cost of GPs no longer a
bottleneck in many applications. Given that GPs continue to demonstrate superior
performance across a wide range of tasks, we have also chosen to use GPs in our work
to implement BO.

A GP is a collection of random variables, any finite number of which have a joint
Gaussian distribution. Formally, a Gaussian process is defined as a distribution over
functions, where any finite set of function values evaluated at input points follows a
multivariate Gaussian distribution, denoted as:

f(x) ∼ GP
(
m(x), k(x, x′)

)
where m(x) is the mean function and k(x, x′) is the covariance function, also known
as the kernel function. The mean function m(x) captures the expected value of the
function at each input point, while the covariance function k(x, x′) represents the sim-
ilarity between two points x and x′, determining how correlated their corresponding
function values are in the GP. When used for regression, a GP provides not only the
predicted function values µ(x) but also the uncertainty (variance) σ(x) associated with
those predictions.

Typically, the mean function m(x) is typically set to a constant 0. Hence, the choice
of the kernel k(x, x′) defines the properties of the Gaussian process. Commonly used
kernels include:

RBF Kernel: The Radial Basis Function (RBF) kernel [23], also known as the
squared exponential kernel, is one of the most widely used kernels. It is defined as:

kRBF(x, x′) = σ2
f exp

(
−∥x− x′∥2

2l2

)
(2.1)

where σ2
f is the signal variance and l is the length scale. The RBF kernel assumes that

the function is smooth and varies smoothly over the input space.
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Matern Kernel: The Matern kernel is a generalisation of the RBF kernel and
provides more flexibility in modelling the smoothness of the function [24]. It is defined
as:

kMatern(x, x′) = σ2
f

21−ν

Γ(ν)

(√
2ν∥x− x′∥

l

)ν

Kν

(√
2ν∥x− x′∥

l

)
(2.2)

where ν is a parameter that controls the smoothness of the function, Γ(·) is the gamma
function, and Kν(·) is the modified Bessel function of the second kind. Common choices
for ν are 1

2 , 3
2 , and 5

2 , which correspond to different levels of smoothness.
These kernels can be combined or extended to create more complex kernels that

capture specific properties of the objective function. The choice of kernel depends on the
prior knowledge about the function and the specific requirements of the optimisation
problem. However, the RBF and Matern kernels are widely used due to their flexibility
and effectiveness in modelling a wide range of functions. The length scale parameter l

in the kernel function determines the smoothness of the function. A smaller length scale
allows the function to vary more rapidly, while a larger length scale enforces smoother
variations. In practice, the length scale can differ for each input dimension, allowing
the Gaussian process to adapt to varying degrees of smoothness in different directions
of the input space. This is achieved by using an anisotropic kernel, where the length
scale is a vector l = [l1, l2, . . . , ld] with a separate length scale for each dimension d.

For example, the anisotropic RBF kernel is defined as:

kRBF(x, x′) = σ2
f exp

(
−1

2

d∑
i=1

(xi − x′
i)2

l2i

)
(2.3)

In this formulation, each dimension i has its own length scale li, allowing the kernel
to capture different levels of smoothness along each dimension. The length scales can
be learned from the data by maximising the marginal likelihood of the Gaussian process
[25], providing a flexible and powerful way to model complex functions.

2.1.2 Acquisition Function

The acquisition function (AF) is a key component of BO that guides the search for
the global optimum. It quantifies the utility of sampling a candidate point x based on
the surrogate model’s prediction and uncertainty. The goal is to maximise the AF to
identify the most promising candidate point for evaluation.
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One prevalent AF is the Upper Confidence Bound (UCB) function [26], denoted as:

αUCB(x) = µ(x) +
√

βt · σ(x) (2.4)

where µ(x) and σ(x) are the posterior mean (prediction) and posterior standard de-
viation (uncertainty) at point x predicted by the surrogate model, and βt is a hyper-
parameter that trades off between exploration and exploitation. A higher value of βt

encourages exploration by giving more weight to the uncertainty term.
Another commonly used AF is the Expected Improvement (EI) [27], which is defined

as:
αEI(x) = E[max(f(x+)− f(x), 0)] (2.5)

where f(x+) is the best-observed value of the objective function so far, the EI function
quantifies the expected amount of improvement over the current best value. It balances
exploration and exploitation by considering the predicted mean and the uncertainty.

The Probability of Improvement (PI) [6] is another AF, defined as:

αPI(x) = P(f(x) ≤ f(x+)) (2.6)

where f(x+) is the best-observed value of the objective function so far, the PI function
measures the probability that the objective function at point x will improve upon
the current best value. It focuses more on exploitation by favouring points with high
predicted improvement probability.

Each AF has its own advantages and disadvantages. The UCB function is highly
adaptable due to its tunable parameters, making it suitable for a variety of optimisa-
tion scenarios. The EI function is popular because it effectively balances exploration
and exploitation without the need for extensive parameter tuning, which is particularly
useful when evaluating the objective function is costly. The PI function is computa-
tionally simpler and faster but may risk premature convergence if it does not explore
the search space adequately.

In practice, the choice of AF depends on the specific characteristics of the optim-
isation problem and the desired balance between exploration and exploitation. It is
common to experiment with different AFs to determine the most effective one for a
given problem.
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Monte Carlo Acquisition Function

Monte Carlo acquisition functions (AFs) [28] are introduced here because they offer a
flexible and powerful approach to approximating AFs that are otherwise analytically
intractable. By leveraging Monte Carlo sampling, these functions can handle complex
scenarios, such as batch evaluations and derivative information, which are essential for
efficient and effective BO. In the following, we provide details about how Monte Carlo
AFs are calculated.

Many common AFs, like the aforementioned UCB EI and PI, can be expressed
as the expectation of some real-valued function of the model output(s) at the design
point(s):

α(X) = E
[
a(ξ) | ξ ∼ P(f(X) | D)

]
where X = (x1, . . . , xq), and P(f(X) | D) is the posterior distribution of the function
f at X given the data D observed so far.

Evaluating the AF thus requires evaluating an integral over the posterior distribu-
tion. In most cases, this is analytically intractable. In particular, analytic expressions
generally do not exist for batch AFs that consider multiple design points jointly (i.e.,
q > 1).

An alternative is to use (quasi-) Monte-Carlo sampling to approximate the integrals.
A Monte-Carlo (MC) approximation of α at X using N MC samples is

α(X) ≈ 1
N

N∑
i=1

a(ξi)

where ξi ∼ P(f(X) | D).
For instance, for MC-estimated Expected Improvement, we have:

qEI(X) ≈ 1
N

N∑
i=1

max
j=1,...,q

{
max(ξij − f∗, 0)

}
, ξi ∼ P(f(X) | D)

where f∗ is the best function value observed so far (assuming noiseless observations).
Using the reparameterization trick [29, 30],

qEI(X) ≈ 1
N

N∑
i=1

max
j=1,...,q

{
max

(
µ(X) j + (L(X)ϵi) j − f∗, 0

)}
, ϵi ∼ N(0, I)

where µ(X) is the posterior mean of f at X, and L(X)L(X)T = Σ(X) is a root
decomposition of the posterior covariance matrix.

The advantages of Monte Carlo AFs include:
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• Batch Support: They can handle batch evaluations, allowing multiple points to
be evaluated simultaneously, which is useful in parallel computing environments.

• Derivative Information: They can incorporate derivative information, improv-
ing the efficiency and accuracy of the optimisation process.

• Flexibility: They can approximate complex integrals that are otherwise intract-
able, making them suitable for a wide range of AFs and optimisation problems.

Because of these advantages, Monte Carlo AFs rather than analytic AFs are widely
used in practice. This thesis also adopts Monte Carlo AFs to handle complex optim-
isation scenarios and improve the efficiency and effectiveness of BO.

2.2 Heuristic Optimisation

This section describes three popular heuristic optimisation techniques which are used
in this thesis: Genetic Algorithms (GAs), Covariance Matrix Adaptation Evolution
Strategy (CMA-ES), and Discrete 1+λ Evolution Strategy (DES). GA can be used for
both continuous and discrete optimisation problems. CMA-ES only supports numerical
continuous optimisation problems. DES is designed for discrete optimisation problems.
These methods are employed in Chapters 4 and 5 to achieve high-dimensional BO by
better initialising the AF maximisation process.

2.2.1 Genetic Algorithm

Genetic Algorithms (GAs) [31, 32] are a class of optimisation algorithms inspired by
the process of natural selection. They are widely used in optimisation problems where
the search space is large and complex. We will apply GA in Chapters 4 and 5 to
improve the initialisation of the AF maximisation process. GAs maintain a population
of candidate solutions and iteratively evolve them to find the optimal solution. The
workflow of GAs is shown in Figure 2.2. The key components of GAs are as follows:

1. Initial Population: The initial population is generated randomly or based on
some heuristic. This population represents a diverse set of potential solutions to
the optimisation problem. The size of the population is a crucial parameter that
can affect the convergence speed and the quality of the final solution.
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Figure 2.2: The general workflow of a genetic algorithm (GA).

2. Evaluation: Each individual in the population is evaluated using a fitness func-
tion, which quantifies how good the solution is with respect to the optimisation
objective. The fitness function is problem-specific and plays a critical role in
guiding the search process.

3. Survival: Survival determines which individuals are carried over to the next
generation. This can be done using various strategies, such as:

• Elitism: The best individuals are guaranteed to survive to the next gener-
ation.

• Generational Replacement: The entire population is replaced by the
offspring.

• Steady-State Replacement: Only a few individuals are replaced in each
generation.

4. Selection: Selection is the process of choosing individuals from the current pop-
ulation to create offspring for the next generation. Common selection methods
include:
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• Roulette Wheel Selection: Individuals are selected based on their fitness
proportionate to the total fitness of the population.

• Tournament Selection: A subset of individuals is chosen randomly, and
the best individual from this subset is selected.

• Rank Selection: Individuals are ranked based on their fitness, and selection
is based on this ranking.

5. Crossover: Crossover, also known as recombination, is the process of combining
two parent solutions to produce offspring. Common crossover methods include:

• Single-Point Crossover: A single crossover point is chosen, and the seg-
ments of the parents are swapped to create offspring.

• Two-Point Crossover: Two crossover points are chosen, and the segments
between these points are swapped.

• Uniform Crossover: Each gene in the offspring is chosen randomly from
one of the corresponding genes of the parents.

6. Mutation: Mutation introduces random changes to individual solutions to main-
tain genetic diversity within the population. This helps to avoid premature con-
vergence to local optima. Common mutation methods include:

• Bit Flip Mutation: Each bit in the individual’s representation is flipped
with a certain probability.

• Swap Mutation: Two genes in the individual’s representation are swapped.

• Scramble Mutation: A subset of genes is chosen, and their order is ran-
domly shuffled.

2.2.2 Covariance Matrix Adaptation Evolution Strategy

Covariance Matrix Adaptation Evolution Strategy (CMA-ES) [33, 34] is a popular
evolutionary algorithm for continuous optimisation. It is a variant of the Evolution
Strategy (ES) family, which is inspired by the natural evolution process. The key idea
behind CMA-ES is to maintain a multivariate Gaussian distribution that models the
search space. The distribution is iteratively updated to adapt to the landscape of the
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Figure 2.3: Illustration of how CMA-ES evolves on a simple two-dimensional prob-
lem. In the plot, the shading indicates the spherical optimisation landscape, where
lighter colours represent lower function values, indicating better areas of the optim-
isation landscape, and darker colours represent higher function values, corresponding
to less optimal regions. It clearly shows how the multivariate Gaussian distribution
(dashed line) evolves during the optimisation. CMA-ES uses the multivariate Gaussian
distribution to generate its candidate evaluation points (dots).

20



2.2 Heuristic Optimisation

optimisation problem. We will apply CMA-ES in Chapter 4 to improve the initialisation
of the AF maximisation process in general continuous BO tasks.

One of the key differences between CMA-ES and standard Evolution Strategies (ES)
is that the Gaussian distribution in CMA-ES evolves over time. In standard ES, the
search distribution is typically fixed or changes in a predefined manner. However, in
CMA-ES, the covariance matrix of the Gaussian distribution is adapted based on the
fitness evaluations of the candidate solutions. This allows CMA-ES to learn and exploit
the structure of the optimisation landscape, making it more effective at navigating
complex, non-linear, and high-dimensional search spaces.

Figure 2.3 illustrates how CMA-ES evolves on a simple two-dimensional problem.
The algorithm starts with a multivariate Gaussian distribution that generates candidate
evaluation points. The candidate points are evaluated, and the distribution is updated
based on the evaluation results. The process is repeated until the algorithm converges
to the optimal solution.

The CMA-ES algorithm follows these steps:

1. Initialisation: Initialise the mean vector m0, step-size σ0, and covariance matrix
C0. Set the generation counter k = 0.

2. Sampling: Generate λ offspring by sampling from the multivariate normal dis-
tribution:

xi ∼ N(mk, σ2
kCk), i = 1, . . . , λ (2.7)

where λ is the population size.

3. Evaluation: Evaluate the fitness of each offspring xi using the objective function.

4. Selection: Select the µ best offspring based on their fitness values. Typically,
µ ≤ λ/2

5. Adaptation: Update the mean vector mk to mk+1, step-size σk to σk+1 and
covariance matrix Ck to Ck+1. Details are show in equations 2.8–2.12.

6. Termination: Check the termination criteria (e.g., maximum number of gen-
erations, convergence tolerance). If the criteria are met, stop the algorithm;
otherwise, increment the generation counter g and repeat from step 2.
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Details of the adaptation step are as follows: Firstly, the mean vector is updated
using the selected µ offspring:

mk+1 =
µ∑

i=1
wi xi:λ (2.8)

where xi:λ denotes the i-th best offspring (according to their function values) and wk

are predefined weights which satify w1 ≥ w2 ≥ · · · ≥ wµ > 0. This ensures that the
mean vector moves towards the promising regions of the search space. Typically, the
weights are chosen such that µw := 1/

∑µ
i=1 w2

i ≈ λ/4.
The step-size σk is updated via path length control, also known as the cumulative

step-size adaptation (CSA). The evolution path pσ is updated as follows:

pσ ← (1− cσ)pσ +
√

1− (1− cσ)2√µw C
−1/2

k

mk+1 −mk

σk
(2.9)

where the update term follows a standard normal distribution N(0, I) under neutral
selection. The step-size then evolves according to:

σk+1 = σk × exp
(

cσ

dσ

( ∥pσ∥
E∥N(0, I)∥ − 1

))
(2.10)

where key parameters include:

• c−1
σ ≈ n/3, determining the adaptation time scale,

• µw =
(∑µ

i=1 w2
i

)−1, representing the variance-effective selection mass,

• C
−1/2

k as the symmetric square root of C−1
k ,

• dσ, a damping factor typically close to one.

The covariance matrix update follows a similar structure, beginning with the update
of the evolution path pc:

pc ← (1− cc)pc + 1[0,α
√

n](∥pσ∥)
√

1− (1− cc)2√µw
mk+1 −mk

σk
(2.11)

and the covariance matrix is adjusted as:

Ck+1 = (1− c1 − cµ + cs)Ck + c1pcp
T
c + cµ

µ∑
i=1

wi
xi:λ −mk

σk

(
xi:λ −mk

σk

)T

(2.12)

where parameters c1 ≈ 2/n2 and cµ ≈ µw/n2 control the learning rates for rank-one
and rank-µ updates, respectively. Other parameters include cc = 4/(n + 4), cs =
(1− µw)c1cc(2− cc), and α ≈ 2.
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2.2.3 Discrete 1+λ Evolution Strategy

Discrete 1+λ Evolution Strategy (DES) [35–38] is a simple and efficient evolutionary
algorithm for discrete optimisation problems. It is based on the Evolution Strategy
(ES) framework and is designed to handle combinatorial optimisation problems where
the search space consists of discrete variables. Unlike continuous evolution strategies
like CMA-ES, which rely on a Gaussian distribution to sample from the search space,
DES adopts a discrete mutation sampling strategy instead. We will apply DES in
Chapter 5 for compiler phase ordering by generating candidate pass sequences to be
evaluated by the AF during BO iterations.

The DES algorithm follows these steps:

1. Initialisation: Start with a randomly chosen solution x0 from the discrete search
space.

2. Mutation-based Sampling: Generate λ offspring by applying discrete muta-
tions to the current solution xt. For example, a simple discrete mutation strategy
involves randomly selecting a variable/dimension and modifying its value.

3. Evaluation: Evaluate the fitness of each offspring using the objective function.

4. Selection: Choose the best-performing solution among the parent and the off-
spring to become the next-generation parent xt+1.

5. Iteration: Repeat the mutation-selection cycle until a termination criterion is
met.

2.3 Summary

This chapter provides background on optimisation techniques used in this thesis to
develop an efficient compiler phase ordering algorithm. The following chapter surveys
research literature relevant to this work.
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Chapter 3

Related Work

This chapter surveys the literature relevant to this thesis. Section 3.1 reviews the
literature on compiler autotuning. Section 3.2 reviews research in Bayesian optimisa-
tion (BO), focusing first on high-dimensional BO, then discussing previous strategies
for acquisition function (AF) maximisation, as our work shows the AF maximisation
process is critical to high-dimensional BO. Section 3.3 surveys the literature on BO in
code optimisation. Section 3.4 discusses static IR-level code representation approaches.
Finally, Section 3.5 concludes.

3.1 Compiler Autotuning

An extensive body of work shows compiler phase ordering can improve application
performance [3]. Compiler autotuning techniques can be broadly categorised into two
groups: search-based methods and predictive modelling. Table 3.1 summarises these
two categories of compiler autotuning techniques. Search-based methods do not rely on
offline training or pre-built models. Instead, they explore the search space dynamically
during the optimisation process. Predictive model-based methods rely on offline train-
ing to build pre-built models to guide the optimisation process or directly predict the
optimal configuration. We review the two categories of compiler autotuning techniques
in the following sections.

3.1.1 Search-based Compiler Autotuning

Prior work typically takes a search-based auto-tuning process to navigate the compiler
optimisation space. This process involves applying different compiler pass sequences
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3.1 Compiler Autotuning

Table 3.1: Two categories of compiler autotuning techniques.

Category Characteristic Literature

Search-based methods Can adapt to arbitrary autotuning tasks [14, 39–69]
Predictive Model Optimising one or a few parameters or focusing on

code size reduction
[5, 15, 70–93]

to the target program, profiling the resulting binary, and using the performance meas-
urements as feedback to guide the search. Typical search algorithms, such as random
sampling, genetic algorithms (GA), hill climbing and simulated annealing [94], are com-
monly used to iteratively select the next configuration. The iterative process continues
until specific termination criteria are met, such as reaching the maximum number of
iterations or exhausting the allocated search time.

Cooper et al. [39, 41] are among the pioneers in the field, and their early work
contributes significantly to the literature by exploring the foundational concepts and
methodologies. They utilised genetic algorithms (GA) to identify an effective sequence
of compiler passes for minimising code size in embedded systems and discovered that
GA outperformed random search in finding superior sequences.

Kisuki et al. [40] introduced an iterative compilation framework designed for the
autotuning of loop tile sizes and unroll factors, independent of specific architectural
constraints, with the objective of minimising program execution times. They assess
various iterative strategies, including GA, random sampling, and simulated anneal-
ing. Due to the limited scope of their problem settings, the efficiency of these search
algorithms demonstrates comparable outcomes.

Almagor et al. [14] conducted an extensive experimental investigation into the com-
pilation sequence space using established benchmarks to assess the compiler phase order
space. They employed Genetic Algorithms (GA), hill climbing, and Greedy Construct-
ive Algorithms to navigate this space. Their findings indicate that 80% of local minima
within the compilation sequence space are within 5-10% of the optimal solution. By
utilising customised search algorithms, they demonstrate that personalised sequences,
identified within a range of 200 to 4550 compilation iterations, surpass fixed sequences
by 15-25%, underscoring the economic advantages of adaptive compilation methods.
Furthermore, they observed that GA frequently yields marginally better results than
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3.1 Compiler Autotuning

other techniques. However, these methods rely heavily on exhaustive search and are
computationally expensive, making them less practical for large-scale or time-sensitive
compilation tasks like compiler phase ordering.

A distinctive characteristic of compiler autotuning is that different compiler con-
figurations can produce identical binaries. This phenomenon is particularly evident in
compiler phase ordering. Kulkarni et al. [44] proposed techniques to improve genetic
algorithms (GA) for compiler phase ordering by reducing redundant executions. Their
approach identifies sequences that generate the same binaries, thereby eliminating un-
necessary application runs and enhancing search efficiency. While effective for pruning
redundant evaluations, this approach still depends on search heuristics and lacks a cost
model to guide the search intelligently.

In addition to single-objective optimisation, Hoste et al. [48] proposed a compiler
flag selection framework that utilises multi-objective evolutionary search to automat-
ically discover Pareto-optimal optimisations. By exploring the trade-offs between ex-
ecution time and compilation time, they analyse the resulting Pareto-optimal flags to
provide insights into the significance of different compiler optimisations.

The diversity of real-world programs and the complexity of compiler parameters
create a demand for frameworks capable of adapting to varied optimisation landscapes.
OpenTuner [62] addresses this challenge by providing ensemble-based search capabilit-
ies, which integrate multiple search algorithms including genetic algorithms (GA), hill
climbing, simulated annealing, and particle swarm optimisation (PSO) to efficiently
navigate the optimisation space. A key feature of OpenTuner is its simultaneous use of
ensembles of disparate search techniques. These techniques are dynamically evaluated
during the search process, and those demonstrating better performance are allocated
a larger proportion of tests. This adaptive approach ensures that the most effective
strategies are prioritised, enabling the framework to achieve high-quality optimisation
results across diverse programs and parameter configurations.

Similarly, Cummins et al. [67] employed Nevergrad [95], another open-source frame-
work that supports multiple search algorithms, to tackle the compiler phase-ordering
problem. Nevergrad adaptively selects the most suitable algorithm based on the prob-
lem settings, demonstrating state-of-the-art performance in the CompilerGym environ-
ment. Together, these frameworks highlight the importance of adaptive and ensemble-
based approaches in addressing the challenges of compiler optimisation. Despite their

26



3.1 Compiler Autotuning

flexibility, OpenTuner and Nevergrad do not incorporate program-specific or compiler-
specific modelling, and lack the ability to capture interactions between compiler phases,
which limits their effectiveness in addressing the phase-ordering problem.

Recently, Bayesian optimisation (BO) has also been introduced in compiler autot-
uning [61]. In Section 3.3, we will discuss in detail how BO has been applied to broader
software autotuning problems, such as algorithm configuration tuning. Furthermore,
we will highlight the key differences between these existing BO-based approaches and
our work, emphasising how our method addresses their limitations and introduces novel
contributions to the field.

Overall, pure search techniques are flexible and adaptable, making them suitable for
a wide range of compiler autotuning tasks. However, they can be time-consuming and
may struggle with high-dimensional search spaces. Predictive model-based techniques
presented in the next section, however, use prior knowledge to build a model offline,
which either directly predicts the best compilation configuration or guides the search
process, thereby significantly reducing the number of executions required for a new
program.

3.1.2 Predictive Modelling

Machine learning and data-driven techniques for compiler autotuning have been ex-
tensively explored in prior research. These techniques require the collection of offline
training data on a set of training programs that sufficiently cover the optimisation space
encountered in practice. Each training program is compiled and executed under various
compiler configurations, and the performance of each configuration is measured. The
resulting data, consisting of program features, compiler configurations, and observed
performance, is then used to train the predictive model. Stephenson et al. [70] were
pioneers in applying supervised classification to predict loop unroll factors, demonstrat-
ing the potential of machine learning in optimising compiler decisions. Their approach
relied on manually crafted features. In later studies on loop optimisation, deep learn-
ing techniques began to replace handcrafted features, offering improved results. For
instance, Ameerhajalicgo et al. [84] developed NeuroVectorizer, an end-to-end frame-
work for predicting vectorisation factors, leveraging deep learning to achieve better
performance.

In the area of compiler flag selection, Cavazos et al. [72] proposed a method to lever-
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3.1 Compiler Autotuning

age performance counters as features to build predictive models to reduce the search
space and enhance optimisation efficiency. These performance counters are collected by
executing the program compiled with the default -O0 optimisation level and monitor-
ing hardware-level events such as cache misses, branch mispredictions, and instruction
counts. The collected counters serve as a dynamic characterisation of the program’s
behaviour and are used as input features to train machine learning models that pre-
dict the most promising compiler optimisations. The MILEPOST GCC framework,
introduced by Fursin et al. [75], represented a significant milestone by incorporating
machine learning into a self-tuning compiler. This framework automated the selection
of compiler optimisations based on program features, paving the way for more adaptive
and intelligent compilation systems. More recently, Cereda et al. [15] applied col-
laborative filtering techniques to leverage knowledge sharing across programs, further
improving optimisation outcomes.

Another notable development is the MLGO framework [5], which is the first full
integration of ML as a compiler pass in industrial compilers such as LLVM. However,
this framework only focused on optimisation objectives like code size, particularly in
cases involving a single pass, such as inlining.

There are also attempts to build a predictive model to directly predict the compiler
phase order using supervised learning [71, 81, 87] or reinforcement learning [76, 83, 89].
One of the simplest approaches is to predict the optimisation order based on feature-
based program similarity. For example, Agakov et al. [71] leverage this similarity
together with a nearest-neighbour method to guide the selection of compiler optimisa-
tions. However, as collecting sufficient training samples to cover the high-dimensional
phase ordering optimisation space is difficult, these approaches either limit the number
of compiler passes considered or reduce the search space by grouping compiler phases
into sub-sequences. For instance, Kulkarni et al. [76] restricted their approach to con-
sidering only up to 7 compiler passes, significantly reducing the complexity of the search
space. Similarly, MIComp [81] clustered the passes of the -O3 optimisation level into 5
sub-sequences and focused solely on reordering these sub-sequences. These strategies
demonstrate practical compromises to manage the high-dimensional nature of the phase
ordering problem, but they also highlight the limitations of current methods in fully
exploring the vast optimisation space.

Overall, previous studies underscore the growing importance of data-driven meth-
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ods in addressing the challenges of modern compiler design and optimisation. However,
they often focused on small problems. The application of machine learning-based pre-
dictive models to general-purpose, industrial compilers like LLVM remains a problem
[5]. Especially, the application of compiler phase ordering for execution time optimisa-
tion faces several key challenges that impact its scalability and adaptability. Firstly,
the vast diversity of real-world programs makes it difficult to cover all possible scen-
arios in the training process. Secondly, the optimal pass sequence of programs is highly
dependent on the input data, introducing an additional layer of complexity. We can’t
know in advance the typical workload for an unseen program during training processes.
Thirdly, collecting reliable training datasets is expensive and time-consuming for the
objective of optimising run time, as it requires running programs in isolated environ-
ments to ensure the accuracy of the measurements. Furthermore, the phase ordering
search space is astronomically large, leading to extensive training data requirements.
Together, these factors make applying offline machine learning to phase ordering to
runtime performance optimisation, almost infeasible.

3.2 Bayesian Optimisation

This thesis focuses on high-dimensional Bayesian Optimisation (BO) as a solution to
the challenges introduced by the large number of parameters in compiler autotuning
tasks. We begin by reviewing existing research on high-dimensional BO and discussing
the limitations of applying these methods to the compiler phase ordering problem.
Based on our findings in Chapter 4, which highlight the significance of the acquisition
function (AF) maximisation process in high-dimensional BO, we subsequently examine
prior methods for maximising the AF.

3.2.1 High-Dimensional Bayesian Optimisation

High-dimensional BO has garnered significant attention due to its scalability and prac-
tical applicability challenges. These challenges can be broadly categorised into two
aspects. First, the number of search iterations required increases with the problem’s
dimensionality, while the computational cost of Gaussian processes (GPs) grows cu-
bically with the number of search iterations. This makes it difficult to scale BO for
high-dimensional tasks. Second, in terms of search efficiency, for most high-dimensional
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Table 3.2: High-dimensional Bayesian optimisation techniques.

Technique Assumption Literature

Low-dimensional Embedding The target function has redundant di-
mensions

[96–102]

Function Decomposition The target function has additive
structures

[103–108]

Block Coordinate Descent None [109–112]
Surrogate Model Re-design None [113–115]
Trust Region None [7–9, 116]

problems, BO yields worse results than model-free heuristic algorithms with the same
number of search iterations (This contrasts with the low-dimensional case, where BO
typically outperforms heuristic algorithms).

Fortunately, the first challenge has been largely alleviated by recent developments in
scalable GPs [22, 117–122]. Sparse Gaussian Process Regression (SGPR), introduced in
[118], reduces the computational cost by approximating the full covariance matrix with
a set of inducing variables. This method leverages a variational approach to efficiently
model the underlying function. On the other hand, Structured Kernel Interpolation
(SKI), proposed in [120], further optimises scalability by interpolating the kernel matrix
to reduce memory and computational complexity. Notably, GPyTorch [22], an open-
source library for scalable GPs, not only supports the SGPR and SKI methods but uses
a modified conjugate gradients algorithm to implement an exact GP inference method
with a time complexity of O(n2), which is significantly faster than the traditional O(n3)
complexity. GPyTorch also provides GPU acceleration and automatic differentiation,
making high-dimensional BO more feasible and efficient.

However, the second challenge remains a significant obstacle. To address this is-
sue, researchers have proposed various strategies, as summarised in Table 3.2. These
strategies can be broadly categorised into five types: low-dimensional embedding, ad-
ditive function decomposition, block coordinate descent, surrogate model re-design,
and trust region-based local BO. Among these strategies, trust region-based local BO
has recently gained popularity due to its simplicity and strong performance. We will
discuss these strategies in detail below.
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Low-dimensional Embedding

The low-dimensional embedding strategy assumes that the target function has redund-
ant dimensions. By mapping the high-dimensional space to a low-dimensional subspace,
standard BO can be performed in this low-dimensional space and then projected back
to the original space for function evaluations. This idea was first proposed in REMBO
[96] by Wang et al., where the authors introduce the concept of random linear embed-
dings to reduce the dimensionality of the input space. The random embeddings are
implemented by using Gaussian matrix projections, which are supported by theoretical
analysis to demonstrate that REMBO preserves the key characteristics of the original
function, making it well-suited for high-dimensional black-box optimisation problems.
Building upon the REMBO framework, Wang et al. extended the approach to handle
even larger dimensions in [97], up to a billion dimensions, making it applicable to
large-scale, real-world problems that involve massive search spaces.

While random linear embedding techniques have shown promise in reducing the
dimensionality of optimisation problems, their effectiveness has often been limited to
cases where the problem exhibits low effective dimensionality, i.e., where only a sub-
set of dimensions influences the objective function. To address this limitation, Qian
et al. introduced Sequential Random Embeddings [98], an extension that applies to
high-dimensional non-convex problems where all dimensions are effective, but many
have only a small bounded effect on the objective function. It refines the embedding
space sequentially as the optimisation process progresses, improving the efficiency of
optimisation in complex, high-dimensional spaces.

Unlike linear embedding techniques, non-linear embeddings are also used for high-
dimensional BO. The work presented in [99] proposed a structured low-dimensional
embedding method that leverages the structure of the target function to guide the
embedding process. The method uses a variational auto-encoder [123] to capture the
underlying function’s properties and embeds the input space into a low-dimensional
continuous manifold that preserves the neighbourhood relationships of the original
function. This approach is particularly effective for functions with complex structures.
However, random linear embeddings are more commonly used and favoured compared
to non-linear methods due to their simplicity, robustness, and lack of additional mod-
elling requirements.

Then, based on random linear embeddings, Nayebi et al. introduced a theoret-
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ically grounded approach called Hashing-enhanced Subspace Bayesian Optimisation
(HeSBO) [100]. HeSBO leverages hashing and sketching techniques to perform sur-
rogate modelling and AF optimisation in a low-dimensional subspace. This approach
significantly enhances computational efficiency while maintaining strong accuracy guar-
antees. In contrast to previous methods that relied on Gaussian matrix projections,
HeSBO avoids the complications associated with complex corrections in projections.

Binois et al. addressed the challenge of selecting a suitable low-dimensional do-
main when using linear embeddings for high-dimensional optimisation [101]. They
analyse the properties of random embeddings and propose a minimal low-dimensional
set that effectively represents the original search space. They also introduce an altern-
ative embedding procedure that simplifies the definition of the low-dimensional domain,
improving both practical performance and optimisation efficiency. Their approach is
demonstrated to outperform previous methods in BO tasks.

Benjamin et al. identified several crucial issues about the use of random linear
embeddings for high-dimensional BO and proposed Adaptive Linear Embedding for
Bayesian Optimisation (ALEBO) [102]. ALEBO improves high-dimensional BO by
using adaptive linear embeddings with Mahalanobis kernels and polytope constraints.
These innovations enhance the model’s ability to capture function structure, maintain
feasible search regions, and ensure high probability containment of the global optimum.

Overall, random embeddings, while supported by theoretical guarantees, still re-
quire the target function to have redundant dimensions in order to perform well. How-
ever, since the effective dimensionality is unknown for black-box functions, selecting
the optimal embedding dimension remains a challenge. Even state-of-the-art methods
like ALEBO and HeSBO still lag behind model-free evolutionary algorithms in high-
dimensional real-world tasks [102]. They are also limited to optimisation tasks with
continuous search space, making them unsuitable for compiler autotuning.

Function Decomposition

Function decomposition methods assume that the target function has an additive struc-
ture, i.e., variables in the design space are separable. In that case, the target black-box
function f can be decomposed into the following additive form,

f(x) = f (1)(x(1)) + f (2)(x(2)) + · · ·+ f (M)(x(M))
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where each x(j) represents a lower-dimensional component that includes several related
variables. This property can be exploited to simplify the optimisation process. By
decomposing the high-dimensional function into a sum of lower-dimensional functions,
the effective dimensionality of the model is the largest dimension among all additive
groups x(1), x(2), ..., x(M), thus reducing the complexity of the optimisation task. One of
the earliest works in this area is Add-GP-UCB [103], which models the target function
as a sum of GPs, each defined over a subset of dimensions. This approach significantly
reduces the search complexity and improves scalability.

Building on the Add-GP-UCB framework, Wang et al. proposed a batched version
of additive BO [104], which allows for parallel evaluations of the target function. This
method leverages the additive structure to efficiently allocate computational resources,
making it suitable for large-scale optimisation tasks. An enhanced version of this
approach is Ensemble Bayesian Optimisation (EBO) [108]. Unlike [104] which only
learns the additive structure, EBO jointly learns both the additive structure and the
kernel parameters.

In practical applications, the additive structure is not always known a priori. Thus,
Gardner et al. introduced a method for discovering additive structures in high-dimensional
functions [105]. Their approach uses a greedy algorithm to identify subsets of dimen-
sions that contribute additively to the target function. By iteratively selecting and
combining dimensions, the method efficiently decomposes the function into additive
components, improving the optimisation process.

Rolland et al. [106] extended the additive model approach by considering additive
models with arbitrary overlap among the subsets of variables. This generalisation lifts
the assumption that the subsets are disjoint, allowing for more flexible modelling of
the target function. By representing the dependencies via a graph, they deduced an
efficient message passing algorithm and provided an algorithm for learning the graph
from samples based on Gibbs sampling. Mutny et al. [107] also proposed a generalised
additive model with possibly overlapping variable groups. For non-overlapping groups,
they provide the first provably no-regret polynomial time algorithm. They introduce a
novel deterministic Fourier Features approximation for the squared exponential kernel,
reducing the kernel matrix inversion complexity from cubic to essentially linear.

While additive function decomposition methods have shown great promise in many
cases, their performance is highly dependent on the presence of additive structures in
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the target function, which may not always be present in real-world problems like com-
piler autotuning. Besides, even for high-dimensional functions with additive structures,
the state-of-the-art additive method EBO failed to outperform model-free evolutionary
algorithms [7, 108]. This is actually because EBO uses random search to maximise
the AF. In Chapter 4, we will demonstrate the critical role that the AF maximisation
process plays in the performance of high-dimensional BO.

Block Coordinate Descent

Block coordinate descent (BCD) is an optimisation method that iteratively optimises
a subset of variables (called a ’block’) while keeping the others fixed [124]. In the
context of Bayesian optimisation (BO), BCD can be combined with BO to improve
the efficiency of the optimisation process. The main idea is to decompose the high-
dimensional optimisation problem into a series of lower-dimensional sub-problems, each
of which can be solved using BO. By iteratively optimising these sub-problems, BCD-
based BO can effectively navigate the high-dimensional search space.

One of the earliest works that combined BCD with BO is Dropout BO [109], which
randomly selects a subset of dimensions to optimise at each iteration. Another method,
LineBO [110], optimises one dimension at a time by performing a line search along
each dimension using BO. CobBO [112] extends these methods by introducing a two-
stage approach. It first uses a computationally efficient kernel for global exploration
and then switches to a more sophisticated kernel for local optimisation in selected
subspaces. Additionally, CobBO reduces computational costs by introducing virtual
points and dynamically selecting promising subspaces, effectively balancing exploration
and exploitation. These methods are simple and easy to implement, but they still
underperform model-free evolutionary algorithms in most real-world high-dimensional
optimisation tasks. For compiler phase ordering, the effect of one optimisation pass
often depends on the others, meaning that optimising a subset of dimensions in isolation
may not capture the critical interdependencies.

Surrogate Model Re-design

In addition to the aforementioned techniques that aim to reduce the problem dimen-
sionality, some methods focus on redesigning the surrogate model to enhance the per-
formance of high-dimensional BO. These methods are based on the idea that the failure
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of high-dimensional BO is often due to the surrogate model’s inability to capture the
complex structure of the target function. Note this idea is not always the case, as our
work in Chapter 4 will show that inadequate AF maximisation often leads to the poor
performance of high-dimensional BO.

Rana et al. proposed the Elastic Gaussian Process (EGP) [113], which adapts the
Gaussian process model to high-dimensional spaces by introducing an elastic squared
exponential kernel to dynamically adjust its length-scales from large to small. Oh
et al. found that high-dimensional BO always spends too many evaluations near the
boundary of its search space. They introduced Cylindrical Kernels [114], which use a
cylindrical transformation to transform the ball geometry of the search space to contract
the volume near the boundaries.

Sparse Axis-Aligned Subspaces Bayesian Optimisation (SAASBO) [115] is a most
recent method that addresses the challenge of high-dimensional optimisation by identi-
fying and exploiting sparse, axis-aligned subspaces. SAASBO uses a sparsity-inducing
prior for automatically identifying and selecting significant dimensions. This method
has shown strong performance in high-dimensional tasks, particularly when the under-
lying function depends on only a few important dimensions. However, for problems with
non-axis-aligned structures like compiler autotuning, the performance improvement is
not significant.

Trust region Based Local Bayesian Optimisation

Trust region-based local Bayesian optimisation (TuRBO) [7] is a prominent method
that addresses the challenges of high-dimensional BO motivated by the success of trust
region methods. TuRBO maintains a scalable trust region and performs local Bayesian
optimisation within this region. The size of the trust region is dynamically adjusted
based on the optimisation process: if multiple consecutive searches fail to improve the
objective, the trust region is halved in all dimensions. This process allows TuRBO to
gradually focus on finer regions, identifying sparse high-performance points in high-
dimensional spaces.

Building on the success of TuRBO, several extensions and variations have been
proposed. Wang et al. introduced LaMCTS [116], which integrates Monte Carlo Tree
Search (MCTS) with local BO. This method leverages the hierarchical structure of
MCTS to dynamically partition the search space and apply BO in the partitioned
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subspace. However, if only using standard BO in its subspaces, this method does not
outperform TuRBO in practice.

Wan et al. proposed a method that extends TuRBO to high-dimensional binary
and continuous mixed search spaces [8]. Their approach defines a customised GP
kernel to deal with the binary or mixed input variables. They also provide a trust
region construction on binary search space. Their strategy enhances the efficiency and
effectiveness of BO in complex search spaces. However, this method cannot be applied
to the compiler phase-ordering problem, which involves a high-dimensional categorical
search space. In the compiler phase-ordering problem, each dimension can have more
than 70 possible categorical values, making it challenging for the proposed kernel to
effectively capture the complex structure of the target function.

Maus et al. applied TuRBO to the field of drug discovery [9], which relies on
Variational Autoencoders (VAE) operating in a latent space learned from structured
inputs. By optimising in the latent space, Local Latent Space Bayesian Optimisation
(LLSBO) can capture the underlying structure of the input space, leading to more
efficient optimisation in high-dimensional tasks with structured inputs.

These advancements demonstrate the potential of trust region-based local BO meth-
ods in addressing the challenges of high-dimensional optimisation. While trust region-
based local BO methods become increasingly popular, they attribute the success of trust
region-based BO algorithms to the local modelling alleviating the surrogate model’s in-
ability in the global space. However, this idea is not verified. Motivated by the success
of TuRBO, we try to explore the reasons for the poor performance of high-dimensional
BO. We note TuRBO not only explicitly changes the global surrogate modelling to
local modelling, but also implicitly limits the search space of the AF maximisation.
This work thus investigates whether the poor performance of high-dimensional BO is
also due to the inadequate AF maximisation process. As we will show in Chapter 4,
by simply changing the initialisation of the AF maximiser, the global surrogate model
which is used in standard BO can outperform TuRBO. In the next section, we will
review the literature on AF maximisation.

3.2.2 Acquisition Function Maximization

Given the posterior belief, BO constructs an AF and maximises it to select new queries.
Table 3.3 summarises the AF maximisation techniques used in previous BO literature.
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Table 3.3: Acquisition function maximisation techniques used in previous BO literature.

Technique Details Literature

Random Search • Simplest method, effective for low-
dimensional problems

[104, 107,
108, 110,
125–128]

Evolutionary Algorithms • Random initialization by ran-
domly generating initial popula-
tion

• Mainly based on GA and CMA-ES

[96, 97, 100,
103, 129–
131]

Multi-random-start Local
Search

• Random initialisation by selecting
multiple restart points from a set
of randomly generated points

• Local search can be both
derivative-free and derivative-
based

[18, 25, 28,
102, 112,
114, 115,
128, 132–
138]

Top-n Local Search • Non-random initialisation by using
the best-observed points in previ-
ous target black-box function op-
timisation history

[19, 139]
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There are four mainstream AF maximisation techniques: random search, evolutionary
algorithms, multi-random-start local search and top-n local search.

Random search is efficient in low-dimensional problems [125–127] but can be in-
adequate for high-dimensional problems [18]. Evolutionary algorithms are often used
where gradient information is unavailable [130, 131]. For AFs that support gradient
information, a gradient-based optimisation method might be a better choice. However,
given that AFs are generally non-convex and often flat, a gradient-based optimisation
method can be trapped in local optima. To address this issue, a multi-random-start
strategy is used to generate multiple initial restart points for gradient-based optimisa-
tion and shows better performance in AF maximisation than evolutionary algorithms
[28]. Note the multi-random-start strategy can also be combined with derivative-free
local optimisation methods such as a local Gaussian sampling [18], which also achieves
better AF maximisation results than using a single-start evolutionary algorithm.

We note that the aforementioned AF maximisation techniques use randomly gen-
erated raw samples to initialise their AF maximisers. GPyOpt [139] and Spearmint
[19] are two of the few works that provide different initialisation strategies from ran-
dom initialisation. Instead, they rely on the top n best-observed points in the previous
black-box optimisation iterations to initialise the AF maximiser. GPyOpt combines
random points with the best-observed points to serve as the initial points. Spearmint
uses a Gaussian spray around the incumbent best to generate initial points. However,
no empirical study shows that these initialisation strategies are better than random
initialisation. As such, random initialisation remains the most popular strategy for
high-dimensional BO AF maximisation.

As the dimensionality increases, even the state-of-the-art multi-start gradient-based
AF maximiser struggles to globally optimise the AFs. In such cases, the initialisation
of the AF maximiser greatly influences the quality of AF optimisation. The initial-
isation phase of AF maximisers is often overlooked. Chapter 4 will delve into this
underexplored problem.

3.3 Bayesian Optimisation in Code Optimisation

Some works have employed BO for software tuning (including not only compiler auto-
tuning but also the autotuning of other software parameters). We summarised these
works in Table 3.4. These include Flash [142], BOCA [61], Bliss [141], Ytopt [140], and
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Table 3.4: Bayesian Optimisation In Software Optimisation.

Literature Domain #Dimensions Space Size

Ytopt [140] Loop Optimisation Parameters 5− 10 104 − 105

Bliss [141] Parallel Application Configurations 5− 9 104 − 108

Flash [142] Software System Configurations 3− 17 102 − 105

BaCO [143] Kernel Optimisation 4− 15 102 − 1011

BOCA [61] Compiler Flag Selection 64− 71 1019 − 1021

Our work [144] Compiler Phase Ordering 120 10225

BaCO [143]. Flash uses decision trees to build its surrogate model to autotune config-
urations of various software systems. BOCA uses the random forest as its surrogate
model for the compiler flag selection problem. Bliss utilises an ensemble of diverse GP
models and AFs to autotune parallel applications. Ytopt uses the traditional Skopt
[128] BO library to optimise LLVM Clang/Polly pragma configurations on the Poly-
Bench benchmark suite. BaCO customises its BO implementation to support different
parameter types and constraints for kernel optimisation on 15 important kernels from
domains like machine learning, statistics, and signal processing.

These frameworks are mainly used for tuning a small number of parameters in
the code optimisation domain. The only exception is BOCA, which optimises up to
71 parameters. However, BOCA only considers the compiler flag selection problem,
which involves a binary decision space, making the search space much smaller than the
compiler phase-ordering problem. In contrast, this thesis considers a larger and more
realistic optimisation space for compiler phase ordering, involving 76 distinct passes
and pass sequences of length 120. This design is inspired by the structure of the -O3
optimisation level in LLVM 17, which includes 72 passes and a pass sequence of length
96. Besides, existing frameworks also use the original tuning parameters as the input
to fit their surrogate models, which is the same as the standard BO method.

While these frameworks are effective for their respective tasks, they do not apply
to the compiler phase-ordering problem for two main reasons: (1) the high-dimensional
nature of the search space, and (2) the lack of effective surrogate models to capture the
complex interactions between compiler phases. In Chapter 5, our work addresses these
challenges by applying the high-dimensional BO method introduced in Chapter 4 and
utilising pass-related compilation statistics to more effectively capture the interactions
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between compiler phases. One key difference between our work and previous BO-based
code optimisation approaches is that we use post-compilation statistics as features to
fit the surrogate model. In the next section, we will review the literature on code
characterisation to provide further context.

3.4 Code Characterization

Standard BO uses original tuning parameters as the input to fit the surrogate model.
However, for the compiler phase ordering problem, the original tuning parameters may
not be the best features to capture the complex interactions between compiler phases.
The post-compilation information could provide more information about the inter-
actions between compiler phases. In this section, we review the literature on code
characterisation which could be used to extract features from the intermediate repres-
entations (IRs). We focus solely on static code features because our goal is to use these
features to build a cost model that predicts the performance of a given compilation
sequence. Dynamic code features, which require profiling, are unsuitable for our online
autotuning scenario.

Table 3.5 summarises the relevant techniques. DeepTune-IR [145] represents the
IR of OpenCL programs using token sequences. This method leverages tokenisation
to capture the program’s semantics in a sequence-based manner, which can be use-
ful for tasks such as program optimisation and tuning based on sequence patterns.
Autophase [146] develops analysis passes to extract statistical static features from the
IRs, such as the number of branches and the number of add instructions. These fea-
tures provide valuable insights into the program’s structure and behaviour, helping
to identify potential optimisation opportunities such as excessive branching. However,
neither DeepTune-IR’s sequence-based features nor Autophase’s statistical features can
capture the underlying graph structure of the code, which is crucial for representing
dependencies within the program. This limitation can hinder the model’s ability to
fully understand the relationships between different program elements.

To better capture the structured nature of programs, syntactic (tree-based) as well
as semantic (graph-based) representations have been proposed. CDFG [147] uses graph
neural networks (GNNs) to represent the intermediate representation (IR) of OpenCL
programs based on abstract syntax trees (ASTs) and control flow graphs (CFGs). This
approach models the control flow structure of OpenCL programs, making it suitable
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Table 3.5: Code Characterization.

Source
Languages

Represen-
tation

Flow-
sensitive?

Position-
sensitive?

Value-
sensitive?

CDFG
[147]

OpenCL IR graph ✓

DeepTune-
IR [145]

OpenCL IR token
Sequence

✓

inst2vec
[148]

C++, OpenCL IR statement
embedding

✓ ✓

Autophase
[146]

C, C++, Fortran,
Haskell, OpenCL,
Swift

IR statistical
features

IR2vec
[149]

C, C++, Fortran,
Haskell, OpenCL,
Swift

IR embedding ✓

Programl
[150]

C, C++, Fortran,
Haskell, OpenCL,
Swift

IR graph ✓ ✓ ✓

for analysing control dependencies and execution paths within the program. Inst2vec
[148] combines control flow with dataflow in order to learn unsupervised embeddings
of LLVM-IR statements. IR2vec [149] combines representation learning methods with
flow information to directly represent IRs as distributed embeddings in continuous
space. Programl [150] represents programs as graphs with explicit control, data, and
call edge types. Programl captures a greater range of intra-program relations than
prior graph representations to accurately capture the semantics of programs. It also
employs pre-trained inst2vec embeddings to obtain continuous embedding vectors.

These prior feature extraction methods have shown promise in various compiler
tasks. However, they are primarily designed to focus on characterising different pro-
grams, and they struggle to detect the changes in a single program caused by different
compiler passes. For example, the function-attrs pass could significantly affect the
performance of some programs, but its transformation on the program cannot be re-
cognised by the above-mentioned code characterisation techniques. This is because
function-attrs only changes the function attributes which are not considered in those
techniques.
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3.5 Summary

3.5 Summary

This chapter describes the relevant literature in the fields of high-dimensional BO, com-
piler autotuning, recent applications of BO to code optimisation, and IR-based code
characterisation. We have identified the challenges of high-dimensional BO and com-
piler phase ordering and reviewed the existing techniques that have been proposed to
address these challenges. We have also discussed the limitations of existing methods and
highlighted the gaps in the literature that our work aims to address. The next chapter
will present our proposed approach to address the challenges of high-dimensional BO.
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Chapter 4

Understanding Challenges of
High-Dimensional Bayesian

Optimisation

This chapter presents an empirical study on the initialisation of the acquisition function
(AF) maximiser and proposes a high-dimensional Bayesian optimisation (BO) method,
which is a crucial step towards applying BO to the high-dimensional compiler phase or-
dering problem. Phase ordering involves complex interactions between compiler passes,
and thus direct application of BO requires further customisation, which is addressed
in Chapter 5. This chapter instead focuses on the high-dimensional BO problem itself,
demonstrating our method’s effectiveness on generic optimisation tasks and validating
it in compiler autotuning scenarios such as compiler flag selection. It is organised as
follows: Section 4.2 motivates the importance of AF maximisation in high-dimensional
BO. Section 4.3 describes the methodology of the study. Section 4.4 presents the ex-
perimental setup. Section 4.5 presents and discusses the experimental results. Finally,
Section 4.6 concludes the chapter.

4.1 Introduction

As a black-box optimisation technique, Bayesian optimisation (BO) has demonstrated
promising results in many fields, such as hyper-parameter tuning [151], material design
[152], and robotic navigation [153, 154]. However, while BO performs well for low-
dimensional problems, its effectiveness in high-dimensional settings often lags behind
other techniques [155]. This limits its applicability to high-dimensional compiler auto-
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tuning tasks.
To better understand the challenges of high-dimensional BO, it’s essential to re-

examine the process of BO. As shown in Figure 4.1, BO builds an online probabilistic
surrogate model, typically a Gaussian process [24], to guide the search. This surrogate
model defines an acquisition function (AF) that balances exploitation (model predic-
tion) and exploration (model uncertainty). The next query point is determined by
maximising the AF, which helps identify promising candidates for evaluation. Hence,
the performance of BO hinges on both the model-based AF and the process of maxim-
ising this AF, with either potentially becoming a bottleneck in high-dimensional BO.
Most prior research has concentrated on the former, focusing on the design of surrogate
models and AFs [19, 26, 114, 156–159], with limited attention given to improving the
latter.

Recent advancements in AF maximisation have introduced a multi-start gradient-
based AF maximiser for batch BO scenarios, which has shown superior results compared
to random sampling and evolutionary algorithms [28]. However, as the dimensionality
increases, even this advanced AF maximiser faces challenges in globally optimising the
AF. In such high-dimensional cases, the initialisation of the AF maximiser significantly
affects the quality of AF optimisation. Yet, the impact of AF maximiser initialisation
on the realisation of AF’s potential and the overall BO performance remains unclear.
Our examination of state-of-the-art BO packages reveals that random initialisation (se-
lecting initial points from a set of random points) or its variants are commonly used as
default strategies for AF maximiser initialisation. This is the case for widely-used BO
packages like BoTorch [25], Skopt [128], Trieste [132], Dragonfly [130] and GPflowOpt
[133]. Specifically, GPflowOpt, Trieste and Dragonfly select n points with the highest
AF values from a set of random points to serve as the initial points. BoTorch uses
a similar but more exploratory strategy by performing Boltzmann sampling instead
of relying solely on AF values to select from the random candidates. Likewise, Skopt
directly selects initial points by uniformly sampling from the global search domain.
Furthermore, various high-dimensional BO implementations adopt random initialisa-
tion as their default strategy [102–104, 108, 114, 156]. GPyOpt [139] and Spearmint
[19] are two of the few works that provide different initialisation strategies from ran-
dom initialisation. GPyOpt combines random points with the best-observed points to
serve as the initial points. Spearmint uses a Gaussian spray around the incumbent best
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Figure 4.1: Illustration of Bayesian optimisation with an EI acquisition function, where
the rows from top to bottom correspond to increasing optimisation iterations. The left
panel shows the optimisation process: red dots indicate observed data points (evaluated
configurations), the red dashed curve represents the true (unknown) objective function,
and the green dashed curve with shaded area depicts the surrogate model prediction
with its confidence interval. The right panel shows the corresponding AF (EI), where
the blue dot marks the next evaluation point suggested by the AF.

45



4.1 Introduction

to generate initial points. However, no empirical study shows that these initialisation
strategies are better than random initialisation. As such, random initialisation remains
the most popular strategy for high-dimensional BO AF maximisation. There is a need
to understand the role of the initialisation phase in the AF maximisation process.

This chapter systematically investigates the impact of AF maximiser initialisation
on high-dimensional BO, with respect to AF optimisation quality and its impact on
final search performance. This is motivated by an observation that the pool of avail-
able candidates generated during AF maximisation often limits the AF’s power when
employing the widely used random initialisation for the AF maximiser. This limita-
tion asks for a better strategy for AF maximiser initialisation. To this end, our work
provides a simple yet effective AF maximiser initialisation method to unleash the po-
tential of an AF. Our key insight is that when the AF is effective, the historical data of
black-box optimisation could help identify areas that exhibit better black-box function
values and higher AF values than those obtained through random searches of AF.

We develop AIBO1, a Python framework to employ multiple heuristic optimisers,
like the covariance matrix adaptation evolution strategy (CMA-ES) [33] and genetic
algorithms (GA) [160], to utilise the historical data of black-box optimisation to gen-
erate initial points for a further AF maximiser. We stress that the heuristics employed
by AIBO are not used to optimise the AF. Instead, they capitalise on the knowledge
acquired from the already evaluated samples to provide initial points to help an AF
maximiser find candidate points with higher AF values. For instance, CMA-ES gen-
erates candidates from a multivariate normal distribution determined by the historical
data of black-box optimisation. To investigate whether performance gains come from
better AF maximisation, AIBO also incorporates random initialisation for compar-
ison. Each BO iteration runs multiple AF initialisation strategies, including random
initialisation on the AF maximiser, to generate multiple candidate samples. It then se-
lects the sample with the maximal AF value for black-box evaluation. Thus, heuristic
initialisation strategies work only when they identify higher AF values than random
initialisation.

To avoid confusion, we compare in Figure 4.2 the heuristic algorithms in AIBO with
two other common use cases: one where the heuristic algorithms are applied directly to
optimise the target black-box function, and another where they are applied to directly

1AIBO =Acquisition function maximiser Initialization for Bayesian Optimization.
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Figure 4.2: Comparison of heuristic algorithms in AIBO and other optimisation scen-
arios. Here, xi

t denotes the i-th candidate point generated at iteration t, which corres-
ponds to a compiler configuration in the context of compiler autotuning. The associated
yi

t represents its measured objective value (e.g., program runtime).
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optimise the acquisition function. Note that optimising acquisition functions is usually
more difficult than optimising the target black-box function; recent work has shown
that commonly used acquisition functions often face numerical pathologies [137]. This
is why evolutionary algorithms might succeed in optimising the target function but fail
to effectively optimise the acquisition functions.

To demonstrate the benefit of AIBO, we integrate it with the multi-start gradient-
based AF maximiser and apply the integrated system to synthetic test functions and
real-world applications with a search dimensionality ranging between 14 and 300. Spe-
cifically, we set up a compiler flag selection task to examine whether the proposed
method is applicable to the field of compiler autotuning. Experimental results show
that AIBO significantly improves the standard BO not only in synthetic functions
but also in real-world tasks including compiler autotuning. Our analysis suggests that
the performance improvement comes from better AF maximisation, highlighting the
importance of AF maximiser initialisation in unlocking the potential of AF for high-
dimensional BO.

The contribution of this chapter is two-fold. Firstly, it investigates a largely ignored
yet significant problem in high-dimensional BO concerning the impact of the initialisa-
tion of the AF maximiser on the realisation of the AF capability. It empirically shows
that the commonly used random initialisation strategy limits AFs’ power, leading to
over-exploration and poor high-dimensional BO performance. Secondly, it proposes a
simple yet effective initialisation method for maximising the AF, significantly improving
the performance of high-dimensional BO. Benefiting from the simplicity of the proposed
method, it can be applied to various optimisation scenarios, laying the foundation for
addressing high-dimensional issues in compiler phase ordering.

4.2 Motivation

This section demonstrates that the typical randomly initialised acquisition function
(AF) maximisation process is inadequate for high-dimensional BO. It also highlights
that this issue exists in the compiler autotuning domain.
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(b) 1000 AF maximiser restarts

Figure 4.3: Evaluating the sample chosen by AF-based selection against random and
optimal selection among all intermediate candidate points generated during the AF
maximisation process when applying BO-grad to 100D Ackley functions. We use two
random initialisation settings for AF maximisation: (a) 10 restarts and (b) 1000 re-
starts. In both settings, the performance of the native BO-grad (AF-based selection)
is close to optimal selection and better than random selection, suggesting that the AF
is effective at selecting a good sample from all candidates but is restricted by the pool
of available candidates. Increasing the number of restarts from 10 to 1000 does not
enhance the quality of intermediate candidates, indicating that a more effective initial-
isation scheme, as opposed to random initialisation, is necessary.

4.2.1 A Synthetic Function as Motivation

As a motivation example, consider applying BO to optimise a 100-dimensional black-
box Ackley function [161] that is extensively used for testing optimisation algorithms.
The goal is to find a set of input variables (x) to minimise the output, f(x1, . . . , x100).
The search domain is −5 ≤ xi ≤ 10, i = 1, 2, . . . , 100, with a global minimum of 0.
For this example, we use a standard BO implementation with a prevalent AF1, Upper
Confidence Bound (UCB) [26], denoted as:

α(x) = −µ(x) +
√

βt · σ(x) (4.1)
1Other acquisition functions include the probability of improvement (PI) and expected improvement

(EI).
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where µ(x) and σ(x) are the posterior mean (prediction) and posterior standard devi-
ation (uncertainty) at point x predicted by the surrogate model, and βt is a hyperpara-
meter that trades off between exploration and exploitation. we set βt = 1.96 in this
example.

Here, we use random search to create the initial starting points for a multi-start
gradient-based AF maximiser to iteratively generate multiple candidates, from which
the AF chooses a sample for evaluation. In each BO iteration, we first evaluate the AF
on 100000 random points and then select the top n points as the initial points for the
further gradient-based AF maximiser. We denote this implementation as BO-grad. In
this example, we use two settings n = 10 and n = 1000.

As shown in Figure 4.3(a), the function output given by BO-grad with 10 AF max-
imiser restarts is far from the global minimum of 0. We hypothesise that while the AF
is effective, the low quality of candidate samples generated in AF maximisation limits
the power of the AF. To verify our hypothesis, we further consider two strategies: (1)
either randomly select the next query point from all the candidate points generated
during AF maximisation or (2) exhaustively evaluate all candidate points’ objective
function values at each BO iteration and select the best one as the next query point.
The former and latter strategies correspond to “random selection” and “optimal se-
lection” schemes, respectively. Despite the ideal but costly “optimal selection” search
scenario, BO does not converge well, indicating intrinsic deficiencies in the AF maxim-
isation process. Meanwhile, the AF itself can choose a good candidate sample point to
evaluate, as the performance of the native AF-based BO-grad is close to that of “op-
timal selection” and better than that of “random selection”. This observation suggests
that the AF is effective at selecting a good sample in this case but its power is severely
limited by the candidate samples generated during the AF maximisation process. We
also observe similar results manifest when using other representative maximisers like
random sampling and evolutionary algorithms.

We then test what happens when we increase the number of AF maximisation
restarts of BO-grad to generate more candidates for AF to select at each iteration.
However, in Figure 4.3(b), it is evident that even with an increase in random restarts
to 1000, the quality of intermediate candidate points generated during the AF maxim-
isation process remains similar to that with 10 restarts. Furthermore, in the case of
1,000 restarts, the performance of BO-grad is still close to that of “optimal selection”,

50



4.2 Motivation

0 200 400 600 800 1000
Number of black-box function evaluations

1.00

1.05

1.10

1.15

1.20

Sp
ee

d 
up

 o
ve

r -
O3

Compiler Flag Selection (higher is better)

AIBO (ours)
BO-grad

Figure 4.4: Replacing the default initialisation strategy of AF maximisation in BO-grad
with the proposed strategy in AIBO leads to improved performance for the compiler
flag selection task.

reinforcing our observation that the pool of candidates restricts AF’s power. This
observation suggests that we need a better initialisation scheme rather than simply
increasing the number of restarts of random initialisation.

This example motivates us to explore the possibility of improving the BO per-
formance by providing the AF with better candidate samples through enhanced AF
maximiser initialisation. Our intuition is that the potential of AF is often not fully
explored in high-dimensional BO. Moreover, the commonly used random initialisation
of the AF maximisation process is often responsible for inferior candidates. We aim to
improve the quality of the suggested samples through an enhanced mechanism for AF
maximiser initialisation. As we will show in Section 4.5, our strategy AIBO signific-
antly improves BO on the 100D Ackley function, finding an output minimum of less
than 0.5, compared to 6 given by BO-grad after evaluating 5,000 samples.

4.2.2 Compiler Autotuning

To investigate whether the issue of inadequate AF maximisation exists in the domain
of compiler autotuning, we further examine the performance of the proposed strategy
in the task of selecting compiler flags to optimise the execution time. Compared to the
compiler phase-ordering problem, compiler flag selection is simpler: it does not involve
determining the ordering of passes, the interactions between passes are less complex,
and each decision dimension is essentially binary (flag on or off). Therefore, Bayesian
optimisation can be directly applied to this problem without additional customisation.
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For this study, we select the telecom gsm benchmark from the cBench suite [162] as
our test instance, utilising LLVM 17 as the compiler. We chose the telecom gsm bench-
mark because it is a representative compute-intensive program, and its compilation and
execution times are short enough to allow repeated evaluations required by Bayesian
optimisation. The benchmark is run as a single-threaded program on an AMD Ryzen
Threadripper PRO 5995WX CPU clocked at 2.25 GHz. We consider 82 flags at the
-O3 optimisation level, where each compiler flag can be set to 0 or 1 (0/1 refers to
disabling/enabling it). Since the previously mentioned Bayesian optimisation method,
BO-grad, is designed for continuous domains, we reformulate the flag selection prob-
lem as a continuous optimisation task. Specifically, we embed the binary compiler-flag
search space into a continuous domain [0, 1]d to allow Bayesian optimisation to op-
erate smoothly. Each dimension corresponds to a compiler flag, where values below
0.5 are mapped to 0 (flag disabled) and values above or equal to 0.5 are mapped to
1 (flag enabled). Intermediate values (e.g., 0.45) are not directly meaningful to the
compiler; they are only used internally by BO during the optimisation process and are
thresholded to obtain the binary flag configuration for evaluation.

We follow the common practice to deal with the noise in program execution time
measurements and the relatively long runtime of each execution [67]. At each search
iteration, we evaluate the objective function (i.e., program execution time) by running
the program three times and taking the average. After the search process concludes, to
accurately assess the true performance, we select the best configuration found every 100
points, recompile the program, and execute it 50 times to obtain the accurate execution
time.

Figure 4.4 compares BO-grad (10 restarts) and AIBO. Results show that the im-
proved initialisation strategy (of AF maximisation) in AIBO leads to more efficient
optimisation than the default strategy in BO-grad. This underscores that when util-
ising BO for compiler autotuning, the problem of inadequate AF maximisation remains.

4.3 Methodology

Our study focuses on evaluating the initialisation phase of AF maximisation. To this
end, we developed AIBO, an open-source framework to facilitate an exhaustive and
reproducible assessment of AF maximiser initialisation methods.
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4.3.1 Heuristic Acquisition Function Maximizer Initialisation

AIBO leverages multiple heuristic optimisers’ candidate generation mechanisms to gen-
erate high-quality initial points from the already evaluated samples. Given the proven
effectiveness of heuristic algorithms in various black-box optimisation scenarios, they
are more likely to create initial candidates near promising regions. As an empirical
study, we aim to explore whether this initialisation makes the AF optimiser yield points
with higher AF values and superior black-box function values compared to random ini-
tialisation.

As described in Algorithm 1, AIBO maintains multiple black-box heuristic optim-
isers o0, o2, ..., ol−1 (the size is l). At each BO iteration, each heuristic optimiser oi is
asked to generate k raw points Xi based on its candidate generation mechanisms (e.g.,
CMA-ES generates candidates from a multivariate normal distribution). AIBO then
selects the best n points X̃i (n < k) with the highest AF values from Xi for each optim-
iser oi, respectively. After using these points to initialise and run an AF maximiser for
each initialisation strategy, we obtain multiple candidate points x0

t , x1
t , ..., xl−1

t . Finally,
the candidate with the highest AF value is chosen as the sample to be evaluated by
querying the black-box function. Crucially, the evaluated sample is used as feedback to
update each optimiser oi - for example, updating CMA-ES’s normal distribution. This
process repeats at each subsequent BO iteration.

Our current default implementation employs CMA-ES, GA and random search as
heuristics for initialisation. We use the “combine-then-select” approach because it al-
lows us to examine if GA/CMA-ES initialisation could find better AF values than
random initialisation. Our scheme only chooses GA/CMA-ES initialisation if it yields
larger AF values than random initialisation. Besides, while heuristics like GA already
provide exploratory mechanisms and altering their hyperparameters can achieve differ-
ent trade-offs, the usage of random initialisation here could also mitigate the case of
over-exploitation.

CMA-ES CMA-ES uses a multivariate normal distribution N(m, C) to generate ini-
tial candidates in each BO iteration. Here, the mean vector m determines the centre
of the sampling region, and the covariance matrix C determines the shape of the re-
gion. The covariance matrix m is initialised at the beginning of the BO search, and
each direction (dimension) will be assigned an initial covariance, ensuring exploration
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Algorithm 1 Acquisition function maximiser initialisation for high-dimensional
Bayesian optimisation (AIBO)

Input: The number of search iterations T

Output: The best-performing query point x∗

1: Draw N points uniformly and evaluate their objective values to form the initial dataset D0

2: Specify a set of heuristic optimisers O = {o0, o2, ..., ol−1}, where the size is l

3: Use D0 to initialize a set of heuristic optimisers O

4: for t = 0 : T − 1 do
5: Fit a Gaussian process G to the current dataset Dt

6: Construct an acquisition function α(x) based on G

7: for i = 0 : l − 1 do
8: Xi ← oi.ask(num = k) ▷ Ask the heuristic to generate k candidates
9: X̃i ← top(α(Xi), n) ▷ Select top-n (n < k) candidates from Xi according to α(x)

10: Use X̃i to initialize an acquisition function maximizer M

11: xi
t ← arg max

x∈X

α(x)|M ▷ Use M to maximize α(x)

12: end for
13: xt ← arg max α(x) x ∈ {x0

t , x1
t , ..., xl−1

t } ▷ Select the point with the highest AF value
14: yt ← f(xt) ▷ Evaluate the selected sample
15: for each oi ∈ O do
16: oi.tell(xt, yt) ▷ Update heuristic optimiser oi with (xt, yt)
17: end for
18: Update dataset Dt+1 = Dt ∪ {(xt, yt)}
19: end for

across all directions. By updating m and C using new samples after each BO iteration,
CMA-ES can gradually focus on promising regions.

GA GA keeps a population of samples to determine its search region. It uses biolo-
gically inspired operators like mutation and crossover to generate new candidates based
on the current population. Its population is updated by newly evaluated samples after
each BO iteration.

Random Most BO algorithms or library implementations use random search for
initialising the AF maximiser. We use it here to eliminate the possibility of AIBO’s
performance improvement stemming from GA/CMA-ES initialisation, yielding points
with better black-box function values but smaller AF values.

Our heuristic initialisation process is AF-related, as the heuristic optimisers are
updated by AF-chosen samples. Usually, a more explorative AF will make the heuristic
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initialisation also more explorative. For instance, in GA, if the AF formula leans
towards exploration, the GA population composed of samples chosen by this AF will
have greater diversity, leading to generating more diverse raw candidates. The details
of how GA and CMA-ES generate candidates and update themselves are provided in
Section 4.3.2.

4.3.2 Implementation Details

Since this study focuses on the AF maximisation process, we utilise other BO settings
that have demonstrated good performance in prior work. We describe the implement-
ation details as follows.

Gaussian process regression

To support scalable GP regression, we implement the GP model based on an optimised
GP library GPyTorch [22]. GPyTorch implements the GP inference via a modified
batched version of the conjugate gradients algorithm, reducing the asymptotic com-
plexity of exact GP inference from O(n3) to O(n2). The overhead of running BO with
a GP model for a few thousand evaluations should be acceptable for many scenarios
that require hundreds of thousands or more evaluation iterations.

We select the Matérn-5/2 kernel with ARD (each input dimension has a separ-
ate length scale) and a constant mean function to parameterise our GP model. The
details of the Matérn-5/2 kernel have been introduced in the background chapter 2,
and we choose it because it is one of the most widely used kernels and has demon-
strated strong empirical performance across a broad range of real-world optimisation
tasks. The model parameters are fitted by optimising the log-marginal likelihood be-
fore proposing a new batch of samples for evaluation. Following the usual GP fitting
procedure, we re-scale the input domain to [0, 1]d. To improve model stability, we apply
Yeo-Johnson power transforms to function values, which reduces skewness and makes
the data more Gaussian-like. This is particularly useful for highly skewed functions
such as Rosenbrock and has proven effective in real-world applications [131]. We use
the following bounds for the model parameters: length-scale λi ∈ [0.005, 20.0], noise
variance σ2 ∈ [1e−6, 0.01], consistent with parameter settings in previous work [7].
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Batch Bayesian Optimisation

To support batch evaluation for general high-dimensional problems, we employ the
UCB and EI AFs estimated via Monte Carlo (MC) integration. Wilson et al. [28] have
shown that MC AFs naturally support queries in parallel and can be maximised via
a greedy sequential method. Algorithm 1 shows the case where the batch size is one,
which is the typical setting for compiler autotuning tasks. Assuming the batch size is
q, the process of greedy sequential acquisition function maximisation can be expressed
as follows:

1. Maximize the initial MC acquisition function α0(x) to obtain the first query point
x0.

2. Use the first query sample (x0, α0(x0)) to update α0(x) to α1(x) and maximize α1(x)
to obtain the second query point x1.

3. Similarly, successively update and maximize α2(x), α3(x), ..., αq−1(x) and obtain
query points x2, x3, ..., xq−1.

We implemented it based on BoTorch [25], which provided the MC-estimated acquis-
ition functions and the interface for function updating via query samples. Details of
the calculation of MC-estimated AFs are provided in Section 2.1.2.

Hyper-parameter settings

We use N = 50 samples to obtain all benchmarks’ initial dataset D0. We set k = 500
and n = 1 for each AF maximiser initialisation strategy. We use the implementations
in pycma [163] and pymoo [164] for the CMA-ES and the GA initialisation strategies,
respectively. For CMA-ES, we set the initial standard deviation to 0.2. For GA initial-
isation, we set the population size to 50. The default AF maximiser in AIBO is the
gradient-based optimisation implemented in BoTorch. The default AF is UCB with
βt = 1.96 (default setting in the skopt library [128]), and the default batch size is set to
10. In Section 4.5.7, we will also show the impact of changing these hyper-parameters
in our experiments.

Details of GA and CMA-ES in AIBO

In this part, we explain how GA and CMA-ES optimisers in AIBO are initialised
(Line 3 in Algorithm 1), updated (Line 16 in Algorithm 1) and asked to generate raw
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candidates (Line 8 in Algorithm 1). We use the implementations in pycma and pymoo
for the CMA-ES and the GA strategies, respectively.

Initialisation of GA At the beginning of the search process in AIBO, we will draw
N samples uniformly and evaluate them to produce GA’s initial population.

Candidate generation of GA To generate new candidates, GA will sequentially
perform selection, crossover and mutation operations. The selection operation aims to
select individuals from the current population of GA to participate in mating (crossover
and mutation). The crossover operation combines parents into one or several offspring.
Finally, the mutation operation generates the final candidates based on the offspring
created through the crossover. It helps increase the diversity in the population. The
selection, crossover and mutation operations used in AIBO are shown as follows.

• Tournament Selection: It involves randomly picking T individuals from the pop-
ulation, comparing their fitness, and selecting the individual with the highest
fitness. This process is repeated to fill the new generation. We use the default
setting of pymoo, i.e., T = 2.

• Simulated Binary Crossover (SBX): This is a widely used crossover technique.
A binary notation can represent real values, and then point crossovers can be
performed. SBX simulated this operation by using an exponential probability
distribution simulating the binary crossover. For this operation, we also use the
default SBX implementation of pymoo, where the crossover probability is set to
0.5.

• Polynomial Mutation: This mutation follows the same probability distribution as
the simulated binary crossover to introduce small, random changes to individuals
in the population to maintain genetic diversity. We use the default polynomial
mutation implementation of pymoo. The mutation probability is set to 1/D,
where D is the dimension of the problem, i.e., the number of design variables.

Update of GA We update the population of GA using the most recently evaluated
samples in AIBO. Here, we sort the samples based on their fitness (black-box function
value), ultimately retaining those with superior fitness.
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4.4 Experimental Setup

Table 4.1: Benchmarks used in evaluation.

Function/Task #Dimensions Search Range

Ackley 20, 100, 300 [-5, 10]
Rosenbrock 20, 100, 300 [-5, 10]
Rastrigin 20, 100, 300 [-5.12, 5.12]

Synthetic

Griewank 20, 100, 300 [-10, 10]
Robot pushing [108] 14 /
Rover trajectory planning [108] 60 [0, 1]
Half-Cheetah locomotion [165] 102 [-1, 1]Real-world
Nasbench [166] 36 [0, 1]
Lasso DNA [167] 180 [0, 1]

Initialisation of CMA-ES The key of CMA-ES is a multivariate normal distribu-
tion N(mk, σ2

kCk), which is initialised at the beginning of the search process in AIBO.
In particular, we will draw N samples uniformly and evaluate them. The coordinates
of the sample with the best black-box function value will be used as the initial mean
vector m0. The step size σk is initialized to a constant σ0 = 0.2, and the covariance
matrix Ck is initialized as an identity matrix C0 = I.

Candidate generation of CMA-ES At each iteration k, CMA-ES generates can-
didates by sampling from its current multivariate normal distribution, i.e.,

xi ∼ N(mk, σ2
kCk) (4.2)

Update of CMA-ES The update of CMA-ES involves updating the multivariate
normal distribution N(mk, σ2

kCk). Here we follow the standard CMA-ES’s update pro-
cess, which is shown in equations 2.8–2.12 in Section 2.2.2.

4.4 Experimental Setup

4.4.1 Benchmarks

Table 4.1 lists the benchmarks and the problem dimensions used in the experiments.
These include synthetic functions and six real-world tasks.
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Synthetic functions We first apply AIBO and the baselines to four common syn-
thetic functions [161]: Ackley, Rosenbrock, Rastrigin and Griewank1. These functions
are frequently used in optimisation studies due to their well-understood landscapes
and controlled complexity. Each function allows for flexible dimensionality and shares
a global minimum value of 0, making them ideal for comparing optimisation algorithms
across various settings. The mathematical structures of these functions exhibit different
challenges such as multimodality, narrow ridges, and non-convex regions. For instance,
the Rastrigin function has a high number of local minima, whereas the Rosenbrock
function features a narrow, curved valley. To explore the influence of dimensionality on
BO performance, we conduct experiments in 20, 100, and 300 dimensions. This range
allows us to assess how AIBO scales with increasing dimensionality while preserving
the underlying structure of the problem.

Beyond these synthetic benchmarks, we further evaluate our methods on six real-
world tasks to demonstrate their practical applicability.

Robot pushing This task, first introduced in [108] and later considered in [7], aims
to optimise the control policy for two robotic hands tasked with pushing two objects
to specified target locations. While the dimensionality of this task is relatively low at
14, the sparsity of the reward function poses significant challenges.

Rover trajectory planning The task, also considered in [7, 108], is to maximise
the trajectory of a rover over rough terrain. The trajectory is determined by fitting a
B-spline to 30 points in a 2D plane (thus, the state vector consists of 60 variables). This
task’s best reward is 5. Such trajectory optimisation tasks have practical implications
in autonomous vehicle navigation and exploration robotics.

Half-cheetah robot locomotion We consider the 102D half-cheetah robot loco-
motion task simulated in MuJoCo [165] and use the linear policy a = Ws introduced in
[168] to control the robot walking. Herein, s is the state vector, a is the action vector,
and W is the linear policy to be searched for to maximise the reward. Each component
of W is continuous and within [-1,1]. This task represents a typical reinforcement learn-
ing scenario with continuous control, where the search space is large, and the reward
function is often noisy and non-convex.

1These functions can be seen in https://www.sfu.ca/˜ssurjano/ackley.html
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Nasbench The Nasbench-101 [166] task is to design a neural architecture cell topo-
logy defined by a DAG with 7 nodes and up to 9 edges to maximise the CIFAR-10
test-set accuracy, subject to a constraint where the training time was less than 30
minutes. We follow the parameterisation approach used by [102] to make the Nasbench
task become a 36-dimensional black-box function. Note while the dimension is 36, the
search space size of Nasbench-101 is small (only 423,624 samples). In such a small
search space size, AF maximisation is no longer a challenge.

Lasso-DNA The Lasso-DNA [167] task minimises the mean squared error (MSE) of
weighted Lasso sparse regression for real-world DNA datasets. This problem features
a high-dimensional search space with 180 tunable parameters, corresponding to the
weights of the Lasso regression model. The task is representative of real-world scientific
applications where sparse and interpretable models are desired, and optimisation must
navigate a highly structured and correlated parameter space. The Lasso-DNA dataset
provides a challenging benchmark due to the complex interactions between variables
and the need to balance sparsity and predictive accuracy.

Compiler Flag Selection The compiler flag selection task is the same as the ex-
ample used in Section 4.2.2.

4.4.2 Evaluation Methodology

We design diverse experiments to validate the significance of the initialisation of the
AF maximisation process. All experiments are run 50 times for evaluation. In Sec-
tion 4.5.1, we evaluate AIBO’s end-to-end BO performance by comparing it to various
baselines including standard BO implementations with AF maximiser random initial-
isation, heuristic algorithms and representative high-dimensional BO methods. In Sec-
tion 4.5.2, we evaluate the robustness of AIBO under different AFs. In Section 4.5.3,
we evaluate AIBO’s three initialisation strategies in terms of AF values, GP posterior
mean, and GP posterior variance to show how pure random initialisation leads to over-
exploration. This will also show whether AIBO’s heuristic initialisation strategies lead
to better AF maximisation compared to commonly used random initialisation. In Sec-
tion 4.5.4, we use an extreme case to test whether adding random initialisation to
AIBO can help alleviate the over-exploitation issue. In Section 4.5.5, we use ablation
experiments to examine the impact of the three individual initialisation strategies in
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AIBO. In Section 4.5.6, we compare AIBO to BO implementations with alternative AF
maximiser initialisation strategies rather than selecting initial points with the highest
AF values from a set of random points. In Section 4.5.7, we show the impact of hyper-
parameters on the performance of AIBO. In Section 4.5.8, we discuss how different
AF settings affect the evolution of AIBO’s heuristic initialisation strategies, providing
evidence that our initialisation process is indeed AF-dependent. Given that different
AF settings represent varying trade-offs between exploration and exploitation, we ar-
gue that an appropriate initialisation strategy should be adjusted based on the chosen
acquisition function, and our approach satisfies this requirement. In Section 4.5.9, we
provide the algorithmic runtime of our method.

4.5 Experimental Results

Highlights of our evaluation results are:

• AIBO significantly improves standard BO and outperforms heuristic algorithms
and representative high-dimensional BO methods in most test cases (Sec. 4.5.1 and
Sec. 4.5.2);

• By investigating AIBO’s three initialisation strategies in terms of AF maximisation,
we show that random initialisation limits AFs’ power by yielding lower AF values
and larger posterior variances, leading to over-exploration, empirically confirming
our hypothesis (Sec. 4.5.3);

• We provide a detailed ablation study and hyper-parameters analysis to understand
the working mechanisms of AIBO (Sec. 4.5.5 and Sec. 4.5.7).

• We demonstrate the importance of leveraging the black-box optimisation history in
the AF maximisation process (Sec. 4.5.6).

4.5.1 Comparison with Baselines

Setup

We first compare AIBO to eight baselines: BO-grad, BO-es, BO-random, TuRBO,
HeSBO, CMA-ES, GA and AIBO-none. We describe the baselines as follows.

BO-grad, BO-es and BO-random respectively refer to the standard BO implement-
ations using three AF maximisers: multi-start gradient-based, CMA-ES and random
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Figure 4.5: Results on synthetic functions. AIBO consistently improves BO-grad on all
test cases and outperforms other competing baselines in most cases. Especially, AIBO
shows clear advantages in higher dimensions (100D and 300D). Note that AIBO differs
from BO-grad only in the initialisation of the AF maximiser.
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Figure 4.6: Results on real-world problems. AIBO consistently improves BO-grad on
all test cases and outperforms other competing baselines in most cases.

sampling. These standard BO implementations use the same base settings as AIBO
but with a random initialisation scheme for AF maximisation. To show the effective-
ness of AIBO, BO-grad is allowed to perform more costly AF maximisation; we set
k = 2000 and n = 10.

TuRBO [7], HeSBO [100] and Elastic BO [113] are representative high-dimensional
BO methods. We use N = 50 samples to obtain the initial dataset D0 for all three
high-dimensional BO methods. For HeSBO, we use a target dimension of 8 for the
14D robot pushing task, 20 for the 102D robot locomotion task and 100D or 300D
synthetic functions, and 10 for other tasks. Other settings are default in the reference
implementations.

CMA-ES and GA are used to demonstrate the effectiveness of AF itself. Given
that AIBO employs AF to further search the query point from the initial candidates
generated by CMA-ES and GA black-box optimisers, if the AF is not sufficiently robust,
the performance of AIBO might be inferior to CMA-ES/GA. For CMA-ES, the initial
standard deviation is set to 0.2, and the rest of the parameters are defaulted in pycma
[163]. For GA, the population size is set to 50, and the rest of the parameters are
defaulted in pymoo [164].

AIBO-none is a variant of AIBO. In each BO iteration, following the initialisation

63



4.5 Experimental Results

of the AF maximisation process, AIBO-none directly selects the point with the highest
AF value while AIBO uses a gradient-based AF maximiser to further search points with
higher AF values. This comparison aims to assess whether better AF maximisation can
improve performance.

Results

Figures 4.5 and 4.6 present a comprehensive comparison of AIBO against various
baselines on synthetic functions and real-world benchmarks, respectively. We use
UCB1.96 (UCB with βt = 1.96) as the default AF. The results are averaged over
50 runs. The y-axis shows the best function value found so far, and the x-axis shows
the number of function evaluations. The shaded area represents the standard deviation.

AIBO versus BO-grad While the performance varies across target functions, AIBO
consistently improves BO-grad on all test cases. Especially for synthetic functions which
allow flexible dimensions, AIBO shows clear advantages in higher dimensions (100D
and 300D). We also observe that BO-grad exhibits a similar convergence rate to AIBO
at the early search stage. This is because AF maximisation is relatively easy to fulfil
when the number of samples is small. However, as the search progresses, more samples
can bring more local optimums to the AF, making the AF maximisation process in-
creasingly harder.

AIBO versus CMA-ES/GA As AIBO introduces CMA-ES and GA black-box op-
timisers to provide initial points for AF maximisation, comparing AIBO with CMA-ES
and GA will show whether the AF is good enough to make the AF maximisation pro-
cess find better points than the initial points provided by CMA-ES/GA initialisation.
Results show AIBO outperforms CMA-ES and GA in most cases except for the 20D
Rastrigin function, where GA shows superior performance. However, in the next sec-
tion, we will demonstrate that adjusting UCB’s beta from 1.96 to 1 will enable AIBO
to maintain its performance advantage over GA. This suggests that with the appropri-
ate choice of the AF, BO’s model-based AF can offer a better mechanism for trading
off exploration and exploitation compared to heuristic GA/CMA-ES algorithms.

AIBO versus other high-dimensional BO methods When compared to repres-
entative high-dimensional BO methods, including TuRBO, Elastic BO and HeSBO,
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AIBO performs the best in most cases except for the 20D Rastrigin function, for which
TuRBO shows the fastest convergence. However, for higher dimensions (100D and
300D), AIBO performs better than TuRBO on this function.

AIBO versus AIBO-none Without the gradient-based AF optimiser, AIBO-none
still shows worse performance than AIBO. This indicates that better AF maximisation
can improve the BO performance. This trend can also be observed in the results of
standard BO with different AF maximisers, where BO-grad and BO-es outperform
BO-random.

Overall, these experimental results highlight the importance of the AF maximisa-
tion process for high-dimensional BO, as simply changing the initialisation of the AF
maximisation process brings significant improvement.

4.5.2 Evaluation under Different AFs

We also evaluate the performance of AIBO and BO-grad under different AFs. Besides
the default AF setting UCB1.96 (UCB with βt = 1.96), we also select UCB1 (βt = 1),
UCB4 (βt = 4) and EI as the AF, respectively. This aims to provide insights into
how well AIBO enhances BO-grad across different AF settings, shedding light on its
robustness and effectiveness across diverse contexts.

Figure 4.7 shows a comprehensive evaluation of the effectiveness of our AIBO
method across various AFs. Changing the AF has a noticeable impact on perform-
ance, highlighting the importance of AF selection. If an inappropriate AF is used, such
as using UCB4 in Rastrigin20, the performance improvements achieved through the
use of AIBO remain highly limited. Despite that, the results we obtained are highly
encouraging. While different AFs exhibit varying convergence rates, we consistently ob-
serve a noteworthy enhancement in the performance of our method when compared to
the standard BO-grad approach. The advantage is clearer in higher dimensions (100D
and 300D) than in lower dimensions (20D). These findings highlight the robustness and
effectiveness of our initialisation method across different AFs.

4.5.3 Over-Exploration of Random Initialisation

The aforementioned experimental results have demonstrated that heuristic AF max-
imiser initialisation in AIBO leads to significant end-to-end BO performance improve-
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Figure 4.7: Evaluating the performance of AIBO and BO-grad under different AFs on
both synthetic functions (lower is better) and real-world problems (higher is better).
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Figure 4.8: Evaluating AIBO’s three initialisation strategies in terms of AF values, GP
posterior mean, and GP posterior variance when using UCB1.96 as the AF. The left
column shows the number of times each initialisation achieves the highest AF value
among all the three strategies throughout the search process. Similarly, the middle
column and right column indicate instances of achieving the lowest posterior mean
(exploitation) and the highest posterior variance (exploration), respectively.
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Figure 4.9: Evaluating AIBO’s three initialisation strategies in terms of AF values,
GP posterior mean, and GP posterior variance when using UCB1 as the AF. The left
column shows the number of times each initialisation achieves the highest AF value
among all the three strategies throughout the search process. Similarly, the middle
column and right column indicate instances of achieving the lowest posterior mean
(exploitation) and the highest posterior variance (exploration), respectively.
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Figure 4.10: Evaluating AIBO’s three initialisation strategies in terms of AF values,
GP posterior mean, and GP posterior variance when using EI as the AF. The left
column shows the number of times each initialisation achieves the highest AF value
among all the three strategies throughout the search process. Similarly, the middle
column and right column indicate instances of achieving the lowest posterior mean
(exploitation) and the highest posterior variance (exploration), respectively.
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ments compared to random initialisation. In this subsection, we evaluate AIBO’s three
initialisation strategies in terms of AF values, GP posterior mean, and GP posterior
variance under different AF settings.

In each iteration of AIBO, each initialisation oi yields a candidate xi
t after AF

maximisation (Line 11 in Algorithm 1). For each initialisation, we count the number of
times xi

t achieves the highest AF value among {x0
t , x1

t , x2
t } until the current iteration.

This number will show what initialisation dominates the search process by yielding the
highest AF value. Similarly, we also count the number of times xi

t achieves the lowest
GP posterior mean (exploitation) and highest GP posterior variance (exploration),
respectively. This will examine how different initialisation schemes trade-off between
exploration and exploitation.

The left column in Figure 4.8 shows the number of times each initialisation achieves
the highest AF value among all the three strategies throughout the search process when
using UCB1.96 (βt = 1.96) as the AF. The middle and right columns indicate the
number of times each initialisation achieves the lowest posterior mean (exploitation)
and the highest posterior variance (exploration), respectively. Compared to CMA-
ES/GA initialisation, random initialisation always yields lower AF values and higher
posterior variance, leading to over-exploration.

This over-exploration caused by random initialisation is not exclusive to the UCB1.96
AF. As shown in Figures 4.9 and 4.10, when decreasing βt from 1.96 to 1, or using EI
as the AF, random initialisation still yields lower AF values and higher posterior vari-
ance. This is due to the curse of the dimensionality. Since the search space size grows
much faster than sampling budgets as the dimensionality increases, most regions are
likely to have a high posterior variance. Given that more samples can bring more local
optimums to AFs as the search progresses, random initialisation tends to guide the AF
maximiser to find local optimums in regions of high posterior variance. Even if the
AF is designed to prioritise regions with lower GP posterior mean values for exploit-
ation (e.g. UCB with a lower βt), these regions are sparse and may be inaccessible
through random initialisation. AIBO is designed to mitigate the drawback of random
initialisation, and the results presented here validate AIBO indeed achieves better AF
maximisation by optimising the initialisation phase.
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Figure 4.11: Comparision of AIBO and AIBO gacma under a standard hyperpara-
meter setting and a over-exploitative setting. Results show that random initialisation
could help mitigate over-exploitation.

4.5.4 The Case of Over-Exploitation

To show AIBO’s random initialisation can help alleviate the over-exploitation issue, we
create a variant of our technique, AIBO gacma, by removing random initialisation. As
shown in Figure 4.11, using default hyperparameters, AIBO gacma performs well in
the RobotPush14 optimisation task. However, after adjusting the hyperparameters to
an over-exploitation case by setting GA population size to 3 and CMA-ES initial stand-
ard deviation to 0.01, we observe that AIBO gacma performs less effectively. Upon
reintroducing random initialisation, we observed significant performance improvement,
suggesting that random initialisation could help mitigate over-exploitation.

4.5.5 Ablation Study

To better understand the role played by each initialisation strategy in AIBO, we eval-
uate the three individual initialisation strategies in AIBO, leading to three variants
of AIBO: AIBO ga, AIBO cmaes and AIBO random. We note that AIBO random
is equivalent to BO-grad discussed earlier. Our fourth variant, AIBO gacma, removes
the random initialisation strategy in AIBO.

As shown in Figure 4.12, advanced heuristic initialisation strategies like GA and
CMA-ES show better performance than random initialisation in most cases, showing
the advantage of a heuristic algorithm over random initialisation. Using a single ad-
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Figure 4.12: Comparing AIBO to its variants AIBO gacma, AIBO ga, AIBO cmaes
and AIBO random (BO-grad) . While a single advanced heuristic heuristic strategy
CMA-ES/GA already performs well in most cases, using the ensemble strategy improves
the robustness.
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vanced heuristic initialisation, AIBO ga and AIBO cmaes achieve similar performance
to AIBO in most cases. This suggests that CMA-ES and GA can be the main source
of performance improvement for AIBO. AIBO gacma shows a similar performance
to AIBO in all cases. This is because GA/CMA-ES initialisation dominates AIBO’s
search process.

Besides, although AIBO cmaes is competitive in most problems, it is ineffective for
the 14D robot pushing problem, suggesting there is no “one-fits-for-all” heuristic across
tasks. By incorporating multiple heuristics, the ensemble strategy used by AIBO gives
a more robust performance than the individual components.

4.5.6 Comparison with Other Initialisation Strategies

In previous experiments, we implemented random initialisation by selecting the top-
n points with the highest AF values as the initial points from a large set of random
points. Some existing BO works have implemented random initialisation in other ways
1 or employed non-random initialisation strategies. The impact of these methods has
not been systematically evaluated. We conduct a comparison of the following methods
alongside AIBO: BO-cmaes grad, BO-boltzmann grad and BO-Gaussian grad.

Setup

BO-cmaes grad uses CMA-ES to optimise the AF to provide better initial points for
further gradient-based AF maximisation. We note that in this case, CMA-ES is used
directly for AF optimisation. In contrast, the ”CMA-ES” in AIBO is used to provide
initial points by leveraging the history of black-box optimisation. Comparing these two
methods will reveal the importance of the black-box optimisation history in the AF
maximisation process.

BO-boltzmann grad refers to the default implementation in BoTorch [25], which
uses Boltzmann sampling to generate initial points for the gradient-based AF maxim-
isation. In each BO iteration, it evaluates the AF on a large set of random points and
then uses an annealing heuristic (rather than top-n) to select the restart points.

BO-Gaussian grad uses a Gaussian spray around the incumbent best to generate
initial points for the gradient-based AF maximiser. This initialisation strategy has

1For example, a popular BO package BoTorch implements random initialisation by using an an-
nealing scheme rather than the top-n to select initial points from a large set of random points.
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Figure 4.13: Comparing AIBO to standard BO with other AF initialisation methods
that do not use random search on both synthetic functions (lower is better) and real-
world problems (higher is better).
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been used in Spearmint [19], and we replace the AF maximiser with the advanced
gradient-based method for a fair comparison.

Results

Figure 4.13 presents the comparison result between AIBO and other initialisation
strategies. BO-cmaes grad and BO-boltzmann grad exhibit significantly inferior per-
formance compared to AIBO. Both approaches do not leverage prior black-box op-
timisation history and instead attempt to optimise the AF in the global space directly
to provide initial points for further gradient-based AF optimisation. This underscores
the challenges of AF optimisation in high-dimensional problems and the importance
of utilising the black-box optimisation history. BO-Gaussian grad takes into account
the best points from the past black-box optimisation history as a basis for maxim-
ising the AF. This approach performs well in some cases (e.g., Rastrigin100) but may
lead to a significant performance drop in other situations (e.g., Robotpush14) due to
over-exploitation. Overall, AIBO exhibits significantly better performance compared
to these non-random initialisation strategies.

4.5.7 Evaluation under Different Hyper-Parameters

Multiple hyper-parameters in AIBO, including GA population size, CMA-ES initial
standard deviation σ, the number of raw candidates generated from heuristics k, the
number of selected initial points n, and the batch size could impact its performance.

GA pop size and CMA-ES σ As AIBO employ heuristics to initialise the AF
maximisation process, these heuristics’ hyper-parameters control the quality of initial
points of the AF maximisation process and affect the trade-off between exploration
and exploitation. A larger GA population size and a larger CMA-ES initial standard
deviation will encourage more exploration. As shown in the left column of Figure 4.14,
different tasks favour different trade-offs. A more exploratory setting (popsize=100
and σ = 0.5) works well for the HalfCheetah102 task but reduces the performance on
Ackley100.

k and n Based on Algorithm 1, increasing the number of raw candidates generated
from heuristics k and the number of selected initial points n might help AF maxim-
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Figure 4.14: The impact of hyper-parameters on AIBO. The left column shows the
impact of GA population size and CMA-ES initial standard deviation σ. The middle
column reports the impact of the number of raw candidates generated from heuristics
k and the number of selected initial points n. The right column shows the impact of
the batch size.
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ization but requires more calculation. However, as shown in the middle column of
Figure 4.14, increasing k and n does not yield significant performance improvement in
most cases except for the Rover60 task.

Batch size As shown in the right column of Figure 4.14, AIBO performs well across
different batch sizes, and reducing the batch size can slightly enhance convergence speed
in all cases.

4.5.8 Impact of AF Settings on GA Population Diversity

Our heuristic initialisation process is AF-related, as it depends on past samples selected
by the given AF. Usually, a more explorative AF setting will also make the heuristic
initialisation in AIBO more explorative. For instance, if the AF formula leans towards
exploration in GA, the GA population composed of samples chosen by this AF will
have greater diversity, generating more diverse raw candidates.

To illustrate this point, we select two different AF settings: UCB1.96 (βt = 1.96),
and UCB9 (βt = 9, more exploratory). When applying AIBO to Ackley100, we cal-
culate the average distance between individuals in the GA population at each BO
iteration, which is a good measure of the population diversity. We repeated this exper-
iment 50 times. As shown in Figure 4.15, AIBO with UCB9 achieves more diverse GA
populations than AIBO with UCB 1.96, suggesting that a more explorative AF setting
will make GA initialisation more explorative.

4.5.9 Algorithmic Runtime

In Table 4.2, we provide the algorithmic running time (excluding the time spent eval-
uating the objective function) for our method with a batch size of 10. For comparison,
we also show the algorithmic runtime of BO-grad. The experiments are run on an
NVIDIA RTX 3090 GPU equipped with a 20-core Intel Xeon Gold 5218R CPU Pro-
cessor. As described in Sec 4.5.1, to show the effectiveness of AIBO, BO-grad is allowed
to perform more costly AF maximisation. AIBO uses less algorithmic runtime because
it costs less AF maximisation time than the standard BO-grad method. AIBO’s al-
gorithmic runtime is also acceptable for actual expensive black-box optimisation tasks
(only several hours for a few thousand evaluations).
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Figure 4.15: Evaluating the average distance between individuals in the GA population
when applying AIBO-UCB1.96 and AIBO-UCB9 (more exploratory) to the Ackley100
function. With the same number of BO iterations, AIBO-UCB9 always owns a more
diverse GA population than AIBO-UCB1.96, suggesting that a more exploratory AF
setting will also make the GA initialisation in AIBO more exploratory.

Table 4.2: Algorithmic runtime

Synthetic RobotPush Rover HalfCheetah
Dimensions 20 100 300 14 60 102
#Samples 1000 5000 5000 5000 5000 5000
AIBO 8 min 2.5 h 3.6 h 1.8 h 2 h 2.5 h
BO-grad 12 min 3.3 h 5 h 2.5 h 3 h 4 h

4.6 Summary

This chapter aims to understand the challenges of high-dimensional BO. It presents a
large-scale empirical study investigating the impact of the acquisition function (AF)
maximiser initialisation process in Bayesian optimisation (BO) for high-dimensional
problems. Our extensive experiments reveal that the choice of AF maximiser initial-
isation significantly influences the AF’s realisation, and the commonly used random
initialisation strategy may fail to fully exploit an AF’s potential.

To address this, we introduce AIBO, a framework designed to optimise the initial-
isation phase of AF maximisation in BO. AIBO is specifically developed to overcome
the limitations of random initialisation in high-dimensional BO. It adopts a simple yet
effective approach by leveraging multiple heuristic optimisers to generate raw samples
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for the AF maximiser, thereby achieving a better balance between exploration and
exploitation.

We evaluate AIBO on synthetic benchmark functions as well as real-world tasks,
including a compiler flag selection problem. Experimental results demonstrate that
AIBO significantly enhances the performance of standard BO in high-dimensional set-
tings and outperforms existing high-dimensional BO methods.

Theoretical studies on BO convergence have often relied on the key assumption
that the AF can be globally optimised. While this assumption generally holds in low-
dimensional scenarios, our large-scale empirical analysis suggests that it may not be
valid in high-dimensional problems. We show that the way the AF is optimised plays
a crucial role in determining the overall effectiveness of the BO method.

Overall, it proposes a general framework for high-dimensional BO that can be ap-
plied to a wide range of tasks including compiler autotuning, thus addressing the high-
dimensional challenge (Section 1.2.1) in compiler phase ordering. The following chapter
will consider the real application of AIBO in the context of compiler phase ordering
optimisation to address other challenges caused by the unique characteristics of the
compiler phase ordering task.
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Chapter 5

Leveraging Compilation Statistics for
Compiler Phase Ordering via Bayesian

Optimisation

The chapter presents a customised Bayesian optimisation (BO) method, Citroen,
to accelerate compiler phase ordering. Based on the discrete adaptation of the high-
dimensional BO method proposed in Chapter 4, Citroen further leverages pass-related
compilation statistics to model the complex interactions between compiler passes and
uses a dynamic strategy to allocate the search budget across multiple source files within
a single program. The rest of the chapter is organised as follows: Section 5.2 provides a
detailed motivation example, Section 5.3 presents the proposed approach, Sections 5.4
and 5.5 describe the experimental setup and results, and Section 5.6 concludes the
chapter.

5.1 Introduction

A significant challenge in phase ordering is the vast optimisation space. For example,
LLVM 17 offers over 100 transformation passes, leading to an extremely large num-
ber of possible ways for applying these passes - combinations that would take many
machine years to explore exhaustively. Although certain sequences might significantly
outperform compiler default settings, these pass sequences can be sparse [4], making
them hard to find in such a large space.

Search-based autotuning is widely used for phase ordering [3, 43, 44, 49, 54, 56,
58, 62, 67, 71, 169]. Unlike predictive modelling [81, 83, 87, 89], which can only be
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applied to a limited number of compiler passes or parameters due to the difficulty in
collecting sufficient training samples, search-based methods can be applied to arbitrary
compiler pass sequences. However, while this flexibility can be advantageous, finding
the optimal compiler pass sequence through search can be prohibitively expensive.

Our work aims to improve the efficiency of search-based autotuning methods for
phase ordering. A key drawback of existing search-based approaches for compiler phase
ordering is their difficulty in capturing the complex interactions between compiler passes
and the order in which they are applied. Identifying which passes positively impact
performance during the search allows the algorithm to focus on compiler pass sequences
that are more likely to be beneficial. Unfortunately, modelling the effect of a compiler
pass is challenging, as its impact depends not only on the input program but also on the
other passes it interacts with and the order in which they are applied. For instance, loop
unrolling can influence the effectiveness of register allocation and instruction scheduling.

Furthermore, when optimising programs with multiple source files (referred to as
modules in this work), we aim to apply module-specific pass sequences rather than
relying on a ‘one-size-fits-all’ pass setting for all files. Achieving this requires an ad-
aptive, dynamic strategy for allocating the search budget (i.e., the number of runtime
measurements in this work) across different modules, ensuring the search time is used
efficiently to maximise the overall performance gains within the available budget.

We present Citroen, a better search-based autotuning method for compiler phase
ordering. Our key insight is that pass-related compilation statistics, collected during the
execution of compiler passes, can offer valuable information to model pass interactions
and guide the search process. For instance, LLVM’s loop-vectorise pass reports how
many loops have been vectorised. If a strong positive correlation is observed between
the number of vectorised loops and improved performance from the historical evaluation
data collected during the online search, we can infer that loop vectorisation is likely to
benefit the input program. In such cases, if changing the compiler pass sequences leads
to a reduction in the number of vectorised loops, it suggests that this pass sequence
may negatively affect performance. This avoids profiling the binary generated by this
pass sequence, thus saving search time.

Citroen is designed to leverage compilation statistics provided by modern compiler
infrastructures to accelerate phase ordering autotuning by avoiding the profiling of
pass sequences that offer no performance gain. This is achieved through a customised
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Bayesian optimisation (BO) method [155], which builds an online probabilistic cost
model (known as the surrogate model) to evaluate candidate pass sequences. These
candidate pass sequences are generated by applying the discrete variant of the heuristic
acquisition function (AF) maximiser initialisation strategy introduced in Chapter 4.
Our cost model takes as input a feature vector consisting of compilation statistics and
predicts both the execution time and the prediction uncertainty. The cost model is
dynamically and constantly updated during the search process using new observations
so that it becomes more accurate as the search progresses.

Citroen leverages an acquisition function to avoid profiling sequences that are
likely to result in poor performance, while encouraging exploration in regions where
the model’s predictions are uncertain. For multi-module programs, Citroen trains
the cost model globally by concatenating the compilation statistics of individual source
files. This enables the system to dynamically determine which module holds the most
potential for performance gains and to allocate the search budget accordingly.

A key distinction between Citroen and previous BO approaches in compiler optim-
isation [61, 140, 141, 143] lies in the way the cost model is constructed. In prior works,
the standard BO process is employed, using raw tuning parameters as inputs to fit the
cost model. These parameters, such as the number of OpenMP threads [141], enabling
or disabling a compiler flag [61], loop tile sizes [140], and loop unroll factors [143], have
a direct and often predictable impact on performance. However, in the compiler phase-
ordering problem, interactions between passes introduce a significantly higher level of
complexity, making it much more challenging to anticipate performance gains based
on the sequence of passes. Citroen mitigates the issue using compilation statistics
as a proxy to capture the compiler pass interactions. Moreover, the search spaces in
prior BO studies on compiler optimisation are significantly smaller than that of phase
ordering, removing the necessity to design specialised high-dimensional BO approaches.
Instead, Citroen extends the high-dimensional BO method proposed in Chapter 4 to
a discrete version to handle the high-dimensional challenge.

We evaluate Citroen by applying it to optimise the phase ordering of the LLVM
compiler. To ensure the correctness of the program after phase ordering, we apply
differential testing, a technique that compares the outputs of the original and optim-
ised programs on the same inputs to detect semantic deviations. We test the resulting
compilation system on the cBench [162] and SPEC CPU 2017 [16] benchmark suites
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1 result += w[0]*d[0];
2 result += w[1]*d[1];
3 result += w[2]*d[2];
4 ...
5 result += w[7]*d[7];

(a) Original code

1 v1 = w [0:3]* d [0:3]+ w [4:7]* d [4:7];
2 v2 = v1 [0:1] + v1 [2:3];
3 result += v2 [0] + v2 [1];

(b) Pseudocode of successful vectorization after apply-
ing the ‘mem2reg,slp-vectorizer’ sequence to the original
code.

1 w0=w[0]; d0=d[0];
2 - sext i16 w0 d0 to i32; // sign extension from i16 to i32
3 + sext i16 w0 d0 to i64; // sign extension from i16 to i64
4 tmp = w0 * d0;
5 - sext i32 tmp to i64; // sign extension from i32 to i64
6 result += tmp;
7 ...

(c) The difference by applying instcombine after mem2reg.

Figure 5.1: An example from telecom gsm in cBench showing how the phase order
matters. Applying the ‘mem2reg,slp-vectorizer’ pass sequence leads to successful vec-
torization, whereas ‘mem2reg,instcombine,slp-vectorizer’ fails.

on an ARM multi-core CPU and a multi-core AMD x86 CPU. We compare Citroen
against state-of-the-art evolutionary algorithms and BO methods designed for program
autotuning. Experimental results show that Citroen outperforms these competit-
ive baselines, achieving comparable tuning results with just one-third of their search
budget. Citroen proves especially effective with a constrained search budget - with a
budget of 100 runtime measurements, it delivers up to a 17% improvement over random
search and up to 10% over the strongest baseline.

5.2 Motivation

As a motivation example, consider applying phase ordering to LLVM v17.0 to op-
timise telecom gsm from the cBench benchmark suite [162] on an ARM Cortex-A57
CPU on a Jetson TX2 platform. For this benchmark, the long term module (i.e.,
long term.c) contributes to more than 50% of the overall program execution time and
is the target for optimisation here.

Figure 5.1a shows a hot code snippet that computes the dot product of two vectors,
which would benefit from superword-level parallelism (SLP) vectorisation. Sequentially

83



5.2 Motivation

Table 5.1: Applying different pass sequences to the long term module in the
telecom gsm benchmark. By examining the relationship between pass-related com-
pilation statistics and speedup (over -O3) from the first three samples, we can predict
the fifth sample is more likely to be more profitable than the fourth sample.

No. Pass Sequence
Pass-related Compilation Statistics

Speedup
SLP.NVI mem2reg.NPI mem2reg.NP instcombine.NC

1 mem2reg slp-vectorizer 14 21 43 0 1.13×
2 slp-vectorizer mem2reg 0 21 43 0 0.85×
3 inst-combine mem2reg slp-vectorizer 0 18 41 271 0.85×
4 mem2reg inst-combine slp-vectorizer 0 21 43 244 0.86×
5 mem2reg slp-vectorizer instcombine 14 21 43 164 1.14×

applying the mem2reg and slp-vectorizer passes results in successful vectorisation, as
shown in Figure 5.1b. However, when the instcombine pass is applied between mem2reg
and slp-vectorizer (i.e., in the order of ‘mem2reg, instcombine, slp-vectorizer’), vector-
isation fails due to the profitability analysis. This is because instcombine optimises
greedily without considering the later vectorisation opportunity. Specifically, as can be
seen from Figure 5.1c, instcombine reduces sign extension operations by converting an
i16 to the i64 sign extension, but the resulting i64 instructions and data types are con-
sidered to be not profitable for applying vectorised horizontal reduction. Consequently,
the LLVM vectoriser skips vectorisation on this code, leading to a performance slow-
down compared to “-O3”. If we can capture the interactions and the impact between
compiler passes, we can then speed up phase ordering by avoiding profiling compiler
sequences that are likely to offer no performance gain. Based on our preliminary ex-
periments, we observe that pass-related compilation statistics can help us capture the
relationship between pass sequences and performance.

Table 5.1 lists LLVM compilation statistics for five different pass sequences, along
with their runtime performance, using the -O3 optimisation level as a baseline, where
SLP.NVI, mem2reg.NPI, mem2reg.NP, and instcombine.NC stand for SLP.NumVector-
Instructions, mem2reg.NumPHIInsert, mem2reg.NumPromoted, and instcombine.Num-
Combined, respectively. These statistics can be gathered using the ‘-stats -stats-json’
flags of LLVM ‘opt’ tool. Assume that we are exploring compiler pass sequences, and
the first three sequences have already been profiled to obtain their execution times.
The search algorithm must now assess whether the 4th and 5th pass sequences will
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likely be profitable and warrant further profiling. By effectively modelling compil-
ation statistics, we may be able to identify performance improvements. In this ex-
ample, the SLP.NumVectorInstructions metric is positively correlated with perform-
ance gains. Since the compilation statistics for the 5th pass sequence show a similar
SLP.NumVectorInstructions value to that of the first sequence, which achieved a 1.13×
speedup; this suggests that the 5th sequence is also likely to improve performance.

This example shows that pass-related compilation statistics can provide valuable
insights, avoiding unnecessary profiling measurements to save search time. This motiv-
ates the design of a new search algorithm to leverage compilation statistics for phase
ordering. By parallelising the compilation process to collect statistics, we can identify
the most promising binaries for isolated runtime measurements, thereby reducing pro-
filing overhead - a major bottleneck in compiler autotuning.

But how do we correlate compilation statistics with performance to model the in-
teractions of compiler passes? A natural approach is to develop a model that maps
compilation statistics to performance, which can serve as a utility function to guide the
search. Since the correlation between compilation statistics and performance highly
depends on the input program, we aim to train this model iteratively during the auto-
tuning process, refining it as more profiling data is collected. For programs consisting
of multiple source files (modules), it is also important to allocate the overall search
budget across modules effectively to maximise the overall performance. Citroen is
designed to address these challenges using BO as a search technique, as described in
the next subsection.

5.3 Our Approach

5.3.1 Overview

Figure 5.2 depicts the workflow of Citroen. At the core of Citroen is a BO search
component based on compilation statistics (Sec. 5.3.2), which will interact with a user-
defined task function (Sec. 5.3.6) that defines how to compile and measure the generated
binary. Citroen focuses on tuning “hot” modules whose accumulated execution time
contributes to at least 90% of the overall program execution time. As a one-off profiling
stage, Citroen identifies hot modules by using the Linux perf tool to profile the
program compiled with the standard “-O3” optimisation flag. Specifically, we use
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Figure 5.3: Citroen’s Bayesian optimisation workflow.

perf to measure the runtime of individual functions, excluding external calls, and then
aggregate the execution times of functions within each source file to determine the
hot modules. These identified hot modules are iteratively compiled with different pass
sequences, while the remaining modules are compiled using -O3.

5.3.2 Bayesian Optimisation for Compiler Phase Ordering

Figure 5.3 outlines the workflow of Citroen’s BO component. We enhance stand-
ard BO with an online-trained cost model based on pass-related compilation statistics
(Sec. 5.3.3), an acquisition function for navigating the non-uniform, sparse feature space
(Sec. 5.3.4), and a heuristic pass sequence generator (Sec. 5.3.5). Instead of running
separate BO processes for each source file, Citroen fits a global cost model to estimate
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Figure 5.4: Citroen’s candidate configuration generator.

the impact of replacing the pass sequence of an individual module on overall program
performance, dynamically determining which module to optimise while keeping others
fixed.

In each iteration, Citroen first learns a cost model that maps the compilation
statistics of all hot modules to performance metrics (e.g., speedup over -O3). It then
constructs an acquisition function to balance exploitation (prediction) and exploration
(uncertainty). It also employs a candidate generator to produce pass sequences, which
are then compiled in parallel to collect their statistics. As shown in Figure 5.4, Citroen
explores variations around the current best configuration. For each module, it proposes
q new pass sequences while keeping the other modules fixed, resulting in m×q candidate
configurations per iteration. Finally, the acquisition function selects the highest-value
configuration to profile to obtain the execution time, which is then used to update both
the cost model and the candidate generator.

For a single hot module, the acquisition function evaluates pass sequences within
that module. For multiple hot modules, it decides which module to optimise next,
allowing dynamic switching to maximise performance gains.

In particular, Citroen’s workflow differs from the standard BO workflow (Fig-
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ure 2.1 in Section 2.1) in that it avoids the iterative search process typically used to
maximise the acquisition function. Instead, it uses heuristics to generate candidate
configurations without further search. This is because evaluating the acquisition func-
tion requires compilation, and directly generating candidate points allows for parallel
compilation, thereby reducing the algorithm’s overhead. This implementation is equi-
valent to the AIBO-none method described in Chapter 4, which also shows promising
results in high-dimensional problems.

5.3.3 Cost Model for Performance Estimation

BO constructs a cost model (or surrogate model) to be used as a utility function to
approximate the objective function. Prior work in BO-based compiler tuning [61, 143]
uses the raw tuning parameters (e.g., compiler passes) as the cost model’s input to
predict the speedup or execution time. We take a different approach by using pass-
related compilation statistics as the cost model’s input.

We train and use the cost model following the standard 3-step of supervised learning:
(1) feature extraction, (2) training and (3) inference, described as follows.

Feature extraction

Our cost model uses a feature vector of numerical values extracted from compilation
statistics. The compilation statistics are gathered by adding the ‘-stats -stats-json’
flags when using LLVM’s opt tool to customise the pass sequence for a given module.
After excluding statistics unrelated to performance optimisation (e.g., statistics of ana-
lysis pass), we are left with up to 255 statistics (usually fewer than 30), depending on
the pass sequence and input program. We normalise the integer value of each stat-
istic category to a range between 0 and 1 by dividing by its maximum observed value,
forming a 255-dimensional feature vector (with most values being 0, as inactive passes
generate no statistics). For programs with multiple hot modules, we form a single fea-
ture vector by concatenating the per-module feature vectors in a fixed module order to
represent the entire program.

Training

Citroen adopts the Gaussian process using the Matérn-5/2 kernel to build the cost
model because it is proven to be effective in prior BO applications [10, 143]. The kernel
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function (which describes the similarity between two inputs) of this model is defined
by

k(x, x′) =
(
1 +
√

5d + 5d2
)

e−
√

5d (5.1)

d =

√√√√ D∑
i=1

(xi − x′
i)2

l2i
(5.2)

where d denotes the weighted Euclidean distance between two input feature vectors
x and x′. Here lengthscales li are hyperparameters that reflect the impact of each
feature dimension on performance, which will be learned by minimising the negative
log marginal likelihood loss function [22]. Initially, Citroen randomly generates n

pass sequences, collecting their compilation statistics and evaluating the corresponding
speedup over -O3 to construct the initial training set. In each subsequent iteration,
Citroen will add the new evaluated sample to the training set to update the model.

Inference

Given a pass configuration c, we obtain its feature vector x = φ(c) by applying c to the
input program, collecting compilation statistics, and normalising them into numerical
feature values. Using the feature vector as input, the GP produces the prediction mean
µ(x) and the prediction variance σ2(x), given by

µ(x) = K(X, x)T K(X, X)−1y (5.3)

σ2(x) = k(x, x)−K(X, x)T K(X, X)−1K(X, x) (5.4)

where X denotes a set of training inputs, and y denotes the corresponding training
labels (speedup over -O3). K(X, X) denotes the matrix containing all pairs of kernel
entries, i.e. K(X, X)i,j = k(xi, xj). K(X, x) denotes kernel values between training
points and a test point, e.g., K(X, x)i = k(xi, x). The mean and variance will then be
used to construct an acquisition function to determine which compilation configuration
to profile next.

5.3.4 Acquisition Function Design

Coverage issue. Citroen fits the cost model in a non-uniform, sparse feature space
where many statistical categories contain zero values for a given pass sequence. This
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Table 5.2: Applying 2,000 random pass sequences to different programs in cBench to
observe whether randomly selected initial training sets can cover the feature space.

Initial training set size 20 50 100

Unexplored feature count (range) 2 ∼ 35 1 ∼ 22 1 ∼ 19

creates a coverage issue in the initial training set. Unlike standard BO, where a uniform
input space ensures effective coverage of each parameter dimension, Citroen cannot
directly sample in the feature space. As a result, generated candidate samples may
include non-zero statistic categories not seen in the training set. To illustrate this point,
we applied 2,000 random pass sequences to cBench programs and selected 20, 50, and
100 sequences per module for the initial training set. As shown in Table 5.2, the training
set fails to cover all statistical categories, limiting the cost model’s ability to predict
configurations with unexplored features. This coverage issue should be addressed by
designing the acquisition function to prioritise configurations with unexplored features.

An acquisition function is used to determine the next compilation configuration
to be profiled by considering the trade-off between sampling from areas with better-
predicted values µ(x) and exploring regions of high model uncertainty σ(x). Standard
BO usually uses expected improvement (EI) [19] as the acquisition function, defined by

EI(x) = E
[
max(f∗ − y, 0) | y ∼ N(µ(x), σ2(x))

]
where f∗ is the best function value observed so far.

However, because of the coverage issue, directly using acquisition functions designed
for standard BO for Citroen can lead to inadequate exploration. Although the EI
function encourages the exploration of configurations with high model uncertainty,
the model uncertainty itself is inaccurate for configurations with unexplored features
because it does not consider the effect of unexplored features. As we will show in
Sec. 5.5.2, using standard EI for Citroen could lead to suboptimal performance.

To tackle the issue, we develop a customised acquisition function α(x) for the com-
piler phase-ordering problem based on EI, defined by

α(x) =

 EI(x) + λ̃, OOD

EI(x), not OOD
(5.5)

where OOD means out of distribution, i.e., the test candidate point x owns a specific
non-zero feature (compilation statistic) which is not included in the training set. To
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encourage the exploration of configurations with such unseen features, we add a large
constant λ̃ to the EI value of OOD candidates so that they receive higher acquisition
function values and are prioritised during selection. In our experiments, we set λ̃ = 108,
which is sufficiently large to dominate the typical EI values; the exact value is not critical
as long as it is large enough to ensure prioritisation.

5.3.5 Pass Sequence Generator

Due to the large number of possible pass sequences, it is impossible to evaluate the
acquisition function values of all sequences. Based on the heuristic acquisition function
initialisation scheme for high-dimensional BO proposed in Chapter 4, Citroen employs
two heuristic sampling strategies to generate candidate samples that are more likely to
have better performance. While Chapter 4 employs GA and CMA-ES for continuous
optimisation problems, Citroen uses GA and Discrete 1+1 Evolution Strategy (DES)
for generating sequences consisting of categorical variables (passes).

GA-based Sampling

Specifically, Citroen maintains 20 top-performing pass sequences for each module as
the GA population and applies selection, crossover and mutation operations to this
population to generate candidate offspring sequences.

Selection. Citroen adopts the same tournament selection strategy described in Sec-
tion 4.3.2 of Chapter 4.

Crossover. Citroen combines two parent pass sequences to implement a one-point
crossover, i.e., selecting a single crossover point on each parent sequence and swap-
ping the segments from that point onward to generate new sequences. The crossover
probability is set to 0.9.

Mutation. Citroen uses random mutation to change a small part of the passes in a
parent pass sequence. The mutation probability is set to 1/D, where D is the dimension
of the problem, i.e., the length of the pass sequence.

DES-based Sampling

Unlike GA-based sampling, the DES-based sampling strategy only maintains the best-
performing pass sequence. At each iteration, this kind of sampling involves randomly
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replacing a certain percentage of passes in the best-found pass sequence to generate can-
didate sequences. Specifically, it applies random replacements to 10%, 20%, 50%, and
100% of the passes in the sequence, with each proportion having an equal probability.

5.3.6 Autotuning Task Definition

To implement phase order autotuning, users must define a task function that compiles
a program with a specific configuration and measures the performance of the result-
ing binary. Compilers like LLVM do not allow direct phase order specification per
module, so previous frameworks [62, 67, 143] require users to manually re-implement
the compilation process for different pass sequences, which requires engineering efforts,
especially for programs with multiple source files and complex compilation processes.
Citroen simplifies this by automating the task function definition without manual
re-implementation. As shown in Figure 5.5, Citroen leverages the program’s existing
build script (e.g., makefile) and uses clangopt (line 10) as the compiler. Unlike LLVM’s
clang, clangopt reads the compilation configuration from a JSON file before invoking
LLVM to handle the customised compilation. Running the build script with clangopt
automates the execution of multiple compilation commands, each using the specified
configurations. Additionally, Citroen includes features like automatic hot module de-
tection (line 19) and remote execution support (line 16), reducing the engineering effort
required for phase order tuning.

5.4 Experimental Setup

5.4.1 Implementation

We implemented Citroen in around 5K lines of Python code. We use the GPyT-
orch [22] GP library to implement the GP regression process as the cost model of
BO.

5.4.2 Evaluation Platforms

Hardware platforms. We execute the search algorithm of Citroen on a multi-core
server powered by two 20-core Intel Xeon Gold 5218R CPUs. Citroen then cross-
compiles binaries on the host machine and sends the compiled binaries for execution
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1 import citroen
2 from citroen . function_wrap import Function_wrap
3 from citroen . utils import gen_hotfiles
4 from citroen .BO.BO import BO
5 from fabric import Connection
6

7 # Define the task function
8 fun = Function_wrap (
9 # Explicitly declare the compiler as clangopt

10 build_cmd ='make CC= clangopt ',
11 build_dir ='Example ',
12 # User - defined run and evaluation command
13 run_and_eval_cmd ='./ run_eval .sh ',
14 binary_name ='a.out ',
15 remote_run_dir ='home/usr/ RemoteExample ',
16 ssh_connection = Connection (host="xxx.xxx.xxx")
17 )
18

19 # Automatically recognise hotfiles
20 hotfiles = gen_hotfiles (fun)
21 fun. hotfiles = hotfiles
22

23 # Autotuning the phase order of the program
24 optimizer = BO(fun=fun , budget =1000)
25 best_cfg , best_cost = optimizer . minimize ()

Figure 5.5: An example of using Citroen for phase ordering.

Table 5.3: LLVM optimisation passes considered in evaluation

adce, aggressive-instcombine, alignment-from-assumptions, annotation2metadata, argpromotion,
bdce, called-value-propagation, callsite-splitting, cg-profile, chr, constmerge, constraint-elimination,
coro-cleanup, coro-early, coro-elide, coro-split, correlated-propagation, deadargelim, div-rem-pairs,
dse, early-cse, elim-avail-extern, float2int, forceattrs, function-attrs, globaldce, globalopt, gvn,
indvars, inferattrs, inject-tli-mappings, inline, instcombine, instsimplify, ipsccp, jump-threading,
libcalls-shrinkwrap, licm, loop-deletion, loop-distribute, loop-idiom, loop-instsimplify, loop-load-elim,
loop-rotate, loop-simplifycfg, loop-sink, loop-unroll, loop-unroll-full, loop-vectorise, lower-constant-
intrinsics, lower-expect, mem2reg, memcpyopt, mldst-motion, move-auto-init, openmp-opt, openmp-
opt-cgscc, reassociate, rel-lookup-table-converter, rpo-function-attrs, sccp, loop-unswitch, simpli-
fycfg, slp-vectorizer, speculative-execution, sroa, tailcallelim, vector-combine, break-crit-edges, loop-
data-prefetch, loop-fusion, loop-interchange, loop-unroll-and-jam, lowerinvoke, sink, ee-instrument
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and performance measurement on two platforms: an ARM-based NVIDIA Jetson TX2
board with a 64-bit quad-core ARM Cortex A57 running at 2.0 GHz and a multi-
core server with a 64-core AMD Ryzen Threadripper PRO 5995WX CPU clocked at
2.25 GHz. The benchmarks are run as single-threaded programs on the CPU. The
SPEC CPU 2017 benchmarks are evaluated solely on the x86 platform due to their
long execution time on the Jetson TX2 board.

Compiler. We apply Citroen to LLVM version 17.0.6. Our evaluation considers 76
LLVM passes listed in Table 5.3 and a maximum compiler sequence of 120 passes.

5.4.3 Benchmarks

Table 5.4 lists the benchmarks used in the experiments, including 26 programs from
cBench [162] and 16 programs from SPEC CPU 2017 [16]. We only consider C/C++
programs that can be successfully compiled by LLVM v17.

5.4.4 Competing Baselines

We compare Citroen against five autotuning methods and alternative feature extrac-
tion methods:

Random. While simple, random search is reported to be effective in previous work
[52, 71, 72].

OpenTuner. This compiler auto-tuning framework [62] implements an ensemble of
multiple evolutionary algorithms and can dynamically adjust its use of different al-
gorithms.

Nevergrad. This search library [95] supports multiple evolutionary algorithms. It
could adaptively select the most suitable algorithm according to the search problem
setting. This method has been reported to achieve the best performance in the Com-
pilerGym [67] phase-ordering environment.

BOCA. This closely related work uses BO for compiler flag selection [61]. It uses the
random forest as its cost (surrogate) model. When applying it to phase ordering, we
adapt it to use one-hot encoding as the input to the random forest model.

BaCO. This is a BO framework for compilation optimization [143]. It can handle
different parameter types and thus can be directly used for the compiler phase-ordering
problem.

94



5.4 Experimental Setup

Table 5.4: Benchmarks used in evaluation.

Suite ID Benchmark #hot modules

cBench [162]
(budget: 100/300/1000,
platform: ARM and x86)

C1 automotive bitcount 4
C2 automotive qsort1 2
C3 automotive susan c 1
C4 automotive susan e 1
C5 automotive susan s 1
C6 bzip2d 2
C7 bzip2e 3
C8 consumer jpeg c 6
C9 consumer jpeg d 4
C10 consumer lame 8
C11 consumer tiff2bw 3
C12 consumer tiff2rgba 3
C13 consumer tiffdither 3
C14 consumer tiffmedian 1
C15 network dijkstra 1
C16 network patricia 1
C17 office stringsearch1 1
C18 security blowfish d 2
C19 security blowfish e 2
C20 security rijndael d 1
C21 security rijndael e 1
C22 security sha 1
C23 telecom CRC32 1
C24 telecom adpcm c 1
C25 telecom adpcm d 1
C26 telecom gsm 5

SPEC CPU 2017 [16]
(budget: 100/300,
platform: x86)

S1 500.perlbench r 6
S2 502.gcc r 7
S3 505.mcf r 3
S4 508.namd r 2
S5 510.parest r 6
S6 511.povray r 9
S7 519.lbm r 1
S8 520.omnetpp r 9
S9 523.xalancbmk r 9
S10 525.x264 r 6
S11 526.blender r 3
S12 531.deepsjeng r 9
S13 538.imagick r 1
S14 541.leela r 4
S15 544.nab r 2
S16 557.xz r 5
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Feature extraction methods. Citroen uses compilation statistics as features to be
given to the BO cost model to predict potential speedup and uncertainty. In Sec. 5.5.3,
we compare Citroen against three feature extraction methods: IR2vec [149], Auto-
phase [146], and Programl [150].

5.4.5 Evaluation Methodology

Hyper-parameters of Citroen. Based on our preliminary experiments, in our ex-
periments, we set the initial training samples for the cost model (n init) to 20 and the
candidate pass sequences per iteration (q) to 500. All candidate sequences are initially
generated using the heuristic sampling strategy described in Sec. 5.3.5. After 1/4 of the
total search iterations, Citroen generates 50 new sequences per module, with the re-
maining q−50 selected randomly from previously generated but unevaluated sequences,
keeping compilation overhead negligible compared to execution overhead.

Compiling multiple modules. To apply the competing baselines (Sec. 5.4.4) to
optimise module-specific phase ordering of programs with multiple source files, we use
a one-by-one strategy to sequentially auto-tune each module in descending order of
their execution times. We tune each module until there is no noticeable performance
improvement (more than 1% speedup) for τ consecutive search iterations before moving
to the next one. Here, τ is set to N budget/N modules/3. We will repeat the process
until the search budget is used up. When re-tuning a module, we initialise the search
algorithm using the best-found sample from the search history. In this way, these
baselines will not waste too much time on source files and will have little room for
performance improvement.

Performance report. Following [66, 75], we set search budgets of 100, 300, and
1000 iterations for cBench and 100 and 300 iterations for SPEC CPU 2017, with the
latter capped at 300 due to long execution times. In each iteration, we execute the
compiled binary multiple times until the relative standard error of the mean execution
time falls below 1% (typically requiring 3-20 runs for cBench and 3 for SPEC). The
mean execution time is then used as feedback for the search algorithm. When reporting
the final performance, we re-execute the best-found binary until the relative standard
error falls below 0.3% for greater accuracy. For each method, we report the average
performance by repeating the tuning process five times per benchmark.
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5.5 Experimental Results

Our evaluation tries to answer the following questions:

RQ1: How does Citroen compare with prior autotuning approaches (Sec. 5.5.1)?

RQ2: How do individual components of Citroen contribute to its overall performance
(Sec. 5.5.2)?

RQ3: How do Citroen’s pass-related compilation statistics compare with existing
feature extraction methods (Sec. 5.5.3)?

5.5.1 Comparison with Baselines

Figure 5.6 shows the average performance of Citroen and the baselines with three
different budgets on cBench and SPEC CPU 2017. Citroen clearly outperforms the
baselines by both achieving the same performance faster and achieving better perform-
ance on a small budget (e.g., 100 iterations). For cBench, with a small budget of 100
iterations, Citroen achieves 1.096× speedup over -O3 compared to other methods’
1.067 − 1.083× speedup. With a moderate budget of 300 iterations, Citroen attains
a 1.11× speedup, which other methods require 1000 iterations to match.

To see how Citroen generalises across different benchmarks, we show in Figure 5.7
the comparison of Citroen and the baselines on individual benchmarks. The results
show that Citroen significantly improved performance on several benchmarks, like
C1, C22 and C26. The common characteristic of these benchmarks is that their per-
formance can benefit from some transformations, but the compilation sequences that
can activate these transformations are sparse in the search space. For example, for C1
(automotive bitcount), to achieve more than 1.1× speedup, one of its hot modules
bitcnts should be optimised by three loop transformations including loop-unswitch,
loop-unroll and licm. However, all the baselines struggle to suggest a good compilation
pass sequence that activates all three transformations within a budget of 100 profiling
measurements. Furthermore, for C22, we discovered that the combination of early-cse,
instcombine, loop-rotate, and loop-fusion passes successfully unlocks loop-level optim-
isation. For S10, the key is to apply loop-unroll before and after the instcombine pass to
enhance instruction-level parallelism. For S11, we improve vectorisation by identifying
a sub-sequence that applies slp-vectorizer after sroa and simplifycfg.
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Figure 5.6: Average (geometric) performance on cBench and SPEC CPU 2017 with
different search iteration budgets.
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Figure 5.7: Evaluation on cBench and SPEC with different search iteration budgets.
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Figure 5.8: Ablation study on different benchmarks. The y-axis is the speedup relative
to -O3. security sha only owns one hot module, thus “task scheduler” and “module
specific optimisation” are not applicable to such single-module cases.

Another observation is that many benchmarks allow all the methods to achieve
similar performance. These benchmarks share the common characteristic that their
performance under a small search budget (100) is close to that achieved with a large
budget (1000). This is because their performance is dominated by easily activated
optimisations (like mem2reg). This observation is also consistent with previous studies
[52, 71, 72], where random search is reported to be effective enough in many cases.
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5.5.2 Ablation Study

To assess how each component of Citroen impacts performance, we evaluate its vari-
ants on the ARM platform on several cBench benchmarks. The “Citroen (ours)”
variant uses all proposed techniques. “W/o compilation statistics” uses original pass
sequences instead of compilation statistics for the cost model. “W/o heuristic gener-
ator” utilises random sampling rather than heuristic algorithms to generate candidate
pass sequences. “W/o AF customisation” employs standard EI as the acquisition func-
tion, ignoring the coverage issue. “W/o task scheduler” sequentially autotunes each
module instead of using a global task scheduler. “W/o module-specific optimisation”
applies a single pass sequence for all modules.

As can be seen in Figure 5.8, “W/o compilation statistics” performs much worse
than Citroen in terms of both the final achieved performance and search efficiency,
indicating that pass-related compilation statistics are a key component of Citroen.
”W/o heuristic generator” outperforms ”W/o compilation statistics” but remains less
effective than Citroen. This is because it lacks an efficient initialisation strategy for
the acquisition function maximisation process, which Chapter 4 highlights as crucial
for high-dimensional problems. “W/o AF customisation” uses 1000 search iterations to
achieve only 1.04× speedup in security sha (C22) while Citroen uses 100 iterations
to achieve 1.16× speedup, showing that the coverage issue could significantly harm
performance in some cases. For programs with multiple hot modules, “W/o module
specific optimisation” performs the worst in terms of the final achieved performance,
revealing the effectiveness of module-specific optimisation. As depicted in “W/o task
scheduler”, one-by-one autotuning could achieve module-specific optimisation to im-
prove the final performance, but it requires more search iterations. This demonstrates
how a global model could effectively act as a task scheduler to adaptively allocate search
budgets when autotuning programs with multiple hot modules.

5.5.3 Alternative Feature Extraction Methods

Prior works in machine learning-based compiler optimisation developed a range of
methods to extract features from intermediate representations (IRs) to train offline
supervised or reinforcement learning models for predicting optimal compilation config-
urations.

IR2vec [149], Autophase [146], and Programl [150] provides three representative
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Figure 5.9: Impact of replacing compilation statistics with alternative feature extraction
methods in Citroen (using LLVM 10 as the compiler). The y-axis shows the speedup
relative to -O3.
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Figure 5.10: Comparison of Citroen and Autophase using LLVM 10 as the compiler.
The y-axis is the speedup relative to -O3.
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feature extraction techniques. IR2vec combines representation learning with control
flow information to embed IRs in a continuous space. Autophase extracts static fea-
tures via analysis passes on IRs. Programl represents programs as graphs to capture
their semantics and employs inst2vec [148] for continuous embeddings. Although these
methods are not tailored for search-based autotuning, their feature extraction tech-
niques could be integrated into our approach to construct an online cost model and
thus warrant comparison.

Figure 5.9 shows how our compilation statistics perform on the arm platform com-
pared to alternative feature extraction methods, including IR2vec [149], Autophase
[146], and Programl [150]. As both Autophase and Programl only support LLVM 10,
here we use LLVM 10 to compare all feature extraction methods fairly. Using pass-
related compilation statistics as features, Citroen clearly outperforms other feature
extraction methods. This is because alternative feature extraction methods struggle to
distinguish the changes brought by various passes. For example, the function-attrs pass
could significantly affect the performance of some programs like automotive bitcount,
but its transformation on the program can not be recognised by IR2vec, Autophase
and Programl, as function-attrs only changes the function attributes which are not
considered in those feature extraction methods.

Furthermore, while IR2vec and Programl do not generate or suggest compiler pass
sequences and must be integrated with a separate phase ordering method, Autophase
provides both a feature extraction mechanism and an end-to-end reinforcement learning
(RL)-based phase ordering solution. Thus, we also compare Citroen directly with
Autophase as a complete solution. We explored both offline and online approaches
in Autophase. First, we trained a proximal policy optimisation (PPO) model on 100
randomly generated programs from Csmith [170], following the approach in Autophase.
Then, we used this model as the initial policy for further RL-based search. Figure 5.10
reports the results, where Citroen still consistently outperforms Autophase.

5.5.4 Hyperparameter Sensitivity Analysis

Citroen has two key hyperparameters: the initial training samples for the cost model
(n init) and the candidate pass sequences per iteration (q). Figure 5.11 reports how
different hyperparameter values affect Citroen’s average performance across cBench
benchmarks on the ARM platform. Citroen demonstrates overall robustness to dif-
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Figure 5.11: Hyperparameter Sensitivity Analysis of Citroen. The y-axis is the spee-
dup relative to -O3.

ferent hyperparameter values, except that too small q may lead to marginally degraded
performance. Furthermore, increasing q beyond 500 does not result in any substan-
tial improvement in performance. Additionally, when the proportion of n init relative
to the total number of search iterations is large, it can cause a slight degradation in
performance. This is because a higher proportion of the search budget is allocated to
random sampling, which may be less efficient.

5.5.5 Compilation Statistics Analysis

Table 5.5 presents an experiment designed to explore the relationship between vari-
ous compilation statistics and the resulting performance speedup. For each program,
we focus on the module with the longest runtime, running Citroen for 1000 itera-
tions to derive both the optimal pass sequence and the final cost model. Using the
cost model’s lengthscales li (as defined in equation 5.1), we identify impactful features
(compilation statistics), where a smaller lengthscale indicates a greater influence on
performance. To assess the significance of each feature, we measure the change in per-
formance after removing the passes associated with that feature from the final pass
sequence. For instance, if loop-unroll.NumUnrolled is identified as impactful by the
cost model, we remove loop-unroll from the pass sequence to measure its effect on
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Table 5.5: Top 5 impactful compilation statistics recognised by the Citroen cost
model on different benchmarks. Performance changes are measured after removing the
relevant passes from the final pass sequence.

Benchmark Compilation Statistics
Performance Change if

Disabling Related Passes

automotive bitcount

loop-unroll.NumUnrolled -49%
inline.NumInlined -43%
licm.NumHoisted -54%
mem2reg.NumPHIInsert -52%
loop-unswitch.NumBranches -22%

security sha

instcombine.NumCombined -27%
mem2reg.NumPHIInsert -21%
loop-rotate.NumRotated -26%
early-cse.NumCSE -16%
loop-unroll.NumUnrolled -5%

telecom gsm

mem2reg.NumPHIInsert -31%
SLP.NumVectorInstructions -19%
instcombine.NumCombined -5%
loop-vectorize.LoopsVectorized -7%
simplifycfg.NumSimpl -5%

performance. The results reveal that the set of impactful compilation statistics varies
across programs, indicating that different programs are influenced by distinct compila-
tion factors. However, some statistics consistently emerge as impactful across multiple
programs, highlighting their broader relevance in program optimisation.

Furthermore, to understand the correlation between statistics and pass sequences,
we try to reduce the pass sequence to find the most important pass combination that
will affect statistics. We found that some passes are naturally correlated and often
appear together in sequences to make the occurrence of certain statistics possible.
For example, loop-vectorise.LoopsVectorized usually at least requires the sequential ap-
plication of both the loop-rotate and loop-vectorise passes. Similarly, applying sroa
before slp-vectorizer often leads to larger SLP.NumVectorInstructions. Additionally,
we found that in most cases, replacing mem2reg with sroa typically yields comparable
mem2reg.NumPHIInsert values and similar runtime performance.
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Figure 5.12: Average proportion of algorithmic runtime.

5.5.6 Algorithmic Runtime

In Figure 5.12, we report the average proportion of algorithmic runtime (excluding the
time spent on objective function evaluation) across different methods for 1000 search
iterations in cBench and 300 iterations in SPEC CPU 2017. For Citroen, as it requires
extra parallel compilation (only on hot modules) and model training and inference, it
uses more algorithmic runtime than other methods. However, its algorithmic runtime
remains negligible compared to the performance measurement time (including program
compilation and execution time), especially when optimising larger programs like SPEC
CPU 2017.

5.6 Summary

This chapter has presented Citroen, a BO-based search framework for compiler phase
ordering. While the last chapter addresses the high-dimensional search space chal-
lenge (Section 1.2.1), this chapter focuses on addressing the compiler pass interaction
challenge (Section 1.2.2) and the practicality challenge (Section 1.2.3).

Citroen leverages pass-related compilation statistics to capture the complex inter-
actions between compiler passes, providing features that are more closely aligned with
performance. This enables the construction of a more effective online probabilistic cost
model, which helps avoid profiling pass sequences that yield no performance improve-
ment. In this way, Citroen addresses the challenge of compiler pass interaction.

To address the practicality challenge, Citroen automates the task function defin-
ition without manual re-implementation, simplifying the autotuning process. It also
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implements a dynamic budget allocation across source files to support module-specific
phase ordering, improving search efficiency. Our evaluation shows that Citroen out-
performs existing approaches by achieving comparable tuning results using one-third
of their search budget.
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Chapter 6

Conclusions

This chapter summarises the main contributions of this thesis in Section 6.1, presents
a critical analysis of this work in Section 6.2 and discusses possible directions for future
research in Section 6.3.

6.1 Contributions

This thesis presents new techniques for applying Bayesian optimisation (BO) to com-
piler autotuning. It especially focuses on one of the most challenging compiler auto-
tuning problems, i.e., phase ordering. As a departure from previous BO techniques
in software/compiler autotuning [141–143], it customises BO to address the challenges
outlined in Section 1.2, including the high-dimensional optimisation space, the complex
compiler pass interactions, and the practicality barrier.

6.1.1 A Simple and Effective High-Dimensional BO Method

Chapter 4 addresses the challenge of applying BO to high-dimensional optimisation
problems (Section 1.2.1), which is a crucial step towards applying BO to the high-
dimensional compiler phase ordering problem. It is the first work to investigate a
largely ignored yet significant problem in high-dimensional BO concerning the impact
of the initialisation of the acquisition function (AF) maximiser on the realisation of
the AF capability. It empirically shows that the commonly used random initialisation
strategy leads to poor-quality candidate points that limit AFs’ power, leading to over-
exploration and poor high-dimensional BO performance. Based on this understanding,
it proposes a simple yet effective initialisation method by employing multiple heuristic
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optimisers to leverage the historical data of black-box optimisation to generate initial
points for the AF maximiser.

The proposed method is simpler and more efficient than previous high-dimensional
BO methods. The simplicity of the method makes it easy to implement and apply to
various high-dimensional optimisation problems, including the compiler phase order-
ing problem. The method is also more efficient, requiring fewer evaluations to find
better solutions. Especially while testing in a high-dimensional compiler flag selection
problem, the proposed method outperforms the standard BO method by delivering a
7% runtime improvement after 1000 search iterations. It also outperforms other high-
dimensional BO methods by delivering 2-6% improvement.

6.1.2 Customisation for Compiler Phase Ordering

Chapter 5 addresses the challenge of complex compiler pass interactions (Section 1.2.2),
which complicates the task of predicting the performance impact of a given pass se-
quence. It leverages pass-related compilation statistics as a proxy to capture the com-
piler pass interactions. As pass-related compilation statistics directly reflect the changes
made by each pass, they provide a more direct representation of the pass interactions
than the pass sequence itself, avoiding the need to model the sequence. Compared to
the standard BO, the proposed technique inserts a new layer of abstraction (compila-
tion statistics) between the pass sequence and the performance, making the modelling
process more straightforward and effective, but introducing a non-uniform, sparse stat-
istics feature space. To better navigate the non-uniform, sparse statistics feature space,
the proposed technique customises the acquisition function design by incorporating a
coverage-based term. The coverage-based term encourages the model to explore the fea-
ture space more uniformly, leading to better performance. Besides, it also extends the
heuristic initialisation strategy proposed in Chapter 4 to a discrete version to generate
high-quality candidate pass sequences to be selected by the acquisition function.

Compared to previous BO techniques in performance autotuning [141–143], the
proposed technique can achieve better tuning results with just one-third of their search
budget. It proves especially effective with a constrained search budget - with a budget
of 100 runtime measurements, it delivers up to a 17% improvement over other BO
techniques.
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6.1.3 Practical Multi-Module Autotuning

Chapter 5 also addresses the practicality barrier challenge (Section 1.2.3) by developing
a dynamic budget allocation strategy and a user-friendly framework for multi-module
compiler phase ordering.

The dynamic budget allocation strategy allocates the search budget across multiple
source files within a single program based on the real-time autotuning results of each
file. This strategy ensures that the next search iteration is allocated to the file with the
highest expected improvement. This is achieved by implementing a global cost model
that considers multiple modules’ effects rather than a single-module cost model during
the BO search process. Compared to the one-by-one autotuning process, the proposed
dynamic budget allocation strategy can achieve up to a 2.5× faster convergence time.

The user-friendly framework provides a simple and efficient way to perform multi-
module compiler phase ordering for real-life large applications. It allows users to dir-
ectly use the program’s existing build script (e.g., makefile) without rewriting the com-
pilation process to accept a specific compilation configuration, thus reducing the user
barrier.

6.2 Critical Analysis

6.2.1 Pass-Related Compilation Statistics

The pass-related compilation statistics used in this thesis are aggregated results, risking
neglecting lower-level details. For instance, while the statistics can indicate the number
of loops vectorised, they do not specify which loops were vectorised, their locations, or
their significance in the overall performance. This limitation introduces inaccuracies
in the modelling process, as the model cannot differentiate between more and less
critical optimisations. Although our online modelling approach accounts for model
uncertainty, the granularity of the statistics remains a challenge. Developing a more
detailed feature extraction method might enhance the accuracy of the online predictive
model and improve the overall effectiveness of the compiler autotuning process.
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6.2.2 Program-Specific Autotuning

Our proposed BO approach searches from scratch for each targeting program, ensuring
flexibility and adaptability to different scenarios. However, this method may overlook
potential opportunities, such as the existence of general program-independent pass
correlations. These correlations, if identified and leveraged, could enhance the efficiency
of the optimisation process. By not utilising these potential correlations, our approach
might miss out on optimisations that could be applied across different programs.

6.2.3 Additional Compilation and Modelling Cost

Our approach uses post-compilation features to predict performance online, inherently
introducing additional compilation and modelling overhead. To mitigate this over-
head, we employ parallel compilation techniques and restrict the compilation process
to hotspot files, which are the files most likely to impact performance. This strategy
significantly reduces the overall compilation cost. Additionally, we utilise the highly
efficient GPyTorch library to leverage GPU resources for model training and inference.
In practice, the additional overhead incurred is minimal when compared to the time
required for runtime performance measurement. However, this approach requires the
algorithm and compilation to be executed on high-performance multi-core servers to
ensure efficiency.

6.2.4 Optimisation Objective

This thesis primarily targets execution time optimisation in compiler autotuning and
does not explicitly address other objectives such as code size or energy consumption.
Code size optimisation is mostly static and less challenging, while energy consumption
is often correlated with execution time and would require more detailed hardware-level
modelling. Focusing on runtime performance aligns with the main industrial interest,
but limits the scope of the work to a single objective setting.
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6.3 Future Work

6.3.1 Coverage-Based Code Characterization

This thesis uses pass-related compilation statistics to model the relationship between
compiler pass sequences and runtime performance. These statistics reveal whether and
how a specific pass changes the code. However, they do not provide detailed information
about what code snippets are changed and their significance in the overall performance.

One approach to addressing the limitations of compilation statistics is to incorpor-
ate profiling-based code coverage, which only needs to be performed once. Profiling-
based coverage provides detailed insights into the execution frequency of instructions
within each basic block of the intermediate representation (IR). By extracting coverage-
based features from IR, we can differentiate between critical and non-critical code seg-
ments. Since different pass sequences lead to different transformations, identifying
which changes have a greater impact can improve predictive modelling.

Future work could focus on leveraging coverage-based features to refine the mod-
elling process, enhancing the accuracy of performance predictions and enabling more
effective compiler autotuning.

6.3.2 Exploiting Program-Independent Pass Correlations

Some passes are naturally correlated and often appear together in sequences. Consid-
ering these program-independent relationships might help reduce the search space and
streamline the optimisation process. Future work could involve developing methods
to identify and exploit these program-independent pass correlations. By incorporat-
ing these correlations into the optimisation process, we could potentially reduce the
number of evaluations required to find optimal pass sequences, thereby improving the
efficiency of compiler autotuning.

6.3.3 Integrating Coarse Offline and Fine-Grained Online Learning

While developing an accurate offline model for compiler autotuning is challenging, a
coarse offline model is feasible. For instance, loop vectorisation generally improves
performance in most cases. By combining dynamic features obtained from profiling
the program at a specific optimisation level (e.g., -O3), such as performance counters,
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we can develop an initial offline model. This offline model can provide a preliminary
exploration, while the online model can perform more fine-grained searches.

Future work could focus on integrating these coarse offline models with fine-grained
online learning approaches. The offline model can guide the initial search space, re-
ducing the number of evaluations needed for the fine-grained online autotuning. This
hybrid approach could enhance the efficiency and effectiveness of the compiler autot-
uning process by leveraging the strengths of both offline and online models.

Deep reinforcement learning (DRL) could serve as a promising approach to realise
this integration, as it is well-suited for sequential decision-making and can naturally
combine coarse guidance from an offline model with adaptive fine-grained exploration
in the online phase. Similarly, code similarity based initialisation could be incorporated
to provide the online search with a better starting point, effectively bridging the offline
knowledge and online optimisation process.
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