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Abstract

The eddy-driven jet (EDJ) over the North Atlantic drives variability in

weather and climate over Europe, yet its characterisation has relied on

zonally averaged diagnostics that mask its full spatio-temporal complex-

ity. This thesis develops and applies a novel two-dimensional object-based

framework to extract key EDJ features such as the latitude, strength, and

tilt measured using the daily 850hPa zonal wind fields. The object method

shows a unimodal climatologtical distribution of EDJ latitude, in contrast

to the trimodal distribution found for the conventional Jet Latitude Index

(JLI). The difference is shown to be partly due to the poor performance of

the JLI when the jet is weak, broad, tilted or split.

Using this new framework, I demonstrate robust links between EDJ config-

urations and large-scale modes of atmospheric variability: southerly, weak,

and positively tilted jets coincide with negative NAO/East-Atlantic phases

and enhanced surface blocking; conversely, northerly, strong, and nega-

tively tilted jets coincide with positive NAO conditions and zonal flow.

Using data from the seasonal forecasting model GloSea5, I show that mod-

els have skill in predicting the winter EDJ latitude but have no skill for the

EDJ tilt and strength. The skillful forecasts for the EDJ latitude exhibit

a weak signal-to-noise ratio comparbale to what has been found for the

winter NAO.

Finally, I investigate the influence of teleconnections from ENSO, QBO,

and MJO with the new methodology. El Niño favours early winter pole-

ward, stronger, westward tilted jets, while La Niña produces the oppo-

site shifts; easterly QBO phases promote persistent equatorward, weakened

jets; and certain MJO phases modulate EDJ onset and tilt on subseasonal
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timescales. These results underscore the importance of multidimensional

jet diagnostics for improved understanding and prediction of mid-latitude

climate variability and extremes.
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Chapter 1

Introduction

Jet streams are narrow bands of strong zonal winds, with speeds often

exceeding 30-40 ms−1, typically found in planetary atmospheres. On Earth,

there are two primary jet streams: the subtropical jet stream (STJ) and the

mid-latitude jet stream, also known as the eddy-driven jet stream (EDJ), as

illustrated in Figure 1.1. The jet streams typically peak near the tropopause

which lies at a height of around 10 to 15 km depending on the latitude.

The STJ and the EDJ are geographically distinct; the STJ peaks near

30◦ latitude, while the EDJ peaks between 50◦ to 60◦ latitude in each

hemisphere. These jets define the boundaries of two major atmospheric

circulation cells, the Hadley and Ferrel cells (Figure 1.1).

The EDJ and STJ differ dynamically. The STJ forms near the edge of the

poleward extent of the Hadley cell since air moving moves northward or

southward in the upper branch, it is deflected to the east because of the

Coriolis effect, creating westerly winds in the upper troposphere. Below the

STJ, surface winds within the tropics are characterised by easterly trade

winds. These easterlies arise as air moves from high-pressure regions near

30◦ latitude toward the low-pressure zone at the equator, and are deflected

by the Coriolis effect, flowing from east to west.

Unlike the STJ, the EDJ is primarily driven by an interaction between the

mean circulation and turbulent atmospheric eddies. These eddies are large-

scale disturbances in the atmosphere, which arise due to the temperature
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Figure 1.1: Schematic illustration of Earth’s atmospheric circulation cells
(Hadley, Ferrel, and Polar cells), displaying their vertical and latitudi-
nal structure from the equator to the pole. Highlighted are key fea-
tures including the Intertropical Convergence Zone (ITCZ), subtropical and
mid-latitude (eddy-driven) jet streams, prevailing wind patterns (easterly
trade winds, westerlies, and polar easterlies), and significant atmospheric
pressure zones (subtropical highs, subpolar lows, and polar highs). The
tropopause marks the boundary separating the troposphere from the strato-
sphere. Figure taken from Royal Meteorological Society (2025).
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contrast between the cold air from the poles and the warm air of the trop-

ics meeting in the mid-latitudes. As they meet, the atmosphere becomes

unstable, forming baroclinic eddies transport heat and zonal momentum.

At the surface, eastward winds are generated as a result of the propagation

and breaking of eddies.

Jet streams show pronounced seasonal variability, as shown in Figure 1.2.

During boreal winter (December-January-February, DJF; middle panel),

the Northern Hemisphere jet streams intensify and shift equatorward due

to increased meridional temperature gradients, making them particularly

strong and prominent. Conversely, in boreal summer (June-July-August,

JJA; bottom panel), the Northern Hemisphere jets weaken and shift pole-

ward as temperature gradients lessen and thermal contrasts diminish. This

seasonal shift is especially notable in the subtropical jet, which migrates

significantly in response to changes in solar heating patterns.

In the Southern Hemisphere, the jet stream variability is similarly pro-

nounced but occurs in reverse seasons compared to the Northern Hemi-

sphere. The Southern Hemisphere jets reach peak intensity during austral

winter (JJA), when the meridional temperature gradient is maximised, be-

coming particularly robust and nearly circumpolar due to less obstruction

by continents and mountains. During austral summer, the jets weaken and

shift slightly poleward.

Due to the asymmetries in the Northern Hemisphere created by mountain

ranges, continents, and ocean temperatures, both the STJ and EDJ do

not uniformly encircle the Earth, exhibiting substantial regional variability

in their positions, strengths, and shapes. For example, the Pacific EDJ

is stronger and more zonal, whereas the North Atlantic EDJ is weaker

and more variable, significantly influenced by its smaller ocean basin and

extensive surrounding orography.

Understanding these seasonal patterns and their variability is essential as

they profoundly influence global weather systems. Changes in jet posi-

tion and strength directly affect storm tracks, precipitation distributions,

and temperature anomalies, affecting short-term weather events and long-

term climatic conditions, including the occurrence and intensity of extreme
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Figure 1.2: Climatological mean zonal wind speeds (ms−1) from NCEP/N-
CAR reanalysis data, displayed as latitude-pressure cross-sections. The top
panel shows the annual climatology, while the middle and bottom panels
depict seasonal climatologies for December-January-February (DJF) and
June-July-August (JJA), respectively. Positive (red-yellow) values indi-
cate westerly winds, and negative (blue) values indicate easterly winds.
Jet streams are clearly identifiable as regions of maximum westerly wind
speeds located near the tropopause at approximately 200 hPa (approxi-
mately 10–15 km altitude). Figure taken from UC-Davis Climate Dynam-
ics ATM 241 Course Materials (2025).
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events such as droughts, floods, and heatwaves.

1.1 Focus

This thesis focuses on the EDJ within the North Atlantic sector and its

impacts over Europe. An example of an event associated with a large de-

viation in the EDJ is the ”Beast from the East” of February 2018, which

brought widespread disruption to the UK due to plummeting temperatures

and heavy snowfall. This event was characterised by the advection of cold

air from Siberia, driven by a strong easterly flow associated with a high

pressure system over Scandinavia. The resulting extreme weather condi-

tions were linked to a large equatorward shift of the EDJ (Greening and

Hodgson, 2019).

Hence, understanding and characterising different features (such as latitude

and strength) of the EDJ is important for understanding what drives its

variability. One of the most cited pieces of literature that covers this topic

is by Woollings et al. (2010) who suggested that the EDJ displays preferred

latitudinal positions or regime behaviour. The regimes are found using a

method called the Jet Latitude Index (JLI), which calculates the latitude

and the strength of the EDJ from a zonally averaged profile of low-level

westerlies in the North Atlantic. The resulting distribution of daily winter

latitudes is shown in Figure 1.3, which reveals three peaks representing

preferred latitudinal positions of the EDJ, a northern (N), central (C) and

southern (S) state, which is unique to the North Atlantic in the winter.

The existence of regimes within the atmosphere is important, as it implies

a state of persistence that has direct effects on weather patterns, extreme

events, and predictability.

Many studies followed from Woollings et al. (2010), exploring the relation-

ship of EDJ regimes with storm tracks (Novak et al., 2015), mid-latitude

predictability (Frame et al., 2011; Hannachi et al., 2011), how each regime

changes under different atmospheric drivers (Maycock et al., 2020; Oudar

et al., 2020), its relationship to cluster on North Atlantic weather regimes

(Madonna et al., 2017) and as a tool to assess the performance of climate

models (Simpson et al., 2020). Rather than just exploring the latitude and
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1.1. Focus

Figure 1.3: Eddy-Driven Jet regimes found by the Jet Latitude Index (JLI)
of Woollings et al. (2010).

strength of the EDJ, further studies have explored other characteristics of

the EDJ, such as its tilt (Barriopedro et al., 2022; Madonna et al., 2017;

Messori and Caballero, 2015) and its waviness (Di Capua and Coumou,

2016).

However, some studies have questioned the interpretation of the JLI and

its preferred states. The zonal averaging is specifically problematic in the

North Atlantic because of the orography of Greenland. This was shown to

heavily impact northly mode of the JLI as White et al. (2019) showed that it

was not excursions of the EDJ, but instead mesoscale tip jets that occur off

the coast of Greenland and cannot be separated within the zonal average.

In addition to this, defining a single maximum in the zonal average is also

problematic with profiles that are bimodal or uniform, where it becomes

unclear where the maximum on these profiles is (Woollings and Blackburn,

2012).

Zonal averaging will also dampen the effects of localised phenomena, such

as topography and land-sea contrasts, which can significantly influence the
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position and strength of the EDJ (Brayshaw et al., 2009). This is espe-

cially true for the EDJ in the North Atlantic, which has a distinct tilt

due to the generation of stationary wave forcing. Such localised effects are

critical for understanding the full dynamics of the EDJ and its variability.

Furthermore, the impact of blocking anticyclones or the presence of strong

baroclinic zones can be obscured by zonal averaging. This limitation can

result in the loss of important information on the EDJ response to various

atmospheric conditions.

Hence, there is a need to consider alternative approaches to diagnosing

the important features of the EDJ without zonal averaging. This new

approach will then be compared to the literature using the JLI methodology

to determine if there are substantial differences between the interpretations

of the two.

1.2 Research Questions

This thesis attempts to answer the following questions:

1. Can a methodology be developed to diagnose the North Atlantic EDJ

that accounts for its two-dimensional structure?

2. Does such a methodology suggest the presence of preferred states of

the EDJ as is evident from the JLI?

3. What is the predictability of the EDJ on seasonal timescales in a

state-of-the-art climate forecasting system?

4. How do atmospheric teleconnections impact the EDJ characteristics?

1.2.1 Structure of this thesis

The thesis is broken down as follows:

• Chapter 2 presents a review of the literature that provides the relevant

background for the rest of the thesis.

• Chapter 3 describes the development of the new methodology for

characterising EDJ in the North Atlantic. This chapter attempts to
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1.2. Research Questions

answer questions 1-2 of the research questions.

• Chapter 4 explores the representation and predictability of the EDJ

within a seasonal forecasting model.

• Chapter 5 examines relationships between the EDJ and surface cli-

mate variables.

• Chapter 6 explores both the seasonal and subseasonal drivers of vari-

ability in the North-Atlantic. Specifically, the El Niño Southern Os-

cillation, the Quasi-Biennial Oscillation, and the Madden-Julian Os-

cillation.
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Chapter 2

Background

In this chapter, I will provide the necessary background and a review of the

current literature to understand the later parts of this thesis. I will start

with an overview of the general circulation, which will lead into the dynam-

ics and mechanisms that give rise to the Eddy Driven Jet (EDJ). Following

this will be an overview of our current understanding of the EDJ variability

and teleconnections in the literature, with a focus on atmospheric regime

behaviour associated with atmospheric drivers.

2.1 The General Circulation

The general circulation of the atmosphere is a complex system of large-

scale motions that governs the distribution of weather patterns and cli-

mates throughout the world (Holton and Hakim, 2013). This circulation

is driven by a combination of factors, including the unequal heating of

Earth’s surface, its rotation, and the interaction between air masses of dif-

ferent temperatures. The unequal heating of Earth’s surface creates an

energy imbalance between the equator and the poles. To try and correct

this imbalance, the atmosphere responds by transporting heat from the

tropics into the mid- and high latitude regions.

The atmospheric phenomena that contribute to this transport vary greatly

on both temporal and spatial scales. To get an idea of this, Figure 2.1

shows the characteristic time and horizontal scales of various phenomena
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2.1. The General Circulation

Figure 2.1: Time and spatial scales of different physical phenomena in the
atmosphere Cullen and Brown, 2009.

related to the atmospheric circulation, ranging from small-scale turbulence

all the way up to the jet streams, which have a characteristic length scales

of 1000s of kilometres and temporal scales of weeks to months.

2.1.1 Jet Streams

Understanding the formation and dynamics of jet streams can be simpli-

fied by considering the concept of thermal wind balance. This involves a

relationship between the geostrophic zonal wind (ug) and temperature (T )

described by the equation in log-pressure height coordinates (z) (Vallis,

2017)

f
∂ug

∂z
=

R

H

∂T

∂y
, (2.1)
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2.1. The General Circulation

where f represents the Coriolis force, R stands for the gas constant of

dry air, H is the depth of the troposphere (104km) and y corresponds to

latitude. This equation is derived through a combination of geostrophic and

hydrostatic balance and applies in the extratropics at low Rossby numbers.

If a surface of constant pressure tilts downward toward the north, it in-

dicates a region of lower pressure. The pressure gradient force generates

motion towards lower pressure, and the Coriolis effect deflects the flow to

the right (in the Northern Hemisphere), resulting in a geostrophic wind

blowing parallel to constant pressure surfaces with lower height to its left

- causing a westerly wind. The role of temperature alters the thickness of

the pressure layers as a result of the north-south temperature gradient be-

tween the pole and the equator. Hence, a constant pressure surface located

farther aloft will slope progressively more strongly down towards the pole

with height. This leads to an increase in both the pressure gradient and the

strength of the geostrophic winds. This can be seen in Figure 2.2a, which

shows zonally averaged zonal winds and temperature in the atmosphere,

where the strongest westerly winds are found around the tropopause. This

is the height of both the Subtropical Jet (STJ) and the EDJ in each hemi-

sphere.

From a climatological perspective (Figure 2.2a), the winds of the Northern

Hemisphere are typically weaker compared to those of the Southern Hemi-

sphere, as seen in Figure 2.2b for the surface winds. This can be attributed

to the fact that there is more land in the Northern Hemisphere, which

weakens temperature gradients and subsequently diminishes wind strength

due to increased stationary wave forcing. Based on equation 2.1.1, when

the temperature gradient is stronger, the zonal winds are stronger. Hence,

there is a seasonal cycle to the strength of the jet stream, with it weakest

during the summer and strongest during the winter when the equator-to-

pole temperature gradient is larger.

The STJ differs from the EDJ in that its main driving mechanism comes

from angular momentum transport within the Hadley Cell and not from

thermal wind balance. As air ascends near the equator and moves poleward
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2.1. The General Circulation

Figure 2.2: a) Annual mean zonally-averaged zonal wind (filled contours)
and the zonally-averaged temperature (red contours). b) Annual mean
zonally averaged zonal winds at the surface. Image taken from Figure 14.2
of Vallis, 2017.
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2.2. The Eddy-Driven Jet Stream

in the upper branch of the Hadley Cell, it conserves angular momentum.

Angular momentum (M) is defined as

M = (Ωa cos θ + u) a cos θ, (2.2)

where Ω is the angular velocity of the Earth, a is the radius, θ is the

latitude and u is the zonal wind velocity. As air moves poleward in the

upper branch of the Hadley cell, M is conserved, and since cos θ decreases,

u must increase. This results in a band of strong westerly winds near the

poleward edge of the Hadley Cell, forming the STJ in the upper troposphere

without the requirement of thermal wind balance.

There is a distinct spatial pattern in the distribution of easterly and west-

erly winds. Between 0-30◦, easterlies prevail near the surface, while higher

near the tropopause, there is a core of strong westerly winds on the pole-

ward flank of the Hadley cell. This region is known as the tropics and the

jet is known as the STJ. As we move towards higher latitudes entering the

mid-latitudes between 30-60◦, the westerlies extend to lower levels with-

out the presence of easterlies. This area characterises the EDJ. Although

Figure 2.2 may suggest only one jet stream, it is important to note that

this represents a spatial and time average; therefore, they are not visibly

distinct in this image but frequently are on individual days.

2.2 The Eddy-Driven Jet Stream

The formation and dynamics of the Eddy-Driven Jet (EDJ) are rooted in

fundamental atmospheric processes, primarily involving the interaction of

large-scale temperature gradients and rotational effects with atmospheric

eddies. The EDJ is a key feature of the general circulation at mid-latitude

and plays a key role in weather and climate patterns.

2.2.1 Eddies in the atmosphere

The development of an EDJ is intrinsically linked to the generation and

evolution of eddies in the atmosphere. Eddies are disturbances in atmo-
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2.2. The Eddy-Driven Jet Stream

spheric flow that range from small-scale turbulence in the boundary layer

to large-scale extratropical cyclones and anticyclones. These structures fa-

cilitate the exchange of energy and momentum, which drives the variability

and persistence of the EDJ. Eddy driven transport are generally defined

as the deviation from the time and zonal averages. The northward heat

transport by the atmosphere can be written as

vT = vT + [v][T ] + v′T ′ , (2.3)

where v is meridional wind, T is temperature, primes indicate a deviation

from the time average, square brackets deviations from the zonal average

and overbars indicate time averaging. Each term on the right-hand side is

the contribution from the mean meridional circulation, stationary eddies,

and transient eddies. Mid-latitude transient eddies are frequently visible

on synoptic maps in the mid-latitudes and are one of the main drivers of

local weather variability (Hartmann, 2016).

Transient midlatitude eddies are primarily generated through a type of hy-

drodynamic instability called a baroclinic instability. Baroclinic instability

occurs in stratified fluids with a horizontal temperature gradient, such as

the equator-to-pole temperature difference in Earth’s atmosphere. This in-

stability gives rise to eddies capable of extracting energy from the available

potential energy of the background temperature gradient. These eddies

play a crucial role in the poleward transport of heat and momentum that

sustain the EDJ.

A classical framework for understanding baroclinic instability is the Eady

model (Eady, 1949). The Eady model simplifies the atmosphere to a strat-

ified rotating fluid with uniform vertical wind shear and rigid upper and

lower boundaries. The model predicts the growth of perturbations with

a characteristic westward tilt with height, as shown in Figure 2.3. This

tilt is critical for the extraction of energy from the mean temperature gra-

dient. As depicted in the figure, the streamlines exhibit a characteristic

northeast-southwest tilt, which facilitates the northward transport of zonal

momentum (u
′
v

′
> 0), while the westward phase shift of the temperature

perturbations relative to the pressure perturbations leads to the northward
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2.2. The Eddy-Driven Jet Stream

Figure 2.3: Schematic of the streamlines (black with arrows) and isotherms
(coloured) associated with a large-scale atmospheric disturbance. Signs at
the bottom are deviations of the zonal wind (u), meridional wind (v) and
temperature (T ) from there respective zonal average. Figure taken from
Hartmann, 2016.
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2.2. The Eddy-Driven Jet Stream

transport of heat (v
′
T

′
> 0).

The growth rate of the most unstable mode in the Eady model is expressed

as:

σ = 0.31
f

N

∂u

∂z
, (2.4)

where σ is the growth rate, f is the Coriolis parameter, N is the static

stability, and ∂u
∂z

represents vertical wind shear. This equation demonstrates

that the rate of eddy growth is proportional to the vertical wind shear and

inversely proportional to the static stability. It also shows the link between

eddies and the large-scale flow as a result of thermal wind balance

σ ∝ −∂T

∂y
, (2.5)

hence the regions with strong meridional temperature gradients create

higher vertical wind shear and an area that favours the growth of baro-

clinic eddies. An assumption within the Eady model is a constant vertical

shear, which means that unstable eddies grow infinitely. Charney, 1947

improved upon this by including a damping of eddy growth to simulate a

more realistic state, but the results are largely similar to the Eady model.

2.2.2 Wave-Mean Flow Interaction

The interaction between large-scale atmospheric motions and the zonally

averaged circulation is crucial for understanding the variability and main-

tenance of key dynamical features, including the EDJ. In particular, eddies

transport momentum and heat, redistributing angular momentum, and

modifying the background flow. These eddies, substantially larger than

the extratropical cyclones generated by barotropic instability, are known

as Rossby waves, named after Carl-Gustaf Rossby (Rossby, 1939).

A way to understand the affect that eddies have on the mean flow is via

the Eliassen-Palm (EP) flux vector (Holton and Hakim, 2013)
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2.2. The Eddy-Driven Jet Stream

F = (Fy, Fz) =

(
−u′v′,

f0
N
v′T ′

)
, (2.6)

where the meridional component (Fy) captures the eddy momentum flux

and the vertical component (Fz) is proportional to the eddy heat flux.

When F points upward, the heat flux term dominates, when F points

meridionally, then the momentum flux dominates. As a diagnostic tool,

F provides a direct measure of the contributions of both the heat and

momentum fluxes in a system. To connect F to the evolution of heat

and momentum in the atmosphere, consider the horizontal momentum and

quasi-geostrophic thermodynamic equations,

∂u

∂t
− f0v = − ∂

∂y
u′v′ + r, (2.7)

∂T

∂t
+ T0w =

∂

∂y
v′T ′ +Q, (2.8)

f0
∂u

∂z
= −R

H

∂T

∂y
. (2.9)

The first equation describes how the acceleration of the zonal winds is in-

fluenced by the meridional circulation (f0v) and the divergence of the eddy

momentum flux (− ∂
∂y
u′v′) with the effects of friction (r) included. The sec-

ond equation describes the evolution of temperature in response to vertical

motion (T0w), the horizontal divergence of eddy heat flux ( ∂
∂y
v′T ′), and dia-

batic heating (Q). The last equation is the thermal wind balance equation,

which couples the two equations together. In steady state ( ∂
∂t

= 0), each of

the equations describes the balance between different dynamics and forces.

For the zonal momentum equation, the distribution of momentum through

the divergence of the eddy-momentum flux drives a meridional circulation.

Then in the thermodynamic equation, heat transported by eddies acts to

reduce the meridional temperature gradient, and vertical motion restores

the temperature gradient through adiabatic cooling or heating. This in fact

describes the circulation of Hadley and Ferrel cells, introduced at the begin-

ning of the chapter, where the Hadley cell is driven predominantly through
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2.2. The Eddy-Driven Jet Stream

the effects of diabatic heating and the Ferrel cell through the divergence of

eddy-momentum fluxes.

The problem with these equations is that they treat the mean meridional

circulation independently of the eddies. This leads to cancellations be-

tween the mean and eddy terms, which suggests that the two are related

in some way. To address this, Andrews and McIntyre (1976) defined the

transformed Eulerian mean equations (TEM). They introduced the resid-

ual circulation that accounts for the cancellation between the convergence

of the eddy heat flux and adiabatic cooling. The meridional and vertical

residual circulation are defined as

v∗ = v − R

H

∂

∂z

v′T ′

N2
(2.10)

w∗ = w +
R

H

∂

∂y

v′T ′

N2
. (2.11)

The residual circulation captures part of the mean vertical velocity with

a contribution to the adiabatic temperature change that is not cancelled

out by the eddy heat flux divergence. Substituting the residual circulation

equations into Eqn. 2.7 gives the TEM equations,

∂u

∂t
− f0v

∗ − r = − ∂

∂y
(u′v′

′
) +

∂

∂z
(
f0
N
v′T ′) = ∇ · F (2.12)

∂T

∂t
+ T0w

∗ = Q (2.13)

where now the zonal momentum equation contains all the eddy terms and

the thermodynamic equation does not. In fact, the eddy terms are sum-

marised as simply the divergence of the EP vector (∇·F). To visualise this

process, Figure 2.4 shows the simulated evolution of a baroclinic lifecycle,

where arrows are the EP vector and contours are the divergence of the EP

vector.

At the start, the baroclinic growth is dominated by vertical eddy heat
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Figure 2.4: Eliassen-Palm vector (arrows) and divergence (contours) of a
baroclinic lifecycle (a - c) and the time average (d) from Edmon et al.,
1980. Height on the y-axis in mb and latitude in the x-axis.
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fluxes and hence weakening of the flow near the surface. As growth con-

tinues, the vectors begin to turn meridionally as the disturbance reaches

the upper troposphere, decelerating the flow (∇ · F < 0) but accelerates

the flow (∇ ·F > 0) near the surface. Toward the end of the lifecycle (Fig-

ure 2.4c), the accumulated eddy momentum flux convergence leads to a

broad acceleration of the zonal wind throughout the mid-troposphere, giv-

ing rise to the vertically coherent structure of the EDJ. This highlights two

fundamental roles of eddy forcing (1) deepening the jet structure by verti-

cally redistributing momentum, and (2) providing a net acceleration of the

mean zonal flow in the midlatitudes. The time-averaged state (Figure 2.4d)

clearly shows this effect, with strengthened surface westerlies and a general

weakening of the winds aloft near the subtropics due to the divergence of

eddy momentum fluxes.

The connection between the transport of heat and momentum can be fur-

ther simplified by considering the Quasi-Geostrophic Potential Vorticity

(QGPV) equation,

Dq

Dt
= X, (2.14)

where q = ζ + βy + ∂
∂z

(
f0
N2T

)
where ζ is the relative vorticity, f0 is a

constant Coriolis force at a fixed latitude, X is a form of dissipation and
D
Dt

is the material derivative (Vallis, 2017). This equation is derived under

the quasi-geostrophic assumption, which is where pressure gradients just

balance the Coriolis force neglecting the effects of vertical advection and

friction.

To link the TEM equations to the QGPV equations, we focus on the role

of the EP flux in the meridional transport of potential vorticity (PV). To

understand this link, we have to understand the evolution of the zonal

mean PV, which is obtained from Eqn. 2.14

∂q

∂t
+

∂

∂y
v′q′ = X. (2.15)

This shows that the time evolution of zonal mean PV (q) depends on the
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meridional transport of the eddy PV fluxes (v′q′) and any external sources

or sinks (X). In the TEM framework, the divergence of the EP flux (∇·F)
is directly related to the eddy-induced forcing of the mean flow. Using

some clever algebra (Vallis, 2017), it can be shown that

∇ · F = v′q′ (2.16)

and the TEM zonal momentum equation can be written as

∂u

∂t
− f0v

∗ = v′q′ + r (2.17)

This relationship implies that the EP flux divergence quantifies the merid-

ional transport of PV by eddies, linking the eddy fluxes of heat and mo-

mentum to changes in the mean flow. The divergence of EP flux drives

changes in zonal mean circulation acting as a source or sink of PV, while

the residual circulation (v∗ and w∗) adjusts to maintain the balance of ther-

mal wind and the overall distribution of PV. Thus, the TEM framework

and the EP flux provide a unified way to diagnose the impact of eddies on

the large-scale mean flow through PV dynamics.

2.2.3 Rossby Wave Propagation

The previous section discussed the link between baroclinic eddies and mo-

mentum fluxes on a zonally averaged flow. Here, I explore sources of Rossby

waves arising in a longitudinally varying flow, such as Earth’s atmosphere,

where orography and land-sea contrasts serve as wave sources. First, I out-

line how the conservation of barotropic vorticity leads to the generation of

Rossby waves.

Rossby waves are generated primarily due to the latitudinal variation of

the Coriolis parameter, known as the β-effect. This variation creates gra-

dients in planetary vorticity that are crucial for transporting energy and

momentum within mid-latitude regions, and significantly affecting large-

scale atmospheric dynamics and zonally averaged flow. Considering Eqn.

2.14, we focus on a barotropic fluid without topography (X = 0), where
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Figure 2.5: Perturbation vorticity field and induced velocity field (dashed
arrows) for a meridionally displaced chain of fluid parcels. The heavy wavy
line shows original perturbation position; the light line shows westward dis-
placement of the pattern due to advection by the induced velocity. Figure
taken from Holton and Hakim, 2013.

QGPV simplifies to q = ζ + f , with f = f0 + βy and β = ∂f
∂y
.

The Rossby wave generation mechanism can be illustrated using a fluid

ring encircling the Earth at a velocity u. Upon poleward displacement,

the ring enters a region of higher planetary vorticity, requiring a reduction

in zonal velocity to conserve angular momentum, thus inducing negative

relative vorticity (ζ). Conversely, equatorward displacement requires in-

creased zonal velocity and positive relative vorticity. These perturbations

create an induced velocity field, visualised in Figure 2.5. Fundamentally,

the formation of Rossby waves requires a gradient in PV (q) (Holton and

Hakim, 2013).

Rossby wave propagation and momentum redistribution can be understood

through their dispersion relation (Holton and Hakim, 2013)

ω = uk − βk

k2 + l2
, (2.18)

where ω is the wave frequency, and k and l represent zonal and meridional

wave numbers, respectively. The phase speed (cp = ω/k) is always west-

ward relative to the mean flow, since ω/k − u = − β
k2+l2

< 0. However, the
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group velocity travels in the opposite direction, with meridional and zonal

components:

cgx =
∂ω

∂k
= u− β

l2 − k2

(k2 + l2)2
(2.19)

cgy =
∂ω

∂l
= 2β

kl

(k2 + l2)2
. (2.20)

For a strong zonal flow toward the east (u >> β l2−k2

(k2+l2)2
), the energy prop-

agates downstream following the flow. The meridional component shows a

tendency for Rossby waves to tilt depending on wave orientation. This dis-

tinction explains the downstream development and eastward propagation

of mid-latitude weather systems. Rossby waves redistribute momentum

away from their source region, causing downstream convergence (Vallis,

2017), which accelerates zonal wind and contributes to EDJ formation.

The meridional momentum flux associated with quasi-linear Rossby waves

is given by

u′v′ = −1

2
Ckl, (2.21)

where primes indicate deviations from the time mean and C defines a con-

stant for wave amplitude. The sign of kl indicates the direction of the

momentum flux: north of the source (kl > 0) results in the southward

momentum flux, convergence, and strengthening of the EDJ; southward

(kl < 0) results in divergence and weakening of the zonal flow.

As Rossby wave amplitudes increase, wave breaking occurs irreversibly dis-

torting PV contours. The threshold for wave breaking is when the phase

speed of the wave matches the speed of the zonal mean flow (Charney and

Drazin, 1961). There are two primary types of wave breaking: 1) anticy-

clonic wave breaking (AWB) typically occurs poleward of the jet, associ-

ated with equatorward deflection of high PV air, resulting in negative PV

anomalies poleward of the jet and strengthening of the EDJ; 2) Cyclonic

wave breaking (CWB) typically occurs equatorward of the jet, involving

poleward displacement of low PV air, causing momentum divergence and
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weakening or equatorward shifting of the jet. Rossby wave-breaking events

facilitate atmospheric blocking, significantly influencing regional climate

variability. They redistribute momentum, transferring wave energy back

to the mean flow and altering jet stream structure and position.

Strong mid-latitude jets with pronounced PV gradients act as waveguides,

confining Rossby wave energy along jet cores, with wave amplitudes de-

creasing toward weaker jet flanks. Hoskins and Karoly, 1981 demonstrated

that stationary Rossby waves from sources such as tropical convection and

diabatic heating or orography, propagate along curved paths through the

westerlies, explaining teleconnections such as El Niño Southern Oscillation

impacts on the North Atlantic.

2.3 Regimes in the Atmosphere

2.3.1 Regimes in Simplified Models

One of the first and most well-known models of the atmosphere that demon-

strates regimes was developed by Edward Lorenz (Lorenz, 1963). A model

that describes convection in the atmosphere, with specific initial conditions,

can produce cyclical patterns, such as the famous butterfly attractor, as

shown in Figure 2.6. The trajectories of the Lorenz equations oscillate be-

tween two fixed points in phase space, illustrating the chaotic yet structured

nature of the system. This concept highlights how regimes can be under-

stood as recurring stable states that a system tends to revisit over time.

Furthermore, systems can exhibit multiple regimes, as seen in the Lorenz

model, where the butterfly attractor represents a two-regime system, with

each regime centred around one of the fixed points.

Considering a model with increased complexity, Charney and DeVore (1979)

and Charney and Straus (1980) use quasigeostrophic equations to model

large-scale planetary motions in the atmosphere to determine how orog-

raphy, thermal forcing, or both affect propagating planetary waves and

atmospheric blocking. Charney and DeVore (1979) demonstrated that a

barotropic atmosphere subjected to external forcing can exhibit multiple

stable regimes, with implications for persistent features such as atmospheric
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Figure 2.6: The Lorenz butterfly attractor, illustrating the trajectories
oscillating between two fixed points in phase space.
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blocking. Their study showed that blocking can be interpreted as its own

regime, emphasising the role of nonlinear interactions between zonal flows

and topography. Building on this foundation, Charney and Straus (1980)

employed a more complex two-layer baroclinic model to explore the addi-

tional impact of vertical structure on atmospheric dynamics. Their find-

ings revealed that baroclinic processes and orographic forcing could lead

to switching between different regimes, explaining the variability of atmo-

spheric blocking and the generation of propagating planetary waves.

Building upon this concept, Crommelin (2003) and Crommelin et al. (2004)

extended the analysis by exploring how the atmosphere transitions between

these equilibrium states. Crommelin (2003) applied deterministic dynam-

ical systems theory to identify regime transitions as heteroclinic and ho-

moclinic connections between equilibria (examples of these transitions are

visualised in Figure 2.7), emphasising that these transitions are governed by

structured dynamical pathways rather than purely stochastic processes. In

addition, Crommelin et al. (2004) employed a similar barotropic model to

Charney and DeVore (1979) to highlight the role of instabilities, including

fold-Hopf bifurcations, in driving transitions between flow regimes. This

work advances the understanding of atmospheric variability by providing

additional evidence for the existence of multiple regimes in the atmosphere,

as shown in Charney and DeVore (1979) and Charney and Straus (1980),

but also details the dynamics that govern the evolution and persistence of

blocking events.

Tung and Rosenthal (1985) used the same model as Charney and DeVore

(1979) but did not truncate the equation, retaining the nonlinear terms,

and found that the multiple regime structure is lost. They go on to show

that the parameter regime used by Charney and DeVore (1979) which ob-

tained multiple regimes is not physically realistic, with zonal jets reaching

unrealistic speeds. Tung and Rosenthal (1987) further address the trun-

cated baroclinic models used by Charney and Straus (1980), and similarly,

with a nonlinear baroclinic equation, the multiple-regime behaviour is not

observed. In this case, they do show that a single weather regime does

exist, corresponding to a blocking regime with behaviour similar to the

sixth equation of the truncated model of Charney and Straus (1980), but
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Figure 2.7: Examples of a heteroclinic (left) and a homoclinic orbit (right)
taken from Crommelin (2003). Black dots indicate the fixed points, arrows
indicate the direction that the trajectory is moving in the phase space.
Trajectories in a heteroclinic orbit will connect to the two fixed points and
a homoclinic orbit will only connect to one fixed point.

this was achieved using an unrealistic parameter range in the model. They

are careful to stress that multiple regimes could be possible with physically

sound choices of parameters, but determining this is difficult.

Together, these studies highlight a role for regimes in understanding atmo-

spheric dynamics, offering insight into the mechanisms behind the persis-

tence and variability of large-scale circulation features, albeit using simpli-

fied models of the atmosphere.

2.3.2 Regimes in Observations

Weather Regimes

The previous section presented evidence of atmospheric regimes, derived

from simplified models of the atmosphere. The next question to address

is whether such regimes, or any form of regime-like behaviour, can also be

identified in the observed atmosphere. The observed atmosphere is char-

acterised by complex, high-dimensional non-linear dynamics, which cannot
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be fully described by a simple set of equations. Therefore, researchers typ-

ically rely on empirical methods, such as pattern matching and clustering

techniques, to group similar days and identify recurring states. These ap-

proaches can help uncover potential regimes in observational data. Weather

regimes are defined as recurrent and quasi-stationary states of large-scale

atmospheric circulation that significantly influence weather patterns over

extended periods (Vautard, 1990).

One of the primary methods for defining weather regimes involves the use of

clustering techniques, typically being applied in the mid-latitudes to either

the geopotential height or mean sea level pressure fields. This approach

allows enables the identification of distinct patterns in the atmospheric

circulation that recur over time. There exist multiple types of clustering,

but a common approach for atmospheric research is k-means clustering.

This partitions data into k clusters by minimising the within-cluster sum

of squares (SS)

SS =
K∑
i=1

∑
x∈Ci

||x− µi||2, (2.22)

where Ci is the set of points in the cluster i, x is a data point, and µi is the

centroid of the cluster i. The algorithm begins by randomly initialising k

cluster centroids. Each data point is then assigned to the nearest centroid

on the basis of a chosen distance metric, typically the Euclidean distance.

After a data point is assigned, the centroids are updated by computing

the mean position of the points in each cluster. These steps are repeated

until the centroids stabilise or a convergence criterion is met. The result

is k clusters where the data points in each cluster are more similar to each

other than to those in other clusters. During winter, many studies of the

North Atlantic system apply this with k = 4 a priori, producing a four-

regime structure (Falkena et al., 2020; Madonna et al., 2017; van der Wiel

et al., 2019).

Two of the most prominent large-scale modes of variability in the North

Atlantic are the North Atlantic Oscillation (NAO) and the East Atlantic

(EA) pattern (Wallace and Gutzler, 1981). The NAO is characterised by
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a north–south dipole in sea level pressure between Iceland and the Azores

Islands, influencing the strength and position of the westerly jet stream and

storm tracks across the North Atlantic into Europe. In its positive phase

(NAO+) the NAO is associated with a strengthened jet and enhanced

zonal flow, often bringing wet and mild conditions to northern Europe,

while its negative phase (NAO-) corresponds to a weakened jet and a more

meridional flow pattern, often leading to colder and drier conditions in the

same region (Dunstone et al., 2016; Mellado-Cano et al., 2019).

The EA pattern is structurally similar to the NAO but is shifted south-

eastward. It represents a secondary mode of variability and modulates the

weather in western and southern Europe (Thornton et al., 2023). Although

less dominant than the NAO, the EA pattern can strongly influence regional

temperature and precipitation anomalies, often acting in combination with

the NAO to shape European winter weather.

Figure 2.8 shows the four regimes, two resemble the positive and negative

phases of the NAO (Figures 2.8a and b) and the remaining patterns repre-

sent large-scale blocking patterns in the central Atlantic and over Scandi-

navia.

The NAO+ regime is characterised by a strong gradient in the geopotential

height between the Azores high and the Icelandic low, leading to enhanced

westerly winds and increased precipitation in Northern Europe and drier

conditions in southern Europe (Charlton-Perez et al., 2018; Peings and

Magnúsdóttir, 2014). The opposite phase is NAO-, which has a weak-

ened gradient, resulting in westerly winds and the opposite conditions over

northern and southern Europe (Peings and Magnúsdóttir, 2014). Scandi-

navian blocking has a distinct high-pressure system in Scandinavia, which

disrupts the flow, leading to prolonged periods of cold and dry conditions

(Madonna et al., 2017). Lastly, the Atlantic Ridge regime is associated with

a large high pressure system in the central Atlantic Ocean, which can affect

the frequency and intensity of weather systems entering Europe (Madonna

et al., 2017). The Atlantic Ridge regime shows a strong similarity to the

East Atlantic Pattern (EA), which will be used interchangeably.
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Figure 2.8: Four regimes of the atmospheric circulation over the North-
Atlantic. a) NAO positive, b) NAO negative, c) Scandinavian Blocking
and d) Atlantic Ridge. Coloured contours are the 500hPa geopotential
height anomaly (m), contours show the 500hPa geopotential height (m).
Figure taken from van der Wiel et al. (2019).
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Jet Regimes

Moving away from statistical techniques such as clustering and Empirical

Orthogonal Function (EOF) analysis, other methods directly analyse the

flow in the mid-latitudes. For the EDJ, Woollings et al. (2010) developed a

daily measure of the latitude and speed of the EDJ, called the Jet Latitude

Index (JLI). This method applies a zonal sector average to the 850hPa

zonal wind and defines the latitude and the speed as the location of the

maximum. Applying this approach to all winter days results in a trimodal

distribution of the latitude of the EDJ in the North Atlantic region, shown

in Figure 1.3, suggesting three preferred regimes (southern, central and

northern).

Further work examined the relationship between the three EDJ regimes

and the characteristics of Rossby wave breaking and atmospheric blocking

(Franzke et al., 2011). Describing the linear daily variability in the JLI

requires combinations of the NAO and the EA pattern (Woollings et al.,

2010). This is because individually the two patterns only capture one main

aspect of the EDJ variability (Fyfe and Lorenz, 2005). The NAO is mainly

associated with latitude changes in the EDJ and the EA with pulsing or

the strength. This trimodal pattern is unique to the North Atlantic, with

other ocean basins displaying either a unimodal or a bimodal distribution.

Different combinations of NAO and EA are shown in Figure 2.9, where the

solid contours are geopotential height anomalies and the filled contours are

low-level zonal winds. This shows how different combinations of phases of

the NAO and EA can lead to different impacts in Europe as a result of

differences in the EDJ.

The three-regime structure of the JLI is explored further in Hannachi et al.

(2011), where it is shown that the preferred transitions between each of the

regimes are south to central, north to south, and central to north, which is

in order of increasing probability. The north-to-south and central-to-north

transitions are further shown to be linked to cyclonic and anticyclonic wave

breaking events, linking to previous studies of wave breaking to the positive

and negative phases of NAO (Strong and Magnusdottir, 2008; Woollings

et al., 2008).
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Figure 2.9: Summary of the circulation at different locations in NAO/EA
space. The horizontal axis of the grid of plots is the NAO and the vertical
axis is the EA. Figure taken from Woollings et al., 2010.

The EDJ in the North Atlantic also displays other defining features in addi-

tion to its latitude and strength; there is a distinctive northeast-southwest

tilt to the EDJ that is lost in the zonal average. Other methods employ this

extra detail in characterising the EDJ (Barriopedro et al., 2022; Messori

and Caballero, 2015), and find connections to wave breaking and differences

in surface impacts over Europe when tilt is included.

EDJ regimes and Weather Regimes

With two sets of regime structure defined over the North Atlantic region,

a new question emerges of how the two are related to each other? Stud-

ies have looked at this in different ways. Madonna et al. (2017) applied

k-means clustering to the first six EOFs of low-pass-filtered 850hPa zonal

winds and looked at differences between the choice of three, four of five

clusters. They find that choosing four clusters, matching the number of

weather regimes, results in the three latitudinal regimes of the JLI and a

fourth they call a mixed cluster, due to the pattern displaying regions of

strong north and south winds. The case for five clusters results in a new
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tilted regime, characteristic of the EDJ in the North Atlantic during win-

ter. Interestingly, for three clusters only the northern and central latitude

regimes of the JLI are recovered, and the mixed regime is found instead.

The link between the two regime frameworks is further investigated in

Dorrington and Strommen (2020), where it is argued that the speed of

the EDJ is the source of problems in the identification of the regimes.

Hence, they remove variability associated with the EDJ speed from the

500hPa geopotential height field and apply k-means clustering with three

and five clusters, which show similarities with the results of Madonna et

al. (2017). The choice of three or five clusters is justified through the use

of the Bayesian Information Criteria (BIC), whose minima determine the

optimal choice of clusters for the given data and a stationarity metric as

a measure of persistence. The results they show for the five clusters show

many similarities to the five clusters of Madonna et al. (2017), where the

mixed regime is called the split jet regime instead.

2.3.3 Correct number of regimes?

With k-means clustering, there is a question on what is the correct choice

for the number of regimes. This was addressed in Dorrington and Strom-

men (2020), who find that the best representation was five regimes, based

on the combination of two different metrics. However, other studies use

the fact that the three regimes of the JLI as reason enough to say that

clustering with three regimes is optimal (Frame et al., 2011).

This is not an easy question to answer, as discussed by Christiansen (2007),

who tested two different clustering algorithms with idealised and observed

datasets. It is shown that for the surrogate data, one can to obtain

”regimes” from the data when the data themselves are unimodal and do

not display any inherent regime structure. Furthermore, when testing the

observed geopotential height data, it is found that there are significant sen-

sitivities to the number of regimes depending on the period and the choice

of algorithm. This, of course, calls into question the legitimacy of the four

weather regime structures discussed previously. There are also potential

problems with the impact of preprocessing the data prior to clustering.

33



2.3. Regimes in the Atmosphere

As stated above, many studies apply clustering on EOFs of the 500hPa

geopotential height to focus on low-frequency variability. However, doing

this leads to increased persistence and therefore changes in the occurrence

rates of the regimes, as shown by Falkena et al. (2020). They actually sug-

gest a constraint to the persistence in the clustering and to use unfiltered

data, which in turn results in the optimal number of regimes now being

six, with opposing phases for the AR and BL regimes.

However, in addition to the sensitivities of the methodology, the other

influence on regimes comes from the features of the region they are defined

over. For example, in the definition of the JLI, the zonal averaging step

masks the characteristic tilt of the North Atlantic EDJ. This is shown to

be problematic by White et al. (2019), who showed in a set of numerical

experiments that Greenland tip jets populate the northern regime of the

JLI and are not associated with the EDJ. This calls into question the regime

structure of the JLI and whether it is sensible to define a northern EDJ.

The influence of Greenland on the definition of the JLI in Figure 2.10,

which shows the occurrences of JLI events at each longitude split by the

JLI regimes, is taken from Parfitt and Kwon (2020).

Here, it is clear the number of events that occur on the tip of Greenland

occurring in the northern regime, while the southern and central regimes

show coherent event occurrences forming bands of zonal winds associated

with the EDJ. The methods used to define the EDJ also vary, with some

including a latitudinal weighting of the wind field before calculating the

latitude, some including the vertical structure and calculating jet cores,

and more complex methods that calculate horizontal shear on PV surfaces

(Keel et al., 2024). All of these methods show differences in how to define a

distinct latitude for the EDJ, but nearly all of them do not show trimodality

in the position of the EDJ. The question is then whether it is sensible to

define these as regimes or if the regime structure exists at all.
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Figure 2.10: The distribution in the winter 1979–2009 of daily eddy-driven
jet latitudes, calculated from a daily zonal wind at 850 hPa at each lon-
gitude, in each JLI regime. The shaded value at any point represents the
relative frequency with which the eddy-driven jet is found at that latitude,
for that particular longitude in the (a) northern, (b) central, and (c) south-
ern eddy-driven jet regime. Figure taken from Parfitt and Kwon (2020).
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2.4 Remote Drivers of North Atlantic Vari-

ability

Changes in the NAO and EA have been shown to be the result of differ-

ent types of Rossby wave breaking (Woollings et al., 2008). As was shown

in Woollings et al. (2010), different combinations of NAO and EA lead to

different latitude and strength of the EDJ. The phenomena that generate

these waves are called teleconnections because of the non-local sources of

Rossby waves that influence weather and climate in different regions. This

thesis will address three such teleconnections in the atmosphere: the El

Niño Southern Oscillation (ENSO), the Quasi-Biennial Oscillation (QBO),

and the Madden-Julian Oscillation (MJO). Each of these has stronger im-

pacts on variability at different time scales, with ENSO and QBO being

seasonal drivers, and the MJO a subseasonal driver.

El Niño Southern Oscillation

ENSO is the dominant mode of interannual tropical variability in the cli-

mate that influences global climate through remote teleconnections. It is

associated with see-saw pattern of sea surface temperature anomalies in

the equatorial Pacific, with warm anomalies defined as the El Niño phase

and La Niña the cold phase. Tropical convection associated with ENSO

creates Rossby wave trains that can propagate through the troposphere via

the Carribean Sea to the North Atlantic, or they can travel vertically and

enter the stratosphere (Hardiman et al., 2019). The tropospheric pathway

is associated with both North America and Europe, but the stratospheric

pathway is predominantly associated with extreme events in the North

Atlantic and Europe (Butler et al., 2014).

The stratospheric link to the North Atlantic is through changes in the

stratospheric polar vortex that can occur because of the phase of ENSO.

The polar vortex is a band of strong westerly winds in the stratosphere,

whose strength has a downward influence on surface weather in the North-

Atlantic. This is shown in Baldwin et al. (2001), where a stronger polar

vortex is typically associated with a stronger jet stream and a positive

NAO and a weaker polar vortex leading to a negative NAO and a weaker
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jet stream.

With regard to the jet regimes, Maycock et al. (2020) show that changes

in the stratosphere directly affect the JLI. Using model experiments and

observations of sudden stratospheric warmings (a weakening of the strato-

spheric polar vortex), it is shown that there is an increased occurrence of

the southern regime of the JLI and a decrease in the north regime. This fol-

lows the response of an increased occurrence of NAO- events, where there

is an equatorward shift in the EDJ. Changes in the occurrence of these

patterns and/or their duration will therefore lead to extended durations

of particular types of weather in the Euro-Atlantic region. One source of

variability comes from the stratosphere after a sudden stratospheric warm-

ing event, where Ayarzagüena et al. (2018) showed that the occurrence of

the NAO- regime significantly increased the leading changes in precipita-

tion patterns in southern Europe. Similarly, Charlton-Perez et al. (2018)

found that NAO- is the most sensitive to the stratospheric state, occur-

ring on 33% days following weak vortex conditions but only on 5% days

after strong vortex conditions. An opposite and slightly weaker sensitivity

is found for the NAO+ and AR regimes. For NAO regimes, stratospheric

conditions change both the probability of remaining in each regime and the

probability of transitioning to that regime from others.

There are also distinct timings in when the ENSO signal impacts the North-

Atlantic. Ayarzagüena et al., 2018 showed for El Niño years during the

early winter (November-December, typically) the North Atlantic circula-

tion is characterised by a positive NAO pattern, which switches to a nega-

tive NAO pattern in the late winter (January-February). For La Niña years,

the response was largely opposite to El Niño years, where an EA pattern

dominated in the early winter and a positive NAO in the late winter.

O’Reilly et al., 2024 showed that the early winter response is stronger than

in late winter, with El Niño suppressing northern jet occurrences and La

Niña enhancing them. This matches what is seen in Ayarzagüena et al.,

2018, with the NAO. In addition to this O’Reilly et al., 2024 shows that

in early winter, the impact of ENSO is mediated by the North Pacific

storm track, where a stronger Pacific storm track leads to more frequent

equatorward jet shifts in the North Atlantic. In late winter, ENSO mainly
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influences the north Atlantic through the breaking of cyclonic waves and

the propagation of downstream energy from the North Pacific.

Quasi-Biennial Oscillation

The Quasi-Biennial Oscillation (QBO) is the main mode of interannual

variability in the equatorial stratosphere (Pahlavan et al., 2021). It consists

of an alternating easterly and westerly wind anomalies with a period of

around 28 months. These wind anomalies form in the upper stratosphere

(5-10hPa) and propagate downward towards the lower stratosphere before

dissipating (Baldwin et al., 2001).

The QBO is driven by a combination of vertically propagating waves from

the tropics, which deposit their momentum in the stratosphere creating the

alternating direction of the zonal winds. Figure 2.11 shows the descend-

ing winds that produce the characteristic time-height pattern in the zonal

winds.

Although the QBO is confined to the equatorial stratosphere, it has influ-

ence on the dynamics in the extratropics and in the North Atlantic. This

is due to the way QBO modulates the winter stratospheric polar vortex,

which leads to changes in the signals on the surface in the North Atlantic

region. This mechanism is known as the Holton–Tan effect (Holton and

Tan, 1980), which describes the observed relationship between the phase of

the Quasi-Biennial Oscillation (QBO) in the tropical stratosphere and the

strength of the stratospheric polar vortex in the Northern Hemisphere. In

particular, during the easterly phase of the QBO (QBOe), planetary waves

can propagate more effectively into the stratosphere and decelerate the po-

lar vortex, making it more disturbed and weaker. In contrast, during the

westerly phase (QBOw), the stratospheric wind structure tends to inhibit

wave propagation, favouring a stronger and more stable polar vortex. This

stratosphere–troposphere coupling can modulate surface weather patterns,

particularly in the extratropics.

The QBOe phase favours upward propagation of waves into the strato-

sphere (Baldwin et al., 2001), leading to a weakening of the polar vortex due

to an increase in breaking planetary scale Rossby waves. The QBOw phase
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2.4. Remote Drivers of North Atlantic Variability

Figure 2.11: Time-height section of monthly mean zonal winds (m/s) mea-
sured at different equatorial stations. Shaded regions mark the westerlies.
Figure taken from Kerzenmacher (2025).
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Figure 2.12: Regression patterns of sea-level pressure anomalies (shading,
unit: hPa) against the normalized early winter NAO index in the simul-
taneous early winter (a) and the subsequent January (b) for all neutral
ENSO years. (c, d) and (e, f) Same as (a, b) but for the QBOe winters and
the QBOw winters, respectively. Blue hatched regions indicate anomalies
significant at the 90% confidence level. Figure taken from Cai et al., 2022.
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is the opposite, unfavourable conditions for waves to enter the stratosphere

allowing the polar vortex to maintain its strength (Holton and Tan, 1980;

O’Sullivan and Salby, 1990). Hence at the surface, during the QBOe phase

induces NAO- conditions a weakened EDJ and increased blocking over the

North Atlantic. Conversely, for the QBOw phase favours NAO+ conditions

a strengthened EDJ and a lower chance of blocking (Gray et al., 2018) dur-

ing the winter. It has also been shown that QBOe and QBOw winters also

display different interannual variability. For the QBOe phase, during the

early winter (November-December) an NAO- anomaly is more likely to per-

sist through into the late winter (January-February). In the QBOw phase,

NAO+ is likely to change in midwinter (Cai et al., 2022). This suggests

that the QBOe phase increases the persistence of NAO- and blocking dur-

ing winter. This is seen in Figure 2.12, which shows the strongest signal in

sea level pressure at the start of January, following a negative NAO- during

the QBOe phase in the early winter.

The work of Garćıa-Burgos et al. (2023), showed that there is a projected

change in the EDJ in the early winter, with a poleward movement of the

EDJ which then causes an equatorward shift moving into the late winter.

In late winter, the equatorward shift was predominantly driven by changes

in the polar vortex. Hence, given the work of Cai et al. (2022) showing

intraseasonal variability in the North Atlantic circulation under each QBO

phase, it raises the question of how much of the variability in Garćıa-Burgos

et al. (2023) is driven by each QBO phase.

Madden Julian Oscillation

The Madden-Julian oscillation is a 30-90-day cycle of convection anomalies

that propagates eastward from the east of Africa, over the Maritime Conti-

nent, and decays in the Pacific. It is one of the main drivers of subseasonal

variability around the world, and over recent years studies have focused

on how it influences variability in the North Atlantic. It is often defined

by using the combined fields of outgoing long-wave radiation (OLR) and

the lower and upper tropospheric zonal winds and broken down into eight

phases corresponding to the location of maxima in its convective activity

(Wheeler and Hendon, 2004). An example is shown in Figure 2.13 with
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filled contours showing OLR anomalies and arrows depicting low-level wind

anomalies.

The strong convective anomaly that is generated by the MJO generates

Rossby waves that can propagate into the North Atlantic and hence in-

fluence regional variability. Using the four North Atlantic weather regime

patterns, Cassou (2008) showed that there is a statistical link between

the phase of the MJO and the occurrence of each weather regime. They

showed that during phases 3 and 4 of the MJO there was a statistically sig-

nificant increase in the occurrence of the NAO+ regime, and during phases

6 and 7 there was an increase in the NAO- regime, both occurring around

2 weeks after the onset of the MJO phase. The AR and BL regime did

not show changes of the same magnitude during the MJO lifecycle. This

connection has also been shown to be linked to extreme weather events in

Europe. Knight et al. (2020) show through a set of relaxation experiments

and hindcast datasets that an extreme MJO event during phase 6 of the

lifecycle led to an extreme negative NAO event that caused large snowfall

and disruption to the UK in February 2018 (Greening and Hodgson, 2019).

Few studies have investigated how the EDJ changes in response to the MJO

phase. While it is known that the NAO is related to latitudinal changes

in the EDJ, it is not clear if it would impact other features relating to the

EDJ, such as its tilt or its strength. Yuan et al. (2011) explore the response

of upper-level jet streams to precipitation anomalies in the Indian Ocean

and the western Pacific which are correlated with the MJO. By defining

shifts in the jet through the first principal component, they find that equa-

torward (poleward) movement of the jet leads (lags) anomalies over the

Indian Ocean, and the opposite is found for events over the western Pa-

cific. This relates to the results of Cassou (2008), with the same phases

of the MJO corresponding to the same anomalies and expected behaviour

of the jets during the respective phases of NAO. This shows that there is

intraseasonal variability of the jet stream associated with the MJO. How-

ever, the definition of the jets by principal components and in the upper

troposphere means that it is difficult to disentangle the variability associ-

ated with the subtropical and eddy-driven jets individually. Hence, it is

not clear what effect the MJO has on the EDJ.
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Figure 2.13: Composite anomalies of the OLR (filled contours) and 850hPa
wind (arrows) for Northern Hemisphere winter of the 8 phases of the
Madden-Julian Oscillation. Figure take from Wheeler and Hendon, 2004.
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2.5 Predictability of the EDJ

Predicting the weather is important for providing early warnings and for

understanding the changes in our weather and climate due to global warm-

ing. An important feature of the climate system related to predictability is

its temporal characteristics, such as its persistence. For example, a major

source of seasonal predictability is the stratospheric polar vortex, which

can influence the future state of the sign of the NAO if modelled accu-

rately. Each of the teleconnections discussed previously has been shown

to contribute to seasonal forecast skill in the North Atlantic, if a seasonal

forecast can accurately represent the teleconnection.

The persistence and predictability of the EDJ are essential to understand

its long-term behaviour and its relationship with the NAO and EA patterns.

Franzke et al. (2011) analysed the persistence properties of the variability of

the North Atlantic climate, suggesting that the slow decay of the autocor-

relation function with increasing lag indicates the potential extended-range

predictability of the eddy-driven jet during winter. This is shown to be true

for some seasonal forecasting models by Parker et al. (2019), who show that

on seasonal timescales some models have the ability to predict the latitude

of the EDJ during winter, but they cannot predict the strength of the EDJ.

Looking at longer timescales, decadal forecasts show predictability in the

speed of the EDJ but not in the latitude (Marcheggiani et al., 2023).

One of the main problems that has been shown to occur in both seasonal

forecasting and climate models when representing future states of the at-

mosphere is the signal-to-noise paradox (Scaife and Smith, 2018; Strommen

and Palmer, 2018). In Scaife and Smith, 2018, they show that the skill of

the seasonal forecasting model GloSea5 (MacLachlan et al., 2014) has a

better skill (correlation between the ensemble mean and observations) to

predict the observed NAO rather than the modelled NAO. They go on to

show that it is particularly prevalent in the North Atlantic.

Trying to diagnose the reason behind this problem is difficult, and many

physical and computational reasons have been suggested as sources of the

paradox (Weisheimer et al., 2024). Strommen and Palmer (2018) model

the NAO as a bimodal regime system of the EDJ latitude and show that

44



2.6. Summary

the signal-to-noise paradox is the result of an underestimation of the per-

sistence of the regimes. In the following work, Strommen (2019) attribute

a large amount of seasonal predictability to NAO from the persistence

and interannual variations in the trimodal regime structure of EDJ from

Woollings et al. (2010).

A potential source of the lack of persistence is the too weak eddy-feedbacks

in models. Hardiman et al. (2022) found across 17 seasonal forecasting

systems that positive feedback on EDJ from synoptic scale eddies was sys-

tematically too weak in all models. However, it was later shown in Saffin

et al. (2024), that while eddy feedbacks are important for persistence, it

is not sufficient to explain fully why the persistence is too low across the

models.

2.6 Summary

This chapter provided the necessary background for the thesis by outlining

the physical mechanisms that form and drive variability in the EDJ. We

began with the fundamental balance between meridional temperature gra-

dients and thermal wind balance and showed how baroclinic and barotropic

instabilities generate atmospheric eddies that transport heat and momen-

tum up to the tropopause, where their convergence (diagnosed by the

Eliassen-Palm flux in its TEM form) forms and sustains the EDJ. Fol-

lowing this, I turned to the concept of atmospheric regimes, first in ide-

alised models and then in observations. I explored the idea of regimes in

the atmosphere and how the early studies of Charney and DeVore (1979),

highlighted zonal and blocked regimes of the large-scale atmospheric flow.

However, follow-up work showed that in Tung and Rosenthal (1985) and

Tung and Rosenthal (1987) under more realistic conditions these regimes

were not found.

In observations, researchers have used both clustering of low-frequency

geopotential heights and direct jet diagnostics to uncover recurring cir-

culation states (Vautard, 1990,Madonna et al., 2017). k-means applied to

the winter geopotential height of 500 hPa (or mean sea level pressure) con-

sistently yield four Euro-Atlantic weather regimes, NAO+, NAO-, Scan-
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dinavian blocking and the Atlantic Ridge, each associated with distinct

surface impacts on temperature and precipitation.

For regimes in the EDJ, Woollings et al. (2010) introduced the daily Jet

Latitude Index (JLI), which identifies the 850 hPa eddy-driven jet core

and shows a trimodal distribution: southern, central and northern lati-

tude peaks - on winter days. These preferred positions have since been

tied to cyclonic versus anticyclonic Rossby wave breaking, to the combined

NAO/EA phase space, and to transitions whose probabilities reflect un-

derlying dynamical pathways. Madonna et al. (2017), tries to link how

the regime structure of the JLI relates to the Euro-Atlantic regimes and

suggests the introduction of two more jet regimes that capture the tilting

and blocked states of the EDJ. However, I also discussed that the zonal-

average, latitude-only view can be misleading. In particular, White et al.

(2019) demonstrated that many of the northern-regime events in the JLI

are actually orographically forced Greenland tip jets, not true mid-latitude

eddy-driven jets. This finding calls into question the physical reality of the

northern mode in the JLI and underscores the need for metrics that sepa-

rate local, terrain-driven jets from the large-scale EDJ. Further, the use of

the k-means clustering also presents complications in particular the choice

of the number of clusters is not easy, as highlighted in Christiansen (2007)

the preferred choice are highly sensitive to the time period, preprocessing

and the domain.

Next, I reviewed the remote drivers that modulate the EDJ regimes. ENSO

forces Rossby-wave trains via both a tropospheric Caribbean pathway and

a stratospheric Polar Vortex pathway, producing early-winter NAO+ and

poleward-shifted jets in El Niño and late-winter reversals toward NAO-

and equatorward shift in the EDJ (Ayarzagüena et al., 2018; Maycock et

al., 2020; O’Reilly et al., 2024). The QBO modulates stratospheric wave

filtering (Holton and Tan, 1980), with the easterly phase weakening the

vortex and favouring NAO- and southward-shifted jets, and the westerly

phase doing the opposite (Baldwin et al., 2001; Cai et al., 2022). The

30–90 day convective activity of the MJO excite downstream wave trains

that produce NAO+ and poleward-jets two weeks after phases 3–4 and

NAO- and equatorward-jets after phases 6–7 (Cassou, 2008; Yuan et al.,
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2011). Many of these studies discuss changes in the EDJ from the point of

view of the JLI, which restricts it to latitude and strength and leaves out

other features of the EDJ such as tilt (Barriopedro et al., 2022).

Finally, I discussed predictability and model limitations. The EDJ shows

slow autocorrelation decay, suggesting subseasonal to seasonal skill, while

state-of-the-art seasonal systems predict jet latitude of the JLI moderately

well but are not as good at predicting the jet strength, while decadal fore-

casts show the opposite. A pervasive signal-to-noise paradox in models

(Eade et al., 2014; Scaife and Smith, 2018) points to under-represented tele-

connections, transient-eddy feedbacks, air–sea coupling errors and coarse

resolution (Weisheimer et al., 2024). In particular, no work has directly

attributed which flawed wave–mean-flow processes or which regime defini-

tions most aggravate forecast errors.

Altogether, this thesis aims to address the following gaps in the literature:

• Characterise other features of the EDJ (such as the tilt) with an

approach that does not rely upon zonal averaging

• Investigate relationships between the more features of the EDJ and

how different remote drivers (ENSO, QBO and the MJO) impact

them.

• Explore the potential predictability of the various components of the

EDJ and how a seasonal forecasting model represents the EDJ.
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Chapter 3

Characterising the North

Atlantic eddy-driven jet using

two dimensional moment

analysis

Parts of this chapter are published in the journal Weather and Climate

Dynamics Perez et al. (2024)

3.1 Introduction

European weather and climate are largely driven by changes in the Eddy-

Driven Jet stream (EDJ). The ability to characterise EDJ on different time

scales has been the subject of many different studies Parker et al. (2019),

Simpson et al. (2019), and Woollings et al. (2010, 2018), where a variety

of techniques of varying complexity have been developed to define different

characteristics of the EDJ. These methodologies range in complexity, but

can be largely separated into two categories representing their use of the

upper or lower troposphere.

Approaches that use the upper-troposphere typically use a three-dimensional

(height, latitude, longitude) wind field, identifying local wind maxima using

a selected threshold Koch et al. (2006), Limbach et al. (2012), and Manney
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et al. (2014). There are other approaches that use horizontal wind shear

defined on the surface of 2PVU Spensberger et al. (2017), which define jet

axes that are able to characterise the EDJ and the STJ separately based

on select criteria Spensberger et al. (2023).

Lower-tropospheric metrics are much more widely used, where zonal aver-

aging plays a pivotal role in defining the EDJ latitude and strength. Their

popularity stems from the connection to the zonal momentum budget, but

also from the fact that many of the methods are relatively simple and easy

to implement. The most popular approach is the Jet Latitude Index (JLI)

defined in Woollings et al. (2010), where the maximum of the zonally av-

eraged lower tropospheric winds is used to define the latitude of the EDJ

and the maximum value is used to define the strength. When applying

this approach to the North Atlantic during winter (December-February),

Woollings et al. (2010) shows that there are three distinct peaks in the

distribution of the JLI, where each peak defines a northern (N), central

(C), and southern regime (S). This result motivates the existence of regime

behaviour in the EDJ, which has led to multiple studies investigating the

relationship of each regime to other atmospheric phenomena such as storm

tracks Novak et al. (2015), sudden stratospheric warmings Maycock et al.

(2020), weather regimes Madonna et al. (2017), and also the predictability

of the EDJ within each regime Frame et al. (2011).

However, there are some issues with the JLI and its interpretation. The

first problem that has been shown with the regimes of the JLI is with the N

regime. In a set of experiments, White et al. (2019) shows that the N regime

occurs predominantly when Greenland tip jets occur. The other problem

is with the zonal averaging step, where the definition of the maximum in

the profile becomes problematic if the profile is bimodal or if the averaged

profile is very wide Woollings and Blackburn (2012). Other studies have

tried to tackle these issues by calculating the maximum zonal wind at

each meridian and using each point to define the latitude or by applying

a latitude weighting to the JLI to prevent selecting a maximum associated

with winds that are smaller in area Ceppi et al. (2014). These approaches

still have problems specifically with zonal winds that are separated but of

equal strength, where defining a single maximum in the one-dimensional
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or zonally averaged field is not clear and extra criteria are needed, and the

weighting will select the latitude between the two peaks due to the nature

of the calculation.

By introducing a zonal average to the calculation, you also remove a unique

feature of the EDJ, that is, its tilt. The tilt of the EDJ is a less explored

metric, but has been measured using either the low-level wind speed Messori

and Caballero (2015) or the zonal wind Barriopedro et al. (2022), but using

the maximum at each meridian. The Jet Angle Index (JAI) defined in

Messori and Caballero (2015) introduces additional criteria to filter out

meridians with a split jet to get a better measure of the tilt of the jet.

The clear issue in these approaches is the use of a one-dimensional profile

to characterise the EDJ, whether that is obtained through zonal-averaging

or by defining a measure at each meridian. Hence, the goal of this chapter

is to introduce a new approach to characterising the EDJ in the North

Atlantic that does not require zonal averaging and is capable of defining all

the metrics of interest when studying the EDJ; the latitude, strength, and

tilt. This approach defines what I call an Eddy-Driven Jet Object (EDJO).

With this new method, I will compare the equivalent measures to the JLI

and try to answer the following questions.

• Are the three regimes of the JLI realised when no zonal averaging is

used ?

• Can anything be learned about the regime transitions of the JLI with

a two-dimensional approach ?

• How do the measures of the new approach relate to other modes of

variability in the North-Atlantic.

The chapter is broken down as follows: In Section 2, the dataset and the

variables that will be used throughout this chapter, along with the defini-

tions of the JLI and the JAI. Section 3 outlines in detail the new approach

for characterising EDJs with EDJOs. Section 4 explores the temporal vari-

ability of the JLI and the EDJOs; Section 5 looks at the winter statistics

of the JLI, JAI, and the EDJOs, where I highlight the sources of the differ-

ences in each measure, and Section 6 looks at how the EDJOs are related

50



3.2. Data and methods

to the two leading modes of variability in the North Atlantic, that is, the

North Atlantic Oscillation (NAO) and the East Atlantic pattern (EA). The

chapter ends with Section 7 which contains a discussion and a conclusion.

3.2 Data and methods

For this chapter, I will use 850hPa zonal winds (U850), to capture winds that

are largely associated with the EDJ. The data for this chapter will come

from the ERA5 reanalysis (Hersbach et al., 2020) and I am interested in

December - February (DJF) between 1979 and 2020. The examples used

to describe the algorithm are defined in the same North Atlantic domain as

in Woollings et al. (2010), which is 15-75◦N and 0-60◦W. Each of the wind

fields are processed using a 10 day low-pass Lanczos filter (Duchon, 1979)

with a 61-day window to remove synoptic scale variability associated with

individual weather systems.

3.2.1 Definition of the JLI and the JAI

The methods with which I am going to compare are the Jet Latitude Index

(JLI) of Woollings et al., 2010 and the Jet Angle Index of Messori and

Caballero (2015). The JLI is one of the most widely used methods for

defining the latitude and speed of the EDJ, and the JAI is not as widely

used, but its methodology is similar to those used to measure the tilt.

The JLI is the maximum of the zonally averaged zonal winds at 850hPa,

where I calculate the maximum from a 3rd degree fitted polynomial. From

this, you are also able to define an EDJ speed, which I will call JLIvel The

JAI is calculated using the wind speed at 850 hPa, where the maximum

is found at each meridian across the basin. If a meridian has a secondary

maximum within 4ms−1 of the largest maximum and is further than 5◦

latitude away, then it is ignored. This is to remove any split jets from the

calculation. A linear regression across the points is applied to give a line

of best fit, which is used to calculate an angle between -180◦ and 180◦ that
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is calculated using the following definition,

JAI = atan2(Φ1−Φ0, Λ1−Λ0) =



arctan(Φ1−Φ0

Λ1−Λ0
) if Λ1 − Λ0 > 0,

90◦ − arctan(Λ1−Λ0

Φ1−Φ0
) if Φ1 − Φ0 > 0,

−90◦ − arctan(Λ1−Λ0

Φ1−Φ0
) if Φ1 − Φ0 < 0,

arctan(Φ1−Φ0

Λ1−Λ0
)± 180◦ if Λ1 − Λ0 < 0,

undefined if Λ1 − Λ0 = 0

and Φ1 − Φ0 = 0,

(3.1)

where (Φ0, Λ0) and (Φ1, Λ1) are the start and end points of the best fit line.

Before the calculation of the JLI and JAI, the same low-pass filtering is

applied to the wind fields to remove short-scale variability.

3.3 Eddy-Driven Jet Objects

3.3.1 EDJO identification

The identification of an Eddy-Driven Jet Object (EDJO) is outlined by the

flow chart shown in Figure 3.1. In detail, each step is as follows:

1. Locate seed points - Seed points are identified as local maxima

in the U850 field, denoted Umax. To focus on eddy-driven westerly

jets, I define a minimum zonal wind threshold for seed points, U∗
850,

which is set to 8ms−1 for this study. This value has been used in

other studies to isolate the winter eddy-driven jet (Woollings et al.,

2010). Note that multiple seed points may be identified in an image.

If Umax < U∗
850, then no EDJO is found for that day and the rest of

the steps are skipped.

2. Flooding - Starting from the seed point with the largest wind max-

imum, all neighbouring grid points where U850 ≥ U∗
850 are recursively

tagged, and a contour enveloping these points is defined as the EDJO

(see contour in Figure 3.1). The neighbouring points include those

that are above, below, left, right, and diagonally adjacent to the seed

point.
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3. Length check - A key feature of EDJs is that they are large-scale

zonal jets. To remove small-scale local wind features, I apply two

length checks to the EDJO identified in Step 2. First, I require the

geodesic length of an EDJO, L, to satisfy L ≥ L∗. To calculate L,

a line is extrapolated through the centre of mass of the object and

along the major axis, with the distance between the two points that

intersect the edge of the EDJO being used. The definitions of centre-

of-mass and major axis are given in the next section. The precise

value of L∗ is somewhat arbitrary, but I choose it to be the geodesic

length of a purely zonal jet at the highest latitude in our domain

(75◦N) which is 1661km; note that this is larger than the Rossby

radius of deformation in the mid-latitudes of around 1000km.

Second, I require that the EDJO extends over a minimum longitudi-

nal extent, so that the longitude range spanned by the EDJO must

satisfy Lλ ≥ L∗
λ = 20◦. If either of these length checks are not met,

then the EDJO is rejected.

4. Remaining Maxima - To avoid duplicating EDJOs (e.g., if more

than 1 maximum lies within a single EDJO), the associated grid

points from the previous EDJO are removed from the U850 field. If

there are any other remaining seed points, then the algorithm returns

to step 2 and repeats. This is an advantage over previous methods as

it enables the characteristics of split jets to be retained. Once there

are no remaining U850 maxima, the algorithm moves to the next time

step.

3.3.2 Moments

Moments are common in statistics for defining properties of a distribution,

such as the mean or the variance. The definition used here is

Mpq =

∫ ∫
Ω

λpϕqU850(λ, ϕ) r
2 sinϕ dλdϕ, (3.2)

where Ω is the EDJO, λ and ϕ are the longitude and latitude, respectively,

and r2 sinϕdλdϕ is the area element on a sphere where r is the radius of the

Earth. This formulation is similar to that applied to the potential vorticity

53



3.3. Eddy-Driven Jet Objects

Figure 3.1: Algorithm for identification of Eddy-Driven Jet Objects (ED-
JOs). In the map, the black star is the seed point and the black contour is
the EDJO found from the seed point.
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distribution for studying the stratospheric polar vortex (D. N. W. Waugh,

1997). A key difference is that I have chosen to include the strength of

the zonal wind as a weighting in the calculation. The inclusion of the

weighting factor U850 in equation (1) means that our moment calculations

(of position and tilt) will reflect regions of stronger zonal wind within the

EDJO, which is important in the context of surface impacts. The lack of

weighting results in purely geometric moments, as used in some previous

studies (D. N. W. Waugh, 1997; D. W. Waugh and Randel, 1999).

The weighting factor also allows us to calculate quantities that are ana-

logues of those used to quantify planar objects in mechanics (mass, centre

of mass, major and minor axes), where the weighting factor is simply the

surface density (i.e., mass per unit area). Hence, the mass of an EDJO is

defined to be Umass = M00, with units of m3 s−1. The average jet strength,

Umean, with units of m s−1, is then

Umean =
Umass∫ ∫

Ω
r2 sinϕdλdϕ

, (3.3)

which is analogous to the average surface density in planar mechanics. The

jet position can be described by the analogue of the centre of mass, which

arises as a longitude λ and latitude ϕ defined by

λ =
M10

M00

, ϕ =
M01

M00

. (3.4)

The jet orientation is described by the major axis, which requires analysis

of the analogue of the inertia matrix I, here defined by

I =

(
M̃02 −M̃11

−M̃11 M̃20

)
, where M̃pq =

∫ ∫
Ω

(λ−λ)p(ϕ−ϕ)qU850(λ, ϕ) r
2 sinϕdλdϕ.

(3.5)

The major axis of the EDJO is the direction of the eigenvector associated

with the smaller eigenvalue of I. I define the jet tilt, α, as the angle between

the major axis and the latitude line ϕ = ϕ, with positive values indicating

a SW-NE tilt and vice versa. For EDJOs with M̃20 > M̃02, i.e., those

elongated longitudinally rather than latitudinally, as should be guaranteed

by the length checks in step 3 of the algorithm there is a simple expression
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3.3. Eddy-Driven Jet Objects

for α:

α =
1

2
arctan

(
2M̃11

M̃20 − M̃02

)
, (3.6)

as also used in Matthewman et al., 2009.

3.3.3 Example cases

To motivate each of the methods, Figure 3.2 shows two days in which the

EDJO, JLI, and JAI have been applied. Figures 3.2a and c show U850

from which the moment analysis and the JLI is calculated, and b) and d)

show WS850 which is used for the calculation of the JAI. For the first day

(Figures 3.2a and b), ϕ and the JLI agree well with the position of the EDJ.

However, there is some disagreement between the JAI and α, which show

opposite signs. Compared with the U850 and WS850 fields on this day, the

magenta points below Iceland in Figure 3.2b lie within the easterly winds

of the U850 field. Hence, those points lead to the positive JAI on this day,

but this is due to the use of points that do not define the EDJ, leading

to an incorrect value of the tilt. Only using U850, the notion of direction

is preserved and, hence, only westerly winds are used to calculate the tilt,

and α gives an accurate measure of the tilt for this day. In addition to

this, there is a sparse sampling of meridians due to the criteria of removing

meridians where split jet occurs.

For the second day (Figures 3.2c and d), the opposite is shown, where there

is good agreement between α and the JAI but not with ϕ and the JLI. This

is attributed to the tilted EDJ structure that can be seen in the westerlies

in Figure 3.2. From the stronger equatorward westerlies, the JLI picks

out the equatorward position, but due to the extension of the winds up

and over the UK ϕ gives a centralised latitude that better encapsulates the

overall structure of the EDJ on this day. These examples highlight some of

the issues when it comes to interpreting the results from the JLI and the

JAI, and where moment-based analysis overcomes these pitfalls.
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3.3. Eddy-Driven Jet Objects

Figure 3.2: U850 (a,c) and WS850 (b,d) for two different days (rows). The
dashed blue line denotes the JLI. The light blue dot is the position of (λ, ϕ)
the centre of mass. In b) and d), the magenta circles are the maxima at
each meridian, and the magenta line is the result of a linear regression fitted
to those maxima following Messori and Caballero (2015). The JAI in b)
and d) is calculated from the end points of the magenta line, and the solid
black line is the tilt given by α, which comes from the horizontal black line
emanating from the centre of mass in a) and c). The values of the indices
for the respective methods are given at the top right of each panel.
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3.4. Temporal variability

3.4 Temporal variability

3.4.1 Winter 2016/17

I will now consider the temporal variability of the EDJ diagnostics, where

I highlight the cases that cause differences between the EDJO metrics and

the JLI and JAI. Starting with Figure 3.3, this shows the evolution of ϕ

and the JLI during the winter of 2016/17. Days with a single EDJO are

marked with black crosses, two EDJOs are marked with pink triangles, and

the JLI in blue. The evolution of the EDJ by the EDJOs gives a different

view from that of the JLI. From ϕ you can see periods of single and two

EDJOs, indicating periods of split jets over the course of a single winter.

Due to defining a single maxima with the JLI, this is not captured and

during the periods of two EDJOs the JLI is found to be predominantly

poleward.

Figure 3.3: Time series of ϕ (black crosses) and the JLI (solid blue line)
for the boreal winter 2016/17. Pink triangles represent days with EDJOs.
The black arrows indicate starting dates for the consecutive days shown in
Figure 3.4.

During a single winter, the JLI has been shown to display large jumps in

latitude Madonna et al., 2017; Woollings et al., 2010 and this has been

interpreted as a regime change with changes to preferred latitudes Franzke

et al., 2011; Hannachi et al., 2011; Novak et al., 2015. This can be seen
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during the course of this winter for the JLI, but the same changes are

not seen in ϕ. To explore this further, the day before and after the large

shift in the JLI that I am interested in is marked by the arrows and the

dates in Figure 3.3 are shown in Figure 3.4. The first pair of days is

shown in Figures 3.4a and b, where the JLI moves equatorward by 8◦ but

ϕ remains unchanged. This is an example of a broad jet whose overall

structure persists and is captured by the EDJO, and hence ϕ also captures

this persistence. Due to zonal averaging, the JLI does see this and hence

changes in response to small fluctuations in the zonal wind field within the

structure. The next pair of days highlights a feature of EDJO identification

that is the ability to capture split jets, represented as two EDJOs shown in

Figures 3.4c and d. The JLI misses out on identifying these days because

it only identifies a single maxima on a given day. The last pair of days in

Figures 3.4c and d shows an example of an extremely tilted jet captured

by the EDJOs. The JLI during this period shows a large shift of 25◦.

Initially, the JLI defines a northerly EDJ close to the tip of Greenland,

but a slight strengthening of the westerlies over the west of Africa causes

it to suddenly switch from one day to the next. However, as seen from the

EDJO the tilted structure remains relatively unchanged over the transition

in the JLI, which is reflected both in ϕ and α.

3.4.2 Winter 1998/99

The next time series is shown in Figure 3.5, which shows the evolution of

ϕ and the JLI over the winter of 1998/99. There are similarities in the

evolution of each metric, as shown in Figure 3.3, where there are sharp

changes from one day to the next in the JLI that are not seen in ϕ. During

this winter there are some days in February where no EDJO has been

defined (marked by the red ticks in Figure 3.6), around these days you

can see some sharp transitions in the JLI likely due to the much weaker or

smaller regions of westerlies during this time.

Following a similar approach to Figure 3.3, I have selected days around

large changes in the JLI marked by the arrows with the dates in Figure 3.5,

which are shown in Figure 3.6. Figures 3.6a and b show another case of a

broad jet but with two strong regions of very strong westerly winds. During
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Figure 3.4: Example days taken from the arrows shown in Figure 3.3 of
the U850 field. The dashed blue lines denote the value of the JLI on each
day. Solid black contours denote the EDJO. The light blue dots represent
the centre of mass (λ, ϕ) of the EDJO, with the longer black line denoting
the major axis and the smaller the minor axis.
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3.4. Temporal variability

Figure 3.5: Same as Figure 3.4 but for the boreal winter of 1998/99 and
red ticks mark the days where no EDJO is defined.

this period, the JLI again shifts equatorward by 10◦ due to weakening in

the region south of Greenland. However, it can be seen that the overall

structure of the EDJ is unchanged during this time, which is reflected by

the EDJO contour and by ϕ. This again highlights the issue of defining

a single maxima, but now for the case of a broad jet, where it is unclear

or difficult to select the ”correct” peak to use as your position. The next

example in Figures 3.6c and d shows another case of a tilted EDJ, which

is captured in the value of α. Here, the JLI shifts poleward 9◦ under local

changes in the westerlies when again the structure is unchanged. The final

example (Figures 3.4e and f) is where the identification algorithm does not

define an EDJO over the two days. It can be seen why, as the westerlies

over this period are very weak and any regions of the westerlies that meet

the 8ms−1 threshold are too small to pass the length checks. However,

the JLI will always define a position no matter the size or strength of the

westerlies and again a poleward shift of 20◦ can be seen just due to a slight

strengthening of the westerlies over Iceland.

The two winters shown here highlight the cases where the JLI incorrectly

characterises the EDJ: 1) broad jets, 2) highly tilted jets, 3) split jets,

and 4) no well-defined jets. On these types of days, the JLI tends to shift
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Figure 3.6: Same as Figure 3.4, but days are taken from the arrows in
Figure 3.5.
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poleward or equatorward by large amounts, under little to no change in

the overall westerly wind field on those days, whereas ϕ tends to capture

this persistence in the EDJ during these events. To further evidence this,

I define a large shift in either the JLI or ϕ when either of the metrics

shifts by 10◦ in latitude either equatorward or poleward. For ϕ, this is only

calculated for days when a single EDJO is defined to prevent switching

between the largest EDJOs Umass on consecutive two EDJO days. Figure

3.7 shows the number of occurrences of large shifts in each winter, with

the JLI in blue and ϕ in red. This shows that the JLI is prone to frequent

large shifts in each winter, with a mean occurrence that is seven times

greater than that of ϕ. Hence, the cases shown in Figures 3.4 and 3.6 are

representative of other years.

Figure 3.7: Frequency per winter of large shifts (≥ 10◦) in the EDJ latitude
between consecutive days. The blue line shows the shifts for the JLI and
the red for ϕ for each winter in 1979-2020. The horizontal dashed lines
show the average frequency in the colour of the respective measure of the
EDJ latitude. The calculation of large shifts for ϕ is only done on days
where a single EDJO is defined.

3.4.3 Persistence

Evidence from Figures 3.3 and 3.6 has shown that the JLI exhibits higher

variability than ϕ. To further study this, the autocorrelation (ACF) has

been calculated for all metrics in all winters, and the result is shown in
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Figure 3.8. Figure 3.8a shows the ACF for the JLI and ϕ, where ϕ has a

systematically higher correlation for lags of up to ten days, resulting from

sudden and large changes in the JLI that would reduce its persistence.

Looking at α and the JAI (Figure 3.8 b), they show similar persistence,

with α having slightly higher persistence up to a delay of four days, where

the JAI starts to show a higher correlation. In Figure 3.8c, the ACF of

different measures of EDJ strength is shown. Surprisingly, JLIvel has higher

persistence than Umean and Umax. Given that Umean is the average of the

points within an EDJO, you might expect it to have higher persistence,

but this is not the case based on the data shown here. For Umax, this

can be attributed to the potential switch between different maxima when

searching the two-dimensional field each day, giving a lower persistence,

but not dissimilar from that of Umean. The measure of EDJ strength that

shows the highest persistence is Umass, which has a significantly higher ACF

than each other method on all lags. This suggests that the size of the EDJ

is a longer-lasting feature than just its strength.

Figure 3.8: Lagged autocorrelation functions for a) ϕ (black) and the JLI
(red); b) α (black) and the JAI (red) and c) Umean, Umax, Umass and JLIvel.
Solid lines represent the mean and shading two standard errors from the
mean.

3.5 Winter statistics

3.5.1 Daily Distributions

The JLI is widely used and studied due to the trimodal distribution that

is obtained when applied to the winter periods, which has been used as

evidence of regime behaviour of the EDJ. The distributions of the JLI,

ϕ, the JAI and α are shown in Figure 3.9. For the EDJO metrics, days

with two EDJOs are accounted for by selecting the day the largest Umass.
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Very minor differences are found in the distributions when including the

information from all EDJOs or not. For ϕ and the JLI (Figures 3.9a and b),

both distributions show a similar range of values but very different shape

and structure. For ϕ, it has a unimodal distribution, with a mean of 45.7◦

and a standard deviation of 6.7◦. For the JLI there is clear multi-modality

with peaks at the latitudes of 37◦, 45◦ and 57◦ defining the southern (S),

central (C) and northern modes (N) that has been used in the literature.

The lack of multi-modality in ϕ is an important result as it shows that

the trimodal regime structure of the JLI appears to manifest as a result

of zonal averaging. To try and identify where the largest differences are

occurring, I have calculated ϕ−JLI for the S, C and N regimes of the

JLI, shown in Figure 3.9c. For the S regime (JLI < 40◦) ϕ tends to be

slightly poleward of the JLI with a median difference of 0.74◦ and standard

deviation of 3.7◦. Similarly for the C regime (40◦ ≤ JLI ≤ 52◦) the JLI

tends to slightly more poleward with a median value of -1.0◦ and standard

deviation of 2.28◦. The largest differences occur during the N regime (JLI

> 52◦), where the median value is 5.2◦ and standard deviation of 7.2◦.

Looking now at JAI and α (Figures 3.9d and e), both measures capture the

tilting of the EDJ of the North Atlantic during winter, with a mean of 7.9◦

for α and 11.7◦ for the JAI. The JAI has a higher standard deviation than

α with a value of 15.7◦, while α has a value of 10.7◦. Figure 3.9f shows

the distribution of α − JAI divided by days when the JAI characterises a

positively and negatively tilted EDJ. The median difference for days when

the JAI is positive is −3.6◦ and 10.9◦ when the JAI is negative, telling

us that the JAI tends to produce larger tilt values on days when the JAI

finds a positively tilted EDJ but α is larger on days when the JAI finds

a negatively tilted jet. However, there is a large spread in each of the

composites with a standard deviation of 13.4◦ in α − JAI for days when

the JAI is positive and 13.7◦ for days when the JAI is negative, indicating

that days with large disagreements are still found for either case. These

differences are likely due to the examples shown earlier, where the use of

WS850 gives no indication of direction, leading to spurious values of tilt

when U850 gives a direct indication.
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Figure 3.9: Distributions of the daily winter a) ϕ, b) JLI, c) ϕ - JLI, d) α,
e) JAI and f) α - JAI. In c) the histograms are coloured according the JLI
regimes defined in the figure label, and in f) α−JAI is coloured according
to the sign of the JAI.

3.5.2 Source of differences in the JLI and ϕ

Given the proportion of days in each regime of the regimes (S 12.1% of days,

C 48.5% if days and N 37. 4% of days), it means that there is a substantial

number of days where the two methods disagree. To try and unravel what

might be causing the differences, Figure 3.10 shows a scatter plot of ϕ−JLI

plotted against Umean and coloured by α. Each panel shows the scatter plot

for each regime in the JLI with the S regime in Figure 3.10a, the C regime

in Figure 3.10b, and the N regime in Figure 3.10c. This shows that the

sources of the differences during the N regime of the JLI these days are

when the EDJ is highly tilted when α ≥ 20◦. This can also be seen in

the S and C regimes with days of higher tilt producing a larger difference

too. The C regime shows when the two methods tend to agree with each

other, which is during days when the EDJ is zonal with values of α close

to zero and the strong with large values of Umean. From the example in

the Figure 3.4c and d and the evidence shown in Figure 3.10, the tilt of

the EDJ appears to be the source of many of the differences between ϕ

and the JLI in the N regime. To confirm this, Figure 3.11 shows composite

averages of U850 for different positive intervals of α with values of ϕ and

the JLI for those composites plotted as dashed lines. What this shows is

that as you increase α the difference in ϕ and the JLI also increases, with
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Figure 3.10: Distributions of ϕ - JLI for each of the regimes of the JLI,
with a) S, b) C and c) N. Each point is coloured by the value of α.

the JLI progressively identifying values more north than ϕ on average. For

the most extreme composites, when α > 20◦ (Figures 3.11c and d), there

are two maxima located over Iceland and off the east coast of the United

States, which resemble the example shown in Figure 3.4c where the jet is

split, suggesting also an influence from these days in causing the differences.

In general, this has highlighted that the differences between the JLI and ϕ

are caused by the tilting of the EDJ, which leads the JLI to define more

EDJ in the N regime.

3.5.3 Relationship between moments metrics

I will now discuss the relationships between the new moments metrics and

the different picture that they present. Firstly, Figure 3.12 shows the spa-

tial distribution of the centres of mass (λ, ϕ), for all EDJOs (Figure 3.12a)

and for the EDJOs the largest Umass (Figure 3.12b). Looking at Figure

3.12a, the kernel density estimate (KDE) finds a trimodal structure, with

a high density peak in the centre of the North Atlantic and two peaks of

lower density north-east of the centre over Iceland and south-west of the

centre. These weaker peaks coincide with days of two EDJOs (represented

as the blue points), indicating that they are the main regions for the split

jet occurrence. These types of days are rare only occurring on 4. 8% of days

in the data, with single EDJO days the highest at 93.5% and zero EDJO

days the lowest at 1.7%. However, when only considering the EDJO of the

largest Umass, the peak over Iceland collapses and the distribution becomes
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Figure 3.11: Composites of U850 for intervals of α where a) 0 ≤ α ≤ 10, b)
10 ≤ α < 20, c) 20 ≤ α < 30 and d) α ≥ 30. Horizontal dashed represent
the mean value of ϕ (black) and the JLI (blue) for each composite with
there respective values given in the top right of each panel.
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Figure 3.12: Distributions of the EDJO centre-of-mass (λ, ϕ) for a) all
EDJOs and b) the EDJO with the largest Umass. The colours in a) indicate
whether a given day is labelled with one (red) or two (blue) EDJOs. The
black contours show the two-dimensional kernel density estimate of the
distribution.

more bimodal with the central and south-west peak being retained.

It is interesting to again consider how this distribution relates to the regimes

defined by the JLI and if it can reveal further differences between the two

approaches. Figure 3.13 shows the separation of the centres of mass into S

(Figure 3.13 a), C (Figure 3.13 b), and N (Figure 3.13 c), which are defined

in the same way as in the previous sections. This reveals that, for the S

and C regimes, the centres of mass largely lie within the defined bounds

of the JLI. This is something I would expect given the agreement between

the measures of ϕ and the JLI in those regimes in the previous sections. As

expected, this relationship breaks down with many centres of mass lying

below the cut-off point of the N regime. The N regime also has the highest

number of days with two EDJOs defined with 2.8% of days, whereas S and

C have 1.4% and 0.6%, respectively. The structure of the centre-of-mass

distribution in the N regime looks to tilt across the basin, unlike the S and

C distributions which look to be more zonal. This is validated when looking

at the average of α in each of the regimes, the N regime having the highest

value of 9.9◦ and the S and C with values of 0.7◦ and 1.4◦, respectively.

In the last part of this section, I show how different characteristics of the
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Figure 3.13: Distributions of the EDJO centres of mass, partitioned into
the S a), C b) and N c) regimes of the JLI. The colours of the points
represent the days defined by one (red) or two (blue) EDJOs. The dashed
horizontal lines define the cut-offs of the regimes of the JLI.

EDJ measured by the EDJOs are related to each other. Figure 3.14 shows

scatter plots of ϕ against α (Figure 3.14a), ϕ against Umean (Figure 3.14b)

and α against Umean (Figure 3.14c). From Figures 3.14a and b, there is

a weakly linear pattern between ϕ with α or Umean. Performing a linear

regression on these data, this further confirms this with a correlation coeffi-

cient (ρ) of 0.2 and 0.1 for ϕ against α and ϕ against Umean. Looking across

the distributions, where moving from lower values of α and Umean to higher

values, there is decreasing variability in ϕ with values of ϕ close to their

mean at higher values. In Figure 3.14c, There is again a little to no linear

relationship with ρ = −0.05, but there is a nonlinear relationship between

α and Umean, where the lower values of Umean show a higher variability in

α, but as Umean increases, the variability decreases and α tends towards

zero. This shows that the stronger an EDJ the more zonal it tends to be

and the weaker it tends to display positive tilt, but there is also a chance

for negative tilts to occur.

Another measure of the strength that can be used is Umass, which was

defined in the moments section. This is essentially an area weighted speed;

hence it will capture the size and the strength of the EDJO. Figure 3.15,

shows the scatter plots of ϕ against Umass (Figure 3.15a), Umass against α

(Figure 3.15b) and Umass against Umean (Figure 3.15c). Here we can see that

there are some differences between the relationships compared to Umean. For
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Figure 3.14: Scatter plots of ϕ vs α a), ϕ vs Umean b) and α vs Umean c).

Figure 3.15: Scatter plots of ϕ vs Umass a), α vs Umass and Umean vs Umass

example, in Figure 3.15a, lower values of Umass have higher variability in

ϕ but, interestingly, you find a small number of points near the centre of

ϕ. The latitudes in ϕ are in agreement with the latitudes of days with

two EDJOs, which can be seen in Figures 3.4c and d. There is a negative

correlation between Umass and ϕ with ρ = −0.12 where smaller EDJOs

are found at more poleward latitudes, so as the EDJ is more equatorward

you tend to find a larger and stronger EDJ. This will be influenced by

the area weighting in the calculation of Umass, but there is still a range

of around 10 − 12◦ in the largest Umass. This also shows that the larger

Umass sits around the mean of ϕ and the variability is much lower, which is

not as clear in Figure 3.14b, when using Umean. A similar pattern is found

between Umass and α where the largest EDJOs are more zonal and smaller

have greater variability in α. Lastly, Figure 3.15c shows that there is a

linear relationship with ρ = 0.77 between Umean and Umass but there is a

spread in Umean in Umass. So, you may find that Umean can give large values

but for smaller EDJOs.
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In this section, I have shown that the trimodal distribution of the JLI is

an artefact of zonal averaging. This is first highlighted by the unimodal

distribution of ϕ (Figure 3.9b) and the distribution of ϕ− JLI (Figure 3.9c),

showing that on average the most differences occur in the N regime of the

JLI. To define what causes this relationship, Figures 3.10 and 3.11 showed

that the JLI has a tendency to define the EDJ in the N state when the

EDJ is tilted. This is also seen in the spatial distribution of the centres

of mass (Figure 3.12 where the JLI N regime (Figure 3.13c) is a source of

EDJs with large tilt days and split jet days.

3.6 Relationship of EDJOs and Large-Scale

patterns of North Atlantic variability

Having explored how the different metrics relate to each other and their

differences, I will now look at how they are related to the two leading

modes of variability in the North Atlantic. Those being the North Atlantic

Oscillation (NAO) and the East Atlantic Pattern (EA). To define NAO

and EA, I use station-based indices (Baker et al., 2018; McKenna and

Maycock, 2021) using a field of standardised and deseasonalised mean sea

level pressure (MSLP). For the NAO, I take the difference between an area-

averaged box over the Azores (36◦ N, 5.3◦) W and Iceland (65◦ N 22.8◦W).

Then for the EA I use the anomaly in the MSLP at the point closest to 52◦

N, 27.5◦W. Figure 3.16 shows the spatial pattern of the averaged MSLP

anomalies (DJF mean removed) of the NAO (Figures 3.16a and b) and the

EA (Figures 3.16c and d), where each phase is defined as the positive (+)

or negative (-) values of the respective index.

To understand how the EDJ metrics are related to NAO and EA, I per-

formed grid point linear regressions of the EDJ metrics on the MSLP field.

Figure 3.17 shows the regression results for ϕ (Figure 3.17a), Umean (Figure

3.17b), α (Figure 3.17c), λ (Figure 3.17d) and Umass (Figure 3.17e). Sim-

ilarly, Figure 3.17 shows the same, but for the JLI (Figure 3.18a), JLIvel

(Figure 3.18b), and the JAI (Figure 3.18c).

For the position of the EDJ, ϕ and the JLI produce a spatial correlation
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Figure 3.16: Mean Sea Level Pressure (MSLP) anomaly composites (in
hPa) for different phases of the North Atlantic Oscillation (NAO) and East
Atlantic pattern (EA). Panels (a) and (b) represent positive (NAO+) and
negative (NAO-) phases of the NAO, while panels (c) and (d) represent
positive (EA+) and negative (EA-) phases of the EA.
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Figure 3.17: Gridpoint correlations (ρ) of linear regressions of ϕ a), Umean

b), α c), λ d), Umass e) against the MSLP for the winter (December-
February). Stippling denotes statistically significant correlations at the
95% confidence level. The top right of each denotes the correlation that
each metric has with the NAO and EA.

pattern that is in good agreement with the MSLP anomaly of the NAO

(Figures 3.16a and b). Hence, NAO+ coincides with the poleward shift of

the EDJ and NAO- an equatorward shift. This is better captured in ϕ than

in the JLI, with a higher correlation in ϕ (ρ = 0.55) with the NAO than in

the JLI (ρ = 0.47). The EA has the opposite effect on position than the

NAO, as evidenced by the negative correlation with both ϕ and the JLI,

although there is a slightly stronger negative correlation between the EA

and the JLI (ρ = −0.44) than with ϕ (ρ = −0.41).

The EDJ strength can be measured by Umean, JLIvel or Umass and each

of them has indistinguishable maps of spatial correlations, which are all

similar to the EA pattern. For Umean and JLIvel, each show moderate

correlations with NAO and EA, with JLIvel having a stronger correlation

with both NAO and EA than Umean (ρ(JLIvel,NAO) = 0.42,ρ(JLIvel,EA) =

0.38 vs. ρ(Umean,NAO) = 0.38 ρ(Umean,EA) = 0.34). This suggests that

both NAO and EA have a similar influence on the strength of the EDJ,

with the strongest EDJs occurring during the positive phases of the two,

because of changes in the pressure gradient between the subtropical high

and the polar low. However, looking at Umass, the correlation with the
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Figure 3.18: Same as Figure 3.18, but for the JLI a), JLIvel b) and JAI c).

NAO is similar to that of Umean, but slightly lower than that of JLIvel

(ρ(Umass,NAO) = 0.36), but much higher than both for EA (ρ(Umass, EA)

= 0.58). This indicates that the EA has considerable influence not only on

the strength but also on the size of the EDJ, which is closely related to the

pulsing variability of the EDJ.

Now, looking at the tilt of the EDJ, the JAI and α differ in their spatial

correlations, both showing weaker relationships with the NAO and EA

than the latitude and the strength. For the JAI, the correlations with the

NAO and EA are weak (ρ(JAI,NAO)=0.12 and ρ(JAI,EA) = -0.07), but

for α there is a slightly stronger relationship with the NAO but a negligible

relationship with the EA (ρ(α,NAO)=0.26 and ρ(α,EA)=-0.02). Hence,

α tells us that during the NAO+ phases the EDJ tends to tilt and flow

over Europe. Lastly, the centre of mass in longitude, λ, which shows a

weakly positive correlation with the NAO (ρ(λ,NAO) =0.24) and negative

one with the EA (ρ(λ,EA)=-0.13). This means that the EDJ will shift

eastward with NAO+ and westward with NAO-, which is reversed for each

phase of the EA.

3.6.1 NAO/EA phase space

Looking at the relationships discussed in the previous section in more detail

is to consider the NAO/EA phase space, where the joint relationship can

be understood. Figure 3.19 shows the NAO/EA phase space for all days

coloured by different EDJ metrics. Looking at ϕ and the JLI (Figures

3.19a and b), each measure captures the result of Woollings et al. (2010),

where the EDJ latitude increases, moving clockwise around the phase space

shown by the mean. The largest discontinuity in latitude occurs in the
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NAO-/EA- part of the phase space for the JLI and ϕ, which is attributed

to the high occurrence and split jets leading to two EDJOs, such as the

one seen in Figure 3.4b. From the standard deviation in each quadrant, ϕ

is consistently lower than the JLI, with the highest variability occurring in

the NAO+/EA- quadrant for both the JLI and ϕ. There is also a higher

variance explained (R2) for ϕ than the JLI for all quadrants, each of which

indicates that ϕ is a smoother varying measure.

For tilt, the JAI (Figures 3.19c) has higher variability for all quadrants

than α (Figure 3.19 b), by the standard deviation value. Moving through

the phase with α, during NAO- there is a tendency for a negative jet tilt

and during a tendency for a positive tilt which agrees with the results from

the previous section. The JAI shows a similar pattern, but much weaker,

due to the higher variability within each of the quadrants. The R2 is higher

in α than the JAI but only for the quadrants associated with NAO+. The

quadrants associated with the NAO- have a marginally higher R2 for the

JAI, but are very low for α. There is little relationship with the EA for

both α and the JAI.

Lastly, the EDJ strength shows a similar pattern for Umean (Figure 3.19)e),

JLIvel (Figure 3.19f) and Umass (Figure 3.19g). For all measures, the weak-

est EDJs are found in the NAO-/EA- quadrant, and the strongest in

the NAO+/EA+ quadrant. The R2 for Umean than JLIvel is quite sim-

ilar throughout all quadrants, with both having the lowest R2 for the

NAO+/EA- quadrant. For Umass, R
2 is higher than both Umean and JLIvel

for all quadrants, with the highest R2 in the NAO-/EA- quadrant. The

added information of size with the strength of the EDJO being the differ-

ence for this larger R2.

All of this evidences that the EDJO metrics provide a better measure of

variability in the EDJ compared to the others, with ϕ being the best mea-

sure of the EDJ latitude, α for tilt and Umass for strength. The NAO and

the EA have a strong influence on the EDJ, with the NAO having a stronger

influence on the latitude and tilt, and the EA having a stronger influence

on the strength and size.
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Figure 3.19: Scatter plots of the EA vs NAO for all winter days coloured by
ϕ a), JLI b), α c), JAI d) JLIvel e), Umean f) and Umass g) for EDJOs of the
largest mass. Note that e) and f) have different scales, and Umean is bounded
below by U∗

850 = 8ms−1. The values of mean µ and standard deviation σ
are given for each quadrant in brackets, and the variance explained R2.
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Figure 3.20: (a) Composite U∗
850 field for winter days with two EDJOs.

This represents 4.9% of DJF days. (b,c) Scatterplots of all winter daily EA
vs NAO indices coloured by ϕ for days with two EDJOs. Panel (b) shows
the EDJO with the largest Umass, and (c) shows the EDJO with the smaller
Umass.

3.6.2 Multiple Object Days

In Figure 3.19, a lot of variability was observed in the NAO-/EA- quadrant

of the phase space. Here, I show that this quadrant is largely associated

with days of two EDJOs. Figure 3.20a shows the composite U850 for days

with two EDJOs. Here we can see strong westerlies over the east coast of

the USA and a region of weak easterlies near Iceland, with a region of weak

easterlies near the Bay of Biscay and to the west of Portugal. This pattern

resembles the circulation during Atlantic blocking. Consequently, there is

also a link between the occurrence of two EDJO days and the NAO/EA

with most days coinciding with NAO-/EA-. The NAO/EA phase space for

days with two EDJOs with the EDJO with the largest Umass (Figure 3.20b)

and the smaller (Figure 3.20c). In general, on two EDJO days, the EDJO

with the largest Umass is found at the lower latitudes south of 40circN and

the smaller EDJO is found north of 50◦N.
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3.7 Conclusions and Discussion

In this chapter, I developed and evaluated an algorithm to identify and

analyse Eddy-Driven Jet Objects (EDJOs), comparing it with traditional

zonal-averaged metrics such as the Jet Latitude Index (JLI) and Jet Angle

Index (JAI). The analysis demonstrated that the EDJO-based method,

which uses a spatial approach to capture jet features, overcomes several

limitations associated with zonal averaging. These include the ability to

capture complex jet structures such as split jets, tilted jets, and broad jets,

which are often overlooked or mischaracterised by the JLI. Key findings

include the following.

1. The EDJO identification method more robustly characterises the jet

structure on days where the jet is broad, highly tilted, split or not

well defined, as compared to the JLI.

2. The time variability of ϕ shows fewer large amplitude ‘jumps’ between

consecutive days as compared to JLI. Examination of cases suggests

that these jumps in JLI can be spurious resulting from selecting one of

several competing maximums and do not reflect meaningful changes

in the jet structure. The autocorrelation function of ϕ shows greater

persistence than JLI between days 2-9.

3. The statistics of ϕ over all winter days do not show a trimodal distri-

bution as seen for the JLI. The distribution has a mean of 45.7◦ and

a skewness of -0.07. The daily differences between ϕ and the JLI tend

to be greater for larger jets and highly tilted jets. When compositing

low-level zonal wind for the same range of values, the two measures

pick out similar patterns of large-scale circulation.

4. There is a smoother variation of ϕ and Umean in the NAO/EA phase

space. Both ϕ and Umean also have a higher variance explained by the

NAO and EA indices than the JLI and JLIvel.

5. The distribution of jet tilt α is more Gaussian with a mean of 7.9◦.

Around 20% of the days show a negative tilt.

In conclusion, the EDJO algorithm presents a significant improvement in

capturing the dynamics of the North Atlantic EDJ, particularly in terms of
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Figure 3.21: Distributions of ϕ a), α b) and c) the frequency of days with
different numbers of EDJOs for a range of U∗

850 values from 6ms−1 to
11ms−1, with colours following the legend in panel (a).

persistence, strength, and structure. Its ability to capture more complex jet

configurations, especially in relation to large-scale climate modes, makes it

a valuable tool for future research into jet stream variability and its impacts.

Appendix: Robustness of EDJO identifica-

tion

3.7.1 Choice of U ∗
850, L

∗ and L∗
λ

The results in this chapter used U∗
850 = 8ms−1. Here, I compare the results

with a range U∗
850 values. Figure 3.21 shows the distributions of ϕ, α and

the number of EDJOs per day for U∗
850 varying between 6 and 11ms−1.

Both ϕ and α are largely insensitive to the choice of U∗
850 (Figures 3.21a

and b). There are changes in the median value of Umean (not shown), but

this would be expected since U∗
850 sets the minimum Umean. Finally, the

distribution of the number of EDJOs per day shows little differences for

U∗
850 between 6-9ms−1. Higher values of U∗

850 lead to a decrease in days

with one EDJO and an increase in days with zero, potentially because they

no longer meet the length criteria. From these results, we conclude that

the EDJO algorithm is largely insensitive to sensible variations in U∗
850.

3.7.2 Sensitivity to inclusion of L∗ and L∗
λ

The effect of including the L∗ and L∗
λ criteria in the algorithm is shown

in Figure 3.22, where the distributions of ϕ, EDJO area and number of
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Figure 3.22: Distributions of ϕ a), Area b) and the frequency of days with
different numbers of EDJOs c) with the inclusion of the L∗ and L∗

λ checks
(blue), just L∗

λ (red) and just L∗ (orange).

EDJOs per day are shown. Including only the L∗
λ check results in a higher

ϕ density at northern latitudes, which are smaller EDJOs in area because

of Earth’s curvature. Including only the L∗ check removes the EDJOs at

high north latitudes but retains a higher density of small EDJOs that occur

on the south flank of the ϕ distribution. Each of the length checks on their

own results in an increase in the frequency of days with two EDJOs, which

are typically smaller than on days with a single EDJO. Not until both L∗

and L∗
λ are used together do we see a decrease in the occurrence of the

smallest EDJOs.
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Chapter 4

Predictability of the

Eddy-Driven Jet

4.1 Introduction

Accurate prediction of the atmosphere is crucial for forecasting extreme

weather events and enabling effective preparation and mitigation strate-

gies. In the North Atlantic region, the winter North Atlantic Oscillation

(NAO) is a well-studied phenomenon, known for its significant impact on

weather patterns across Europe and North America. Previous studies have

demonstrated the existence of predictable skill in the winter NAO, at lead

times of approximately 1 to 4 months (Scaife et al., 2014). However, beyond

NAO, the variability and predictability the North Atlantic of eddy-driven

jet (EDJ) has received less attention, with only a few studies focussing on

seasonal (Parker et al., 2019; Strommen, 2020) to decadal predictability

(Marcheggiani et al., 2023; Strommen et al., 2023)

The EDJ is a key feature of the atmospheric circulation of the North At-

lantic, closely linked to surface weather impacts, including precipitation,

temperature, and wind storms. Understanding its variability, dynamics,

and predictability is therefore essential for improving seasonal forecasts.

Despite this, challenges remain in capturing the full spectrum of EDJ be-

haviour, including its latitude, strength, tilt, and variability, particularly

in the context of seasonal forecast models such as the Met Office GloSea5
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(Thornton et al., 2023). These challenges are compounded by the com-

plex interactions between the EDJ and large-scale atmospheric patterns,

including the NAO and the East Atlantic pattern (EA).

In this chapter, I explore the representation and predictability of the winter

EDJ in GloSea5 using the Eddy-Driven Jet Object (EDJO) approach of

Perez et al., 2024 introduced in Chapter 3. This includes an assessment of

its biases, variability, and relationships with large-scale teleconnections, as

well as an evaluation of its seasonal predictability.

By providing a detailed assessment of the EDJ in GloSea5, this chapter

contributes to a greater understanding of the strengths and limitations of

the model in simulating the atmospheric variability of the North Atlantic

and offers insights into potential avenues for improving seasonal forecasting

systems.

4.2 Data and Methods

4.2.1 Model and Observations

The fields used are the daily zonal wind 850hPa (U850) and mean sea level

pressure (MSLP) for the extended winter (November-February). The sea-

sonal forecasting model used is GloSea5 (MacLachlan et al., 2014), which

has an atmospheric resolution of 0.8◦ × 0.5◦ in latitude and longitude with

85 vertical levels, while the ocean model uses the 0.25◦ grid with 75 verti-

cal levels. Initial conditions for the atmosphere and land surface are taken

from daily operational analysis fields, and the ocean is initialized via a 3D-

variational data assimilation system that uses observations of temperature,

salinity and sea-level anomaly.

I use hindcasts initialised from the 1st of October and ran until 31st March,

for the period 1994-2016. Four model systems (12 to 15) with minor dif-

ferences in model physics have been combined, each with seven ensemble

members, giving an ensemble size of 28 members used in this study. I use

ERA5 reanalysis as a reference dataset to compare with GloSea5. Data

from the 1959-2020 period for ERA5 are also included. The longer period

is included to account for any sampling bias in the 1994-2016 period in the
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observations. Throughout the chapter, red will be used to represent data

from GloSea5, black for data from ERA5 for data in the period 1994 - 2016.

All data is available on the Copernicus Climate Data Store.

4.2.2 EDJO identification

The methodology developed from Chapter 3 is applied to the U850 field

The algorithm parameters used in GloSea5 are the same as those used

when analysing ERA5; that is, U∗
850 = 8ms−1, L∗ = 1661km, and L∗

λ = 20◦

also covering the same North Atlantic domain, 15-75◦N and 0-60◦W. The

relative number of EDJOs identified in both ERA5 and GloSea5 is shown in

Figure 4.1a, which shows little difference between GloSea5 and ERA5. In

slightly more detail, Figure 4.1b shows the percentage difference between

ERA5 and GloSea5 for the number of objects identified. This shows that

GloSea5 detects slightly more zero (< 1.7%) EDJO days than what is

observed in GloSea5 and fewer one and two EDJO days (< −1%). There

is also a very small fraction of three EDJO days detected in GloSea5. This

could suggest that there is a tendency for weaker winds in GloSea5, due to

the higher number of detected zero EDJO days, though the differences are

modest.

Figure 4.1: The number of EDJOs identified for the forecast period in
GloSea5 and ERA5 a) and the perecentage difference in the occurrence of
EDJOs b).
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4.2.3 Definition of Large-Scale Patterns

North Atlantic Oscillation and the East Atlantic Pattern

The North Atlantic Oscillation (NAO) and the East Atlantic pattern (EA)

are calculated using the deseasonalised winter anomalies of MSLP. The

deseaonalisation of the data is done by taking the monthly mean (µ) and

standard deviation (σ) of the MSLP calculating

MSLP ′ =
MSLP − µ

σ
(4.1)

for the days in the corresponding months. The NAO is defined as the differ-

ence between two area-averaged boxes defined over Gibraltar (36◦N, 5.3◦W)

and Iceland (65◦N, 22.8◦W). The EA pattern is defined at the point 52◦N, 27.5◦W.

4.3 Assessing Model Differences

To quantify the differences between GloSea5 and ERA5 three metrics are

used: bias, root mean square error (RMSE), and Kullback-Leibler diver-

gence (KL). These metrics are defined as follows:

Bias

The bias measures the average difference between the forecast (F ) and the

observations (O) on the samples N . It is calculated as:

Bias =
1

N

N∑
i=1

Fi −O (4.2)

where Fi is the forecast, O is the observed value, and N is the number of

ensemble members.
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Root Mean Square Error (RMSE)

The RMSE measures the magnitude of errors between the forecast and

observations. It gives greater weight to larger errors and is defined as:

RMSE =

√√√√ 1

N

N∑
i=1

(Fi −O)2. (4.3)

Here, Fi and Oi are the same as above. A lower RMSE indicates better

agreement between the forecast and the observations.

Kullback-Leibler (KL) Divergence

The KL divergence quantifies the difference between two probability dis-

tributions, observations, and forecasts. For discrete distributions, it is cal-

culated as:

DKL(O ∥ F ) =
∑
i

Oi log

(
Oi

Fi

)
, (4.4)

where Oi and Fi represent the probabilities of the i-th bin in the distri-

butions of observations and forecasts, respectively. The lower the value of

DKL, the better the model represents the given set of observations.

4.4 Representation of EDJOs in GloSea5

4.4.1 Daily distributions

Figure 4.2 shows the distributions of daily winter values from 1993/94 to

2015/16 for ϕ, Umean, α, and Umass. The vertical solid lines represent the

mean values for each variable and the dashed lines mark the two stan-

dard errors from the model mean. Model biases are reported as the mean

difference from ERA5 with two standard errors, providing a measure of

uncertainty. A table of summary statistics is shown in Table 4.1.

The mean values of ERA5 for all variables lie within the 95% confidence

interval of GloSea5, indicating that there are no significant climatological

biases in the model.

Figure 4.3 illustrates the relationships between the daily EDJO diagnos-
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Variable GloSea5 Mean ERA5 Mean GloSea5 Std ERA5 Std

ϕ (°N) 48.1±2.5 46.8 6.6± 2.4 7.1
Umean (ms−1) 12.7±0.6 13.0 1.6±0.6 1.7
α (°) 6.4±3.8 6.8 10.1±3.64 10.6
Umass (m

3s−1) 8.8±1.5 9.9 3.9±1.4 4.3

Table 4.1: Table of summary statistics for GloSea5 and ERA5 from the
1994-2016 period. GloSea5 values include the value of two standard errors.

Figure 4.2: Distributions of ϕ a), Umean b), α c) and Umass d) for GloSea5
(red) and ERA5 (black) for November-February between 1994-2016. Red
shading represents two standard errors from the ensemble mean in GloSea5.
The black vertical line is the mean for ERA5 and the red line shows the
ensemble mean for GloSea5. Values of the mean and the standard deviation
are given in the top left of each panel and the bias (with two standard
errors) and RMSE in the top right.
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tics as two-dimensional distributions. The contours of Umean vs. ϕ (Figure

4.3a), α vs. ϕ (Figure 4.3b) and Umean vs. α (Figure 4.3c) are shown, with

GloSea5 in red and ERA5 in black. In each panel, the Kullback-Leibler

(KL) divergence, displayed in the top right, quantifies the difference be-

tween the two distributions, with lower values indicating closer agreement.

For Umean versus ϕ (Figure 4.3a), the KL divergence is 0.08, indicating

strong agreement between GloSea5 and ERA5, where there is no clear

relationship between latitude and strength, based on the low linear corre-

lation. Similarly, for α versus ϕ (Figure 4.3b), the KL divergence is the

lowest among all panels (0.06), highlighting minimal differences between

the two distributions.

In contrast, a distinct pattern is observed between Umean and α (Figure

4.3c), where higher values of Umean are associated with a smaller spread

in values of α, suggesting an EDJ that is generally less variable and more

zonal. The KL divergence of 0.07 indicates that GloSea5 captures this be-

haviour well. For Umean, the relationships with ϕ (Figure 4.3d) and with α

(Figure 4.3e) show slightly higher KL divergence values of 0.12 and 0.11,

respectively. These higher values suggest that, while GloSea5 reproduces

the overall structure of these relationships, there are noticeable differences

in the distributions compared to ERA5. This difference is related to the

larger values of Umass (Figures 4.3 d and e), which GloSea5 tends to un-

derestimate. In general, the KL divergence values show that GloSea5 more

accurately represents the relationships involving ϕ, Umean, and α, while

greater discrepancies arise in the relationships involving Umass.

4.4.2 Time varying statistics

To understand how the EDJ evolves during the NDJF period, Figure 4.4,

shows the climatological timeseries of the daily EDJO variables in ERA5

and GloSea5. The evolution of ϕ (Figure 4.4a) in ERA5 shows an equator-

ward trend from early November to late December, where ϕ sits at a mean

value of 44◦N until early January, when it moves poleward to around its

mean position. In GloSea5, the early winter equatorward trend is somewhat

captured, but the amplitude of the equatorward movement lies outside the

spread of GloSea5 during the late December and early January period.
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Figure 4.3: Two-Dimensional distributions of ϕ(◦N) against Umean(ms−1)
a), ϕ(◦N) against α(◦) b), α(◦) against Umean(ms−1) c), ϕ(◦N) against
Umass(m

3s−1) d) and α(◦) against Umass(m
3s−1) for all members of GloSea5

(red) and ERA5 (black) for NDJF between 1994-2016.
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There is a slight poleward trend in the EDJ in GloSea5 starting in January

and extending into February. For Umean (Figure 4.4b), the trend in ERA5

shows a general strengthening of EDJ throughout November and December

and a peak in early January, after which it begins to weaken. This is well

captured in GloSea5 with a similar trend in the ensemble mean. The other

measure of the EDJ strength Umass shows a similar trend in both ERA and

GloSea5; however, the largest amplitude Umass lies outside the spread of

GloSea5. Lastly, α (Figure 4.4c), the overall trend increases throughout

the November-February period, which is well captured by GloSea5, with

ERA5 values well within the model spread of GloSea5.

Figure 4.4: Averaged winter evolution of ϕ(◦N) a), Umean(ms−1) b), α(◦) c)
and Umass(m

3s−1) d) for ERA5 (black) and GloSea5 (red). The solid lines
are the mean value and the shading represents two standard errors from
the mean.

To further understand the time variability, I compute the autocorrelation

function (ACF) out to a 15-day lag. I remove the winter mean within each

NDJF winter and ensemble member to remove any winter mean offset.

For each winter, I then calculate the lag-k autocorrelation (k = 1..15) and

average the individual ACF estimates over all winters and the 28 ensemble

members. This yields the mean model ACF at each lag. The standard

error at each lag is then calculated in a similar manner to the mean.

The ACF in Figure 4.4 shows that the mean autcorrelation in GloSea5 is

consistently lower in each diagnostic compared to ERA5. In ERA5, the
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ACF of ϕ and α (Figures 4.4 a and c) lies on the edge of the spread of

the GloSea5 members, while Umean (Figure 4.4b) falls within the spread.

Interestingly, the ACF for Umass (Figure 4.4d) shows that the persistence

is too low in GloSea5. This pattern is not unique to GloSea5, as other

studies have also indicated a low persistence of the EDJ position in IFS

(Strommen, 2020). Each diagnostic in GloSea5 exhibits the same e-folding

time as ERA5, with lag dropping below the dashed line at consistent values

in all plots. If too low a persistence of the EDJ occurs, it could potentially

lead to issues with pinpointing surface impacts and their duration. The

lower persistence in ϕ is likely due to the tendency of GloSea5 to produce

EDJs that are weaker than in ERA5 Umean and Umass (Figures 4.2 b and

d), therefore, weaker jets tend to show greater variability in their posi-

tion (Figure 4.3a). The low persistence in the IFS model was proposed to

be caused by a poor representation of weather regimes (Strommen, 2020)

Other potential sources could include the weak response of the EDJ to

remote drivers through eddy feedback (Hardiman et al., 2022).

The ACF in Figure 4.4 confirm that the amplitude of the mean autocorre-

lation in GloSea5 is systematically lower than in ERA5 for each diagnostic.

For ϕ and α (Figures 4.5 a and c), the ERA5 curve sits on the upper edge

of the GloSea5 ensemble spread, whereas for Umean (Figure 4.5b) it lies well

within the model spread. The reduced persistence could impact the dura-

tion and intensity of different surface impacts. The weaker mean jets in

GloSea5 (Figure 4.2 b and d), which are associated with greater positional

variability (Figure 4.3a), may partly explain the offset, while additional

contributions may arise from the weak response to remote drivers in the

North Atlantic due to weak eddy feedback (Hardiman et al., 2022).

4.5 North Atlantic Variability and

Predictability

This section explores the relationship between the NAO and EA, in ERA5

and GloSea5. The distributions of the daily NAO and EA indices for

GloSea5 and ERA5 are shown in Figure 4.6 with summary statistics of each

in the top left of each panel. From Figure 4.6a, the NAO is well captured in
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Figure 4.5: Autocorrelation functions of ϕ a), Umean b), α c) and Umass

d) for ERA5 (black) and GloSea5 (red). The solid read line represents
the ensemble mean and the red shading represents the two standard errors
from the mean at each lag.
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GloSea5, with the ERA5 distribution within the spread of GloSea5. There

are some differences between the EA distributions (Figure 4.6b), where the

number of positive EA events occurs is higher than in ERA5. Further, from

the values of the statistics it can be seen that each of the statistics for the

NAO match up well with GloSea5, but there are some differences seen in

the variance and the kurtosis in the EA pattern.

Figure 4.6: Distributions of the NAO (a) and the EA (b) indices for GloSea5
(red) and ERA5 (black).

As shown in Section 3.6, there is a link between the daily NAO and the

EA pattern and the various EDJO diagnostics. To test how well GloSea5

reproduces the observed links between the daily NAO and EA indices and

each EDJO diagnostic, I apply bootstrapping to each NDJF winter (with

a length of 121 days) from a single GloSea5 ensemble member which is

treated as one resampling block. I then sample with replacement 10,000

winters to assemble a time series that is 2766 days long, matching the

length of the hindcast period. For each replicate, I compute the Pearson

correlation between that winters NAO (or EA) index with the respective

EDJO diagnostic. This procedure preserves interannual variability across

ensemble members, yielding a distribution of correlation coefficients against

which the single ERA5 correlation can be used to assess GloSea5. If the

correlation in ERA5 falls outside the 95% confidence interval of the model,

I conclude that GloSea5 does not capture the relationship.

For ϕ (Figures 4.7 a and b), GloSea5 reproduces both the sign and the

order of magnitude of the observed correlations. In the NAO (Figure4.7a)

the ERA5 correlation lies outside the upper tail of the model distribution

and outside the 95% confidence interval, showing that the model struggles
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to capture the positive NAO-latitude coupling with a too weak relationship

between NAO and ϕ. In the EA (Figure4.7b) the relationship is negative;

but the ERA5 correlation is outside the model range. Hence, GloSea5

simulates the correct negative EA-ϕ relationship, yet the coupling between

them is too strong (too negative) compared to ERA5.

For Umean (Figures 4.7 c and d), GloSea5 again reproduces the observed sign

of the correlations. In the NAO panel (Fig. 4.7 c), the ERA5 correlation

lies on the lower edge of the model’s 95% bootstrap envelope, indicating

that the model captures the positive NAO–Umean link but is stronger than

observations. Looking at the EA pattern (Fig. 4.7d) the ERA5 correlation

sits outside the confidence interval, showing that GloSea5 underestimates

the strength of the influence of the EA pattern on Umean.

Examining α (Figures 4.7e and f), GloSea5 captures the relationship for

both the EA and NAO. In NAO (Figure 4.7e), the ERA5 correlation lies

just above the upper edge of the CI, indicating that the model tends to

underestimate the strength of the NAO-α relationship. Looking at the EA

pattern (Figure 4.7f), the relationship is captured well, the ERA5 correla-

tion being close to the mean correlation in GloSea5.

Turning to Umass (Figures 4.7g and h), again GloSea5 correctly captures

the sign of the correlation for both the NAO and the EA pattern. Looking

at the NAO (Figure 4.7g), the ERA5 correlation falls within the confi-

dence interval but toward the left tail of the distribution. This implies that

GloSea5 tends to overestimate the strength of the relationship between

NAO and Umass. Then for the EA pattern (Figure 4.7h) the ERA5 correla-

tion lies outside the upper edge of the GloSea5 confidence interval. Hence,

the relationship between the EA pattern and Umass is underestimated.

Across the four EDJO diagnostics, the NAO correlations lie within or near

the edge of the 95% confidence interval, implying only second-order ampli-

tude errors: the ϕ and α responses are too weak, whereas the Umean and

Umass responses are too strong. In contrast, three of the four EA correla-

tions fall outside the 95% confidence interval. For the EA pattern, GloSea5

drives ϕ too far equatorward (excessively negative correlation) and damps

the influence of EA on both Umean and Umass; only the EA–α correlation is
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Figure 4.7: Distributions of the Pearson correlation coefficient per member
of the daily values in GloSea5 between ϕ and the NAO a), ϕ and the EA
pattern b), Umean and the NAO c), Umean and the EA pattern d), α and
the NAO e), and α and the EA pattern f). The vertical black line is the
correlation coefficient for ERA5.
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reproduced within the sampling uncertainty. Taken together, the bootstrap

analysis shows that the principal deficiency in GloSea5 is an inconsistent

representation of EA forcing, while the coupling between the NAO and the

EDJ is realistic, but produces inaccurate amplitudes.

4.5.1 Seasonal Predictability

This section considers the ability of GloSea5 to capture interannual vari-

ability in the winter (NDJF) mean jet characteristics. Seasonal time series

are presented in Figure 4.8 for ϕ, α and Umean from ERA5 and GloSea5.

Skill is measured using the Pearson correlation coefficient (ρ) between the

ensemble mean and ERA5. A value of 1 indicates a perfect predictive skill,

0 indicates no predictive skill, and -1 would indicate that the model is do-

ing the opposite of what is observed. For each diagnostic, ϕ is the only

measure with significant predictive skill, while α, Umean and Umass show no

predictive skill for winter.

Figure 4.8: Seasonal plots (NDJF) of ϕ a), α b), Umean c) and Umass for
ERA5 (black) and GloSea5 (red) where red shading is the 2σ model spread.
The pearsonr correlation score (ρ) where the p-value for the correlation is
given in brackets and the ratio of predictable components (RPC) is given
at the top of each plot for p-values less than 0.05.

From Chapter 3, we know that there is a relationship between the EDJ

position, strength, and tilt, and the NAO and the EA pattern. Figure 4.9

shows the seasonal time series of the NAO and EA pattern indices. There
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is no predictive skill in the NAO, but there is in the EA. This is initially

surprising, given the abundance of literature supporting seasonal predictive

skill in the NAO during winter. However, Thornton et al. (2023) shows that

there is a switch in predictive skill between the NAO and the EA depending

on the month of initialisation. Thornton et al. (2023) shows predictive skill

in the NAO when initialised in November, but not with an initialisation in

October, which has been used here. The fact that GloSea5 shows skill for

predicting ϕ but not the NAO is interesting, since the latitude of the EDJ

is commonly associated with changes in the NAO. As was shown in the

previous section GloSea5 underestimates the link between the NAO and ϕ

and overestimates the relationship to the EA pattern. This suggests that

the skill in ϕ may be driven by the EA pattern.

To further assess the forecasts I have calculated the ratio of predictable

components (RPC)

RPC =
ρ√
σ2
S

σ2
N

, (4.5)

where σ2
S is variance of the model ensemble mean and σ2

N represents vari-

ance from each ensemble member (Eade et al., 2014). In an ideal scenario,

RPC should equal one, indicating perfect capture of predictable compo-

nents by the model. However, RPC has meaning only for variables with

significant predictable skill; therefore, it has been calculated only for ϕ and

for the EA and not for the others. For ϕ, RPC exceeds 1 which indicates an

overconfidence in the forecasts. Sources of this may be the same as those

proposed for the NAO, such as horizontal resolutions, air-sea coupling, or

eddy-feedbacks. These are not explored in this work, but this does provide

evidence for a signal-to-noise problem in the latitude of the EDJ.

4.6 Conclusions and Discussion

In this chapter, I explore how GloSea5 represents EDJOs compared to

ERA5, with a focus on daily distributions, relationships among diagnostics,

temporal evolution, and seasonal predictability. At the start, I presented an
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Figure 4.9: Same as Figure 4.5 but for the NAO a) and EA b) indices.
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overview of the EDJOs and their representation in GloSea5. This revealed

differences in each of the diagnostics, but all within the model spread (de-

fined as two standard errors from the mean), meaning that GloSea5 repre-

sented each of the diagnostics well. The differences that I found in ϕ agree

with Parker et al. (2019) who found using the Jet Latitude Index (JLI)

that there was an under-representation of southern EDJs and an increase

in northerly EDJs in GloSea5. Similarly, Parker et al. (2019) also found

that EDJ was weaker in GloSea5, but this is not consistent in different

seasonal forecasting models. Looking further at the relationships, I looked

at how GloSea5 represented the joint distributions compared to ERA5.

Again, I found that GloSea5 did well in recreating these relationships, such

as EDJs with α close to zero having less variability in ϕ.

I then looked at the time-variability of the EDJ in GloSea5. I started with

the average daily evolution over the months November-February for each

EDJ variable (Figure 4.4). Here I find that GloSea5 struggles to capture

the evolution of ϕ, during late December and early January, where in ERA5

there is an equatorward shift in the EDJ which lies outside the spread of

GloSea5. During this period, there is a high probability of stratospheric

warming events (Ineson et al., 2023), which is known to lead to an equa-

torward movement of the EDJ, which, from this plot, we can see is not

captured in GloSea5. The evolution of the other characteristics of the EDJ

is well captured, the main difference being in the magnitude of Umass and

Umean not being captured.

Following this, I focused on the persistence of the EDJ (Figure 4.5). Here

I showed that the persistence in ϕ, α and Umass is too low in GloSea5, but

for Umean the persistence falls within the spread of GloSea5. The lack of

persistence in the strength and tilt of the EDJ has not previously been

shown in the literature, but the lack of persistence in these measures will

affect the longevity and strength of an extreme event in GloSea5 (Garćıa-

Burgos et al., 2023). The lack of persistence in the models is likely to

be part of the signal-to-noise paradox (Scaife and Smith (2018)), whereby

models tend to underestimate the variability of the climate system, which

has been linked to weak eddy feedbacks in seasonal forecasting models

(Hardiman et al., 2022).
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I applied a bootstrapping approach based on resampling winters from

GloSea5, to evaluate both the sign and magnitude of each NAO–EDJO

and EA–EDJO link in GloSea5 against ERA5. Although GloSea5 gets the

sign right in every case, the magnitude of the correlations differ. For the

NAO-ϕ link, the ERA5 correlation lies above the 95% bootstrap interval, so

GloSea5 underestimates that relationship; for EA–ϕ, ERA5 falls below the

lower bound 95%, meaning that the model overestimates (the correlation

is too negative) the link. By contrast, the NAO–Umean and NAO–Umass

correlations in ERA5 both lie within the 95% CI, indicating the model

captures their strength. Whereas for EA–Umean and EA–Umass, the ERA5

correlation again exceeds the upper 95% bound, showing GloSea5 under-

estimates the EA–EDJO relationships. Only α lies within the 95% CI for

both the NAO and the EA. The deficiency in these pattern could be due

to other biases in representing North-Atlantic dynamics. The potential

sources for this weak connection could be an underestimate of the blocking

frequency previously reported for climate models (Fabiano et al., 2020),

where by lower blocking events the EDJ would not capture the associated

shifts, hence leading to a EDJ that is too equatorward. The results of the

bootstrapping agree with the results of Parker et al. (2019), who also finds

that the EDJ latitude in GloSea5 has a stronger correlation with the EA

and strength with the NAO, but with a shorter time period (1993-2009)

and looking at the months December-February (DJF).

The seasonal predictability of NAO is well recorded in the literature (Scaife

et al., 2014), but for the selected set of data I do not find a predictable skill

in NAO but I do in the EA pattern (Figure 6.3). Thornton et al. (2023)

shows that the forecasts initialised in October result in predictability in

the EA, and predictability in the NAO occurs for the initialisations in

November, which they suggest is due to variations in the El Niño Southern

Oscillation. For the EDJ, I find that there is predictability in ϕ (Figure 4.8),

but not in any of the other characteristics of the EDJ. The predictability

in ϕ is interesting as it suggests that the EDJ latitude is predictable at

longer lead times than the NAO and the EA pattern may be the source of

this predictability. However, there is a signal-to-noise issue (Scaife et al.,

2014), in ϕ that indicates overconfidence in the seasonal forecast. From the
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bootstrapping results, the predictability in ϕ might be occurring for the

wrong reasons due to its link to the EA being too strong in GloSea5 and

too weak with the NAO.
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Chapter 5

Configurations of the

Eddy-Driven Jet and their

relationship with Surface

Climate

5.1 Introduction

This chapter explores the relationship between different configurations of

the Eddy-Driven Jet (EDJ) and on surface climate variables, measured

through precipitation (P) and 2m air temperature (T2m). In Chapter 4 I

showed that there was seasonal predictability in the latitude of the EDJ

(ϕ), but not in its strength or tilt (Umean, Umass, or α). By examining these

relationships in ERA5 and GloSea5, my objective now is to understand

how variations in EDJ characteristics contribute to the spatial distribution

and intensity of P and T2m anomalies, particularly across Europe. This

will also help assess the extent to which the variability of EDJ influences

the predictability of surface impacts, including extremes in P and T2m.

The chapter is structured to provide a comprehensive assessment of these

relationships. First, I present the spatial correlations between the individ-

ual EDJ diagnostics and P and T2m, highlighting regions where variability
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in the latitude, strength, and tilt of the EDJ significantly impacts surface

conditions. I will then evaluate the extent to which GloSea5 can replicate

these patterns compared to ERA5, focussing on differences in magnitude

and spatial representation. Second, I will analyse how specific configura-

tions of the EDJ, based on combinations of ϕ, α, and Umass, influence the

P and T2m anomalies throughout Europe. By identifying these configu-

rations, I aim to characterise the role of the EDJ in modulating regional

surface climate. Finally, I will focus on the extremes in P and T2m in the

UK, examining the evolution of the characteristics of EDJ before, during,

and after these events. This analysis will assess the potential for using

EDJ variability to predict extreme weather events and evaluate the ability

of GloSea5 to capture extreme events compared to ERA5.

This work aims to improve our understanding of the interactions between

EDJ and surface climate and to assess the ability of GloSea5 to represent

these dynamics, particularly to forecast surface impacts and the timing of

extremes.

5.2 Spatial Correlations

To understand the spatial relationship between the EDJOs, P and T2m,

I have performed a linear regression at each grid point between ϕ, α, and

Umass for both P and T2m in ERA5 and GloSea5. The regression is cal-

culated for each member in GloSea5 and then the average correlation is

shown. Statistical significance of the regression is shown by stippling at

each grid point at the 95% level.

5.2.1 Precipitation

For ERA5 (Figure 5.1a), the regression between ϕ and P a pattern that re-

sembles the NAO, with positive correlations over Iceland and a large region

of negative correlation over the Azores. This indicates that an equatorward

shifted jet leads to higher P in southern Europe and lower P in northern

Europe. In GloSea5 (Figure 5.2a), the spatial correlation is very similar to

ERA5, with the same regions of positive and negative correlations, but the

strength of the correlation is weaker. The regression between α in ERA5
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Figure 5.1: Gridpoint Pearson correlation coefficients of the daily precipita-
tion with ϕ a), α b), Umean c) and Umass d). Stippling indicates a significant
correlation at the 95% level.
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Figure 5.2: Same as Figure 5.1 but for GloSea5. The correlations are
calculated each member and then averaged to give the resultant pattern.

(Figure 5.2 b), shows a similar pattern to ϕ, resembling an NAO-type pat-

tern but shifted slightly poleward. This indicates that a more zonal EDJ

would lead to more P in central Europe, and a tilted EDJ would lead to an

increase in P in the north of the UK and Scandinavia. GloSea5 creates a

similar pattern to ERA5 (Figure 5.2b). However, as before the correlations

are weaker in GloSea5.

The strength of EDJ is measured by both Umean and Umass, where both

correlation patterns in ERA5 (Figures 5.1c and d) are spatially similar,

with stronger EDJs leading to more P over the north of Europe and weaker

over the south. The magnitude of the correlation is much higher in Umass

than in Umean, which means that the size of the EDJ plays a role in the

impacts. This pattern resembles the EA pattern, that has been associated

with modulation of the strength of the EDJ. The same relationship and

spatial pattern are found in GloSea5 (Figures 5.2 c and d) and Umass having

a higher magnitude of correlation with P in GloSea5. The same theme
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Figure 5.3: Difference in the variance explained (∆R2, expressed as a per-
centage) between ERA5 and GloSea5 for daily wintertime Precipitation for
a) ϕ, b) α, c) Umean, and d) Umass. Positive values (red) indicate that the
diagnostic explains more variance in ERA5 than in GloSea5, while negative
values (blue) indicate greater explained variance in the opposite.

continues, where again the magnitude of the correlations is weak in the

models.

Figure 5.3 shows the difference in the explained variance R2 between ERA5

and GloSea5 for P for each of the EDJ diagnostics. For ϕ (Figure 5.3a)

explains more variability (∆R2 = 3%) over Ireland and the south west

of the UK than in GloSea5, while GloSea5 explains a similar amount but

over Iberia than ERA5. There is little difference between the two for α

(Figure 5.3b). For Umean (Figure 5.3c), there are regions over Iberia and

North Africa where GloSea5 tends to underestimate the variability and

overestimates over the UK. The differences in Umean are amplified in Umass,

thus highlighting that GloSea5 tends to overestimate P over the UK and

underestimate in Iberia and North Africa.
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Figure 5.4: Same as Figure 5.1 but for T2m.

5.2.2 2m Temperature

In T2m, the correlation with ϕ (Figure 5.4a) shows warmer temperatures

over the UK, Scandinavia and northern and central Europe when the EDJ

is anomalously poleward, and colder temperatures in Spain and northern

Africa. This spatial pattern in ERA5 is recreated in GloSea5 very well

(Figure 5.5a), the main difference being the stronger magnitude of the

correlation over Spain and northern Africa. For α (Figure 5.4b), warmer

temperatures are seen in the north of the UK and Scandinavia when the

EDJ is positively tilted and colder temperatures are seen in the south.

It is interesting to note that P, that the patterns for ϕ and α are quite

similar, but not for T2m. Here for α, there is a positive correlation region

that sits on a small part of the UK and Scandinavia, while for ϕ it covers

a larger area in northern Europe.

This pattern of α in GloSea5 (Figure 5.5 b) is again really well recreated in

GloSea5, with the same significant positive correlations being seen in the

107



5.3. EDJ Configuration and Impacts

Figure 5.5: Same as Figure 5.2 but for T2m.

same areas as seen in ERA5. The patterns in Umean and Umass are similar

in ERA5 (Figures 5.4 c and d), where there is a negative correlation region

in the centre of the Atlantic and a positive correlation region in the UK.

Figure 5.6 shows the difference R2 in T2m between ERA5 and GloSea5 for

each of the EDJ diagnostics. Here we can see markedly different results

from what we saw for the differences in P. There is a higher region of higher

R2 for ϕ (∆R2 = 7%) over Egypt (Figure 5.6a) and no noticeable differences

are seen for α (Figure 5.6b). The differences become more apparent in

both Umean and Umass (Figures 5.6c and d), where there is a clear dipole

in the centre of the Atlantic. The magnitude of the difference in Umass is

substantial compared to ∆R2 = 20%.

5.3 EDJ Configuration and Impacts

Different states of the EDJ have been shown to have different impacts in

different regions of Europe (Barriopedro et al., 2022). Here, I show different
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Figure 5.6: Same as Figure 5.3 but for T2m. Note magnitude of the colour-
bar has changed.
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configurations of the EDJ based on daily values of ϕ, α and Umass being

larger or less than the respective climatological mean. The partitioning of

the EDJ diagnostics in this way leads to eight composite patterns. I have

chosen to use Umass over Umean because it has been shown in the previous

section to be more related to the variability of both P and T2m. Figures

5.7, 5.8, 5.9 and 5.10 show composites of P and T2m anomalies based on

the different EDJ configurations in ERA5 and GloSea5, where the values

at the top of each figure are the mean values for the respective data set.

The anomalies are relative to the full-time mean in each dataset, where for

GloSea5 it is calculated for each member and then averaged.

Figure 5.7: Anomalies of P (mm/day) in ERA5 for eight composites of the
EDJO diagnostics, based on deviations from mean values: ϕ, Umass and
α. Each panel represents a different combination of values larger (+) or
less than (-) the mean for these EDJ diagnostics, as indicated at the top
of the Figure. Brown shades indicate drier-than-average conditions, and
blue-green shades indicate wetter-than-average conditions. Red contours
indicate the zonal wind at 850hPa.

The P anomalies generally follow the latitude of the EDJ. When the EDJ is

positioned poleward (ϕ+), wetter than average conditions tend to dominate

northern Europe, while drier anomalies are observed further south. In

contrast, an equatorward EDJ (ϕ−) shifts the wetter anomalies toward

southern Europe, with drier conditions extending across northern Europe.
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This latitude-dependent structure is consistently captured in both ERA5

and GloSea5, highlighting that EDJ latitude has a significant influence

on the spatial distribution of precipitation anomalies throughout Europe,

which is captured in the model.

The strength of EDJ (measured by Umass) acts to set the intensity of the P

anomalies. Stronger than average jets (Umass +) are associated with more

pronounced precipitation anomalies, with wetter conditions in northern

Europe and drier conditions in southern Europe when the EDJ is pole-

ward and vice versa. Configurations with weaker than average jet strength

(Umass−) generally show more muted precipitation anomalies, regardless of

position. This suggests that stronger EDJ events amplify wetter P anoma-

lies in Europe, contributing to distinct wet and dry regions depending on

the position of the EDJ. An example of this can be seen in Figures 5.7 and

5.8a and b, where the position is the same but the difference in Umass leads

to an increase in wet anomalies.

Further modifications to the spatial pattern of precipitation anomalies are

introduced by α. For example, in poleward jet configurations (ϕ+), a

positive tilt (α+) shifts wetter conditions toward Scandinavia, while drier

anomalies extend over central Europe. Similarly, for equatorward jet con-

figurations (ϕ−), a positive tilt leads to wetter conditions in southern Eu-

rope and drier anomalies further north. This shows that the tilt of the EDJ

can modify precipitation distributions within latitude-dependent patterns,

creating regional shifts in precipitation anomalies. Another example of this

can be seen in Figures 5.7 and 5.8b and c, where the poleward jet with a

higher than average tilt (α+) impacts more of northern Europe, but the

shift to a lower than average tilt (α−) leads to wet anomalies over the UK

and central Europe and less over the north of Europe.

Together, the eight composites reveal a spectrum of spatially varied surface

impacts. A poleward-displaced jet that is both weak and positively tilted

(ϕ+,Umass −, α+) produces only a dry anomaly on the coast of Ireland

and wet anomalies over Scandinavia. But when that same jet strengthens

(ϕ+,Umass +, α+), the dipole intensifies, deepening the dryness over Iberia

and enhancing the wet anomalies over Scandinavia. Retaining the jet yet

reversing the tilt (ϕ+,Umass −, α−) shifts the region of dry anomalies west-
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ward into the Atlantic. Again, the stronger counterpart (ϕ+,Umass+, α−)

magnifies that west-shifted pattern but now with wet anomalies centered

over the UK and some parts of central Europe.

For the configurations for an equatorward jet (ϕ−), there is a reversal

in the sign of the anomalies: a weak, positively tilted equatorward jet

(ϕ−,Umass −, α+) is where the wet and dry anomalies are weakest, while

its strong analogue (ϕ−,Umass +, α+) leads to a large shift in the wet

anomalies with the UK at the centre. With a negative tilt, the weaker

equatorward jet (ϕ−,Umass−, α−) again shifts the dipole of westward wet

anomalies so they are centred on the Canaries, with dry anomalies over

the UK. The stronger counterpart to the negatively tilted configuration

(ϕ−,Umass +, α−) produces the largest wet anomalies of all configurations,

with the largest anomalies over Iberia and dry anomalies in Iceland and

Scandinavia.

Figure 5.8: Same as Figure 5.7 but for GloSea5.

Looking now at the T2m anomalies, the warm anomalies generally align

with the latitude of the EDJ, as with wet anomalies in the precipitation.

When the EDJ is positioned poleward (ϕ+), warmer than average condi-

tions tend to dominate northern Europe, while cooler anomalies are seen

further south. Hence, an equatorward shifted EDJ (ϕ−) shifts the warmer
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temperature anomalies toward southern Europe, with cooler conditions ex-

tending throughout northern Europe. This latitude-dependent structure is

consistently captured in both ERA5 and GloSea5.

For Umass, the relationship with the T2m anomalies is more complex. For

poleward jets in (ϕ+), there are generally warm anomalies over north-

ern Europe and Scandinavia regardless of the strength of the EDJ. Warm

anomalies tend to extend further east when the jet is stronger than aver-

age (Umass +), and are more confined to the west when weaker than aver-

age (Umass −). It appears that the higher than average tilt (α+) and the

strength (Umass+) localise the warm anomalies over the UK and Scandi-

navia, whereas the lower than average tilt (α−) sees the warm anomalies

spread over a larger area of Europe.

Focusing on equatorward-shifted jets (ϕ−), generally stronger jets (Umass+)

lead to warm anomalies and weaker jets (Umass−) lead to colder anomalies.

There is a direct spatial effect on the anomalies with α, where the higher

than average tilt (α+) shifts the warm anomalies over central Europe and

the south of the UK, while the lower than average (α−) creates a cold

anomaly over the UK and warmer anomalies over southern Europe. The

effect of α on weak jet days (Umass−) is none for equatorward shifted jets,

where there is a consistent cold anomaly over Europe for these configura-

tions.

A weak, positively tilted poleward jet (ϕ+,Umass−, α+) produces a warm

anomaly, with warming over Scandinavia and a cool tongue stretching from

Iberia into the central Mediterranean. Keeping the same latitude and tilt

combination but increasing the strength (ϕ+,Umass+, α+) simply amplifies

the warm anomaly across southern Norway while the cold anomaly over

the Mediterranean deepens. If the poleward jet remains weak yet the tilt

is reversed (ϕ+,Umass −, α−), the pattern shifts westward so that positive

anomalies are over Iceland–Scotland and negative anomalies sit over Iberia

and the Bay of Biscay.

Increasing the jet strength (ϕ+,Umass+, α−) yields the most intense warm-

ing of any ϕ+ case, with a large warm anomaly over the Norwegian Sea

and cold anomalies across Portugal. Mirroring the latitude flips the sign
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Figure 5.9: Same as Figure 5.7 but for 2m Temperature and zonal wind
contours are in green.

of the dipole: a weak, positively tilted equatorward jet (ϕ−,Umass−, α+)

brings warming to the central and eastern Mediterranean and cooling over

the UK and Scandinavia, whereas for the stronger jet (ϕ−,Umass+, α+)

delivers a southern response, with warm anomalies from Iberia to the Alps

and large cold anomalies across the Barents Sea. With a negative tilt, the

weak equatorward jet (ϕ−,Umass −, α+) again shifts the dipole of west-

ward—warm anomalies now centres on Iberia–northwest Africa while cool-

ing settles over the UK and North Sea and the strong, negatively tilted

configuration (ϕ−,Umass+, α−) amplifies that pattern in Iberia/Morocco

and from the North Sea to Scandinavia.

It is also interesting to note that the largest extremes for P and T2m occur

under different configurations of the EDJ. For P, the highest wet anomalies

occur for the (ϕ−,Umass +, α−) configuration (panel h in Figures 5.7 and

5.8) and the highest dry anomalies for the (ϕ+,Umass−, α+) configuration

(panel a in Figures 5.7 and 5.8). For T2m, the warmest anomalies are

seen for the configurations (ϕ+,Umass−, α−) (panel c in Figures 5.9 and

5.10) and (ϕ+,Umass+, α−) (panel d in Figures 5.9 and 5.10) and the

coldest for the configurations (ϕ+,Umass−, α+), (ϕ−,Umass−, α−) and

(ϕ−,Umass +, α−) (panels e, g, and h in Figures 5.9 and 5.10).
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Figure 5.10: Same as Figure 5.10 but for GloSea5.

It is also worth highlighting the varying complexity of the relationship

between the EDJ with both P and T2m. For P, wet and dry anomalies

are largely driven by Umass and spatially equatorward shifted EDJs (ϕ−)

is where the most extreme wet anomalies are seen, with poleward EDJs

(ϕ+) giving rise to drier anomalies. For T2m anomalies, the relationship

is more complex with multiple configurations giving rise to both warm

and cold extremes. Comparing GloSea5 with ERA5, GloSea5 effectively

captures the general spatial patterns of the EDJ configurations observed in

ERA5 for both T2m and P anomalies, even for the extreme cases outlined

previously. However, GloSea5 consistently displays less intense anomalies,

suggesting that it can reproduce the broad spatial relationships, it may

under-represent the magnitude of both the temperature and precipitation

extremes.

5.4 UK Extremes

The previous section showed that there is a strong connection between the

spatial patterns of both P and T2m with various configurations of the EDJ.

Hence, in this section, we will explore the evolution of the EDJ before and

after an extreme in P and T2m over the UK. To identify extremes over
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the UK, I define a box (49-61◦N and 11◦W - 2◦E) and take a daily average

of P and T2m to define two time series. Then, I define days that exceed

the 95th percentile as extreme wet or hot days, and days below the 5th

percentile as extreme dry or cold days. The average difference between the

extremes in GloSea5 and ERA5 for extreme warm and cold days can be

seen in Figures 5.11 a and c, and for extreme wet and dry days in Figures

5.11 b and d.

The differences between GloSea5 and ERA5 on warm days are shown in

Figure 5.11a where there is a large negative difference (where GloSea5 is

too cold) in the Norwegian Sea that extends over Scotland and into the

North Sea, with differences reaching up to 3◦C. There is little difference

in the UK for the cold extremes (Figure 5.11c), suggesting that GloSea5

captures these events well in this region, while the differences appear mainly

in eastern Europe where GloSea5 is too cold, particularly by around 1-2◦C.

The warm and dry extremes (Figures 5.11b and d) are well represented

in the UK, with little difference in magnitude for both temperature and

precipitation. Overall, the extreme days are generally well represented in

GloSea5, with the main discrepancy being that GloSea5 tends to be too

warm, especially affecting the north of Scotland in the warm extremes.

Next, I examine the evolution of ϕ, Umass, and α 15 days before and after

the extreme days to assess the behaviour of the EDJ around these extremes.

To composite these days, I create a mask of days in the time series that

exceeds the 95th percentile. Then, to avoid counting stretches of extreme

days that occur more than once, I only identify the event that is at the

onset. I also discard any events that start within the first or last 15 days

of the winter to ensure that I am capturing the full 30 day evolution of the

events.

The evolution of the T2m extremes is shown in Figure 5.12 and the P

extremes is shown in Figure 5.13. For the warm extreme (Figure 5.12a).

In both datasets, ϕ (Figure 5.12c) sits around its mean position before the

extreme event, where in ERA5 it begins to shift poleward, but in GloSea5 it

remains around its mean. Analysing α (Figure 5.12e), before the event, the

value of α reduces below the mean indicating a zonalization of EDJ in both,

but in GloSea5 the magnitude is smaller. Even after the event, the EDJ
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Figure 5.11: Differences between GloSea5 and ERA5 for extreme 2m air
temperature and precipitation events over Europe. The extremes are de-
fined based on area-averaged values over the UK. Panels a) and c) show
2m air temperature differences for days above the 95th percentile and be-
low the 5th percentile, respectively. Panels b) and d) show precipitation
differences for the same percentiles.
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remains in a more zonal state in ERA5 before returning close to its mean.

There is a sign of a reduction in α in GloSea5, but its magnitude is not close

to that seen in ERA5. Then for Umass (Figure 5.12g), in ERA5 the strength

is around its mean value well before the event and then weakens below its

mean afterward. However, in GloSea5, it appears to show a consistently

weaker than average EDJ for the entire duration.

Considering the cold extremes (Figure 5.12b) the magnitude is higher in

GloSea5 than in ERA5. The evolution of ϕ for these event (Figure 5.12d)

shows an equatorward shifted ϕ starting on days 9 or 10 prior to the event

and peaking around 2 days before, which is seen in both ERA5 and GloSea5.

In α (Figure 5.12f), prior to the event, the EDJ shows a more zonal struc-

ture with values lower than the mean in both ERA5 and GloSea5, and this

begins to recover to the mean 5 days after the cold event. For Umass, there

is a clear weakening of the EDJ in ERA5, which reaches a minimum 9 or

10 days before the event and begins to strengthen, reaching a maximum

strength about 4 days after the event. In GloSea5, the evolution of Umass is

slightly different; the minimum in Umass occurs only 2 or 3 days before the

event, but the strengthening of the EDJ is captured, though it does not

exceed its mean value. As was seen for the warm extremes, Umass remains

less than the mean value for the entire event.

Moving to the P extremes (Figure 5.13), we can see that the evolution of

the EDJ is different from that for the T2m extremes. For wet extremes

(Figure 5.13a), ϕ (Figure 5.13 c) stays at its mean value before, during

and after the extreme event. This is reflected in the evolution of the EDJ

in GloSea5. In α (Figure 5.13e), there is a tendency for the EDJ to be

more zonal before the event, returning back to climatology after the event.

Again, we see that GloSea5 recreates the evolution of α. For Umass, there is

a clear strengthening of the EDJ, which exceeds the mean strength around

10 days before the event, where the strength peaks and begins to decline,

returning to around the mean on day 7. GloSea5 captures the strengthening

of the EDJ, but growth occurs around 5 days prior to the event, peaking 1

day before the event.

For dry extremes (Figure 5.13b), the evolution of ϕ (Figure 5.13d) in ERA5

differs from the evolution in GloSea5. In ERA5 the EDJ remains close to
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Figure 5.12: Composite analysis of the evolution of T2m, ϕ(◦N), α(◦), and
Umass(m

3s−1) in ERA5 (black) and GloSea5 (red) during extreme temper-
ature events. Panels a, c, e, and g represent composites around the 95th
percentile (warm events), while panels b, d, f, and h represent composites
around the 5th percentile (cold events). Solid lines represent the ensem-
ble mean, while shaded regions indicate the 95% spread. The horizontal
dashed lines represent the mean value for each dataset, and the vertical
magenta line mark the onset of the extreme event.
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Figure 5.13: Same as Figure 5.12 but for P and for wet and dry events.
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its mean latitude prior to and during the event, whereas in GloSea5 the

EDJ moves equatorward 10 days prior to the event and remains around

this latitude until 5 days after, where it returns back to its mean. From α

(Figure 5.13f) in ERA5, there is generally a greater than average tilt in the

EDJ before the day of the event and after it is closer to mean. In GloSea5,

the same level of variability is not seen, with the evolution of α sitting

close to the mean for the duration. Lastly, Umass (Figure 5.13h), there is

a weakening of the EDJ that begins 7 days before the dry event and then

reaches its minimum on the day of the event before strengthening again

afterward. This is well captured in GloSea5, which matches the timing of

weakening and minimum.

5.5 Conclusions and Discussion

In this chapter I have examined how different characteristics of the EDJ;

latitude (ϕ), tilt (α), mean strength (Umean) and mass (Umass) are related

to precipitation (P) and 2m air temperature (T2m) in ERA5 and analysed

their representation in GloSea5 to understand the relationship between

EDJ and surface impacts.

I started by showing the spatial patterns of the correlations of each com-

ponent with P and T2m across Europe and found distinct patterns for

each of the EDJ components in GloSea5 that were spatially similar ERA5

(Figures 5.1, 5.2, 5.4 and 5.5). For P, ϕ influences the precipitation distri-

bution, with poleward jet excursions associated with wetter conditions in

northern Europe and drier conditions in the south and vice versa. For T2m,

ϕ has a similar relationship with temperature, with warmer anomalies re-

lated to poleward jets and cooler anomalies for equatorward jets. GloSea5

effectively captured these spatial patterns. Interestingly, Umass and Umean

both showed similar correlation patterns, but the correlations were higher

in Umass, indicating that the actual size and strength of the EDJ play an

important role in understanding surface impacts.

To assess how much of the day-to-day surface variability is actually con-

trolled by the jet, I then compared the fraction of variance explained (R2)

in ERA5 and GloSea5. For precipitation, ERA5 shows that ϕ for up to
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3% more variance than the model over Ireland and the south-west UK,

whereas GloSea5 has a larger R2 over Iberia. There is little contribution

from α in either dataset, but for both Umean and for Umass the model un-

derexplains the variability in Iberia and North Africa while having large

R2 in the British Isles with differences ranging from 5 to 7% for Umean and

up to 10% for Umass.

For T2m, ERA5 links poleward jet excursions to pronounced warming over

Egypt (∆R2 = 7%), that is not captured in GloSea5. A dipole pattern of

∆R2 appears in the centre of the Atlantic for both Umean and Umass, with

GloSea5 underestimating R2 over the Canary Islands and overestimating

south of Iceland. Both of the regions show a |∆R2| = 20% for Umass.

Collectively, these R2 differences confirm that while GloSea5 reproduces

the pattern of jet–surface coupling, it underestimates the magnitude and

sometimes misplaces the location of that influence, especially for Umean and

Umass.

From the correlation analysis, I then defined eight composites based on

days with parameters above or below the mean value the mean values of

ϕ, α and Umass (Figures 5.7,5.8, 5.9 and 5.10) to understand how differ-

ent multivariate configurations of the EDJ are related to different surface

climate signals in Europe. In P, Umass determines the intensity of precipi-

tation anomalies. Stronger jets amplify wet anomalies, while α influences

regional shifts, with a more zonal jet leading to different impacts compared

to a tilted jet. For T2m, ϕ and α play a greater role in determining the

location of the anomalies T2m. For example, stronger EDJs often lead to

warm anomalies in central and southern Europe, depending on the tilt and

latitude.

Based on understanding how different configurations of the EDJ change

the T2m and P anomalies, I specifically focused on extremes in P and T2m

over the UK and how the evolution of the EDJ does or does not differ.

I defined a wet extreme event from P by selecting days that exceed the

95th percentile of an area-average of P over the UK and dry extremes as

days less than the 5th percentile. The same thresholds are used for T2m

to define warm and cold events, respectively. Then I looked at 15 days

before and after the extreme event and looked at the averaged evolution in
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ϕ, α and Umass (Figures 5.12 and 5.13). Overall, while GloSea5 captured

the broad spatial patterns of EDJ evolution during UK extremes, it consis-

tently showed reduced intensity and variability compared to ERA5. This

under-representation suggests that GloSea5 struggles to accurately forecast

extreme temperature and precipitation events, particularly in terms of their

timing and severity.
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Chapter 6

Sub-Seasonal and Seasonal

drivers of the Eddy-Driven Jet

6.1 Introduction

The variability of the North Atlantic circulation is strongly influenced by

teleconnections, which modify large-scale atmospheric patterns through the

propagation of Rossby waves (Strong and Magnusdottir, 2008; Woollings

et al., 2008). This first part of this chapter focusses on two key telecon-

nection patterns: ENSO and the QBO. Both ENSO and QBO have been

shown to alter the phase of the NAO (Ayarzagüena et al., 2018; Cai et al.,

2022; O’Reilly et al., 2024), which directly connected with the storm tracks

and the structure of the EDJ. Chapter 3 presented a new two-dimensional

method for describing the EDJ structure that can offer additional insights

to other methods that perform zonal averaging. This chapter examines

how variations in the latitude (ϕ), strength (Umean), size (Umass), and tilt

(α) of EDJ are affected by the different characteristics of seasonal pre-

dictability. Here I aim to explore the seasonal impacts of ENSO and QBO

phases on the EDJ, with a particular focus on the differences between early

winter (November–December) and late winter (January–February). These

periods are characterised by distinct modes of variability, with the East At-

lantic (EA) pattern dominating early winter and the NAO becoming more

prominent in late winter (Thornton et al., 2023). By investigating the
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intra-seasonal differences, I seek to provide a more nuanced understanding

of EDJ variability under these modes of variability.

In addition to seasonal variability, in this chapter I examined the sub-

seasonal variability of the EDJ, which is also modulated by the tropics,

particularly through the MJO. The MJO is a major source of subseasonal

variability in the tropics that influences North Atlantic atmospheric cir-

culation via changes in the likelihood of positive and negative phases of

the NAO (Cassou, 2008; Skinner et al., 2022). However, relatively little

research has investigated how the MJO influences the specific characteris-

tics of the EDJ. Using ERA5 and the EDJO framework, I will explore the

lagged response of the EDJ to different phases of MJO, identifying how

each MJO phase influences the latitude, strength, size, and tilt of the EDJ

over time.

This chapter is organised as follows. First, I investigated the seasonal vari-

ability of the EDJ in different ENSO and QBO phases, comparing the

responses in ERA5 and GloSea5 for early and late winter. The aim is to

assess the model’s ability to capture observed EDJ variability and iden-

tify biases in the representation of teleconnection impacts. Second, I used

ERA5 to examine the subseasonal variability of the EDJ in response to the

MJO, focussing on how the EDJ responds to different MJO phases and the

timescales of these responses. By combining these analyses, this chapter

aims to provide a comprehensive understanding of how seasonal and sub-

seasonal drivers modulate EDJ characteristics, with implications for the

predictability of the North Atlantic circulation and its associated impacts.

6.2 Data and Methods

6.2.1 Datasets

This chapter uses two datasets, the ERA5 reanalysis (Hersbach et al.,

2020) and data from the Met Office seasonal forecasting model GloSea5

(MacLachlan et al., 2014). From GloSea5 I took data initialised on 1st of

October to capture the extended winter November-February (NDJF) for

the years 1994 - 2016. For ERA5 I use data from 1960 - 2020 for NDJF.
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Throughout the chapter I refer to data as being from either the hindcast

period or the full period, which corresponds to the 1994-2016 period and

the 1960-2020 respectively. The full period is used to provide more samples

of the different phases of ENSO and the QBO, and this also allows us to

say whether the hindcast period is unique or not based on the historical

record.

6.2.2 El Niño Southern Oscillation

ENSO is calculated using the NINO3.4 index, where an area average is

taken over 170◦W -120◦W and 5◦N - 5◦S of sea surface temperature anoma-

lies (SST) with respect to the full winter climatology. A threshold of±0.5◦C

is used to define the El Niño and La Niña phases, respectively. Here I have

also excluded extreme El Nino years (when anomalies exceed 2◦C) as it has

been shown that the dynamics of these years are significantly different from

the typical response seen in other El Niño years (Hardiman et al., 2019;

Toniazzo and Scaife, 2006).

6.2.3 Quasi-Biennial Oscillation

The QBO is calculated from the 50hPa zonal wind averaged between 5◦N−
5◦N. An anomaly threshold of ±5ms−1 is used to define the westerly phase

of the QBO (QBOw) and the easterly phase (QBOe) (Gray et al., 2018).

6.2.4 Statistical Testing for ENSO and the QBO

The Kolmogorov-Smirnov (KS) test is a non-parametric statistical test used

to determine whether two datasets are drawn from the same underlying

distribution. The KS test compares the empirical cumulative distribution

functions (ECDFs) of the observed dataset and the hindcast dataset. The

null hypothesis (H0) states that the observed and hindcast distributions

are identical, while the alternative hypothesis (H1) states that they differ.

The KS test statistic, D, is defined as

D = max
x

|Fobs(x)− Fhcst(x)| , (6.1)
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where Fobs(x) is the empirical cumulative distribution function of the ob-

served values and Fhcst(x) is the empirical cumulative distribution function

of the hindcast values.

The statistic D represents the maximum vertical distance between the two

ECDFs. A higher value of D indicates a greater disagreement between the

observed and hindcast distributions. In the context of this study, the KS

test is applied to evaluate the agreement between the ERA5 and GloSea5

distributions for variables such as ϕ, Umean, α and Umass. This allows for

a quantitative assessment of how well the forecast model reproduces the

observed variability and distribution of these key metrics. Identifying where

significant differences occur helps to pinpoint the variables or conditions

where the forecast performance is weakest.

The data used in the tests are daily data and have an autocorrelation

associated with them, as shown in previous chapters. To account for this

in the KS test, the effective degrees of freedom (Neff) is used. The definition

of Neff is

Neff = N
1− ρ1
1 + ρ1

, (6.2)

where N is the sample size and ρ1 is lag-1 autocorrelation.

6.2.5 Madden-Julian Oscillation

The MJO index is calculated for the months of November to April, following

Cassou (2008) and Skinner et al. (2022).

I have calculated the real-time multivariate MJO index (RMM), developed

by Wheeler and Hendon (2004). Following Wheeler and Hendon (2004),

the RMM calculation involves the following steps:

• Data: Zonal wind at 850hPa and 200hPa, and outgoing long-wave

radiation (OLR), which serves as a proxy for deep convection. The

OLR data I used are provided by NOAA from 1974-2020. These

variables are averaged over the 15◦S–15◦N. All data is re-gridded to

a 2.5× 2.5 degree grid.
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• Removing Long-Term Variability: To isolate intraseasonal MJO

variability, long-term components are removed. This is achieved by

removing the annual mean and the first three harmonics of the sea-

sonal cycle.

• Removal of ENSO variability: To account for interannual vari-

ability, especially related to ENSO, a running mean of 120 days is

calculated and removed from each of the variables.

• EOF Analysis: Empirical Orthogonal Function (EOF) analysis is

conducted on the combined OLR and wind fields. Each field is nor-

malised by its global variance to ensure equal contributions. The

analysis is performed over all longitudes. The first two EOFs cap-

ture the dominant variability associated with the MJO. The daily

anomaly fields are projected onto the leading two EOFs, producing

two principal component (PC) time series, which are the RMM1 and

the RMM2.

Using RMM1 and RMM2, both the phase and the amplitude is defined as

Phase = arctan

(
RMM2

RMM1

)
, A =

√
RMM12 +RMM22, (6.3)

where the phase is used to define the location of anomaly and for days

when A > 1, the MJO is defined as being active.

The phase defines the centres of convective activity as the MJO propagates

over the Maritime Continent. Figure 6.1, shows the OLR anomaly in ERA5

for each phase of the MJO, for days when the MJO is active. Negative

(positive) anomalies indicate regions of enhanced (suppressed) convection.

This shows a negative OLR anomaly that propagates eastward, starting in

east Africa (Phase 1) over the Indian Ocean (Phases 2 and 3) and over the

Maritime Continent (Phase 4) into the Pacific Ocean (Phases 5, 6 and 7).

The cycle then begins again near the east of Africa (Phase 8).

Figure 6.2 shows an example phase space for the period 2017/18. The

RMM1 and RMM2 indices are combined in a two-dimensional phase space,

where rotations in the phase space indicate eastward propagation of the

MJO. Points outside the grey circle are days when the MJO is active.
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Figure 6.1: OLR anomaly in each phase of the MJO. Positive anomalies
are regions of suppressed convection and negative are regions of enhanced
convection. The value in the top left of each panel indicates the percentage
of days in each phase.
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Figure 6.2: Example RMM1 and RMM2 phase space plot for November -
March of 2017/2018. The grey circle indicates the regions where A <1 and
colours of each of the lines indicate the respective month.
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During this period, there is a strong MJO signal towards the end of Jan-

uary that propagates into the Pacific. High-amplitude MJO events have

been associated with an increased probability of a sudden stratospheric

warming (SSW) events (Garfinkel et al., 2012) and the negative phase of

NAO (Cassou, 2008; Skinner et al., 2022). During this year, the UK saw

extreme snowfall caused by a high pressure system that was positioned over

Scandinavia.

Contingency Tables

To assess the influence of the MJO on the EDJ in the North Atlantic, I

calculate contingency tables using standardised distributions of ϕ, Umean,

Umass and α.

Following both Cassou, 2008 and Skinner et al., 2022, using days when

the MJO is active (A ≥ 1), then in each MJO phase. I count the number

of days when each EDJO diagnostic exceeds 1 or is less than -1 standard

deviation (σ). Then I calculate the phase-specific probability

P±
phase =

days(diagnostic ≥ ±1σ in phase)

total days in that phase
, (6.4)

and I express percentage change for each MJO phase is then calculated by

comparing the probability of these days to the mean climatological occur-

rence within the respective MJO phase,

∆P±
phase = 100×

P±
phase − P±

clim

P±
clim

(6.5)

where P±
clim is the long therm probability of exceeding ±1σ on any ac-

tive MJO-day. To investigate the time-lagged effects, this calculation is

repeated with lags between 1-15, with the MJO leading.

Statistical testing for the MJO

To test for significant changes in climatology at each lag, I use a two-sample

proportional t-test with a confidence level of 95%. Specifically, for each

diagnostic (that exceeds the threshold ±1σ), I test whether P±
phase = P±

clim

precedes P±
phase ̸= P±

clim.
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I use the standard t-test for two proportions

t =
P±
phase − P±

clim√
P̂ (1− P̂ )( 1

nphase
+ 1

nclim
)

(6.6)

where P̂ is the pooled proportion and n are the sample sizes of the number

of active MJO days in each phase and for the full climatology. A result

is significant if |t| > 1.96, which defines the confidence level of 95%. This

approach follows Skinner et al., 2022, as it accounts for the fact that not

all days will exceed the ±1σ threshold.

6.3 Seasonal Variability

6.3.1 El Niño Southern Oscillation

The boreal winter ENSO time series is shown in Figure 6.3, where the blue

line represents the 1960-2020 period and the black line represents 1994-

2016 period for both ERA5 and the red line for GloSea5. For the hindcast

period, GloSea5 recreates the observed ENSO with a significant Pearson

correlation and an RPC of almost one. In some of the years, there are

differences in the magnitude of La Niña years where ERA5 shows a weaker

amplitude than in GloSea5.

Sampling sensitivity

To assess the potential sampling bias between the hindcast and the full

periods, Figure 6.4 shows the distributions of each EDJO diagnostic for

NDJF for both periods. The hindcast period spans just 23 winters, which

is less than half of the 62 year full-period record; therefore, there may be

some noise contributing to the shapes of the distributions. However, the

difference in the sample means between the two periods are well within the

realms of sampling variability. To quantify this, I calculated the standard

error in the hindcast period as the standard deviation (of the winter mean

anomaly for each of the 23 years) in the full period divided by the square

root of the number of seasons in the forecast period,
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Figure 6.3: Time series of the seasonal NINO3.4 index for NDJF for ERA5
between 1960 - 2020 in blue, ERA5 between 1993/4-2015/16 in black and
GloSea5 between 1993/4-2015/16 in red. The solid red line is the Glosea5
ensemble mean and the shading represents the 2σ model spread. The black
horizontal dashed lines mark the ±0.5◦C anomaly used to define El Niño
and La Niña years. The Pearson correlation coefficient (ρ) with p-value (p)
and the RPC score are given at the top.

SEhindcast =
σfull√
23

. (6.7)

For ϕ (Figures 6.4a and e), SEhindcast = 1.46◦N and the observed difference

is approximately 1◦N for both El Niño and La Niña. Likewise, for Umean the

SEhindcast = 0.3ms−1 (Figures 6.4b and f), Umass the SEhindcast = 0.8m3s−1

(Figures 6.4c and g) and α the SEhindcast = 2.3◦ (Figures 6.4d and h).

For El Niño the mean difference between the two periods are ∆Umean =

0.4ms−1, ∆Umass = 0.9m3s−1, and ∆α = 0.6◦. For La Niña they are

∆Umean = 0.3ms−1, ∆Umass = 0.75m3s−1, and ∆α = 0.4◦. Each of the

mean differences lies within one standard error, hence the minor mean

changes in the forecast period curves are entirely attributable to statistical

noise, rather than the forecast period being unique from the full period.
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Figure 6.4: Distributions of ϕ (a and e), Umean (b and f), Umass (c and g)
and α (d and h) for El Niño years (top row) and La Niña (bottom row).
Both the full period (blue) and the forecast period (black dashed line) are
shown, with the mean and standard deviation given in the top right of each
panel.

Early and late winter responses

I now focused on the intra-seasonal variability within each ENSO phase. To

remove any seasonal cycle that would appear in the EDJ strength (which

is known to reach its maximum in January to February (Woollings et al.,

2018), I deseasonalise all data by removing the monthly climatology calcu-

lated from ERA5, from the ERA5 and also GloSea5 so they are compared

against the same baseline and I can asess any systematic biases in the

GloSea5.

Starting with ERA5, Figure 6.5 shows the deseasonalised distributions of

the four EDJO diagnostics during El Niño (magenta) and La Niña (green)

for early winter (ND) and late winter (JF). Starting with the anomalies of ϕ

(Figures 6.5a and e), both ENSO phases in ND are centred at zero, but La

Niña exhibits a slightly larger spread (σLN = 7.5◦N) than El Niño (σEN =

6.6◦N), a difference of 0.9◦. The two distributions also differ in shape: the

El Niño histogram shows a weak bimodality with modes near −4◦N and

+9◦N, whereas the La Niña distribution is more unimodal, peaking around

+3◦N and featuring a pronounced negative tail.
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By JF, the EDJ during El Niño shifts equatorward (µEN = −0.4◦N) while

in La Niña it has shifted poleward (µLN = 1.0◦N). El Niño variability

remains larger (σEN = 7.6◦N) than La Niña (σLN = 7.2◦N), with a differ-

ence of 0.4◦. The El Niño distribution retains its bimodal characteristic

of JF, but now with peaks near −6◦N and +3◦N. It also shows an en-

hanced tail of extreme equatorward anomalies between −15◦ and −10◦N.

These higher order features underscore that beyond the mean shifts, ENSO

imparts distinct changes in the full shape of the anomaly distribution of ϕ.

Figure 6.5: ERA5 Anomaly distributions of ϕ (a and d), Umean (b and e)
and α (c and f) for November - December (top row) and January - February
(bottom row) for El Niño years (pink) and La Niña years (green) for the
hindcast period. The values in brackets in each panel are the mean and
standard deviation coloured by the phases of ENSO.

Looking next at the EDJ strength, Umean and Umass (Figures 6.5b, c, f,

and g), there is a robustly stronger EDJ during El Niño years that persists

through ND into JF. In ND, the Umean anomaly shifts by approximately

0.3ms−1 (El Niño composite peak at 1.4ms−1 versus La Niña at −1.6ms−1)

and the Umass anomaly by 0.9×1013m3s−1 (El Niño peak 3.5×1013m3s−1 vs.

La Niña −3.9× 1013m3s−1). The JF composites exhibit a similar pattern:

Umean is stronger by 0.4ms−1 under El Niño (peak 1.6ms−1 vs. La Niña

−1.6ms−1), and Umass by 0.7 × 1013m3s−1 (peaks 4 × 1013m3s−1 vs. La

Niña −4.5 × 1013m3s−1). The increased strength seen in El Niño could

be contributed to the fact that the EDJ is generally more equatorward

during those years as seen in the ϕ distribution and as shown in Chapter

3, poleward EDJs tended to have lower Umass and Umean and vice versa for

equatorward EDJs.
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Lastly, there is α (Figures 6.5d and h) where for ND, there is a sign that the

EDJ is more zonal/negatively tilted for El Niño years than La Niña years

with µEN = −0.4◦ and µLN = 0.1. Moving to JF, there is a prominent

shoulder at higher values of α for La Niña years, indicating a higher likeli-

hood of tilted EDJ during those years. During El Niño years, α lies close to

its climatological mean and shows reduced variability across the extended

winter. The variability in α between the two phases can be linked to the

relationship between α and the strength, whereby stronger EDJs display

less variability in α and are more zonal, as shown in Chapter 3.

Figure 6.6: Same as Figure 6.5 but for GloSea5.

I then considered the anomalies in GloSea5 compared with the behaviour

seen in ERA5. To accompany this, I have performed a KS-test on the ERA5

and GloSea5 distributions for each phase of ENSO and for the early and

late winter. The test statistic (D) is shown in Table 6.1 where the values

in bold indicate where the distributions exhibit a significant difference at

the 95% level.

Figure 6.6 displays the ϕ anomalies in GloSea5. In ND, both ENSO phases

exhibit a modest poleward shift: the mean anomaly is µEN = 0.4◦N during

El Niño and µLN = 1.2◦N during La Niña. In JF, this poleward displace-

ment intensifies in both phases, reaching µEN = 1.4◦N and µLN = 2.1◦N, the

largest increase occurring under La Niña. The interseasonal change in the

standard deviation for La Niña remains small (|∆σND→JF| = 0.3◦), whereas

El Niño shows a much larger variability increase (|∆σND→JF| = 1.4◦). A

similar magnitude of variability change is observed in ERA5, indicating

that GloSea5 is capturing a similar change throughout the season.
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Table 6.1: Table showing the Kolmogorov-Smirnov test statistic D for dis-
tributions of ND and JF for each phase of ENSO for each EDJO diagnostic.
Values in bold indicate a significant difference (p < 0.05).

ϕ Umean Umass α
El Niño ND 0.06 0.14 0.15 0.08
El Niño JF 0.17 0.24 0.31 0.12
La Niña ND 0.04 0.06 0.06 0.06
La Niña JF 0.11 0.03 0.07 0.12

For Umean and Umass, the stronger ND jets in El Niño compared to La Niña

found in ERA5 (Figures 6.5b,c) is reproduced in GloSea5 (Figures 6.6b,c),

albeit at roughly half the magnitude (∆Umean = 0.15ms−1 vs. 0.3ms−1),

∆Umass = 0.3×1013 m3 s−1 vs.0.9×1013m3s−1). In late winter (Figures 6.6f

and g) the sign even reverses: La Niña jets become stronger than El Niño,

not consistent with ERA5. Moreover, unlike ERA5 where the standard

deviation for Umean and Umass increase by 0.3ms−1 and 1.4m3s−1from ND

to JF, in GloSea5 the variability are identical between ND and JF for both

phases, an indication of potential uniform internal variability.

The anomalies for α, also reveal differences in the intraseasonal eveolution

of the ENSO signal in GloSea5. GloSea5 produces a positive mean tilt in

ND (µEN = 0.9◦, µLN = 1.2◦), then a complete reversal in JF (µEN =

−1.5◦, µLN = −1.9◦), which was not observed in ERA5.

To further quantify these differences, Table 6.1 shows the test statistics

values D for a KS test, where I have tested the respective distribution from

GloSea5 to ERA5 and the values in bold indicate a significant difference

(p < 0.05) from ERA5. What stands out is that for both phases of ENSO,

the JF part of winter is significantly different across all variables. The only

case where there is no difference is for ND in El Niño for ϕ and α and for

all variables in ND for La Niña. These results are interesting in the context

of other work that has highlighted limitations in intraseasonal forecasting

models (O’Reilly, 2025).

137



6.3. Seasonal Variability

Figure 6.7: Same as Figure 6.3 but for the QBO with units of ms−1. The
black horizontal dashed line represents the thresholds for defining the QBO
west and QBO east years.

6.3.2 Quasi-Biennial Oscillation

Figure 6.7 shows the QBO time series for the full period of ERA5 and

the forecast period for ERA5 and GloSea5. This shows the QBO is very

well represented for the forecast period in GloSea5 with a significantly high

pearson correlation and an RPC close to one.

Sampling sensitivity

Following the analysis for ENSO, the NDJF distributions of the EDJO dis-

tributions are compared for the full and forecast periods for both phases

of the QBO, shown in Figure 6.8. Starting with QBOe for ϕ and calcu-

lating SEforecast = 1.5◦N, the mean shifts by only ∆ϕ = 0.5◦N; Umean has

SEforecast = 0.35ms−1 with ∆Umean 0.3ms−1; Umass has SEforecast = 0.9 ×
1013m3s−1 with ∆Umass = 0.8× 1013m3s−1; and for α the SEforecast = 2.25◦

with ∆α = 0.6◦.

For QBOw, the full period ϕ standard deviation σϕ = 7.1◦N implies a

forecast period SEforecast = 1.48◦ but the observed mean shift is only

∆ϕ = 0.1◦. Similarly, for Umean the SEforecast = 0.35ms−1 with ∆Umean =

0.01ms−1; Umass produces a SEforecast = 0.88×1013m3s−1 and with ∆Umass =

0.03× 1013m3s−1; and for α, SEforecast = 2.3◦, with ∆α = 0.2◦.
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Figure 6.8: Same as Figure 6.5 but for the QBO.

Therefore the mean EDJ characteristics in ERA5 are not distinguishable

between the hindcast and full periods.

Early and Late winter response

We now compare the distributions of the EDJO diagnostics seperately in

ND and JF in ERA5 for each phase of the QBO. Starting with ϕ (Figures

6.9a and e) there is a phase-dependent shift under each phase of the QBO.

In ND, the QBOe EDJ is displaced poleward by µQBOe = 0.9◦N (with

σ = 7.3◦N), while the QBOw winters are close to climatology (µQBOw =

−0.1◦, σ = 6.7◦). By JF, QBOe maintains the same anomaly as in ND

(µQBOe = 0.9◦N) while in QBOw there is an equatorward EDJ shift with a

negative anomaly of (µQBOw = −0.6◦). The spread under QBOw increases

(σQBOw = 7.3◦) while there is a decrease in variability in QBOe (σQBOe =

5.9◦), indicating an increase in latitudinal variability during QBOw. In

particular, the QBOe ϕ histogram retains a slight secondary mode near

−5◦N in ND which is gone in JF, while the QBOw distribution is more

unimodal and symmetric in parts of winter.

Turning to the strength of the EDJ (Figure 6.9b, c, f and g), the anomalies

of Umean in ND are nearly identical in both phases (µUmean = 0.1m s−1,

σUmean = 1.6m s−1), and Umass anomalies are similar (µUmass = 0.2 ×
1013m3s−1 for QBOe and µUmass = 0.1 × 1013m3s−1 for QBOw, σ = 4.0 ×
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Figure 6.9: Same as Figure 6.5 but for the QBO, with QBOe in the top
row and QBOw in the bottom row.

1013m3s−1 vs. 3.7× 1013m3s−1).

By JF, the EDJ strengthens in QBOe (µUmean = 5ms−1; µUmass = 1.2 ×
1013m3s−1) while in QBOw the EDJ anomaly weakens compared with ND

(µUmean = −0.3m s−1; µUmass = −0.7× 1013m3 s−1). The variability in both

Umean and Umass remains close to climatology throughout the winter.

Finally, jet tilt α (Figure 6.9d and h) shows differences during ND (µQBOe =

0.5◦, µQBOw = −1.2◦) but by JF, both have returned back close to clima-

tology.

Figure 6.10: Same as Figure 6.6 but for the QBO

In GloSea5, the ϕ distributions under QBOe and QBOw are virtually indis-

tinguishable in both ND and JF. Both phases share almost identical means

and variances for ϕ, Umean, Umass, and α, while in ERA5 each phase ex-

hibits a clear phase-dependent mean change (for example, a 0.9◦N poleward
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shift in QBOe but a –0.1◦N in QBOw in ND, that persists into JF). This

underestimation of the teleconnection amplitude in GloSea5 is consistent

with other work studying the NAO (Anstey et al., 2021; Scaife and Smith,

2018).

ϕ Umean Umass α
QBOe ND 0.06 0.14 0.15 0.08
QBOe JF 0.13 0.24 0.27 0.14
QBOw ND 0.06 0.11 0.12 0.09
QBOw JF 0.17 0.06 0.11 0.09

Table 6.2: Same as Table 6.1 but for the QBO.

Even with the lack of phase-dependence, I have still performed the KS

test for the difference between ERA5 and GloSea5 distributions, with the

results shown in 6.2. The results of the tests show that JF statistically

different for both phases of the QBO, but ND is statistically similar.

6.4 Sub-seasonal variability associated with

the MJO

6.4.1 NAO and MJO response

As shown in Cassou, 2008, there is a statistical relationship between the

MJO and the NAO. In Figure 6.11, I show the contingency tables for NAO+

(green) and NAO- (pink). Here, it can be seen that there is a similar

relationship for NAO as was found in Cassou, 2008, with a significant

increase in the occurrence of NAO + 8 days after an active MJO in phase 3

that persists into phase 4 (Figures 6.11 c and d). The decreased occurrence

of NAO- events can also be seen throughout these phases. The likelihood

of NAO- events begins to rise roughly 13 days after a an active MJO in

phase 6, and this enhanced occurrence carries through into phase 8 of the

MJO life cycle (Figures 6.11f, g and h).
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6.4. Sub-seasonal variability associated with the MJO

Figure 6.11: Contingency tables for the postive NAO (green) and the neg-
ative NAO (pink) for each phase of the MJO. Circles mark the lags that
are significantly different from the climatology at the 95% level.

6.4.2 EDJ and MJO response

The results for ϕ, Umean, Umass and α are shown in Figures 6.12, 6.13,

6.14 and 6.15, respectively. In each plot, green lines represent the case for

values greater than 1 and pink lines for values less than -1. Physically, this

is interpreted as an increased likelihood of poleward or equatorward shifting

of the EDJ for ϕ, stronger or weaker EDJ for Umean, larger or smaller EDJ

for Umass and a tilted or zonal/negatively tilted EDJ for α.

Across each of the EDJ characteristics, there is a sign of a significant signal

within the MJO phases. For ϕ (Figure 6.12), there are significant changes

in the phases with a similar timing to when there are changes in the NAO.

There is a clear increase in the likelihood of an equatorward EDJ across all

lags for phases 1 and 8 (Figures 6.12a and h), which matches the increased

likelihood of NAO- events. This is reflected in the decreased likelihood of

poleward EDJs within the same phases. The occurrence of EDJs begins to

show significant decreases in phases 3-6 (Figures 6.12c, d and e), at lags of

5-16 days from the MJO phase onset

For poleward EDJs, the only phase showing increased occurrence is phase

6 (Figure 6.12f), where significant increases occur 5-10 days later. The

decreased occurrences of poleward and equatorward EDJs in phases 2-4

142



6.4. Sub-seasonal variability associated with the MJO

Figure 6.12: Contingency tables for the occurrence of days where the stan-
dardised ϕ exceeds 1 (green) or is less than -1 (pink), for days when the
MJO is active at different lags. Points with solid circles indicate signifi-
cantly different from climatology at the 95% level.

(Figures 6.12b, c, and d) can be explained by what happens to the changes

of Umean (Figure 6.13) during the same phases. There is a clear increase

in the occurrence of strong EDJs during phases 3 and 4 (Figure 6.13c and

d), which is significant with a delay of 8-16 days for phase 3 and 0-10

days for phase 4. This increased occurrence of stronger EDJs accompanies

the increased occurrence of NAO+ events. Hence, the lack of change in

poleward or equatorward EDJs is due to having a much stronger EDJ,

anchoring the EDJ at the given latitude.

The contingency tables for Umass (Figure 6.14) echo the broad features seen

in Umean, yet several timing differences stand out. Most notably, a stronger

EDJ emerges one phase earlier in Umass, whereas Umean the strengthening

of the EDJ occurs in phases 3 and 4, There are already signs of a strength-

ening in Umass in phase 2 (Figure 6.14b). This intensified signal remains

significant across all lags in phase 3 (Figure 6.14c) and then weakens again

in phase 4 (Figure 6.14d). A second difference appears in phase 6. Here,

Umass reveals a robust, all-lag signature of a smaller EDJ spanning from

lags 3 to 16 (Figure 6.14f), a behaviour not seen in Umean. The phases that

feature a higher occurrence of stronger EDJs tend to show fewer instances

of smaller jets, and vice-versa, with this contrast more pronounced in Umass
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Figure 6.13: Same as Figure 6.12, but for Umean.

than in Umean. Taken together, these results imply that changes in EDJ

size precede changes in overall strength.

Lastly α (Figure 6.15), exhibits more sporadic and phase-dependent changes

compared to the other characteristics of EDJ. The only consistent sequence

of lags occurs in phase 4 (Figure 6.15, where at lags 0-9, there is a de-

creased likelihood of a zonal/negatively tilted jet. There is also a sign of

an increased likelihood of a tilted EDJ during phase 2 (Figure 6.15 b) for

lags of 0-6 days.

6.5 Conclusions and Discussion

In this chapter, I have explored the effects of sources of seasonal and sub-

seasonal variability on different EDJ characteristics. The two measures of

seasonal variability I looked at were ENSO and the QBO, and for sub-

seasonal the MJO. To investigate seasonal variability and its impacts, I

use both ERA5 and GloSea5 to build up a larger sample of the different

phases of ENSO and QBO for the extended winter of November - Febru-

ary (NDJF). The choice of NDJF is also made as it has been shown that

there is interseasonal variability in the North Atlantic with the early winter

(November and December) displaying an East Atlantic pattern (EA) signal

and evolving into the North Atlantic Oscillation (NAO) into the late winter
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Figure 6.14: Same as Figure 6.12, but for Umass.

Figure 6.15: Same as Figure 6.12, but for α.
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(January-February).

6.5.1 Seasonal variability

To investigate the differences in EDJ under different seasonal drivers, I

combine ϕ, Umean, Umass and α in the respective phases of ENSO and QBO

then divide them by early (ND) and late winter (JF). For each phase of

both modes. I then remove the monthly climatology from every field so that

both ERA5 and GloSea5 anomalies share the same baseline. This allows

a direct, season-by-season assessment of how well GloSea5 reproduces the

observed EDJ anomalies under each ENSO and QBO phase.

For ENSO, ERA5 exhibits pronounced intraseasonal variability in every

EDJ metric. In El Niño winters, ϕ distributions remain bimodal in both

ND and JF (Figures 6.5 a and e) - initially peaking near−4◦N and 9◦N, then

shifting equatorward to approximately −6◦N and 3◦N by JF. This equa-

torward shift is accompanied by increased variability and a pronounced

negative tail in the JF, indicating a higher frequency of extreme equator-

ward jets. Conversely, La Niña jets display a unimodal distribution, moving

consistently poleward from ND to JF, with fewer equatorward excursions.

These findings underscore that ENSO modulates not only the mean jet

position but also the likelihood of extreme latitudinal shifts, particularly

equatorward extremes during El Niño late winters. The intraseasonal pat-

terns are closely aligned with the changes in the JLI reported by O’Reilly

et al., 2024.

For the EDJ strength measures (Umean and Umass), El Niño years consis-

tently show stronger and larger jets throughout winter compared to La

Niña years, with the strongest differences evident in early winter (ND).

This strengthening aligns with the observed equatorward displacement,

consistent with the findings presented in Chapter 3 where equatorward-

shifted jets tend to be stronger. La Niña, in contrast, is characterised by

weaker and poleward-shifted jets, particularly pronounced in late winter

(JF). The tilt (α) also exhibits phase-dependent characteristics, with a

higher tendency towards negatively tilted or zonal jets during El Niño and

more positively tilted jets during La Niña, especially evident in JF. Inter-
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estingly, the strongest difference for each ENSO phase is seen in Umass, but

no predictability was found for Umass in Chapter 4 but there was for ϕ even

though GloSea5 does not appear to capture the equatorward shift seen in

the late winter in ϕ.

GloSea5 generally captures the sign of ENSO-driven changes in the early

winter; however, it struggles significantly in the late winter. In partic-

ular, GloSea5 tends to systematically bias ϕ poleward in both phases of

ENSO, fails to reproduce the increase in variability from ND to JF seen

in ERA5, and reverses the observed relationship between ENSO phase and

EDJ strength by the end of winter. These differences underscore a crit-

ical limitation of GloSea5 in representing intraseasonal variability linked

to ENSO, which can affect forecast skill in the late winter months. This

suggests a signal-to-noise issue (Scaife et al., 2014), where the ENSO tele-

connection is strong enough in ND but does not persist through JF and

hence does not capture the full range of variability as a result.

Turning to the QBO, I have shown in ERA5 a distinct phase-dependent

impact on EDJ, which is in agreement Cai et al. (2022) who shows similar

results in ERA5 but looking at differences in surface pressure. The QBOe

phase is associated with a poleward and stronger EDJ that maintains its

structure from early to late winter. Conversely, the QBOw phase exhibits

an equatorward shift and weakening in the late winter. However, these

clear distinctions in ERA5 are largely absent in GloSea5. The lack of

phase dependence between QBO phases in GloSea5 likely arises from the

single-level definition of the QBO that I have used in this study, where it

has been shown in ensemble climate models that there are systematically

weak QBO amplitudes at 50hPa (Anstey et al., 2021). To rectify this, this

analysis would benefit from defining the QBO with multiple pressure levels

that characterise the vertical structure, as shown in Gray et al. (2018)

using an EOF-based approach. It is demonstrated that defining the QBO

with multiple pressure levels using EOF analysis effectively captures its

vertical structure, providing a more robust and consistent identification of

QBO teleconnections compared to a single-level approach. This improved

representation could address the weak QBO signal observed in GloSea5 and

improve the detection of the associated EDJ variability.
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6.5.2 Sub-seasonal variability

The final part of this chapter focused on subseasonal variability and its

impacts on EDJ in the North Atlantic. Here I analysed the relationship in

ERA5, however data was not available to assess this in GloSea5 as well. I

chose to include the months of March and April in this analysis to capture

the effect of the MJO moving into spring, as is done in Cassou (2008) and

Skinner et al. (2022).

I perform a lead-lag analysis within each MJO phase and look for a sig-

nificant change in the occurrence of events of either greater or less than

1 standard deviation of the standardised EDJ characteristic. Physically

for each component of the EDJ, this relates to a poleward (equatorward)

shift in ϕ, a stronger (weaker) jet in Umean, larger (smaller) in Umass and

tilted (zonal/negatively tilted) in α for larger than 1 standard deviation

(smaller than -1 standard deviation). I have shown that different EDJ

characteristics change in different phases of the MJO.

Phases 1 and 8 of the MJO enhance the equatorward shifts in ϕ at later

lags, whilst phases 2-4 there is an increase in the likelihood of stronger and

larger EDJs. This work directly links with the variations in the NAO, but

has broken down which components of the EDJ are changing in the different

phases. Interestingly, there is no phase where there is a consistent increase

in poleward shifting of the EDJ, to the same degree to which equatorward

shifting has been observed. This appears to be manifesting as an increase

in the size and strength of the EDJ, since the phases that have been shown

to see an increased likelihood of positive NAO events match the phases

where there is an increase in both Umean and Umass. The signal seen in

Umass differs slightly from Umean, with significant differences occurring in

earlier phases than in Umean.
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Chapter 7

Conclusions and Further Work

In this thesis I have examined the characteristics of the variability and

predictability of the North Atlantic EDJ, and its relationship to surface

climate parameters. This has been achieved utilising a new methodology to

characterise the jet structure using 2-dimensional moment analysis applied

to the lower tropospheric zonal wind field presented in Chapter 3. This

framework characterises multiple diagnostics including jet tilt and jet mass

and offers a more nuanced representation of high frequency jet variability

compared with some earlier approaches.

The key insights from this are:

• The moment-based approach provides an improved and robust char-

acterisation of the EDJ latitude (ϕ), strength (Umean) and tilt (α).

The approach also allows for the classification of split jet days.

• From the results of the moment-based methodology, the trimodal

regimes of the JLI are called into question particularly the northern

regime, which is shown to contain days when the EDJ is split, tilted,

or displays a broad profile.

• Temporal analyses demonstrate that EDJOs more accurately cap-

ture the persistence and transitional behaviours of the jet, leading

to a deeper understanding of its variability. This analysis also shows

that transitions between regimes of the JLI can be sensitive to local

changes in the zonal wind field and do not consistently reflect changes
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in the large-scale structure of the EDJ.

• The moment-based EDJ metrics exhibit stronger correlations with

large-scale climate drivers, particularly the NAO and the EA pat-

tern, than the JLI and JAI. Interestingly, the mass-weighted strength

(Umass) shows a stronger correlation with the EA pattern than the

averaged strength (Umean), indicating a stronger link between the size

and strength of the EDJ and the EA pattern.

In Chapter 4, I explored the seasonal predictability of the EDJ using the

GloSea5 seasonal forecasting system. The evaluation revealed key biases

and varying levels of predictability in different EDJ metrics.

• At lead times of 1-5 months, GloSea5 simulates the winter mean and

variability of the EDJ latitude, tilt and strength relatively well with

no significant biases compared with ERA5 reanalysis.

• GloSea5 shows significant biases in the relationship between the moment-

based EDJ metrics and the NAO and EA pattern. Specifically for

ϕ the correlation with the NAO is too weak and the anticorrelation

with the EA pattern is too strong.

• Seasonal predictability at lead times of 1-5 months (November -

February) is only found for ϕ. An RPC greater than 1, indicates

model overconfidence in ϕ agreeing with other studies on the pre-

dictability of the NAO and the EA pattern (Scaife et al., 2014; Thorn-

ton et al., 2023).

In Chapter 5, I looked at different moment-based EDJ configurations and

explored their relationships to impacts on the surface climate variables (pre-

cipitation and 2m air temperature) in the EDJO framework. Key findings

include:

• EDJ latitude (ϕ) has a significant influence on precipitation patterns

in Europe, with poleward shifts correlating with wetter northern con-

ditions.

• Strong correlations were identified between the EDJ metrics and

anomalies of T2m, providing information on the dynamics of tem-

perature extremes.
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• Multiple combinations of the moment-based EDJ metrics revealed

unique patterns of extremes in T2m and P fields.

• Although GloSea5 captured general spatial patterns of precipitation

and temperature anomalies, it systematically underestimated their

magnitudes.

• The analyses of extreme events over the UK revealed variability in

jet latitude and strength during wet and dry periods, with GloSea5

capturing only partial aspects of these dynamics.

In Chapter 6, I explored the role of seasonal and subseasonal drivers of

variability in the North Atlantic EDJ, including the ENSO, QBO, and

MJO. Key findings include:

• ENSO phases modulate EDJ characteristics significantly, though GloSea5

displayed notable biases in its late winter representations. In particu-

lar in the late winter during El Niño years, there is a clear bimodality

in the distribution of ϕ that is not captured in GloSea5.

• GloSea5 struggles to capture the late winter EDJ teleconnections,

with significant differences in each EDJ characteristic. Both Umean

and Umass show significant differences in the early and late winter

periods in GloSea5 for both QBO and ENSO.

• The MJO exerts phase-dependent impacts on latitude (ϕ), strength

(Umean and Umass), and tilt (α). This analysis breaks down the under-

standing of the similar analysis performed looking at the NAO, where

each phase of the MJO exerts a slightly different change in the EDJ

in the North Atlantic. In particular, phases 1 and 8 of the MJO are

associated with an increased likelihood of equatorward shifting of the

EDJ, and phases 2-4 with an increased likelihood of above average

strength of the EDJ.

My work in this thesis has helped to further the field by providing a novel

two-dimensional object-based framework for characterising the North At-

lantic EDJ, overcoming the limitations of the traditional zonal mean indices

and capturing the spatial structure of the EDJ, in more detail than some

earlier methods. This new approach also highlighted specific cases that
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zonal-mean indices struggle to identify, such as tilted and broad EDJs. In

addition, robust links between surface climate and different configurations

of the EDJ have been shown based on the new moment-based metrics. Fur-

ther to this I have shown that the persistence of the EDJ is larger than pre-

viously shown through comparisons of autocorrelation functions between

the JLI and the EDJOs. I have also been able to characterise different

types of EDJ structures such as broad and tilted jets where approximately

20% of winter days have an EDJ that is negatively tilted.

Furthermore, by evaluating GloSea5, I have demonstrated that it is capable

of predicting the EDJ latitude, but struggles with the tilt and the strength.

Within this, I also highlight a signal-to-noise issue with the predictions of

EDJ latitude, whereby GloSea5 is overconfident in its forecast. I also show

that there is a mismatch between the links between the EDJ latitude and

strength with the NAO and the EA, where the correlation between the EA

with the latitude and the NAO with the speed is statistically too strong in

the model when compared to ERA5. This raises questions over whether the

predictability in latitude that was shown is being produced for the wrong

reasons, with the EA driving variations in the latitude where it is known

that the NAO that typically drives this (Parker et al., 2019).

I also quantify how major remote drivers like ENSO, the QBO, and the

MJO modulate jet behaviour on subseasonal to seasonal timescales, ulti-

mately providing a more comprehensive, multidimensional understanding

of mid-latitude EDJ.

7.1 Further Work

With regard to methodology, the choice of flood parameter Ucrit, has been

chosen to be 8ms−1 from the testing of the wind speed values at the grid

point during winter seen in other studies (Woollings et al., 2010). However

this choice is really only suited for the winter and would not be a good

choice if one wanted to study the EDJ over diferent seasons. Exploring

a temporally or seasonally varying parameter, such as the daily averaged

positive zonal winds or a seasonal parameter, would be interesting to assess

the EDJOs over different seasons and answer questions such as: in what
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season do the highest occurrence of multiple EDJOs occur?

There is also the choice of domain and region; here I have specifically

focused on the North Atlantic because of the unique trimodal structure

of the JLI there. Exploring other domains with the EDJOs may provide

insights between the connection between the Pacific and North Atlantic

EDJs, or differences in the spatial distributions within each region, which

may provide new insights on the regional variability with the use of the

EDJOs. There is also the potential for the methodology to not be domain-

specific and instead be applied globally or hemispherically, allowing for

no restriction on the size or location of the EDJOs. This would require

a modification to the assigning of points to an EDJO, to account for the

periodicity of Earth.

In terms of the predictability of the EDJ, the first step would be to in-

crease the ensemble size to improve the confidence in the results that were

shown in Chapter 4. Similarly, there are questions about how different

initialisations may affect predictability, as shown in Thornton et al. (2023),

The predictability of the main modes of variability in the North Atlantic

changes from the EA pattern in early winter for initialisations in Octo-

ber to the NAO in the late winter for initialisations in November. This

would be interesting to explore from an EDJ perspective to see how the

predictability of the different characteristics may change with different fore-

cast initialisation dates. Deficiencies in the representation of the EDJ in

GloSea5 were also shown. Trying to explain these features in terms of a

dynamical mechanism in the model, such as the eddy-momentum flux or

the baroclinicity, that contribute to the model biases would be important

to improve the representation of the EDJ.

The surface impacts highlighted how spatially varied P and T2m are with

respect to each characteristic of the EDJ individually and in combination.

The next steps in this work would be to understand how these configu-

rations affect the transport of extratropical cyclones. This is important

because it would tie together the low-frequency and high-frequency vari-

ability, helping to improve the understanding of not only the link between

temporal scales but also the variability in P and T2m. This could, for
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example help with understanding serial clustering of cyclones, with a more

in-depth measure of the different EDJ characteristics, and provide insight

into the ideal EDJ conditions that lead to serial clustering.

The work on teleconnections could be extended by accounting for com-

pounding affects. For example, it has been shown in the literature that

the MJO teleconnection to the North Atlantic is modified by both the

ENSO and QBO phases (Feng and Lin, 2019; Lee et al., 2020). This may

lead to unique EDJ configurations, which in turn would lead to different

impacts over Europe. Accounting for compounding affects would further

improve our understanding of the connection between seasonal and subsea-

sonal modes of variability and how the associated impacts of P and T2m

are forecast.
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