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Abstract

Secure networking protocols for domains such as the internet and the internet-of-things
are regularly scrutinized and discussed by the research community. This status quo can
be attributed to their pervasiveness in the modern technological landscape and the heavy
dependence on the security of these protocols to reliably fulfill myriad everyday tasks. In
contrast, the security of aerospace protocols has not received a proportionate level of in-
vestigation despite the fact that an attack on these protocols may result in catastrophic
consequences. The reason for this can be twofold; the digitization of avionic communi-
cation is an experimental and ongoing process with legacy analogue components still in
use; and most non-terrestrial communication protocols are closed-source which limits their
public scrutiny. This work endeavors to address this gap in three parallels; we propose a
formalism that captures the security of the integral handover phase of aviation communica-
tion; we analyze the security of non-terrestrial protocol Bundle Protocol Security (BPSec)
and propose security improvements; finally, we propose quantum-secure protocol construc-
tions for aviation communication, supported by empirical results of their performance on
resource-constrained devices.

We begin by introducing a universal formalized framework that captures handover
schemes as a unique primitive. Moreover, we construct security experiments that cap-
ture distinct security properties for handovers, and propose a generic protocol construction
that captures all identified security properties. We then shift our focus to the analysis
of the non-terrestrial BPSec protocol, which we analyze as a flexible secure channel and
propose a stronger construction with additional integrity guarantees. Finally, we return to
the aviation domain and propose quantum-secure protocol constructions for air-to-ground
communication as well as handovers. We implement our secure avionic constructions and
evaluate their performance on resource-constrained devices to account for resource lim-

itations of on-board avionic components. We design our avionic handover construction
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integrating our formalism for handovers, focusing on reducing the computational overhead
of complex cryptographic operations. We formally prove the cryptographic security of our
avionic protocol constructions within appropriate models capable of capturing their post-

quantum security.
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Chapter 1

Motivation

For any nation-state the aerospace domain constitutes a crucial component of its critical
national infrastructures which is defined by the US Department of Homeland Security
as infrastructures “whose assets, systems, and networks, whether physical or virtual, are
considered so vital that their incapacitation or destruction would have a debilitating effect
on security, national economic security, national public health or safety, or any combination
thereof” [44]. The aerospace domain having components of high reliability organizations
(HROs)— such as air traffic control (ATC) systems for terrestrial avionic communication or
satellites in the interplanetary internet— requires meticulous arrangements to accommodate
for their hypercomplex operations and communications with compressed time frames and
tight coupling of various systems. However, these systems have historically been largely
isolated and reliant on analogue and legacy infrastructures. Consequently, any perceived
attackers targeting such tightly monitored systems require high technical acumen, close
proximity to targeted infrastructure and the ability to afford the large expenses associated
with the acquisition of state-of-the-art equipment. Outwardly, these reasons collectively
render the likelihood of the occurrence of such an attack next to negligible.

However, starting in the 1980s this status-quo of the aviation industry operating in
relative isolation controlled by analog and legacy infrastructures of military origin started
to gradually shift towards a commercial and digital era. The shift has been fairly slow
owing to the lengthy and tedious standardization processes but at the time of writing
multiple state organizations in Europe (EUROCONTROL) and the US (Federal Aviation
Administration-FAA) are actively involved in the standardization and structuring of future

communication infrastructures (FCI) for the aviation industry with digital communication
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as its central component. The primary reasons fueling the necessity of this transformation
can be associated with a plethora of factors; the drastic increase in air traffic load; global air
traffic control (ATC) staff shortage; adverse environmental effects of the aviation industry;
cost effectiveness and; advanced surveillance and safety capabilities.

Notwithstanding all the benefits of these much-needed transformations this process si-
multaneously subverts the previous security assumptions about fortitude of the avionic
communication infrastructure. By replacing the previous analog and legacy military-grade
infrastructures with digital media and commercial-off-the-shelf products, the aviation indus-
try will no longer be able to consider itself isolated; nor rely on the assumption that a highly
advanced attacker is unlikely. The integration of digital technologies as components of its
critical operations, without careful considerations regarding their security implication, will
drastically change the context of the current threat landscape of the aviation ecosystem.
Further exacerbating the situation is the highly reliable nature of the aviation industry,
meaning that an attack on one of its components will create a cascading effect that cripples
the entire infrastructure with the possibility of a catastrophic event. A think paper pub-
lished by EUROCONROL clearly demonstrates that cyberattacks against aviation systems
are on the rise [4]. Therefore, within the current geopolitical climate, where state-funded
attackers possess advanced capabilities and significant resources, the digitalization of the
aviation industry presents a critical security challenge. Designed with safety as its priority
rather than security, this industry faces heightened risks if its security implications are not
carefully addressed. Thus, in order to mitigate these threats, it is imperative to implement
appropriate defense mechanisms without further delay.

Concurrently, the renewed interest in space exploration by multiple stakeholders ranging
from nation-states to business enterprises has created an urgent need for efficient and secure
space communication. However, secure communication in non-terrestrial space presents its
own set of unique challenges. Non-terrestrial internet is characterized by exceptionally long
distances between nodes, irregular connectivity, high error rates, and asymmetric data links
which distinguishes interplanetary internet from its terrestrial counterpart. This discrep-
ancy coupled with the heightened interest in space research has urged NASA in collaboration
with other space agencies to spearhead the development of protocols for the non-terrestrial
interplanetary internet (IPN) [62]. The design objective that underlies the construction of
these non-terrestrial protocols is to imitate their dependence on the terrestrial internet by
mitigating the limitations of the deep space domain. Delay-tolerant network (DTN) proto-

cols were borne out of this need [28| [52] which provide reliability guarantees for deep space
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communication through a store-and-forward mechanism. This enables DTN protocols to
circumnavigate the high-latency, volatility and the sporadic nature inherent to deep space
networks. However, historically these network designs are kept closed source, leading to
limited formal cryptographic analysis of the security offered by them. One of the few pub-
lic protocols used in space networking is the Bundle Protocol, which is secured by Bundle
Protocol Security (BPSec), an Internet Engineering Task Force (IETF) standard. There
currently does not exist a model that appropriately captures the security of BPSec and as
such its security remains unverified.

We set out to address the lack of formalization and stronger security guarantees within
the context of secure aerospace communication. To this end, we start by formalizing han-
dovers as a unique primitive in Part [[T, While not limited to aviation, handover protocols
are commonly used during avionic data communications. Next, in Part [[II, we turn our
attention to the security of deep space communication and undertake the first analysis of
BPSec, building a flexible secure channel model that captures the security goals stated in
the IETF standard. Finally, in Part [[V] of this thesis, we return to avionic communica-
tion and propose novel protocol constructions with stronger notions of security for next
generation aviation. Additionally, in Part [[] Chapter [2| we provide an introduction to all
the cryptographic primitives and assumptions that we have utilized for designing and cap-
turing the theoretical security of protocols contained within this thesis. We conclude this
thesis with Chapter [8] where we discuss key insights from our work and outline potential

directions for future research. We will now summarize the contributions of this thesis.

Formalizing Secure Handovers (Chapter As an aircraft moves from one geo-
graphic location to another during the course of its journey, the continuity of its commu-
nication session should be maintained until the end of its journey. In such environments,
it is desirable for devices to securely extend their connection from one network to another,
often referred to as a handover. In this work we introduce the first cryptographic formal-
ization of secure handover schemes. We leverage our formalization to propose path privacy,
a novel security property for handovers that has hitherto remained unexplored. We further
develop a syntax for secure handovers, and identify security properties appropriate for se-
cure handover schemes. Finally, we introduce a generic handover scheme that captures all
the strong notions of security we have identified, combining our novel path privacy concept
with other security properties characteristic to existing handover schemes, demonstrating

the robustness and versatility of our framework. This generic scheme demonstrates that
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simultaneously achieving strong notions of compromise resilience, key-indistinguishability,
authenticity and path privacy are possible. It is not intended as a drop-in replacement for
a specific aviation handover scheme, but a generic construction that achieves the strongest
variants of security that can be downgraded as necessary for the setting. For instance, the
property of path privacy is counter-intuitive to the use case of commercial aviation where
the trajectory of an aircraft is regularly tracked for safety reasons. However, a military air-
craft or a state-owned aircraft carrying high-profile individuals, may undoubtedly benefit
from the additional location-privacy guarantees of path privacy.

Parts of this chapter have been accepted for publication in Alnashwan, A., Dowling, B.,
Wimalasiri, B. (2025). Path Privacy and Handovers: Preventing Insider Traceability
Attacks During Secure Handovers. 38th IEEE Computer Security Foundations Symposium
(CSF).

Security Analysis of Deep Space Protocols (Chapter Space networking has be-
come an increasing area of development with the advent of commercial satellite networks
such as those hosted by Starlink and Kuiper, and increased satellite and space presence
by governments around the world. We undertake a first analysis of BPSec, one of the few
public protocols used in space networking. The BPSec secure channel environment, secu-
rity expectations, and functionality are quite unlike traditional secure channel protocols,
creating a non-trivial environment for analysis. We formalize the complex goals of BPSec
and provide an analysis of the protocol. This includes a novel flexible secure channel model
and proof corresponding to the type of security BPSec claims to offer. We identify issues
in BPSec and outline normative security goals that it cannot assure. Furthermore, we pro-
vide recommendations for strengthening the security guarantees within the intended design
constraints, introducing StrongBPSec, and provide a stronger model and analysis to match.

Parts of this chapter have been accepted for publication in Dowling, B., Hale, B., Tian,
X., Wimalasiri, B. (2024). Cryptography is Rocket Science: Analysis of BPSec. IACR
Communications in Cryptology, 1(4).

Secure Protocols for Next Generation Aviation (Chapters |§| & The rapid
digitization of aviation communication and its dependent critical operations demand secure
protocols that address domain-specific security requirements within the unique functional
constraints of the aviation industry. These secure protocols must deliver robust protection

against current and potential future attackers, taking into account the aviation community’s
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inherent complexity, resistance to frequent upgrades, and strict safety and cost constraints.
In Chapter o] we begin by presenting our framework KEX that formalizes key exchange
constructions, which we leverage for the construction and formal analysis of our secure
aviation handover PQAG-HO scheme described in Chapter [ We then modify the HAKE
hybrid key exchange framework, originally proposed by ? |, to integrate our KEX for-
malism, while simultaneously simplifying its construction. Next, in Chapter [6] we propose
two quantum-secure hybrid key exchange protocols (PQAG-KEM and PQAG-SIG) to se-
cure communication between aircrafts in-flight and ground stations. PQAG-KEM leverages
post-quantum and classical Key Encapsulation Mechanisms (KEMs) to ensure the hybrid
security of the protocol against classical as well as future quantum adversaries. PQAG-SIG,
alternatively, uses quantum-safe digital signatures to achieve authentication security. We
instantiate our proposed protocols with different post-quantum algorithms to understand
their real-world applicability to the resource-constrained ecosystem of avionic communica-
tion. Furthermore, we formally analyze the security of our new PQAG protocols in a strong
hybrid key exchange framework using our modified HAKE model discussed in Chapter
In Chapter [7] we turn our attention to handovers for avionic communication. We propose
PQAG-HO, a robust quantum-secure handover mechanism tailored for resource-constrained
avionic environments. The design of PQAG-HO minimizes computational overhead associ-
ated with complex cryptographic operations by integrating our KEX and HO formalisms.
Furthermore, we instantiate and implement PQAG with appropriate cryptographic primi-
tives to evaluate its performance and formally analyze its security.

Parts of this chapter have been accepted for publication in Dowling, B., Wimalasiri,
B. (2024). Quantum-Secure Hybrid Communication for Aviation Infrastructures. IEEE
Transactions on Dependable and Secure Computing, doi: 10.1109/TDSC.2024.3485448.



Chapter 2

Notation and Preliminaries

In this chapter, we introduce the basic notation used throughout this thesis and revisit some
fundamental concepts and general cryptographic building blocks. Preliminaries specifically
relevant to each contribution will be discussed in their respective chapters.

In subsequent chapters relating to the contributions of this thesis, we use game-based
proof techniques to associate the difficulty of breaking the overall protocol to the difficulty
of breaking the underlying cryptographic assumption. Cryptographic assumptions measure
the computational difficulty required to breach the formal security objectives of a funda-
mental primitive. These assumptions are typically formalized as a game played between a
well-defined challenger and a black-box adversary. The difficulty of breaking these assump-
tions is indicated by the adversary’s advantage in winning conditions set by the challenger.
We define a successful adversary as one that has a non-negligible advantage (or probability)

of winning the game.

2.1 Notation

We begin by defining some common notation used throughout this thesis.

We use various typefaces to represent different types of objects: participants in secu-
rity games (such as an adversary A and a challenger C), adversarial queries like Corrupt
and Compromise, protocol and per-session wvariables, security notions such as eufcma, and
typewriter fonts for constants.

We denote by N the natural numbers as a set of non-negative integers, by R the real

numbers, and by () an empty set. A set X = {1,...,n} = [1,n] indicates the finite set

10
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of all integers between 1 and n inclusive. We use {0,1}* to indicate the set of all A\-bit
length integers, where A is a security parameter within an asymptotic setting, and {0, 1}* to
indicate the set of all arbitrary-length bit strings. We implicitly define as A(1*) the unary
representation 1* of A to an algorithm A. We denote with z & X the act of sampling an
element x from X uniformly at random and we write x < y for the assignment of value y to
the variable x. For a probabilistic algorithm A, b < A(z) denotes the output b of algorithm

A when A takes as input random coins and x. We use L as a generic failure symbol.

2.2 Cryptographic Building Blocks and Assumptions

In this section we briefly revisit some fundamental cryptographic concepts commonly uti-

lized during the course of this thesis.

2.2.1 Security Experiments, Adversaries and Oracles

Security experiments or “games” are often used as a tool to formally define the security of
cryptosystems. These games generally capture the interaction between two algorithms: a
challenger and an adversary. These games follow a series of interactions between the two
algorithms dictated by the specific cryptosystem tested and the latitude provided to the
adversary to carry out their actions.

During the course of these security games an adversary often accesses an oracle in
addition to the inputs and random bits. The concept of an oracle is that of an idealized
black-box which returns a value on an input specified by the adversary, which is meant
to model the fact that in practice an algorithm might have access to the answers to these
queries without any constraints on the way they are computed or acquired.

At the end of a security game, the challenger algorithm returns a bit indicating result
of the game— whether the adversary “won the game” by breaking the system or not. For a
given game, the success probability of an adversary refers to the probability of the adversary
winning the game against the challenger. The crypstosystem tested is generally deemed
secure if there exists no adversary that succeeds with non-negligible probability in winning
the game specified by the given security definition. The primary objective of these security
games is to encompass a broad spectrum of attacks. Generally, the broader this spectrum,
the more realistic the attack model becomes, making it increasingly challenging to design

efficient cryptosystems.
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We often discuss the advantage of an adversary A in winning a security game. In
particular, we define a function f : N — Rg; (where R ; is the set of all real numbers from
0 to 1 inclusive) to be negligible in x if for all positive integers ¢ > 0 there exists a value
ne > 0 such that for all inputs A > n., f(z) < n% We say that such a function is negligible

for a given input security parameter \.

2.2.2 Running Time

For each possible input size A, a probabilistic polynomial-time algorithm (or PPT) is a
polynomial-time uniform family of classical Boolean circuits. A probabilistic algorithm is
said to be PPT if it strictly runs in time polynomial in the length of its inputs. Similarly, a
quantum polynomial-time algorithm (or QPT) can be defined as a polynomial-time uniform
family of quantum circuits, each composed of gates that may perform general admissible

operations, chosen from some finite, universal set.

2.2.3 Privacy, Anonymity & Unlinkability

In Chapter [3] of this thesis, we formalize the notions of unlinkability and path privacy for
our secure handover framework. Our definition of privacy is informed by existing notions
of privacy in authenticated key exchange schemes [8 58|, though the distinctive features
of our construction prevent a direct one-to-one alignment. More specifically, we formulate
our notion of path privacy based on the observation that handovers represent a distinct
cryptographic primitive, separate from traditional key exchange constructions. As a result,
retrofitting existing privacy notions— originally designed for key exchange— fails to capture
the nuanced requirements of secure handovers.

Goldberg et al. [58] argues that anonymity is an enabling technology for privacy; when
captured within constructions such as two—party key exchange schemes, it can ensure com-
plete obscurity of a party’s identity, even from its communication peer. The notion of
identity hiding, which ensures that a party’s identity is concealed from external entities but
not from its communication peer, is frequently studied as a weaker security property in
comparison to anonymity. Widely deployed secure communication protocols, such as TLS
1.3 [102], adopt the weaker notion of identity hiding rather than full anonymity in order
to support mutual authentication (or unilateral authentication in TLS 1.3), since achieving

authentication under complete anonymity introduces significant complexity.
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However, as Arfaoui et al. [8] argues, capturing only the notion of identity hiding over-
looks the risk of partial information leakage— for example, the ability to link an anonymous
user to two distinct sessions. To address this, modern privacy-preserving protocols typi-
cally strengthen their security guarantees by incorporating unlinkablity in lieu of basic
identity hiding. The notion of unlinkability describes the property in which an attacker
cannot distinguish whether two items of interest are related or not [99]. As Goldberg et al.
[58] describes, in the context of key exchange, unlinkability prevents an attacker from dis-
tinguishing whether two independent key exchange sessions are linked to the same party
(potentially anonymous) or to two distinct parties.

Drawing from such existing literature but diverging on specifics, we model our notions
of unlinkability and path privacy to capture the subtleties of secure handovers. Our notion
of unlinkability concerns only an external attacker who attempts to link an anonymous
user across distinct sessions. Conversely, our notion of path privacy considers an insider
attacker— specifically, the user’s current and next communication partners— who attempt
to compromise the location privacy of a user that has revealed their identity to these peers

(and is thus unanonymized). We further elaborate on and formalize these notions in Chapter

Bl

2.2.4 Symmetric Cryptography

In the following, we present details of symmetric cryptographic primitives that underlie the
work contained within this thesis. Broadly, cryptography is categorized into two funda-
mental groups: symmetric and asymmetric. Symmetric cryptographic primitives rely on
a single shared key for performing their operations, while asymmetric primitives utilize a

pair of keys: a public key that can be openly shared and a secretly maintained private key.

Hash Functions

A hash function is a commonly used cryptographic building block that compresses an arbi-
trary length input message into a fixed length digest. Hash functions play an integral role
in the design of primitives such as digital signature schemes, message authentication codes
and key derivation functions as well as being commonly used in protocol constructions.
Following their wider use and within our constructions, we exclusively consider hash func-
tions to be unkeyed, and provide the property of collision-resistance. We briefly describe

the property of collision resistance as follows [107].
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Given a hash function Hash : {0,1}* — {0,1}* where X is the fixed output length
of Hash it should be difficult to find two distinct points pti, pte in the domain of
Hash such that Hash(pt;) = Hash(pte) but pt; # pts.

Now we proceed to define a collision-resistant hash function.

Definition 1 (Collision-resistant Hash function). A hash function is a deterministic al-
gorithm Hash : {0,1}* — {0,1}* which, given a bit string m, outputs a hash value w =
Hash(m) in the space {0,1}*. We define the advantage of a probabilistic polynomial-time
(PPT) algorithm A in breaking the collision-resistance security of the hash function Hash as
Adv,cﬂls’}:\(.A) = Pr[Hash(m) = Hash(m/) : (m,m’) <— A,m # m/|. We say that a hash func-
tion Hash is collision-resistant if for all efficient PPT adversary A, Advﬁ;“;hA (A) is negligible

in the security parameter .

Our PQAG-HO construction discussed in Chapter [7]leverages the security of Hash func-
tions to verify message transcripts. Furthermore, all constructions proposed within this
thesis utilize other Hash-based constructions such as MAC and HKDF, which we discuss

next.

Message Authentication Codes

Message Authentication Codes (MACs) allow two parties with a shared secret key to authen-
ticate messages by generating a MAC tag 7 that verify the integrity of their corresponding
messages. In security protocols, MACs are commonly used to authenticate parties and en-
sure the integrity of the exchanged message transcripts. The security of a MAC scheme is
typically described with regards to its unforgeability: existential, selective or universal. Ex-
istential unforgeability implies that it is challenging for an adversary to produce any forged
message-tag pair (m, 7) such that Vfy(k, m,7) outputs 1. We outline the syntax for MAC
schemes and their standard security notions, including existential and strong unforgeability

under chosen-message attacks [69].

Definition 2 (Message Authentication Code (MAC) Scheme). A message authentication
code (MAC) scheme is a tuple of algorithms MAC = {KGen, Tag, Vfy} where:

~ KGen(1?) S kisa probabilistic key generation algorithm taking as input a security
parameter 1* and returning a symmetric key k.
— Tag(k,m) A risa (possibly) probabilistic algorithm that takes as input a symmetric

key k and an arbitrary message m from the message space M and returns a tag .
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~ Vfy(k,m,7) — {0,1} is a deterministic verification algorithm that takes as input a
symmetric key k, a message m, and a tag 7. Vfy outputs a bit b, with b =1 meaning

valid and b = 0 meaning invalid.

We say a MAC scheme provides correctness if for every X, k < KGen(1*) and m, it holds
that Vfy(k,m, Tag(k,m)) = 1.

Definition 3 (Existential and strong unforgeability of MACs). Let MAC = (KGen, Tag, Vfy)
be a MAC scheme. The experiment for existential and strong unforgeability Advf\}l‘fAcgjj()\)

against adversary A is defined as follows:

1. The challenger samples k Ex

2. The adversary may adaptively query the challenger; for each query value m; the chal-
lenger responds with T; = Tag(k, m;)

3. The adversary outputs a pair of wvalues (m*,7*) such that (m*,7) ¢

{(mo, 0'0), e (mi, O'l)}

The adversary A wins the game if Tag(k,m*) = 7%, producing a tag forgery. We define
the advantage of A in breaking the existential and strong unforgeability property of a MAC

MAC under chosen-message attack to be:
AdviikE%(A) = Pr (Tag (k, m*) = %)

We say that a MAC scheme is post-quantum sufcma-secure if, for all QPT algorithms
A, Advf\;l‘fAcgjj(/\) is megligible in the security parameter X\, and is classically sufcma-secure

if, for all PPT algorithms A, Adv,s\ﬁfACEjZ()\) s negligible in the security parameter \.

We rely on the existential and strong unforgeability property of MAC schemes for the
security of our constructions presented in Chapters [3] [f] and Moreover, in Chapter
we leverage the sufcma security of MAC schemes for our analysis of the BPSec protocol
instatiated with HMAC-SHA2.

HMAC-Key Derivation Function (HKDF)

The role of a key derivation function is to derive one or more cryptographically strong
secret keys using some source of initial keying material, typically containing some good

amount of randomness, but not distributed uniformly or for which an attacker has some
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partial knowledge[73]. The work of Krawczyk [73] proposes an extract-then-expand KDF
that consists of a randomness extractor and a variable-length output pseudorandom func-
tion (PRF). The randomness extractor is presumed to produce “close to random outputs”
on inputs sampled from the source key material distribution. The output of the ran-
domness extractor is used as the input for the PRF along with a length parameter and
context information string (label) which may be null. As the real-world instantiation of
this extract-then-expand KDF, Krawczyk [73] proposes the use of HMAC to serve as the
random extractor as well as the PRF. In our proposed PQAG protocols discussed in Chap-
ters [6] and [7], the keys obtained from key encapsulation mechanisms are used as the source
key material for the HKDF.Extract function. The resulting key is in turn used as the input
for the HKDF.Expand function. We define prfs and their security as follows.

Definition 4 (prf Security). A pseudo-random function family is a collection of determin-
istic functions PRF = {PRFy : K xZ — O : A € N}, one function for each value of \.
Here, IC, Z, O all depend on X\, but we suppress this for ease of notation. Given a key k
in the keyspace K and a bit string m € M, PRFy outputs a value y in the output space
O = {0,1}*. We define the security of a pseudo-random function family in the following
game between a challenger C and a PPT adversary A, with A as an implicit input to both

algorithms:
1. C samples a key k ﬁ K and a bit b uniformly at random.

2. A can now query C with polynomially-many distinct m; values, and receives either the
output y; < PRFx(k,m;) (when b=0) ory; & {0,1}* (when b=1).

3. A terminates and outputs a bit b'.

We say that A wins the PRF security game if b/ = b and define the advantage of a algorithm
A in breaking the pseudo-random function security of a PRF family PRF as AdvErFf{E AA) =
|2-Pr(d) =b) — 1|. We say that PRF is post-quantum prf-secure if for all QPT algorithms
A, /-\dvErFEFA()\) 1s negligible in the security parameter A. We say that PRF is secure if for
all PPT algorithms A, AdvEgEA()\) is negligible in the security parameter \.

HMAC is a dual PRF, which informally refers to a PRF that remains secure if either
the key material or the label carries entropy. HMAC has been shown to be a secure MAC
under the assumption it is a dual PRF [20], and Bellare and Lysyanskaya [17] have given a
generic validation of the dual PRF assumption for HMAC and therefore HKDF.
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We now turn to describe dual-prf security for pseudorandom functions [I7]. On a high-
level, a PRF achieves dual-prf security if the PRF retains its prf security when keyed with
either the k input or the m.

Definition 5 (dual-prf Security). Let PRF be a PRF family. We define a second PRF
family PRFA3 = (PRFJW . 7 x K — O : X\ € N} by setting PRF§“?!(m, k) = PRF(k,m).
We define the advantage of A in breaking the dual-prf security of PRF as Advgl;fllzﬂf()\) =

max{AdvEr;FjA()\), AdvEr;qua|7A()\)}, We say that PRF is post-quantum dual-prf-secure PRF

family if, for all QPT algorithms A, Advgl;fllz'zf()\) is negligible in the security parameter
A, and PRF is dual-prf-secure PRE family if, for all PPT algorithms A, AdvglaaFI:T()\) 18
negligible in the security parameter .

A puncturable pseudo-random function is a special instance of a pseudo-random function
(PRF) (Definition , that facilitates the computation of punctured keys, which prohibits
evaluation on inputs that have been punctured. When used within symmetric authentica-
tion schemes( e.g. MACs), PPRF prevents replay attacks and guarantee forwards secrecy
by rendering expired keys unusable.

We refer to the definition of puncturable pseudo-random functions and its security from

[110], but restrict our attention to PPRFs with deterministic puncturing algorithms as
defined by [13].

Definition 6 (pprf Security). A puncturable pseudorandom function PPRF = (SetUp, Eval, Punc)
s a triple of algorithms with three associated sets; the secret-key space K, the domain X

and the range Y. We describe the algorithm as follows:

~ Setup(1*) i sk : Setup is a probabilistic algorithm that takes as input a security
parameter X and outputs an evaluation key sk € K.

— Eval(sk,x) — y/L : Eval is an evaluation algorithm that accepts as input the secret
key sk and an element x € X and outputs y € Y or, to indicate failure, L.

~ Punc(sk,z) — sk’ : Punc is a deterministic puncturing algorithm that accepts as in-

put the secret key sk and an element x € X, and outputs an updated secret key sk! € K.

PPRF s correct if for every subset x1,...,x, = S C X and all x € X\S, we have that

AN.
Pr |Eval(sko, z) = Eval(sky,, x) : ski:ijg(Ziitlu,ZS f)o7rie[n]; =1
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In order to guarantee the security of our StrongHO construction we require our PPRF
function to be invariant to puncturing. That is to say, the puncturing is "commutative"
and, the order in which one punctures the key does not affect the resulting secret key.

Aviram et al. [12] formally defines invariant puncturing as follows:

Definition 7 (Invariant PPRF). A PPRF is invariant to puncturing if for all keys k € K
and all elements xg,x1 € X, xg # x1 it holds that

Punc(Punc(k, zog)z1) = Punc(Punc(k, z1)x¢)

Our security experiments for PPRF closely follow that of [12], which we have presented
in Figure |2.1].

Expl{EeRe (V)

1: k& Setup(1}),b & {0,1},Q:=0

2. 2+ & ACea(k:) (12) swhere Ogya(k, ) behaves like Eval, but sets
Q:= QU {z}.

3: Yo & Y, y1 := Eval(k,z*), k := Punc(k, z*)

1 b & Ak, )

5: return 1 if b=b"ANa* ¢ Q

6: return 0

Figure 2.1: Adaptive-random PPRF security experiment.

Authenticated Encryption & Authenticated Encryption with Associated Data

Authenticated Encryption (AE) and Authenticated Encryption with Associated Data (AEAD)
are symmetric primitives that aim to provide both confidentiality as well as integrity of mes-
sages exchanged. Bellare and Namprempre [I§| first proposed Authenticated Encryption
which formalized two notions of integrity: integrity of plaintexts (INT-PTXT) formalized
that an adversary is unable to forge a valid ciphertext that decrypts correctly for a pre-
viously unseen message; and integrity of cipherterts (INT-CTXT) formalized that an ad-
versary is unable to forge a valid ciphertext, even if the underlying plaintext has already
been revealed. Rogaway [100] extended this work and introduced Authenticated Encryp-
tion with Associated Data. This work recognized that in real-world applications some data
such as routing information benefit from integrity-protection but should not be encrypted
alongside a payload it is attached to. AEAD provides a mechanism that enables authenti-

cating such data as a whole while providing privacy only for the plaintext attached under



CHAPTER 2. NOTATION AND PRELIMINARIES 19

indistinguishaility of plaintexts ind-cpa security. Briefly, ind-cpa security guarantees that
an attacker cannot distinguish between the ciphertexts of two chosen plaintexts, even after
observing multiple encryptions under the same key.

In this thesis, we have leveraged the security of AE within the design of our StrongHO
construction discussed in Chapter [3] We integrate the privacy and integrity guarantees
provided by AEAD within our PQAG-HO constructions described in Chapter [ We further
utilize the security of AEAD for the analysis of the BPSec protocol presented in Chapter

Definition 8 (Authenticated Encryption). An AE scheme AE is a triple of algorithms
AE = {KGen, Enc, Dec} with an associated keyspace K, nonce N € {0,1}", and message
space M € {0,1}*. These sets all depend on the security parameter \. We denote by
AE.KGen(\) — k a key generation algorithm that takes as input \ and outputs a key k €
K. We denote by AE.Enc(k, N, M) — C the AE encryption algorithm that takes as input a
key k € K, a nonce N, and a message M € M and outputs a ciphertext C' € {0,1}*. We
denote by AE.Dec(k, N,C) the AE decryption algorithm that takes as input a key k € IC,
a nonce N, and a ciphertext C and returns a string M', which is either in the message
space M or a distinguished failure symbol L. Correctness of an AE scheme requires that
AE.Dec(k, N,AE.Enc(k,N,M)) = M for all k, M in the appropriate space.

Definition 9 (AE Security). Let AE be an AE scheme, and A a PPT algorithm with input
A and access to an oracle Enc(.,.,.). This oracle, given input (N, M), outputs Enc(k, N, M)
for a randomly selected key k € K. We say that A forges a ciphertext, if A outputs (N, C)
such that Dec(k, N,C) — M # L and (N, M) was not queried to the oracle. We define the
advantage of a PPT algorithm A in forging a ciphertext as Advag 4(\). We say that an AE
scheme AE is ae-secure if for all PPT algorithms A, AdVag 4()) is negligible in the security

parameter \.

We further provide a fine-grained AE-AUTH security definition which we leverage to

guarantee path privacy within our StrongHO construction.

Definition 10 (AE-AUTH Security). Let AE be an AE scheme, and A a PPT algorithm
with input A and access to an oracle Enc(.). This oracle, given input (N, M), outputs
Enc(k, N, M) for a randomly selected key k € IC. We say that A forges a ciphertext if A
outputs C such that Dec(k,N,C) — M # L and M was not queried to the oracle. We
define the advantage of a PPT algorithm A in forging a ciphertezt as Advﬁgl{"()\). We say
that an AE scheme AE is AE-AUTH secure if for all PPT algorithms A, Advﬁgw()\) is

negligible in the security parameter \.
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Next, we describe an extended and widely adopted variant of authenticated encryption:

authenticated encryption with associated data (AEAD).

Definition 11 (Authenticated Encryption with Associated Data). An AEAD scheme
AEAD is a tuple of algorithms AEAD = {KGen, Enc, Dec} with an associated keyspace K,
nonce N € {0,1}", message space M € {0,1}* and headers H € {0,1}*. These sets all
depend on the security parameter \. We denote by AEAD.KGen(\) — k a key generation al-
gorithm that takes as input \ and outputs a key k € K. We denote by AEAD.Enc(k, N, H, M)
the AEAD encryption algorithm that takes as input a key k € K, a nonce N € N, a header
H € H and a message M € M and outputs a ciphertext C € {0,1}*. We denote by
AEAD.Dec(k, N, H,C) the AEAD decryption algorithm that takes as input a key k € K,
a nonce N € N, a header H € H and a ciphertext C and returns a string M’, which is
either in the message space M or a distinguished failure symbol L. Correctness of an AEAD
scheme requires that AEAD.Dec(k, N, H, (AEAD.Enc(k, N, H,M)) = M for all k, N, H, M

in the appropriate space.

Definition 12 (AEAD Security). Let AEAD be an AEAD scheme, and A a PPT algorithm
with input X and access to an oracle Enc(.,.,.). This oracle, given input (N, H, M), outputs
Enc(k, N, H, M) for a randomly selected key k € K. We say that A forges a ciphertext, if
A outputs (N, H,C) such that Dec(k, N,H,C) — M # L and (N, H, M) was not queried
to the oracle. We define the advantage of a PPT algorithm A in forging a ciphertext as
AdvaAe§,§D7A(A). We say that an AEAD scheme AEAD is aead secure if for all PPT algorithms
A, Adv?@ﬂD’A(A) is negligible in the security parameter \.

Moreover, for the security analysis of the BPSec protocol discussed in Chapter []
we require a more fine-grained definition for AEAD security which differentiates between
AEAD-PRIV and AEAD-AUTH. Accordingly, we provide a suitable definition below, which
closely follows the work of Rogaway and Shrimpton [105].

Definition 13 (AEAD-PRIV SECURITY). Let IT = (K, Enc,Dec) be AEAD-scheme with
length function £. Let $(-,-,-) be an oracle that, upon input returns (N, H, M), returns
a random string of L(|M|) bits. The advantage of adversary A in breaking AEAD PRIV-

security is defined as

AdVREDA() = Pr K & I Aexe) — 1 —pr [ aC) = 1],
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We say an AEAD scheme is AEAD-PRIV secure if there is exists no efficient PPT
adversary A that can distinguish between a real ciphertexts and a uniformly random string

of the same length.

Definition 14 (AEAD-AUTH SECURITY). Let IT = (K, Enc,Dec) be AEAD-scheme, and
let A be an adversary with access to an orcale Encg (-, -,-). We say that A forges (for this key
K and on some particular run) if A outputs (N, H,C) where Dec%H(C) # 1 and A did not
query Enc%H(M) to the encryption oracle. We say that an AEAD scheme AEAD is auth-
secure if for all PPT algorithms A, AdvaA”EtRDyA(/\) is negligible in the security parameter \.

Next we describe the formalism for deterministic authenticated encryption (DAE) and
define its security which closely follow the definitions of Rogaway and Shrimpton [108§]
who introduced this primitive. We leverage the security of DAE for the analysis of the
BPSec protocol in Chapter [d] Specifically, BPSec instantiates with key-wrapped keys and
we analyze the security of this instantiation using DAE to verify the indistinguishability of

the keys used for key wrapping.

Definition 15 (Deterministic Authenticated Encryption). A deterministic authenticated
encryption scheme DAE is a tuple DAE = {K, Enc, Dec} with associated key space K, mes-
sage space M C {0,1}* and headers H C {0,1}**. The key space K is a set of strings or
nfinite strings endowed with a distribution. For a practical scheme there must be a proba-
bilistic algorithm that samples from KC, and we identify this algorithm with the distribution it
induces. We denote by DAE.Enck (H, M) the deterministic DAE encryption algorithm that
takes as input a key K € K, a header H € ‘H and a message M € M and outputs either a
ciphertext C € {0,1}* or a distinguished failure symbol L. We denote by DAE.Deck (H,C')
the deterministic DAE decryption algorithm that takes as input a key K € K, a header
H € H and a ciphertext C and returns a string M', which is either in the message space
M or a distinguished failure symbol L. We assume that M € M = {0,1}M| C M. The
ciphertext space is C = {DAE.Encx(H,M) : K € K,H € H,M € M}. Correctness of an
DAE scheme requires that DAE.Deck (H, (DAE.Encx (H,M)) = M for all K,H, M in the

appropriate space.

We note that in our construction presented in Figures [£.11] and [£.13] we have
adopted the notation KW.Enc and KW.Dec instead of DAE.Enc and DAE.Dec, respectively,
as defined above. We wanted our notation to adhere to the vocabulary of the BPSec
Default Security Context [29] and thus WLOG we substituted DAE with KW within our
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construction. Next, we describe the security of DAE schemes. On a high level, DAE-
security ensures ind-cpa confidentiality of the underlying plaintext and authenticity of the
ciphertexts. We leverage the security of DAE to prove that there exists no such adversary
that can forge a DAE ciphertext without being detected. We provide this in Definition [16]

Definition 16 (DAE Security). Let DAE = {K, Enc,Dec} be a DAE scheme with header
space H, message space M, and expansion function e. The advantage of adversary A in

breaking dae-security is defined as
Adv%vaA()\) = Pr|K & K. ABrer () Deck () — 1} —Pr [A$("')’J‘("') = 1.

Upon query H € H, M € M, A’s random oracle $(.,.) returns a random string of length
|M|+ e(H,M). The L(.,.) oracle returns L on every input. We assume that A does not
ask (H,C) of its right oracle if some previous left oracle query (H, M) returned C; does not
ask (H, M) of its left oracle if some previous right-oracle query (H,C') returned M ; does

not ask left queries outside of H x M ; and does not repeat a query.

2.2.5 Asymmetric Cryptographic

Asymmetric cryptography relies on the use of distinct public and private key pair, operating
under the assumption that the private key cannot be feasibly derived from the corresponding

public key.

Digital Signature Schemes

Digital signature schemes enable a party with a publicly available public key to sign mes-
sages using the corresponding private key. These signed messages may then be verified by
others with the corresponding public-key, and confirm that the signed message was sent by
the private key’s owner. We integrate the authentication guarantees provided by digital sig-
natures, that bind signed messages to unique owners, within our StrongHO and PQAG-SIG

constructions presented in Chapters [3 and [6] respectively.

Definition 17 (Digital Signature Schemes). A digital signature (SIG) scheme is a tuple of
algorithms SIG = {KGen, Sign, Vfy} where:

~ KGen % (pk, sk) is a probabilistic key generation algorithm taking input a security

parameter X and returning a public key pk and a secret key sk.
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— Sign(sk, m) i o 15 a probabilistic algorithm that takes as input a secret key sk and
an arbitrary message m from the message space M and returns a signature o.
- Vfy(pk,m,o) — {0,1} is a deterministic algorithm that takes as input a public key

pk, an message m and a signature o and returns bit b € {0, 1}.

We require correctness of a digital signature scheme SIG. Specifically, for all (pk, sk) &
SIG.KGen, we have SIG.Vfy(pk, m,SIG.Sign(sk,m)) = 1.

We describe the security of digital signatures against both classical and post-quantum
adversaries, capturing the existential and strong unforgeability under chosen message at-
tack.

Definition 18 (Classical sufcma Security of Digital Signature Schemes). Let SIG =
{KGen, Sign, Vfy} be a classical digital signature scheme. Security is formulated via the

following game that is played between a challenger C and PPT algorithm A:

1. The challenger samples pk, sk ﬁ K

2. The adversary may adaptively query the challenger; for each query value m; the chal-
lenger responds with o; = Sign(sk,m;)

3. The adversary outputs a pair of wvalues (m*,0*) such that (m*,c*) ¢

{(mo, 00), Ce (mi, Uz)}

The adversary A wins the game if Vfy(pk,m*,0*) = 1, producing a signature forgery. We
define the advantage of A in breaking the existential unforgeability property of a digital

signature scheme SIG under chosen-message attack to be:
AVEIETR (A) = Pr (Vfy (pk, m*, 0%) = 1)

We say that classical SIG scheme is sufcma-secure if, for all PPT algorithms A, Advsélfg;c’”f()\)

1s negligible in the security parameter .

Definition 19 (Post-quantum sufcma Security of Digital Signature Schemes). Let SIG =
{KGen, Sign, Vfy} be a post-quantum digital signature scheme. Security is formulated via
the following game that is played between a challenger C and QPT algorithm A:

1. The challenger samples pk, sk Ex
2. The adversary may adaptively query the challenger; for each query value m; the chal-

lenger responds with o; = Sign(sk,m;)
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3. The adversary outputs a pair of walues (m*,0*) such that (m*,o*) ¢
{(mo,00), ... (M4, 03)}

The adversary A wins the game if Vfy(pk,m*,0*) = 1, producing a signature forgery. We
define the advantage of A in breaking the existential unforgeability property of a digital

signature scheme SIG under chosen-message attack to be:
AdVEIET (A) = Pr (Vfy (pk,m*,0%) = 1)

We say that post-quantum SIG scheme is sufcma-secure if, for all QPT algorithms A,
Adv%‘l‘gﬂa()\) is negligible in the security parameter X.

Key Encapsulation Mechanism

Key encapsulation mechanisms (or KEMs) is a cryptographic primitive that enables one
party in possession of another party’s public key to securely transport a secret key to the
second party. Coretti et al. [45] describes KEMs as a key-exchange protocol that only
transmits a single message which integrates symmetric encryption to achieve public-key
encryption of messages of arbitrary length. Given the ubiquity of KEMs within the post-
quantum paradigm as well as their adaptability to model classical key exchange primitives,
key encapsulation mechanisms have been integrated as a building block across multiple
constructions discussed in this thesis. They act as a key component of our StrongHO
construction presented in Chapter [3] as well as within our quantum-secure hybrid protocol

schemes discussed in Chapters [6] and [7]

Definition 20 (Key Encapsulation Mechanism). A key encapsulation mechanism (KEM)
is a triple of algorithms KEM = {KGen, Encaps, Decaps} with an associated keyspace K. We

describe the algorithms below:

- KGen\ i (pk, sk) : KGen is a probabilistic algorithm that takes as input the security
parameter X and returns a public/secret key pair (pk, sk).

— Encaps(pk) A (¢, k) : Encaps is a probabilistic algorithm that takes as input a public
key pk and outputs a ciphertext ¢ as well as a key k € K.

— Decaps(sk, c) — (k) : Decaps is a deterministic algorithm that takes as input a secret
key sk and a ciphertext ¢ and outputs a key k € K, or a failure symbol L.

KEM is correct if for all (pk,sk) such that KGen(\) 3 (pk, sk), and (c,k) such that
Encaps(pk) 3, (¢, k), it holds that Decaps(sk,c) = k.
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We define KEMs and their ind-cpa security against both classical and post-quantum

algorithms as follows.

Definition 21 (Classical ind-cpa Security of KEMs). Let KEM = {KGen, Encaps, Decaps}
be a classical KEM. We define the ind-cpa security of a key encapsulation mechanism in the

following game played between a challenger C and PPT adversary A.

1. C generates a public-key pair KGen(\) LA (pk, sk)

2. C generates a ciphertext and key Encaps(pk) LA (¢, ko)

3. C samples a key k1 & K and a bit b uniformly at random.
4. A is given (pk,c, ky) and outputs a guess bit V/

We say that A wins the ind-cpa security game if ¥’ = b and define the advantage of an
algorithm A in breaking the ind-cpa security of a key encapsulation mechanism KEM as
Adv}?éﬁj()\) =|2- Pr(b’. =0b) — 1|. We say that a classical KEM is ind-cpa-secure if for all
PPT algorithms A, Adv','gg',\‘;lpj‘()\) 1s negligible in the security parameter A.

Definition 22 (Post-quantum ind-cpa Security of KEMs). Let KEM = {KGen, Encaps, Decaps}
be a post-quantum KEM. We define the ind-cpa security of a key encapsulation mechanism

in the following game played between a challenger C and QPT adversary A.

1. C generates a public-key pair KGen(\) kA (pk, sk)

2. C generates a ciphertext and key Encaps(pk) 3 (¢, ko)

3. C samples a key k1 i K and a bit b uniformly at random.
4. A is given (pk,c, ky) and outputs a guess bit t/

We say that A wins the ind-cpa security game if ¥ = b and define the advantage of an
algorithm A in breaking the ind-cpa security of a key encapsulation mechanism KEM as
Advlr('g',\jl'j(/\) =2-Pr(t) = _b) —1|. We say that a post-quantum KEM ind-cpa-secure if for
all QPT algorithms A, AdvEE’,&i(A) 1s negligible in the security parameter \.

Now we strengthen our assumptions by defining ind-cca security for KEMs. Compared to
an ind-cpa attacker, an ind-cca adversary can encrypt messages of their choosing as well as
access decryptions/decapsulations of ciphertexts of their choosing even after the challenge
has been received. A special variant of ind-cca is ind-1cca in which the adversary is allowed

to make only one decryption/decapsulation query.
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Definition 23 (ind-cca Security of KEMs). A key encapsulation mechanism (KEM) is
a triple of algorithms KEM = {KGen, Encaps, Decaps} with an associated keyspace K, as
described above.

We define the ind-cca security of a key encapsulation mechanism in the following game

played between a challenger C and an adversary A.

C generates a public-key pair KGen(\) 3 (pk, sk)

C generates a ciphertext and key Encaps(pk) 3 (¢, ko)

C samples a key ky & KC and a bit b uniformly at random.
A is given (pk,c, kp)

SR e

The adversary may adaptively query the challenger; for each query value ctxt; the
challenger responds with k; = Decaps(sk, ctxt;)
6. The adversary outputs a guess bit b’

We say that A wins the ind-cca security game if b = b and define the advantage of an
algorithm A in breaking the ind-cca security of a key encapsulation mechanism KEM as
Adv}?‘é]&fi(/\) = |2-Pr(t/ = b)—1|. We say that a post-quantum KEM is ind-cca-secure if for
all QPT algorithms A, Advi?g',\jfi‘()\) 1s negligible in the security parameter \. We say that
a classical KEM is ind-cca-secure if for all PPT algorithms A, Advk“é]ﬁfj()\) is negligible in

the security parameter \.

Public Key Encryption

Public key encryption facilitates secure communication without the need to agree on a
shared secret beforehand. Public key encryption is an asymmetric primitive that leverages
two distinct keys: sender encrypts the message with receiver’s public key and the receiver
decrypts the ciphertext with the corresponding private key. Public keys are typically tied
to the identity of the corresponding owner and can be shared over an insecure channel.

Private keys are maintained secretly and is only known to their owner.

Definition 24 (Public Key Encryption). A public key encryption (PKE) scheme is a tuple
of algorithms PKE = {KGen, Enc, Dec} where:

~ KGen(1?) 3 (pk, sk) is a probabilistic key generation algorithm taking input a security
parameter \ and returning o public key pk and a secret key sk.
— Enc(pk, m) E) c is a probabilistic algorithm that takes as input a public key pk and an

arbitrary message m from the message space M and returns a ciphertext c.
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— Dec(sk,c) — m is a deterministic algorithm that takes as input a secret key sk and a

ciphertext ¢ and returns a message m.

We require correctness of a PKE scheme. Specifically, for all (pk, sk) & PKE.KGen, we
have PKE.Dec(sk, PKE.Enc(pk, m)) = m.

Our StrongHO protocol presented in Chapter [3] integrates public key encryption as
a building block in its design. We rely on the key indistinguishability notion of a PKE
scheme (ikcca) for the security of our StrongHO construction, particularly with regards to
guaranteeing the notion of path privacy. Informally, the ikcca-security of a PKE scheme
guarantees that an adversary A cannot distinguish whether a ciphertext ¢ was encrypted
using a real public key pk or a uniformly random public key i)\l; even after adaptively

querying a PKE decryption oracle.

Definition 25 (Key Indistinguishability of PKE). Let PKE = {KGen, Enc, Dec} be a PKE
scheme. The experiment Advi,é‘ﬁcaA()\) for indistinguishability of keys under chosen cipher-
text attack security is formulated via the following game that is played between a challenger

C and an algorithm A:

1. The challenger samples (pko, sko) & KGen(1*), (pk1, sk1) & (1Y) and submits (pko, pk1)
to the adversary.

2. The adversary may adaptively query the challenger; for each query value (c¢;,d) the
challenger responds with m; = Dec(skq, ¢;).

3. The adversary outputs a value x; the challenger samples a bit b i {0,1} and returns
& Enc(pky, ).

4. The adversary may adaptively query the challenger; for each query value (¢;,d) if ¢; =
c* the challenger responds with L, else the challenger responds with m; = Dec(skq, ¢;).

5. The adversary eventually terminates and outputs b'.

The adversary A wins the game if ¥’ = b. We define the advantage of A in breaking the key
indistinguishability property of a public key encryption scheme PKE under chosen-ciphertext
attack to be:

AdVER A(N) = [ Pr (1 = 1) — 1|

We say that PKE is ikcca-secure if, for all PPT algorithms A, Advi,-fﬁcaA()\) is negligible in

the security parameter \.
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Chapter 3

Secure Handover Protocols

We begin this chapter by establishing the uniqueness of handovers through investigating
existing literature on secure handover schemes and the security properties they claim to
deliver. We then introduce a universal formalized framework that captures HO schemes as
a unique primitive. We further introduce the notion of path privacy and construct security
experiments that capture distinct security properties for HOs, thus setting it apart from
other similar primitives such as key exchanges. We also construct a generic strong HO
scheme that achieves our defined path privacy property alongside other security goals. We
further provide a formal analysis of security for our strong construction within the HO
framework. Additionally, we investigate the universal applicability of our formalization by

illustrating its ability to model various existing HO constructions.

3.1 Introduction

The topic of securely handling communication sessions during their transition between zones
has garnered much attention recently, notably owing to the prevalence of 5G communication
within current mobile networks. Currently, the 3GPP/5G handover protocol [97] remains
the sole widespread implementation of a secure handover protocol. Briefly, a 5G handover
involves the transfer of an existing connection from one node (or base station within the 5G
architecture) to another as a result of user devices moving between different zones or their
current zone becoming unavailable due to other simultaneous connections [97]. To elaborate,
the transfer of an existing communication here refers to the process of seamlessly moving

an active communication session from one network node (or base station) to another. This
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process ensures uninterrupted service as the device transitions between different coverage
areas, known as zones or cells, within the 5G network architecture.

However, there exists another example of an (insecure) handover scheme that is com-
monly adopted across the globe: Controller-Pilot Data Link Communications (CPDLC) is a
protocol that facilitates communication between the Air Traffic Control (ATC) stations and
aircrafts over a digital datalink medium. As an aircraft travels from one geographic location
to another, CPDLC facilitates for an automatic transference of its current communication
session from one ATC station (or ground station) to another, eliminating the requirement
to re-establish a new session every time an aircraft enters a subsequent geographic zone
[65].

Despite numerous proposals for innovative handover schemes [76], there exists no formal
framework defining handovers as a distinct primitive with unique functional requirements
and security properties. Most literature on handover schemes is modeled after the 5G
protocol [97, [94], with little discussion on systematically defining the functional goals of
a handover or distinguishing handover schemes from other primitives like key exchange

protocols.

3.1.1 Security of Handovers

Both 5G handover and CPDLC face vulnerabilities to various proposed attacks. Gupta
et al. [60] highlight a de-synchronisation attack on the 5G handover protocol using a
rogue base station to disrupt communication and enable denial-of-service attacks. Basin
et al. [15] analyze the 5G-AKA protocol, which the 5G handover extends, finding that it
allows attackers to impersonate base stations and exploit vulnerabilities to make another
user responsible for service usage charges. They also note that the 5G-AKA protocol only
protects user privacy from passive attackers. In their comprehensive analysis of the 5G
handover, Peltonen et al. [97] identify risks in transmitting session and intermediate keying
parameters over a secure interface, which, if compromised, jeopardizes 5G handover security.
They further observe that any compromise to these keys at any stage will compromise all
future key derivations.

Unsurprisingly, CPDLC does not provide any security guarantees, since all communica-
tions are carried out over unencrypted and unauthenticated channels. Smailes et al. [115]
explore practical attacks against CPDLC, focusing on impersonating ATC stations to air-

crafts. They successfully hijack a session between an aircraft and a legitimate ATC station
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during the handover phase. In their attack they trigger a false handover to a new ATC
station by injecting messages into an existing CPDLC session. Their attacks may have
catastrophic consequences, as CPDLC messages contain critical instructions as declaring
emergencies, changing altitudes or changing speeds of an aircraft, which Smailes et al. [115]
show can easily be hijacked and tampered with by an unsophisticated attacker. They high-
light the practicality of these attack by launching them as an attacker stationed hundreds

of kilometers away from their targets.

3.1.2 Secure Handovers, a Unique Primitive

While 5G handover achieves some security properties, we note that the attacks discussed
here illustrate that these current handover deployments lack a cohesive security framework,
and that some attacks exploit distinct functionalities of handovers. For instance, consider
the CPDLC attack that triggers a false handover, or the ability to hijack sessions during
the handover phases. Modeling handover schemes using existing frameworks such as key
exchange constructions is insufficient to address these types of attacks, as key exchanges are
not inherently designed to secure the transition of existing sessions between participating
entities. Formalizing distinct notions of security for handover schemes clarifies security
guarantees necessary during a handover phase of a protocol, preventing the possibility of
attacks as demonstrated in [I15]. We emphasize that previous work that model handovers as
a variation of the key exchange primitive [0 53] do not appropriately capture the intricacies
of handovers.

We generically define a handover scheme HO as a cryptographic protocol executed be-
tween three parties: a user U, a source S, and a target T. U is mobile, traveling between
different zones and communicating with the station in that zone, much like a mobile phone
travels between different base stations when their owner walks down the street. Handover
schemes concern U’s transition between these zones: specifically, we assume that U has pre-
viously communicated with the current station in their zone (which we denote the source
S), and wishes to continue their current communication session in the proceeding zone with
the new station, target T. A handover scheme allows S to communicate and authenticate
sufficient information to T, allowing U to continue their communication session with T with-
out re-executing a full handshake between U and T - usually by establishing some shared

secret key between the two.
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3.1.3 Key Exchange vs Handover

Initially, it seems as though U and T could simply execute a key exchange protocol to
authenticate each other and establish a shared secret key. Indeed, often these two primitives
are discussed in an interchangeable manner, but this obscures the distinction between the
two. A three-party key exchange protocol would require all parties to establish shared
secret keys to achieve key indistinguishability for a given session. This is clearly different
from HO, where S does not need to know the fresh secret established between U and T, and
indeed S should not be able to compute this.

Additionally, a three-party key exchange protocol typically has symmetrical authenti-
cation relationships: each party is likely to authenticate to each other in a similar fashion.
Conversely, within HO, there exists an asymmetry to the pre-established trust relation-
ships. For example, neighboring stations are likely to know each other’s public keys, but T
is unlikely to know U’s public keys. Additionally, S and U are likely to share pre-established
symmetric keys due to some previous handover. Thus, the S node acts as a proxy of trust
to independently authenticate U to T to transition its current communication session with
U to T, in a manner that ensures the continuity of the original session.

The pre-establishment of keys, the asymmetric trust relationships and the continuity-
preserving transition of communication collectively sets HO apart from key exchange pro-
tocols as a unique primitive. The widely-adopted 5G handover protocol [97] exemplifies all
these characteristics that we have identified as unique to HO. Thus, we endeavor to address
this gap and systemically treat HO, formalizing it as a distinct primitive and capture its

security.

3.1.4 Path Privacy

Multiple instances of subscriber privacy violations and data breaches by cellular network
operators have drawn significant attention in recent years. For example, the FCC recently
fined AT&T, Sprint, T-Mobile, and Verizon millions of dollars for unlawfully sharing users’
geolocation data with third parties, including prisons and bounty hunters, within their
commercial programs [57, [46]. In one case, a bounty hunter hired by Motherboard [46]
successfully tracked their target to a specific neighborhood in Queens, New York, just
blocks away from their actual location.

Contrarily, in the case of commercial aircrafts their travel plans are often public infor-

mation and is freely available often days in advance. However, with regards to stakeholders
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in the military, government organizations or private businesses, there is a greater need for
location privacy compared to their commercial counterparts. For instance, it may be re-
quired to keep the movement and communications of a certain business stakeholder flight
private due to its potential impact on stock prices (e.g. mergers, acquisitions etc.) [85].
Stakeholders wishing to keep their flight movements and communication private may re-
quest to “block” their data from appearing on publicly available flight data websites (e.g.
flightaware, flightradar24). However, due to the use of open and unencrypted channels for
avionic communication it may yield these attempts at privacy futile [I16] revealing sensitive
information such as location data. In fact, the work of Strohmeier et al. [I19] successfully
maps the trajectory of a military aircraft that had blocked their data from appearing on
public websites, but was still using using unencrypted communication channels. As such,
we identify that some settings will require the network to conceal the migration trajectory
of U as they move from one location to another. Particularly, since HOs are often used in
a geographical context, HOs that do not conceal a user’s footprint between nodes can leak
information about a user’s physical location.

Works that analyze the 5G handover protocol [53] [6] often capture anonymity against
an external attacker, but do not consider the insider threat posed by various administrative
nodes. Indeed, only anonymizing the identity of U from serving nodes (S or T) is insufficient
to obfuscate their trajectory, since U’s journey can still be linked to their anonymized
identifier. Failing to achieve path privacy may also result in an elevated risk for stalking
attacks. The use of affordable and commercially-off-the-shelf IoT devices has been gaining
popularity as an accessible mechanism for stalking, as substantiated by the recent surge
of stalking attacks using Apple airtags [92]. HOs that leak path information may further
enable these attacks, and so we identify path privacy as a desired security notion to address
this threat. To the best of our knowledge, there does not currently exist work that formally
capture this security notion within the context of HO schemes, which we accomplish in our
framework. We introduce path privacy, which leverages our formalized secure handovers
primitive to provide a simpler and practical framework to introduce privacy guarantees into

existing infrastructure with formal proofs verifying its security guarantees.

3.1.5 Formal Security Notions for Handovers

From our study of existing literature, we have identified several shared security goals that

are deemed as desirable within secure HO schemes. Predominantly, the need for key in-
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distinguishability for derived session keys between U and T and a necessity to maintain
user anonymity as one moves between different networks have been identified as funda-
mental security requirements across multiple independent bodies of work [6, 53]. We im-
plicitly capture mutual authentication as a core security property, to eliminate the threat
of session-hijacking attacks against HO [115]. In Section we propose a generic strong
HO scheme StrongHO that achieves all our formalized security goals, demonstrating how to
realize strong notions of security in a HO setting. This must not be interpreted as a drop-in
replacement for CPDLC or 5G, but a generic construction that achieves the strongest vari-
ants of security that can be downgraded as necessary for the setting. In our construction
in Figure we focus on the optimal strongest level of security achievable within a HO
construction, capturing notions of forward-secrecy, mutual authentication, user unlinkability

and path privacy.

3.1.6 Related Work

The literature on secure handover schemes (HO) is saturated with self-identified handover
schemes covering a wide range of contexts. While a significant percentage of studied HO
schemes focus on 5G mobile communication [127, 95, 64, 53, 133, 40, 61, 6], handover
schemes have also been proposed for cloud computing architectures [I31], aviation [87, [72],
urban air mobility (UAM) networks [76] and VANETs [117].

Broadly speaking, all works share structural similarities in their HO protocol construc-
tions, and conform to a similar fundamental architecture. All works describe the setting
where a user U leverages an authentication mechanism to establish some token or secret with
another party (denoted the source S) node prior to the HO execution. The actual process
of a handover requires S node acting as an intermediary to transition the responsibility of
secure communication to the U node from itself to a tertiary party whom we call the target
T node. This transition of communication from the S node to the T node is expected to
be done in a seamless and efficient manner that preserves the continuity of communication

while ensuring low computational overhead and latency.

Security Properties for Handovers

With respect to security properties, mutual authentication has been considered as an es-
sential security property in all of the studied work. Within the three-party architecture of

a HO construction— between a user U, a source S and a target T— mutual authentication
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is often achieved in an asymmetric manner. For instance, often a source S independently
authenticates with U and T and act as an intermediary that negotiates the secure transition
of communication. Moreover, efficient revocation of users, anonymity, unlinkability and
perfect forward secrecy have further been listed as desirable security properties in many of
the studied works. The desirability of such properties as anonymity and unlinkability can
be attributed to maintaining user privacy while forward secrecy ensures the confidentiality
of past communications even after a current session key has been compromised. We list
all the works studied in Table describing claimed security properties and the status of

their formal security analysis.

Provable Security for Secure Handovers

While a diverse selection of methodologies have been utilized to analyze the security of se-
cure handover protocols, some work that introduces novel handover schemes do not formally
analyze the protocols at all [I31]. Indeed, while most works surveyed claim anonymity and
unlinkability, only the works of [6] and [53] provide formal proofs to verify these security no-
tions. However, their work is exclusively modeled after the 5G-HO protocol [97] and they do
not capture the notion of path privacy. Furthermore, they model their handover protocols
as key exchange schemes, thus failing to capture the uniqueness of HO as a primitive.
Peltonen et al. [97] formally analyze the security of the 5G-HO scheme in the symbolic
model, using the verification tool Tamarin. Miller et al. [91] extend [97] to model honest-
but-curious base stations who may collude to compromise the forward secrecy guarantees
of 5G-HO. Blazy et al. [30] introduce a general framework for quantifying and comparing
post-compromise security (PCS), and apply it to model the healing speed of sequential
compositions of 5G-HO after a compromise. They observe that, depending on the specific
5G-HO sequence, PCS may take multiple hops to recover— or may not recover at all—
without protocol modifications. Alnashwan et al. [6] and Fan et al. [53] propose security
improvements for the standard 5G-HO protocol and analyze the security of their proposed
schemes in the computational model. Norrman [94] models 5G-HO as a secure anycast
channel [96] and comes closest to our work presented in this chapter, but is strongly tied
to 5G-HO specifically, with assumptions of pre-existing secure-channels for communication
and and a central orchestrator entities for service provision. The model of Norrman [94]
cannot be easily adapted to model such constructions as HO schemes for aviation [65] [87]

that do not rely on centralized entities for handover facilitation. Moreover, their work does
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Propertics PFS - KOI\" ... | Unlinkability M‘”“f"“ . Anonymity Sgltrm Ta‘rgot

Work Indistinguishability Authentication Privacy | Privacy
Son et al. [II7] | @[AVISPA] | @|CP| o ®[BAN/AVISPA] | O o o
Wang et al. [127] | @[Scyther] O O ®|BAN/Scyther| | O @) O
Nyangaresi et al. [95] | O @) O O|BAN] @) @) O
Huang and Qian [64] | O O O O|[BAN]| @) O O
Fan et al. [3] | @[CP] o[CP] o[CP] o[CP] o[CP] o o
Alnashwan et al. [6] | @[CP] ®[CP] ®[CP] ®[CP] ©®[CP] @) O
Zhang et al. [133] | @AVISPA| | @[AVISPA] o ®[BAN/AVISPA| | O o o
Cao et al. [40] | @[Scyther] @®(Scyther] O ®[BAN/Scyther] | O @) )
Yang et al. [I31] | O O O O O O O
Gupta et al. [61] | ®[CP/AVISPA] | @[CP/AVISPA] | O ®[CP/AVISPA] | O o o
Kwon et al. [7] | ®[AVISPA] | @|ROR] o ®[BAN/AVISPA] | O o o
Maurer et al. [87] | @[Tamarin] O O @®[Tamarin| O O O
Khan et al. [T2] | O O O @) o O )

Our StrongHO | @[CP] ®|CP| ®|CP] ®|CP| ®|CP| o[CP| | ®[CP|

Table 3.1: Comparison of some proposed handover schemes and their security properties. @ Formal security
proofs, O No formal security proofs, CP - Computational Proofs.

not capture user unlinkability and path privacy properties and instead focuses solely on
confidentiality and integrity of data transmissions.

A significant number of examined works applies BAN-logic [37] to prove the properties
of mutual authentication and key agreement in their proposed schemes. However, the suit-
ability of BAN-logic as a framework to analyze the security of protocols has been contested
and the works of Nessett [93], Lowe [79], and Boyd and Mao [32] capture serious security
flaws in protocols proven secure under the BAN-logic. As such, in our study we consider
work that solely analyze the security of their proposed schemes with BAN-logic as insuffi-
cient, and have categorized them as work providing no formal security proofs in Table
Conversely, the works of Cao et al. [40], Son et al. [I17], Wang et al. [127], Zhang et al. [133]
and Kwon et al. [76] combine BAN-logic with formal proofs obtained through automated
security protocol verification tools, thus providing stronger security guarantees.

In this section we have critiqued the various security proofs presented in existing litera-
ture to formally verify the purported security of their respective HO schemes. We highlight
that our StrongHO protocol described in Section is the first to achieve all properties si-

multaneously. Next, we direct our attention to formalizing handovers as a unique primitive
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and defining and capturing desirable secure properties for such handover shcemes.

3.2 Formalizing Secure Handovers

In this section we formalise our notion of secure handover protocols, explaining the expected
functionality, phases and outputs. We follow by detailing the security goals that secure
handover schemes can achieve. We give a brief explanation of each goal, and then describe

the security model that captures each goal.

3.2.1 Handover Syntax

We consider a protocol that is executed between three parties: a user U, a source S and
a target T. U has, in some previous interaction, established some shared secret state with
S, and now wishes to leverage S’s connection with T to establish some new authenticated
shared state (potentially secret) with T. The reasoning behind the decision to limit our
formalization to three parties is as follows; for a HO to occur U must at least transition
from one S to one T; ours is a flexible approach capable of integrating any additional parties
in existing HO-specific protocols, e.g. core network in 5G-HO can easily be abstracted into
our S or T roles depending on whether they have an existing session with U or not; and
our approach simplifies and generalizes parties participating in HO protocols. In general, a

handover protocol HO has four distinct phases:

- A setup phase, where the protocol participants generate long-term secrets (e.g. digital
signature key pairs); U and S generate some shared secret state and agree on some
additional data ad that needs to be advocated to T (abstractly capturing an initial
key exchange, or a previous handover);

- A preparation phase, where U and S interact to generate some material that allows
S to authenticate information that will be used by the user to communicate to T.
This preparation phase allows for the handover protocol to achieve source or target
privacy;

- A support phase, where S and T interact and transfer the previous material; if a
protocol construction aims to achieve path privacy this phase will be precluded;

- A contact phase, where U and T directly interact and execute a handover protocol

together, authenticate each other and establish some shared secret state.
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Thus, a handover protocol HO consists of a tuple of algorithms HO = {Gen, SGen,Setup,
Prep, Supp, Cont}:

- Gen(1") E> (pk, sk, pid) : Gen is a probabilistic algorithm independently run by all
parties that takes a security parameter A and outputs the long-term public key pair
(pk, sk) and (potentially) identifiers of user (id), source (spid), and target (tpid).
This algorithm broadly captures long-term key generation.

- SGen(1%) LA (bk,id) : SGen is a probabilistic algorithm run by U and S, which takes as
input a secret parameter A and outputs a (bootstrap) secret key bk and (potentially)
identifiers of the user (id), source (spid), and target (¢pid). SGen abstractly captures
a user U that executes an authentication mechanism to establish some token or secret
with another party (denoted the source S) prior to the HO execution.

- Setup(id;, id;, bk, sk, pkj, p) 3 (st) : Setup is a probabilistic algorithm run by all
parties, which accepts as input the identifiers of the communicating parties of the
current session (id;, id;), a shared secret key bk, (potentially) some long-term secret
key of the executing party sk; (where i € {U,S,T}), (potentially) long-term public
key of the communicating party pk; (where j € {U,8,T}) and the role p of the
executing party and outputs an initial state st at the start of a HO transaction.
Setup captures session management per protocol execution by explicitly generating
the states maintained by parties.

- Prep(st, pkr,m) A (st’,m) : is a probabilistic interactive algorithm run by U and S,
which takes as input the secret state st, potentially the long-term public key of T pkr,
and (potentially) some input message m, and outputs updated state st’ and (poten-
tially) some output message m. This algorithm enables the realization of path privacy
by allowing U to act as an intermediary that facilitates the mutual authentication of
S and T.

- Supp(st’, pk;, pky, m) 3 (st,m’) : is a probabilistic interactive algorithm run by S
and T, which takes as input the state st, (potentially) the long-term public key of
the communicating party pk; (where j € {S,T}), the long-term public key of U pky,
and (potentially) some input message m, and outputs the updated state st’ and
(potentially) some output message m. Once Supp is completed the S node deletes all
state data (st’,m) pertaining to that session.

- Cont(st, pk;, pks, m) A (st’,m’) : is a probabilistic interactive algorithm run by U
and T, which takes as input the secret state st, the long-term public key of the
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communicating party pk; (where j € {U,T}), the long-term public key of S pks,
and (potentially) some input message m, and outputs some updated state st’ and

(potentially) some output message m.

We give an execution of this process in Figure[3.1] We note that all secure HO constructions
perform some Setup and at minimum need to execute either Prep+Supp or Prep+Cont.
The modular nature of our proposed framework provides a high level of flexibility that
can be easily adapted to the specific requirements of any handover design. Apart from the
initial Setup phase which abstracts away the prerequisites required for a HO execution, all
other phases in our formalization can be added or subtracted according to the demands
of the specific design. For instance, in our strong StrongHO scheme proposed in Section
we forgo the Supp phase in order to capture the property of path privacy in our con-
struction. The proposed secure LDACS-HO [87] does not include a Contact phase since S
acts as an intermediary throughout, forwarding messages between U and T and no direct
communication takes place between U and T until the HO is completed. Our framework
therefore provides a highly customizable and flexible structure that formalizes aspects of
network limitations as seen with LDACS [87|, while also encouraging the integration of
stronger security notions as in our StrongHO construction discussion in Section . In
Figure [3.2] we illustrate the flexibility of our framework by mapping the existing 5G [97]
and CPDLC HO [II5] protocols and the proposed LDACS-HO [87] to our construction.
Our mapping in Figure highlights that, regardless of their specific design, any secure

handover scheme can be modeled within our framework.

. A 8 . ol D

Gen(1%) % (phy, sk, pid) Gen(1%) = (pks, sks, pid) Gen(1%) % (phr, sk, pic)
SGen(1%) = (bk, id) SGen(1%) = (bk,id) .
Setup(id;, id;, bk, ki, pk;, U) > (st) Setup(id;, id;, bk, skj, pki, S) = (st) Setup(idi, L,T) % (st)
Preparation Prep ,
(st',m) (st',m)
S t Su

Hppor [delete(st’, m)] PP (st',m)
Contact Cont
(st',m) (st',m)

Figure 3.1: An expected execution of a secure HO protocol.
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Setup
‘ Setup(Gen(1%), SGen(1%)) 3 ot
‘ Setup(Gen(1%), SGen(1")) 5 st
‘ Setup(Gen(1%)) 3 st
Preparation

mg.Fin
o Red
my.Resp Fwd
Key Compute ms.Exit
m,.T Info
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Support

Message Process

mj.Req  Fwd

‘Key Compute+Param Gen‘

m3.Resp
mg.Ack

m1.SessionFwd
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Contact m,.T_Contact

mg.Conn_ Conf

Figure 3.2: Mapping existing HO schemes to our framework.

| 5G-HO || LDACS-HO || CPDLC-HO |
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3.2.2 Key Indistinguishability

The majority of secure handover schemes, such as those used by the 5G handover protocol,
use secure handover as a mechanism for deriving a shared secret key between the user U
and the target T by interacting with the source S. This shared secret key can then be used
in an arbitrary symmetric key protocol, such as a secure channel protocol, to achieve some
secondary goal between the user and target (usually authenticated and confidential com-
munications). Thus, to aid in composability and generalization of our approach, we define
key indistinguishability of session keys established between U and T as the primary goal of
secure handover schemes. Since our formalism also produces handover keys, established
between U and T for future use, our key indistinguishability notion should also cover the
security of these handover keys.

Key indistinguishability of secure handover schemes is captured as a game played be-
tween a challenger C and an adversary 4. C simulates each user executing a protocol
instance, and A gets to interact with each user. A’s goal is to break key indistinguisha-
bility: when a fresh protocol instance has accepted, A may Test the instance and is given
either the real session and handover keys derived in the protocol execution, or random keys
sampled uniformly at random from the key distribution space. A’s goal is to determine

which keys they have been given and we formalize this goal in Figure [3.3]

Execution Environment

Here we describe the per-session variables maintained by each session instance. Next, we
give the explicit definition of security and state A’s advantage in winning this game.

Each session 7} maintains the following set of per-session variables:

p € {U,8,T} : The role of the party in the current session.

— 1€ {l,....,np}: Index of the session owner.

— se€{l,...,ng}: Current session index.

— Tp,Ts,Te: Session transcripts of the Prep, Supp and Cont algorithms respectively,
initialised by L.

— « € {prep, supp, hand, accept,reject, L }: The current status of the session, initial-
ized with L.

— k € {{0,1}*, L}: Session key to be used in some following symmetric key protocol,

or L if no session key has yet been computed.
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EXPSIS'\,I,?:IT"()\) Create(i, p, 7,4, s,t)
- 5 1: if s = L then
1 b+ {0,1} 2: S < ctr;
2: tested « (L, 1) 3. T p
3: for i =1 to np do 4 78Ok, T bk, k< L
4 pki, sk; < Gen(}) 5. if (t# L) A(n.p € {U,S}) then
5: ASK,; < false 6: return |
6: ctr; 1 7. end if
7. for j =1tonsdo 8 Dk, ad < SGen())
g SSK{ « false 0. bk, wl.bk « bk
o SK! ¢ false w0 wtad,7ad < ad
10: end for 11: if (77.p =7U) then
11: end for 12: wi.spid = j,mwitpid = (
12: 0 AQpky, ..., pkn,) 13: end if
13: tested < (¥, s*) 14: if (7f.p =S) then
14: if (—clean(r%.)) then return b & {0,1} 15: wiupid = j, 7l tpid = €
15: end if 16:  end if
16: return (b’ =) 17 if (7}.p = T) then
] 18: w}.upid = 3,7} .spid =4
Send(i, s, m) 19: 75 bk, wEad + L
I if 77 — L then 20 endif
2 return L 21: else
3. end if 22: if (7f.p =T) then
4: if 7f.a = prep then 23: return |
5: mf.st',m' < Prep(m.st, pkrs ypia, m) 24 end if
6: end if 25: §* < ctr;
7. if 7f.a = supp then 26: 7 pp
8 me.st',m Supp(ﬂ'fﬁt,pkwf,ﬁapkﬂ'f.upid? m) 27 mhk, ik — L
9: end if 28w bk < m5.hk
10: if 7{.c = hand then 2: 7 .ad + 7i.ad
11: mi.st',m' < Cont(7}.st, phxs 5, Phins spia; M) 30: SZ(— 5 !
12: end if 31: end if
13: return m’ 32: miTp L
Corrupt(7) 33 mi T« L
1: ASK; <+ corrupt 4 m Ty L
2: return sk; 35: ctri + +
— 36: return s
Compromise(i, s) Test(i, s)
1: SSK? + corrupt T p s s
2 return bk 1: if (7f.a # accept) V (SK; = corrupt) V ((L, L) #
tested) then
Reveal(i, s) 2: return 1
1. if 7.0 # accept then 3: end if
2 return | 1 ko & KC by e, i bk
3. end if 5. tested < (i,$)
4: SK? < corrupt 6: return k,
5. return w}.k, 77 hk

Figure 8.8: The key indistinguishability security experiment for secure HO schemes. For conciseness we use
wi.p as shorthand for the communicating partner’s party indez, i.e. for Prep wi.p = 7j.spid if 7j.p = U,
and m; .upid otherwise; for Supp mj.p = m;.tpid if 7i.p = S and 7;.spid otherwise. Q denotes the set of all
queries used in the experiment, i.e. Q = {Send, Corrupt, Compromise, Reveal, Create, Test}.
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~ hk € {{0,1}*, L}: Handover key to be used as the bootstrap key in some following
handover, or L if no handover key has yet been computed.

~ bk € {{0,1}*, L}: Bootstrap key used as the initial shared secret between S and
U, or L if no bootstrap key has yet been computed. Note that bootstrap key bk
15 a result of some initial key-exchange, a previous secure handover between U and
S or a preshared secret between parties, and is mot related to bootstrapping in fully
homomorphic encryption.

— st € {0,1}*: Any additional state used by the session during protocol execution.

— ad € {0,1}*: Some additional data that the S advocates to the T by the end of the

protocol execution.

When the security game is played between the adversary and the challenger, the adver-
sary can issue so-called adversarial queries: this allows the adversary to interact with the
challenger’s simulated protocol executions. We begin the full list of all adversarial queries

below.

— Create(, p, j, [, s,t): allows the adversary to create a new session 7 with role p owned
by party ¢, with communicating partners j and [. Note that s,¢ can point to previous
sessions 77 that has completed and use their output handover key hk as the new
bootstrap key bk in the current session. Create also performs some checks to ensure
that, if bootstrapping sessions from a previous handover, that it is done consistently,
aborting if not.

— Send(i, s,m): allows the adversary to send the message m to session 7. 77 processes
m with the appropriate algorithm (i.e. Prep, Supp, or Cont) and returns some output
message m’ to the adversary.

— Corrupt(i): allows the adversary to recover the long-term secrets of party 4, which
enables the framework to capture perfect forward secrecy.

— Compromise(i, s): allows the adversary to recover the bootstrap key bk used by 77 in
their protocol execution.

— Reveal(i, s): allows the adversary to reveal the session key computed by 7} in their
protocol execution, allowing our model to capture key independence.

— Test(i, s): returns to the adversary the real-or-random session key and handover keys
computed by the so-called test session =7, allowing the adversary to play the key

indistinguishability game. This query can only be called once.
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Cleanness Predicate Much like in key exchange models, our adversary can use the
Corrupt, Compromise and Reveal queries to learn secrets. However, with these queries an
adversary can trivially impersonate the exposed party to their communicating partner,
thus learning the secrets of a potential test session ;. To prevent such trivial attacks, we
define cleanness predicates that prevent the adversary from making particular patterns of
adversarial queries relative to the test session.

It should be noted that such a cleanness predicate is protocol-specific, for instance the
5G handover protocol cannot recover from a compromise of the long-term symmetric secret
shared between the core network and the user equipment, as opposed to a handover protocol
where each party has long-term asymmetric authentication secrets. In Definition we

define a cleanness predicate for our StrongHO protocol described in Figure [3.7

Difficulties in Matching Definitions. Typically, cleanness predicates are used in se-
curity experiments to prevent the adversary from issuing adversarial queries that would
trivially break the security of the test session. Thus, we need to identify the matching
session (i.e. the intended communication partner), to determine if the adversary has (for
example) Revealed the partner’s session key and used it to win the key indistinguishability
game.

However, determining the matching partner in a three-party protocol is inherently dif-
ficult, especially in a handover protocol where none of the party transcripts are identical.
Thus, our model separates party transcripts on a sub-protocol level, i.e. Tp for the Prep
execution, Ts for the Supp execution and T¢ for the Cont execution, and define matching
partners for each sub-protocol. For instance, we say that a session 7 UT-matches a partner

session 75 if w7.p # wt.p and 7} .p, 75.p € {U, T} and 7} T¢ = 7. Te.

Definition 26 (Strong Handover KIND cleanness predicate). A session 7w} such that 7}.c =
accept in the security experiment defined in Figure is clean (i.e., cleangkind(m7) = 1)
if all of the following conditions hold:

1. SK{ # corrupt (Session key has not been exposed. This condition must
hold true for all secure HO constructions);

2. For all (j,t) € np x ng such that wj UT-matches 75, SK;- # corrupt (Session
key not exposed at partner session. This condition must hold true for all

secure HO constructions);
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3. If mi.p = U, and there exists no session 71'; that UT-matches w7, and there exists a
session m] such that w{.bk = 7] .bk, then SSK; # corrupt nor SSKj # corrupt (If
the user session has no matching UT partner, then their bootstrap key has
not been exposed);

4. If 7i.p = U, and there exists no session 7r§ that UT-matches w7, and there exists a
session ] such that 7;.bk = w] .hk, then SK| # corrupt (If the user session has
no matching UT partner, then their previous handover key has not been
exposed);

5. If mi.p = T, and there exists no session 7r§ that UT-matches w7, but there exists a
session m; such that wj.i = wj.upid or w .upid = 7.upid, and w].bk # L, then
SK| # corrupt (If the target session has no matching UT partner, then the
user partner’s bootstrap key has not been exposed);

6. If m}.p = T, and there exists no session 7r§ that UT-matches w7, but there exists a
session m such that 7.0 = 7}.upid or w].upid = w;.upid, and 7].hk # L, then
SK| # corrupt (If the target session has no matching UT partner, then the
user partner’s previous handover key has not been exposed);

7. If there exists no session 7T§» that UT-matches 7}, then ASK; # corruptVi (If the
test sesston has no matching UT partner, then no source long-term key has
been exposed);

8. If there exists no session 71'; that UT-matches w}, and w7.p = U then ASKgxs tpid %
corrupt (If the user session has mo matching UT partner, then the target

long-term key has not been exposed);

Broadly speaking, this captures a perfect forward secret handover scheme - note that
the adversary is allowed to compromise the long-term secrets of any party participating in
the protocol execution after the test session has completed.

We now turn to defining formally the key indistinguishability of secure handover

schemes.

Definition 27 (KIND Key Indistinguishability). Let HO be a secure handover proto-
col, and np, ng € N. For a particular given predicate clean, and a PPT algorithm
A, we define the advantage of A in the KIND key indistinguishability game to be:
Advﬁggﬁzzr:A()\) = \Pr[Expﬁgg;ijZ"’A(/\) = 1] — %|. We say that HO is KIND-secure if,

for all A, Advﬁg\lg;flzznA()\) is negligible in the security parameter .
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3.2.3 Unlinkability

Another important security property that is often discussed in the context of secure han-
dover schemes is user anonymity. For example, the 5G-HO introduced identity-hiding
techniques in order to prevent attackers from learning the identity of the user communi-
cating with the 5G network. We note that, while anonymity and wunlinkablity are often
used interchangeably, we define them as distinct security properties. We argue that un-
linkablity offers a stronger guarantee, inherently preserving user anonymity. For example,
if an adversary links two sessions to a single pseudo-identity, anonymity is preserved but
unlinkablity is compromised. However, maintaining unlinkablity ensures anonymity, as it
prevents an adversary from linking sessions to an individual user. Thus, we treat unlink-
ablity and anonymity as distinct properties, with unlinkablity providing stronger security
guarantees. To capture this, we formalize the notion of user unlinkability (UNLINK). Much
like KIND, the UNLINK property is captured as a game played between A and C where A
is meant to guess some bit b sampled by C.

However, unlike KIND, the UNLINK game allows the adversary to specify two (distinct)
U parties, and the C uses the random bit b to determine which user will run the so-called
Test session that A4 will be interacting with. We note that this adversary A is an external
attacker, who tries to link sessions to a specific user U. Since for all other protocol executions
A is allowed to specify the user executing the protocol, then by linking two protocol sessions
run by the same user, A will be able to determine the identity of the Test session and thus
the bit b. We formalize this goal in Figure [3.4

Similar to key indistinguishability described in Section when the security game is
played between A and C, A can issue so-called adversarial queries, allowing A to interact
with C’s simulated protocol executions. The TestUnlink and SendTest queries replace Test

from the KIND experiment which we present below. All other queries remain identical.

— TestUnlink((i, s), (¢, s'), j, (t,t'),1): allows the adversary to create the Test session
and its S and T partners. The adversary is able to specify two party identifiers 7,7’ that
the challenger will create a single protocol execution for, and the adversary’s goal is
to distinguish which party (i or i) owns 1. The majority of operations in TestUnlink
is administrative management to ensure that the adversary can point to previous
sessions (and thus use a previously computed handover key hk), but not trivially
break the UNLINK security of the protocol. Note that j and ¢ are communicating

party identifiers while s, s’, ¢ and, ¢’ identify sessions.
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UNLINK clean
EXpns,nP,A ()‘)

1 b {0,1}

2: for i =1 to np do

3: pki, sk; < Gen(\)

4: ASK,; «+ false

5 ctr; < 1

6: for j =1 to ng do
7 SSK! + false
8 SK/ « false

9 end for

10: end for

11: 0+ AQpky, ..., pkn,)
12: if (—clean(m,) V —clean(m,_1)) then

TestUnlink((7, s), (i, s'), 7, (¢, ), €)

13: return b <& {0,1}
14: else

15: return (V' =)
16: end if

SendTest(m)

1: Send(m,, m) — m/
2: return m’

Lif (s#L)A(S=1L)V(s=L)A(d#1L))
then

2: return |

3: end if

£ i (tA#FLAF=L))Vv (=LA #1L))
then

5: return L

6: end if

7. if (SK? = corrupt) V (SK5 = corrupt) V
(SK; = corrupt) V (SK;/, = corrupt) then

8: return L

9: end if

10: s < Create(,U, j, ¢, s)

11: s’ < Create(i,U, 4,¢, ")

12: ¢ + Create(},S,1,¢,1)

13: t' < Create(j, 8,4/, ¢,t')

1: if (s=1)v(s=1L)v(t=1L)V({ =_1)then

15: return |

16: end if
17: if b =0 then
18: Ty <— ﬂ'f
19: T T
20: r < Create(?, T, 4,7, 1)
s st
21: Ty, L
22: ctr; < ctr; — 1, ctry < ctry — 1
23: ctrj < ctry — 1
24: else
25: My — T
26: Ty <— 71';;’
27: 7 < Create((,T,7, 7, 1)
28: 7 e/wﬁ-/ ,
29: ey, mh = L
30: ctr; < ctr; — 1, ctry < ctry — 1
31: ctrj < ctry — 1
32: end if

33: return (t,r)

Figure 3.4: The unlinkability security experiment for secure HO schemes. For conciseness we only give the
definition of the overall experiment, the SendTest and TestUnlink queries, as all other adversarial queries
are identical to the KIND ezperiment described in Figure[3.3 Q denotes the set of all queries used in the
experiment, i.e. Q = {Send, Corrupt, Compromise, Reveal, Create, TestUnlink, SendTest}. C also maintains a
counter ctr to ensure that the changes made to the two sessions are consistent and A cannot gain any

additional information about the Test session.

— SendTest(m): allows the adversary to send a message m to the Test session 7.

Definition 28 (Strong Handover UNLINK cleanness predicate). A session w} such that
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;.o = accept in the security experiment defined in Figure 1$ cleangruniink of all of the

following conditions hold:

1. cleangyriind(7f) = 1; (The session w; is clean as defined in Deﬁm’tion@)
2. If there exists some session 7ris,/ such that ©{.bk = Wf,/.hk, then cleanstr_k;nd(ﬂf/) =1;

. . /. . og
(Any previous handover session 7, is clean as defined in Definition @)

We note here that it is trivial to link a test session 7 in the UNLINK security experiment
simply by the adversary using some previous session Wf/ to generate the bootstrap key bk
for mp,, and then simply Reveal-ing the ik from wf, and later Compromise-ing m,. To prevent
such an attack, we require that the test session 7, and the previous session ﬂf/ m, that is
bootstrapped, are both clean according to Definition [28|

We build the cleanness predicate for UNLINK on our KIND-clean of Definition 26| This
draws from how a user U in StrongHO is linked to previous and future sessions by bootstrap
key bk and handover key hk, respectively. Establishing that these keys are uniformly
random and independent and thus cannot be exploited to link user U to specific sessions
forms the foundation of UNLINK security within our construction.

We give the explicit definition of security below and state A’s advantage in winning this
game in Definition

Definition 29 (UNLINK Unlinkability). Let HO be a secure handover protocol, and np,
ng € N. For a particular given predicate clean, and a PPT algorithm A, we de-
fine the advantage of A in the UNLINK wunlinkability game to be: Advggt‘yfﬁgﬁ"()\) =

]Pr[ExpggL;NPKT’LCSIej”()\) = 1] — . We say that HO is UNLINK-secure if, for all A,

Advﬂ%i’iﬁ?ﬁ"()\) 1s negligible in the security parameter \.

3.2.4 Target and Source Privacy

In some handover schemes, knowing the path that the user takes (i.e. the paths between
different source and target nodes that the user transitions between) can be private infor-
mation that is worth protecting. For instance, during a CPDLC handover, identifying the
air traffic control station that a covert military aircraft communicates with would enable
an attacker to recover their general geographical location. Or, consider how the existing
5G handover implementation allows the source S to communicate directly with the target
T [97], thereby revealing the exact trajectory of the user U’s movement across the nodes

involved. In fact, the work of Miller et al. [91] recognize the feasibility of such insider threat
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vectors, and extend [97] to model these adversarial nodes. We argue that in this context,
the risk of rogue nodes conducting unauthorized tracking introduces a new insider threat
which has not yet been sufficiently addressed within existing academic literature or any
real-world implementations.

To formalize the security of this information in our framework, we introduce Target and
Source Privacy (denoted as TPRIV and SPRIV respectively) which we collectively identify
as path privacy PPRIV. On a high-level, TPRIV and SPRIV respectively prevent an insider
source (resp. target) from learning which target (resp. source) the user was communicating
with. Much like KIND, the TPRIV (resp. SPRIV) property is captured as a game played
between an adversary A and a challenger C where A is meant to guess some bit b sampled
by C. Much like the UNLINK game, the TPRIV (resp. SPRIV) adversary selects two distinct
T (resp. source) parties, and the challenger uses the random bit b sampled to determine
which target (resp. source) the Test session that A will be interacting with.

Unlike the UNLINK game, the threat model considered here is an insider attacker: in
TPRIV the adversary is allowed to Compromise the source party that the user and target
will interact with (and in SPRIV, the target party that the user and source will interact
with). This will allow a secure handover scheme to argue for path privacy: SPRIV ensures
that target nodes do not know which source node the user came from, and TPRIV ensures
that the source nodes do not know which target node the user went to.

We formalize this game in Figure We give the explicit definition of security below

and state A’s advantage in winning this game.

Definition 30 (Strong Handover TPRIV cleanness predicate). A session 7 such that
mi.oo = accept in the security experiment defined in Figure is cleansgrtpriv if all of
the following conditions hold:

1. SK; # corrupt (Session key has not been exposed);
2. For all (j,t) € np x ng such that 7} UT-matches 7, SK§~ # corrupt (Session key
not exposed at partner session);

3. ASK; # corrupt (Target’s long-term key has not been erposed);

We note here that it is trivial to link a test session 7 in the TPRIV security experiment
to some future session 7 by using 7, to generate the bootstrap key bk for m, and then
simply Compromise-ing the bk from w. To prevent such an attack, we require that the

test session m, is itself KIND-secure. KIND-security of m, guarantees that all subsequent
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ol )
2: for i =1 to np do 1: if (ASK; = corrupt)V(ASK, =
3: pk;, sk; <+ Gen corrupt) then
4: ASK,; + false 2: return L
5: ctr; <1 3: end if
6: for j =1 to ng do 4: if (b= 0) then
T: SSK/ < false S A
8: SK/ « false 6: else
9: end for 7: R
10: end for 8: end if
11: 0 < AQ(pky, ..., pky,) 9: s' + Create(i,U, j, (*, s)

12: if  (—clean(m,) V —clean(m,_;)) |10: t' < Create(j, S,4, (", t)

then 1 if (¢ = 1)V (¢’ = 1) then

13: return b <& {0,1} 12: return L
14: else 13: end if
15: return (' =) 14: 7 < Create((*, T, 4,7, 1)

16: end if 15: Ty < My, Tpe < L, ctree <= clres —

1

SendTest(m) 16: return (¢,7)
1: Send(my, m) — m’

2: return m/

Figure 8.5: The target privacy security experiment for secure HO schemes. For conciseness we only give the
definition of the overall experiment, the SendTest and TestTarget queries, as all other adversarial queries
are identical to the KIND exzperiment described in Figure[3.3 Q denotes the set of all queries used in the
experiment, i.e. Q = {Send, Corrupt, Compromise, Reveal, Create, TestTarget, SendTest}. C also maintains
a counter ctr to ensure that the changes made to the two sessions are consistent and A cannot gain any
additional information about the Test session.

keys derived from bk that encrypt communications between user U and source S remain
uniformly random and independent. Note that since target sessions do not bootstrap from
some previous session, we do not require any previous session m be KIND-secure. Finally,
since the target uses their long-term PKE key to decrypt ciphertexts from the user session,

we cannot allow the adversary to Corrupt it. Next, we formalize TPRIV security in the
following Definition [31}

Definition 31 (Target Privacy Security for Handover Schemes). Let HO be a secure han-

dover protocol, and np, ng € N. For a particular given predicate clean, and a PPT al-

gorithm A, we define the advantage of A in the TPRIV game to be: Advagm\;’ie;l()\) =
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TPRIV,cl
|Pr[Epoo7nP;Le;”A()\) =1]— %|.

We say that HO is TPRIV-secure if, for all A, Adv-,:gRA\;’crllzanA()\) s negligible in the

security parameter \.

For completeness, next we give a similar definition of security for source privacy along
with cleanness predicate for SPRIV. We also give a formalization of the source privacy game

in Figure [3.6]

Definition 32 (Strong Handover SPRIV cleanness predicate). A session w such that
7.0 = accept in the security experiment defined in Figure is cleansrspriv if all of
the following conditions hold:

1. SK; # corrupt (Sesston key has not been exposed);

2. For all (§,t) € np X ng such that 7} US-matches SK’ # corrupt (Session key
not exposed at partner session);

3. ASK; # corrupt (The source long-term key has not been exposed);

4. If there exists a session 7T§- such that m;.bk = W§.bk, then SSK; # corrupt (Any
matching bootstrap key has not been exposed);

5. If there exists a session 71'; such that m}.bk = 7r§-.hk, then SK; # corrupt (Any
matching handover key has not been exposed);

6. If there exists a session 71'; such that m5.bk = 7r§-.hk, then cleanstr_kind(ﬂ';-) (Any pre-

vious handover session has derived good handover keys);

Unlike the target T in TPRIV, source S in SPRIV already has an existing session 7 with
user U, which maybe an initial session or a post-handover session where the current S was
the T in a previous handover. We note here that it is trivial to link a test session 7 in
the SPRIV security experiment simply by the adversary using some previous session 7 to
generate the bootstrap key bk for mp, and then simply Reveal-ing the hk from 7. To prevent
such an attack, we require both that the test session m, is itself KIND-secure, and also that
any previous session 7 that 7, is bootstrapped from is also KIND-secure. Finally, since
the source uses their long-term PKE key to decrypt ciphertexts from the user session, we

cannot allow the adversary to Corrupt it. Next, we formalize SPRIV security in the following
Definition [33

Definition 33 (Source Privacy Security for Handover Schemes). Let HO be a se-

cure handover protocol, and np, ng € N. For a particular given predicate clean,
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and a PPT algorithm A, we define the advantage of A in the SPRIV game to be:
Adva%RL\QCLe;u()\) = |Pr[ExpE|%RL\I/)’C7Le;":4()\) = 1]— %|. We say that HO is SPRIV-secure if, for

all A, Adva%RL\QCTILe;'u()\) is negligible in the security parameter .

We finish our definitions for HO security by giving a formal definition for path privacy,
which encapsulates both SPRIV and TPRIV. We note that while our definition is upper-
bounded by the advantages of SPRIV and TPRIV, within our construction, breaking either
SPRIV or TPRIV security indicates a successful attack on PPRIV security.

Definition 34 (Path Privacy for Handover Schemes). Let HO be a secure handover protocol,
and np, ng € N. For the advantages for TPRIV (Deﬁnition and SPRIV (Definition
[34), and a PPT algorithm A, we define the advantage of A against path privacy to be:
AdVERRY. o 4(0) = Adv]io SN (X) +Advig o 5" (A). We say that HO is PPRIV-secure

if, for all A, Advﬁgﬁ\;’nsyA(/\) s negligible in the security parameter .

3.3 Strong Handover Scheme

In this section, we construct a generic strong handover protocol that capture all notions
of security that we describe in Section Our StrongHO strong handover construction
captures all previously formalized security notions for handovers (KIND, UNLINK), as well
as our novel path privacy notions (SPRIV, TPRIV). On a high-level, the user U generates a
ciphertext (encrypting a symmetric key under the target T’s public key) and a KEM public
key. Both are passed to the source S for authentication, which signs and MACs both values.
The user verifies the signature, and deletes it from the message, sending the KEM public
key, the ciphertext and the MAC tag to the target. The target verifies the MAC tag and is
satisfied that both values come from some authenticated user. The target encapsulates a
fresh secret under the user’s public key, and both parties derive the same set of keys.

We leverage a shared symmetric authentication key ak generated by a puncturable PRF
between all source and target nodes to facilitate the path privacy of U on the move. We
note that in order to guarantee path privacy within StrongHO, we omit the Supp phase
which inherently precludes any notion of privacy between source S and target T. The PPRF
fortifies the security of our construction by rendering the current ak unusable, after it
anonymously authenticates S to T for the ongoing HO session. The use of PPRF in this
manner prevents replay attacks, and guarantees forward secrecy. StrongHO has only three
phases, which are described below and illustrated in Figure
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TestSource((i s,8),(4,1), (4,1, 0)

S (G DA = L)V (s -
) (s"# 1)) then
2: return 1L
3: end if
(% A =) v (-
SPRIV,clean 1)A(t' £ 1)) then
4EXP"S*"P=A ) : return |
b {01} 6: end if . ,
2: for i =1 to np do 7. if (SK; = corrupt) V (SK; =
3. ki, sk; < Gen corrupt) V (SKi = corrupt) V
4: ASK, + false (SK? = corrupt) then
5: ctr; <+ 1 8: return |
6: for j =1 tong do 9: end if
7 SSK! <+ false 10: s < Create(4,U, 4,4, s)
8: SK’ « false 11: §" < Create(4,U, j', (, s)
9: end for 12: t < Create(4, S, , ¢, t)
10: end for 13: t' < Create(y’, S7z,€, ')
1 b« AQpky, . .., pky,) uif (s=L)Vv(s=L1)v(t=1)V
12: if  (—clean(m,) V' —clean(mp_1)) (t' = 1) then
then 15: return |
13 return b < {0,1} 16: end if
14: else 17: if b - O then
15:  return (V' =b) 18 m e )
16: end if 19: Tpo1 < T
SendTest(m) 20: T Create(€ T,4,7,1)
—_— , 21: m; 71' 77 o — L
1: Send(m,,m) — m 9. else
2: return m’ 93, Ty ﬂ;;
24: Ty — 7rti
25: T Create(( T,i,5',1)
26: 71' <*7T
27: m 7rj,7r], — L
28: end if

29: return (s,7)

Figure 8.6: The source privacy security experiment for secure HO schemes. For conciseness we only give the
definition of the overall experiment, the SendTest and TestSource queries, as all other adversarial queries
are identical to the KIND ezperiment described in Figure[3.3 Q denotes the set of all queries used in the
experiment, i.e. Q = {Send, Corrupt, Compromise, Reveal, Create, TestSource, SendTest}. C also maintains
a counter ctr to ensure that the changes made to the two sessions are consistent and A cannot gain any
additional information about the Test session.
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User Source Target
bk, epkr, epkg, spkg epkg, esks, spkg, ssks, bk, ak epky, eskr, spky, sskr, ak
Setup .............................................................................................................................................................................................................................
$

SGen(1%) 5 bk SGen( Y) = bk

Gen(l’\) — (epkg, esks, ak) Gen(1%) $ (epho, eskr, ak)
Prep ................................................................................................................................................................................................................................
KDF(bk) — mk, tk, idy KDF(bk) — mk, tk, idy,

ck & {0,11*

ctaty < PKE.Enc(epks, idy;|| ck)
(ephy, esky), &~ KEM.Gen()\)
ctats < PKE.Enc(ephs, idy)

7o < MAC(mk, ctats||epky|| ctatr)
ctatgs, epky, ctxtr, o

idy; < PKE.Dec(esks, ctats)
abort if 1) # MAC(mk, ctats|| epky]| ctatr)
aky < PPRF.Eval(ak, epkyl| ctatr)
71 < MAC(aky, epkyl| ctztr||idyy)
oo < Sign(ssks, Ti|| ctzts|| epky|| ctatr|| o)
c1 < AE.Enc(tk, o¢||m1)
ak’ < PPRF.Punc(ak, epky|| ctrtr)

C1

Contact

(00||m1) < AE.Dec(tk, c1)
abort if 1 # SIG.Vfy(spkg, 71| epky|| ctztr, o)
epky, ctrtr, 7y

(idy||ck) < PKE.Dec(eskr, ctxtr)
aky < PPRF(ak, epkyl| ctatr)
abort if 7 # l\/IAC(akl7 epky|| ctatr||idy;)
(ctxty, ky) & KEM. Encaps(epky)
(k, hk,mk'") <— KDF(ky, ck)
Ty < MAC(mK', idyy|| ctaty|| epkyl| ctztr||m)
ak’ < PPRF.Punc(ak, epky|| ctztr)
ctxty, To

ky & KEM.Deca ps(esky, ctxty)

(k, hk, mk') < KDF(ky, ck)
abort if 7, # MAC(mE', idy|| ctaty)

Figure 3.7: The StrongHO protocol.
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Setup : During this phase long-term asymmetric key pairs, long-term symmetric secrets

and ephemeral bootstrap secrets are established.

Preparation : During this phase, U communicates a ephemeral KEM public key and a
PKE ciphertext for S to authenticate T. The phase starts with U deriving new keys and
identifiers mk, tk, idy; from bk. U samples a random key ck to be communicated to T, in
order to introduce additional entropy into session keys derived between U and T (and thus,
preventing S from also deriving them). This key is encrypted along with idy;, using T’s long-
term encryption key epky, generating ctrtr. We note that the encryption of ctrtr under
PKE is essential to ensure ciphertext anonymity, thereby preserving the TPRIV property
of the target T. U generates a new ephemeral KEM key-pair epky, esky. This ensures the
key-indistinguishability of the session keys generated, i.e. achieving perfect forward secrecy.
Next, U encrypts idy; under the long-term encryption key of S epkg. Finally, U generates
a MAC tag 79 on both ciphertexts along with epky and sends them to S. After receiving
the message, S decrypts ctrtg to obtain idyg, identifying the correct bk. Upon successful
verification of 7y, S extracts a PPRF authentication key ak’ for the session, using the master
authentication key ak evaluated over epky and ctztr. S then calculates a MAC tag 71 with
ak’ over epky and ctrtr, which will be verified by T during the Contact phase. Next S
generates og by signing 71, epky and ctxtr with its long-term signing key ssks which is then
encrypted under tk along with 7 to produce ¢;. The encryption of oy prevents an adversary
from identifying S’s identity, and thereby breaking source privacy SPRIV, via the publicly
available long-term signing key of S. Finally, S punctures the master authentication key ak

for epky and ctaty and returns ¢; to U.

Contact : At the beginning of this stage U decrypts and verify og. Upon successful
verification, U and T proceed to authenticate each other and establish a shared secret state.
U initiates the authentication process by sending ctztit, pky and the S-generated MAC tag
71 to T. Following reception, T decrypts ctzrir to obtain idyg, ck and identify U via idyg,
which T stores as a session identifier for its future UT sessions. T then verifies MAC tag 7|
with ak’ and, carries on to encapsulate U’s public key epky to derive ky and ctzty. Next,
T uses the newly derived key ky and decrypted ck to generate a set of keys (k, hk, mk’).
Using mk’, T generates a MAC tag 1o for (idy, ctaty) and finally sends them back to U.
Upon receiving the message, U decapsulates ctzty and derives a set of shared keys for

the new session. The Handover completes once U successfully verifies the MAC tag 7.
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Remark 1. One observation is that typically, when the efficiency of round-trip time is
prioritized, there exists an inherent trade-off between the path privacy of a secure HO protocol
and its compromise resilience. Consider a secure HO scheme that achieves source and target
privacy solely via a single shared group key ak. All nodes, targets and sources, share this
single symmetric ak for authenticating user secrets. It’s clear that this HO achieves source
privacy, since the authentication token could have come from any source node. Similarly,
the HO achieves target privacy, since this token validly authenticates to any target node.
Howewver, this HO scheme has very weak compromise resilience properties. An attacker
that compromises any node will be able to forge tokens as if they came from an honest
node that has access to ak, and these tokens appear valid to any other node. It becomes
clear that this trade-off is inherent to these properties: the larger the group that a source
S is indistinguishable from, the larger source nodes an attacker can compromise to forge
messages from S.

In our scheme illustrated in Figure we circummnavigate this trade-off by exploiting
U’s role in authenticating S, at the expense of an additional message (c1) to user U. In our
construction, we leverage the role of U, as an intermediary that communicates with both
S and T nodes, to add an additional layer of security that preserves both path privacy and
group-compromise resilience. Our StrongHO scheme requires node S to generate signature og
on user-communicated parameters (epky| ctztr) as well as the authentication tag 11, which
1s subsequently encrypted to produce the ciphertext c1. The encryption of og preserves the
identity of S against any potential attacks to source privacy. Additionally, by verifying og
and stripping it from the message, S is authenticated in a manner that secures both path
privacy and compromise resilience. Moreover, the use of PKE to generate ctrtr allows U to

authenticate T while guaranteeing target privacy.

3.4 Security Analysis

In this section we provide an analysis of the secure HO protocol that we introduced in Section
B3] In particular, we provide a full proof for key indistinguishability of the StrongHO
protocol to demonstrate how the analysis of a security property occurs in our framework.
Next we provide proof sketches of all other properties of our StrongHO protocol.

We begin with proving the KIND security of the StrongHO protocol, described in Figure
[3:7 The cryptographic assumptions that we use can be found in [2:2]
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Theorem 1 (StrongHO KIND Security). The StrongHO protocol presented in Figure
is KIND-secure under cleanness predicate cleangy ying (capturing perfect forward security).
That is, for any PPT algorithm A against the KIND security ezperiment (defined in Fig-
ure Advggxﬁéﬂ%’;j;’f;;’“‘l()\) is negligible under the prf, pprf, sufcma, ind-lcca, ind-cca,
ind-cca and sufcma security of the PRF, PPRF, MAC, KEM, PKE, AE and SIG primitives
respectively. Thus we have: Adv?!ﬂ?éﬂ%ﬂf};’";{‘;’f‘()\) < Adv“éF’{pFryfnP’nS (\) +Advﬁﬁ?|£fnp,n5()‘) +

AdVA,sufcma ()\) +Advé|7—:in|\/|dj;(fzs (}\) +AdVA,ind—cca (/\) +AdVA,ind—cca ()\) +AdVA,sufcma ()\)

MAC,np,ng PKE,np,ng AEnp,ng SIGnp,ng

Proof. We split the analysis into three cases:

— Case 1: Test session does not UT-match another session and 7;.p =U
— Case 2: Test session does not UT-match another session and 7j.p =T

— Case 3: Test session has a UT-matching session.

We proceed via a sequence of games. We bound the difference in the adversary’s ad-
vantage in each game with the underlying cryptographic assumptions until the adversary
reaches a game where the advantage of that game equals 0, which shows that adversary A
cannot win with non-negligible advantage.

We begin by dividing the proof into three separate cases (and denote with

AdVKIND7CIea Nstr-kind »A

StrongHO 1o c,(A) the advantage of the adversary in winning the key indistin-

guishability game in Case i) where the query Test(i,s) has been issued. It fol-

KINDvdeanstr-kind7-/4 KINDvdeanstr—kindy-A KIND7C|eanstr-kind1-/4
lows that AdVStrongHO,np,nS ()‘) < AdVStrongHO,np,nS,Cl (A) + AdVStFOHgHO,TLP,TLS,CQ()\> +

KIND,cleangtr_kind /A
AdVStrongHO,nP,n&Cii ()\)

As shorthand we define with Advéi()\) the advantage of A in Game i. We begin with
Case 1.

Case 1: Test session does not UT-match another session and 7}.p = U. By the
definition of the case (and the cleanness predicate defined in Definition , we assume that
the adversary A has not been able to compromise the bootstrap key bk of the Test session
before the Test session completes, nor the long-term public key pk of the target session,
nor the long-term public key of the source session. By the end of this case we show that
there exists an honest session 7r§- such that ctzty € 7.1, ctaty; € 7T§.TC, ctaty = ctaty, and

epky € wi.Tc, epky € 7T§..Tc, epky = epky.

Game 0 This is the initial KIND security game. Thus Advgtlggéﬂ%r;j;’kg‘;’él()\) < AdvéO (N
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Game 1 In this game, we guess the index (4, s) of the session =,

and abort if during the
execution of the experiment, a query Test(i*,s*) is received and (i*,s*) # (i,s). Thus:
AdvE (\) < npng - AdvE, (M)

Game 2 In this game, we guess the index (j,¢) of the source partner 775-, and abort if during
the execution of the experiment, 7f US-matches with some session W;Z, but (5*,t*) # (4,1).
Thus: Adva, (A) < ngnp - Advg, (N).

Game 3 In this game we introduce an abort event eventg that occurs if the Test session
7} sets v = accept without an honest US-match. In the following games, we bound this
advantage and thus: Advé2()\) < Pr(events) + Advéﬁs()\).

Game 4 In this game the challenger replaces the derived keys mk, tk,idy, = KDF(bk,€)
with uniformly random values nAﬁq:, tk, z'/d\g;c & {0, 1}PRF (where {0, 1}PRF is the output space
of the PRF) by defining a reduction B; that interacts with a PRF challenger. By definition
of Case 1 and the cleanness conditions 4, 5 in Definition A cannot issue Compromise
queries before 7;.ac = accept, since it accepts without a matching UT partner. Since by
definition of our framework bk is already uniformly random and independent, this change
is sound and introduces additional advantage bound by the PRF security. Specifically, if
the test bit sampled by PRF challenger is 0, then ﬂ/ﬁ?,ﬁf,@ = PRF(bk,€) and we are in
Game 3. If the test bit sampled by PRF challenger is 1, then 77’”;7{3, 1574:, @ & {0,1}PRF and
we are in Game 4. Thus: AdvZ, (A) < AdvZ, (A) + AdvpkE™ (A).

Game 5 In this game, C aborts if the adversary A is able to produce a value ¢; =
AE.Enc(ﬁe,aoHﬁ) that decrypts correctly using tk. Specifically, we introduce a reduction
Ba that initializes an auth challenger Coytn. Whenever C is required to encrypt/decrypt
using t~k, Bs instead queries Cyuen’s respective encryption/decryption oracles. By Game 4
we know that tk is a uniformly random and independent value, and thus this substitution
of keys is undetectable. If A can provide a ciphertext ¢} that decrypts correctly, but was
never output by C,uth, then it follows that A has forged a ciphertext ¢} breaks the auth
security of the AE scheme as in Definition @ We note that the ciphertext ¢; contains (and
thus authenticates) the signature og, which itself is computed over all messages received
by S from the U. Thus, U now aborts if they complete the preparation phase without a
US-matching partner, and Pr(event,) = 0. Thus: Advg, (\) < Adva, () + AdvE22uth ().

Game 6 In this game, C guesses the party index £ of the intended target partner of the
test session 77, and aborts if 7}.pid # £. Thus: Advés()\) <np- Advéﬁ()\).
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Game 7 In this game C introduces an abort event eventr that occurs if the Test session 7
sets @ = accept without an honest UT-match. Thus: AdvéG(/\) < Pr(eventr) + Advé7()\).
We note that by definition of the case, 7w} never has a UT-match and thus Advé7(/\) =0,
since A can never test a session that aborts before a < accept. In what follows, we bound

Pr(eventr).

Game 8 In this game, C replaces ck in ctrtr computed by 7} with a random string of
the same length ck. We construct a reduction Bs that interacts with an ind-cca PKE
challenger. At the beginning of the experiment, when B3 receives the list of public-keys
(pki1,...,pkn,) from C, Bz initializes a ind-cca challenger Cind.cca, and replaces pk; with
pk output by Cind.cca. When w7 computes ctrtr, B3 instead picks a uniformly random
binary string 2’ of length equal to z = idy||ck and submits (z, 2") to the PKE.Enc oracle.
For any decryption operations requiring sk, Bs submits the query to its respective Dec
oracle, except for decrypting ctztr, where it simply sets the output to z. When the random
bit b sampled by the PKE challenger is 0, ctxtr contains the encryption of z, so we are
in Game 7, otherwise we are in Game 8. By definition of cleanness condition of
cleangtring and Case 1, A cannot issue Corrupt(¢) queries before 7}.cc = accept. Thus,
A cannot know any information about ck, since it is never communicated to A. Thus
Pr(eventr) < Advg, () + AdvPRER, ().

Game 9 Similar to Game 4, in this game C replaces the derived keys k,hk,mk’ =
KDF(/@U,CNIC) with uniformly random values %,f:l::,nfz? & {0,1}PRF by defining a reduc-
tion B4 that interacts with a PRF challenger. By Game 8 ck is already uniformly random
and independent, thus this change is sound and introduces additional advantage bound by
the PRF security. Thus: Advg, () < Advg, (A) + Advpge™ (V).

Game 10 In this game, C introduces an abort event that triggers if A is able to successfully
forge 9 to the Test session, without some honest T session 7 that outputs 7. Specifically,
C introduces By that initializes a MAC challenger Csyfcma. Whenever Bj is required to
generate a MAC tag using mk! , Bs instead queries Csufcma, Which is sound by Game 9. If
w7 accepts a MAC tag 7 that was not produced by an honest target session, then A has
broken the sufcma security of the MAC. Thus Advé9 (\) < Adv“C‘}10 (\) + Adv,l\g,l"*ASC“fcma()\).
Note that the MAC tag authenticates all messages sent in the Contact phase, so by
Game 10 7} now aborts before accepting without a UT-match and thus Advé1 ,(A) =0.

We now transition to Case 2.
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Case 2:Test session does not UT-match another session and 7}.p = T. By the
definition of the case, we assume that the adversary 4 has not been able to compromise
the user partner’s bootstrap key bk before the Test session completes, nor the long-term
secret keys sk ak of the source session.

Game 0 This is the standard KIND security game. Thus Advgggséﬂegrzz‘jl";’é()\) <
Advg (\)

Game 1 In this game, we guess the index (7, s) of the target session 77, and abort if during
the execution of the experiment, a query Test(:i*, s*) is received and (i*, s*) # (i, s). Thus:
AdvE (\) < ngnp - Advg, (V).

Game 2 In this game we replace the computation of aky by 7] with uniformly random
value 217{-1/. Specifically, we define a reduction Bg that works as follows: At the beginning
of the game Bg initializes a PPRF challenger Ciandom. Additionally, Bg maintains a lookup
table PARTIES. Whenever, Bg needs to evaluate an input x on the puncturable state shared
by all parties, Bg queries the lookup table on z. If an entry (P, out) returns, Bg checks if the
current party calling PPRF.Eval is ¢ € P. If so Bg aborts since it indicates that « has already
been evaluated on the puncturable state. Otherwise, Bg uses out as the output value. If
there exists no such entry, Bg queries PPRF.Eval(x) to Crandom, replaces the computation
of ak with the output value, and adds (i,out) to the PARTIES lookup table (where i is
the party index). Whenever Bg needs to puncture on an input z, Bg queries the lookup
table in x, recovering entry (P, out). If the current party i* calling PPRF.Punc is i* € P,
then B aborts. Otherwise, P <~ i* and B adds (P, out) under z. Finally, B replaces the
computation of ak; in the Test session (and any session that computes aki) by calling the
challenger’s PPRF oracle PPRF.C(epky|| ctztr), returning a uniformly random aky. If the bit
b sampled by Crandom 18 0, then we are in Game 1, otherwise we are in Game 2. We note
that this is exactly how all parties engage with their collective PPRF state, and as such
this replacement is sound. If A can distinguish between the two games, then A breaks the
random game by Definition @ Thus we have: Adv“é1 (A < /—\dv“é2 A+ Advgg’éaFndom()\).

Game 3 This game proceeds identically to Game 10 of Case 1. In this game C introduces
an abort event that triggers if A is able to successfully forge 71 to the Test session, without
some honest S session that outputs 7, by defining a reduction By. Since (/176/1 is uniformly
random and independent by Game 2. Thus Advg, (A) < Advg, (A) + AdvEreufema iy,

Game 4 In this game we guess the honest source session 7% that produced the MAC tag
71 which must exist by Game 3. Thus we have: Advég()\) <npng - Advé4()\).
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Game 5 In this game C replaces the derived keys mk, tk, idy, = KDF(bk, €) with uniformly
random values 17274:, t7<:, ifdgg & {0,1}PRF in 7% (and its corresponding user session) by defin-
ing a reduction Bg that interacts with a PRF challenger as in Case 1 Game 4. By definition
of Case 2 and the cleanness condition 6 in Definition [26] A cannot issue relevant Compromise
queries. Thus: AdvZ, (A) < AdvA, (A) + AdvasE™ ().

Game 6 In this game, C introduces an abort event that triggers if A is able to successfully
k

v, without some honest U session that outputs

forge 79 to the guessed source session 7
79 C does so by introducing a reduction Bjg that interacts with a MAC challenger
Csufema as in Case 1, Game 10. Thus A cannot modify messages to 7rfj and we have
Advés()\) < Advé6()\) + Advﬁle’cs‘”fcma()\). By Game 6 we know that there exists an
honest user session that communicated with 7% without modification. This 7% produced
71 honestly, which authenticates the public key epky and ciphertext ctxtr received by the
target session 7. Thus, by Game 6 we have that there exists some honest user session

that UT-matches 7, and by definition of Case 2 Advé6 (A) =0.

Now we transition to Case 3.

Case 3: Test session has a UT-matching session.

Game 0 This is the initial KIND security game. Thus Adv?!gﬁéﬂ%%;'w;’ég()\) < Advé‘0 (N).

Game 1 In this game, C guesses the index of the test session (7, s) and the is UT matching

partner 7% and aborts if their guess was incorrect. Thus AdvéO(A) < np’nk- Advél()\).

Game 2 In this game, C replaces the key ky derived in the test session 7§ with the uniformly
random and independent value I;;I] WLOG we assume that 77.p = U, but the same argument
(modulo switching between 7 and 7T§) applies if 77.p = T. C defines a reduction By that
interacts with an ind-lcca KEM challenger, replacing the epky generation by 77 (resp. 773»),
and the ciphertext ctrty sent by 7r§- (resp. m7) with epky and ciphertext Eﬁ’t/u received
from the ind-1lcca KEM challenger, and the computation of ky with the output key. In the
event the adversary sends an incorrect ctaty, the user U will query challenger C’s Decaps
oracle which will return some key k. Detecting the replacement of ky implies an efficient
distinguishing PPT algorithm A against ind-lcca security of KEM. Thus Advél()\) <
AdvA, (A) + Advigey e (V).

Game 3 In this game, C replaces the derived keys k, hk, mk’, tk’' ﬁ KDF(I%IH ck) with uni-
formly random values %, l’z\l;:, mk' tk/ & {0,1}PRF by defining a reduction Bio that interacts
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with a PRF challenger as in Game 5 of Case 2. Thus Adv“é}2 (A < Advé3~()\)+Adv§§F’prf(/\),.

Here we emphasize that as a result of these changes, the session key k£ and the handover
key hk are now both uniformly random and independent of the protocol execution regardless
of the bit b sampled by C, thus A has no advantage in guessing the bit b. Thus Advé3 (N =
0. O

Next, we turn our attention to the UNLINK, SPRIV and TPRIV notions of our StrongHO

construction and provide brief proof sketches for each notion.

Theorem 2 (StrongHO UNLINK Security). The StrongHO protocol presented in Fz’gure
1s UNLINK-secure under cleanness predicate cleansy_uniink. 1hat is, for any PPT algorithm A
. . . . . UNLINK,cleang,_unlink /A4
against the UNLINK security experiment (defined in Figure , AdetrongHO npoa (N
s negligible under the prf, pprf, sufcma, ind-1cca, ind-cca, ind-cca and sufcma security of

the PRF, PPRF, MAC, KEM, PKE, AE and SIG primitives respectively.

Proof. Here we provide a proof sketch. In StrongHO there are only two values that are linked
to other sessions owned by the same test session 7} - the bootstrap key bk, which may be
shared with some previous handover user session owned by party ¢, and the handover key
hk, which might be re-used in some future user session owned by party . All other values
are generated independently of all other sessions by the user. Thus, we must prove that bk
in the previous user session, and Ak in the test session 7} are completely independent from
other sessions owned by the same user.

We can use the proof of KIND security to replace hk with a uniformly random and
independent value Rk in the previous session. This is sufficient to show that the bootstrap
key bk used in the test session 7} is independent of hk computed in the previous session.
Similarly, we can use the proof of KIND security to replace the computation of hk in the test
session, which is sufficient to show that the bootstrap key used in some proceeding session
is independent of the handover key used in the test session - again, this corresponds exactly
with proving KIND for the test session and its previous session (if any exist). Thus, incurring

a factor of 2, by the same arguments as in the KIND proof of StrongHO, StrongHO achieves

UNLINK security. Thus we have: AdvgygiisiearsmineA(n) < 2. [ Advp  (X) +

A,pprf A suf A,ind-1 A,ind- A,ind-
AdVRBRF 1 s () FADMAC s (A)HAVIEN 1 (A FADVRE 7 (M) FADVAET T () +

AdVA,sufcma ()\)

SIG,np,ng
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Theorem 3 (StrongHO SPRIV Security). The StrongHO protocol presented in Figure
is SPRIV-secure under cleanness predicate cleansispriv. That is, for any PPT algorithm
A against the SPRIV security experiment (defined in Figure Advgfrsa\;ﬁg?;:;zziv’f\(/\) is
negligible under the prf, pprf, sufcma, ind-lcca, ind-cca, ikcca and sufcma security of the

PRF, PPRF, MAC, KEM, PKE, PKE and SIG primitives respectively.

Proof. Here we provide a proof sketch. We note that the only value output by the source
is ¢1, which contains og, 71. Since 77 is computed from ak, (which all source parties share),
this cannot be used to distinguish the source S. The signature oo, however is signed using
the public long-term signing key spkg of S, which could reveal the identity of the S to a
potential adversary. However, we encrypt o along with 71, and thus only the U who shares
tk with the source learns the identity of S. Therefore, any modifications to ¢; will break
the AE.auth security of our construction.

However, the user does use the long-term public key epkg of the source to encrypt the
bootstrap key identifier idy;. Thus, we must argue that the ciphertext itself cannot leak
information about the identity of the source. Since the bootstrap key identifier idyy is
computed from the bootstrap key bk, by proving that the initial bootstrap key bk used by
the source is uniformly random and independent (either by definition of the framework, if
the source was not bootstrapped from some previous target session, or via a KIND argument
for the previous session where the source acted as a target), then we can iteratively replace
idpr, with a uniformly random value fdﬁ and this does not link to a previous session.
However, the ciphertext itself might identify the source. Thus, we replace the generation of
ciphertexts ctxts by initializing a PKE ikcca challenger for the public keys of the test session
mp’s owner party mp.spid and the other adversarially-nominated session my’s owner party
my.spid. By the ikcca security of the PKE any adversary that is capable of associating the
public key of S with ctxts can also be used to break the ikcca-security of the PKE scheme.
Thus, by the same arguments as in the KIND proof of StrongHO and the ikcca security
of the PKE scheme, A has negligible advantage in breaking SPRIV security. Thus we

have: Advghamisome A () < AdvAZTH (X) + Advpidee | () +2- | Advaiil, (V) +

StrongHO,np,ng AEnp,ng PKE,np,ng PRF,np,ng

A, pprf A,sufcma A,ind-1cca A,ind-cca A,ind-cca
AVEERE 1 p g (M) FADVAC 1 p g (M) FADVEEM o (A FADVERE o (M) FAdVAE 0 (M) +

AdVA,sufcma ()\) . O

SIGnp,ng
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Theorem 4 (StrongHO TPRIV Security). The StrongHO protocol presented in Figure
is TPRIV-secure under cleanness predicate cleansy_ipriv. That is, for any PPT algorithm A
against the TPRIV security experiment (defined in Figure Adv;tljfri\g/ﬁ(l)ej;t:psﬁv’/l()\) is
negligible under the prf, pprf, sufcma, ind-lcca, ind-cca, ikcca and sufcma security of the
PRF, PPRF, MAC, KEM, PKE, PKE and SIG primitives respectively.

Proof. We provide here a proof sketch. We note that the only values that the target
party uses across multiple sessions is the handover key hk derived in this session, and
the long-term PKE public key. We note that we can replace the handover key hk in
this protocol execution with a uniformly random value hk by the KIND security of the
StrongHO protocol. Also, similarly to the SPRIV security analysis of the StrongHO pro-
tocol, we can argue that the ciphertext generated by the user (encrypting the fresh en-
tropy ck) can be used to identify the target by the key indistinguishability of the PKE
scheme. Thus, by the same arguments as in the KIND proof of StrongHO and the
ikcca security of the PKE scheme, A has negligible advantage in breaking TPRIV secu-

TPR|V7C|eanstr-tpriv:A Aikcca A,prf
StrongHOmpma (A < Advpge o (A) + [ AdVpge g (M) +

A,pprf A,suf A,ind-1 A,ind- A,ind-
AR s VAT ()AL (1) AVARES, (V) +ADVATES () +

rity. Thus we have: Adv

Advg2iem () |. O
Thus, by Theorem [3] and Theorem [ we can conclude that StrongHO achieves PPRIV.

We formalise this in Theorem [B

Theorem 5 (StrongHO PPRIV Security). The StrongHO protocol presented in Figure
is PPRIV-secure.

Proof. The proof follows from the proofs of Theorem [3] and Theorem Thus we have :

PPRIV cleang;,_ppriv, A . SPRIV,cleangi_gpriv, A TPRIV,cleangr_tpriv, A
AdVStrongHO,np,ns (A) - maX{AdVStrongHO,np,ns ()‘)’ AdVStrongHO,nP,ns (A)} : [

3.5 Conclusion

Secure handovers are critical for LDACS/CPDLC avionic communication to ensure unin-
terrupted and secure data exchange when aircrafts transition between ground stations, and
they are equally integral to modern 5G networks, enabling seamless and secure connectivity

as devices move across network nodes. In this chapter, we introduced the first formalization
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of secure handovers, distinguishing handovers as a unique primitive rather than conflating
them with related and often interchangeably discussed concepts such as key exchanges. The
need to understand the unique characteristics of handovers to analyze and enhance existing
secure handover schemes, as well as to design new constructions within the constraints of
avionic communication, serve as the primary motivation for our formalization. We identify
key security notions that are essential for a secure handover scheme and emphasize that our
formalization was instrumental in their discovery. For example, incorporating our notion
of path privacy would not be feasible within a key exchange model, as such models are
not designed to support the secure transition of an ongoing session between parties. We
designed StrongHO as a secure HO within our framework, exemplifying the highest level
of security achievable within our model. StrongHO encapsulates all the security notions

identified for a secure handover scheme, with its security validated through formal proofs.
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Chapter 4

Analysis of BPSec

The BPSec secure channel environment, security expectations, and functionality are quite
unlike traditional secure channel protocols, creating a non-trivial environment for analysis.
In this chapter, we formalize the complex goals of BPSec and provide an analysis of the
protocol. This includes a model and proof corresponding to the type of security BPSec
can be claimed to offer. We note issues in BPSec and outline normative security goals that
it cannot assure. Furthermore, we offer recommendations to enhance security guarantees
within the intended design constraints of BPSec by introducing StrongBPSec, which rein-
forces the integrity assurances of BPSec. StrongBPSec accomplishes this by maintaining a
verifiable ledger of changes, allowing the final acceptor of a bundle to independently ver-
ify the integrity of modifications made throughout a bundle’s journey. We also present a

stronger model and analysis to match the improved security of StrongBPSec.

4.1 Introduction

Recent years have seen a significant resurgence of interest in space exploration, driving a
fervent pursuit of advancements in deep space missions. This renewed interest in space
exploration across commercial and scientific communities alike, exemplified by SpaceX’s
ambitious projects like Starship [I18] and lunar missions [66], underscores a growing com-
mitment to advancing both scientific discovery and commercial opportunities in space.
Moreover, the Moonlight Lunar Communications and Navigation Services (LCNS) project
was recently launched by the European Space Agency (ESA). This initiative aims to facil-

itate high-speed data transmission between Earth and the Moon to support an estimated

67



CHAPTER 4. ANALYSIS OF BPSEC 68

400 lunar missions over the next two decades [66]. However, data communication within
deep space is uniquely challenging compared to their terrestrial counterpart. In Table
we summarize these challenges and draw your attention to the demanding restraints unique

to deep space communication.

Terrestrial Internet

Interplanetary Internet

Continuous availability of links and de-
vices

Discontinuous availability

Network topology changes are slow and
predictable

Constant orbital movement of entities
(e.g., satellites)

Low latency and fast RTT, e.g., RT'T be-
tween two points is approximately 100 to
300 ms

Extreme distances, e.g., RTT between
Earth and Mars is around 24 minutes on
average

Low packet loss rate

High rates of data loss (radio signal in-
terference, Van Allen Belt radiation)

Bi-directional data links

Data links are often simplex

Ubiquitous client-server model

Handshakes and negotiations are unreli-

able/costly

Table 4.1: Challenges to deep space Communication

To address the challenges outlined in Table and meet the demanding constraints
inherent in deep space communication, Delay Tolerant Networks (DTNs) were introduced
as an effective solution. Briefly, DTN has been built to facilitate for extreme distances be-
tween communicating parties and any long and variable delays between data transmissions.
In contrast to the end-to-end architecture of the terrestrial Internet, where the network
passively forwards packets to their destination, nodes within Delay Tolerant Networks are
capable of actively creating, modifying, sending, forwarding, and receiving messages. The
functionality of active intermediate nodes, which partially process and forward messages
towards their final destination, combined with the modular structure of DTN messages,
is fundamental to the DTN architecture. Together, it addresses the challenges of simplex
communication links, vast distances between nodes, and extreme delays by enabling nodes
to include sufficient contextual information in sent or forwarded messages, ensuring that

receiving nodes can process them correctly despite network disruptions.
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4.1.1 Secure Deep Space Communication

A variety of Delay Tolerant Network (or DTN) protocols for space communications exist
and are managed by the Consultative Committee for Space Data Systems (CCSDS) [3],
including the Space Packet Protocol [2] and CCSDS File Delivery Protocol (CFDP) [1], but
relatively little has been done in terms of cryptographic analysis of their security. The suite
of DTN protocols are focused on a store-and-forward approach to make them more robust
to environmental disruptions and message relay issues stated in Table [4.1} Since ground
stations may also require substantive planning in the order of days to send messages [83],
it is essential that each transmission has the capability of aggregating message information
along its path and processing as needed. Space link efficiency is a particular concern for
DTN protocols.

A survey of DTN key management protocols [89] reveals that formal cryptographic
analysis in the provable security sense is relatively rare. Of the ones that have received
analysis in the areas of identity-based cryptography, non-interactive key exchange, and
group key management [0}, [68], 109] 80L 5, 134], none are documented or promulgated by
public institutions such as the IETF or CCSDS as deployed in practice, including in space
communications. To elaborate, the identity-based cryptographic solutions proposed by
Asokan et al. [10], Kate et al. [68] and Ahmad et al. [5] focus only on the initial key agreement
and key management for DTN protocols and do not formally verify the security of their
proposed constructions. The non-interactive key establishment construction proposed by
Lv et al. [80] also limit the scope of their construction to the initial key establishment stage
and again do not formally verify the security of their proposed protocol. Only the group
key management construction proposed by Zhou et al. [134] formally verify the security of
their construction. Finally, the work of Riisch et al. [109] somewhat differs from the work
so far discussed in that they focus on integrating forward secrecy guarantees for secret keys
after an initial key establishment. They propose the use of puncturable encryption for this
purpose but do not provide formal security proofs for their proposed construction.

Other DTN protocols that have known space uses, such as the Licklider Transmission
Protocol, lack cryptographic security analysis [36]. Broadly speaking, the lack of crypto-
graphic formal or computational analysis in this field leaves claims of security by various
DTN protocols inconclusive, threat models underdefined, and security assumptions on the
underlying cryptographic primitives unknown. This presents a gap that we address in this

chapter, providing a first rigorous cryptographic analysis of DTN protocol BPSec.
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4.1.2 Bundle Protocol Security

Originally developed for deep space communications, the Bundle Protocol Security
(BPSec) [28] supports DTNs [27] as an application layer secure channel protocol to facili-
tate a store-and-forward paradigm for sending messages between nodes. It was specifically
designed with space system security in mind, a use case where security protocols used on the
Internet today, such as IPSec [56] and TLS [102], are sub-optimal as outlined in Table
due to latency, delays, and bandwidth constraints. BPSec was designed to be more suitable
for distressed environments where delivery is not guaranteed, bandwidth is a premium, and
roundtrip times are on the order of minutes or even hours. This has made it suitable to
uses outside of deep space networks and even outside of space networks generally, with
applications extending to the Internet of Things (IoT) [23].

In Figure we present a simplified illustration of a BPSec use case in space. We par-
ticularly draw attention to the unique nature of the network infrastructure BPSec operates
on, in comparison to the terrestrial Internet. In this example, the satellites orbiting earth
act as bundle protocol agents (BPA) or nodes who create, forward and receive messages.
The movement of these satellites and their availability to forward and receive messages
are in a constant state of change which in turn creates a network infrastructure prone to
high latency, connection disruptions and propagation delays. For instance in Figure {4.1
while the source node creates the message at ty, due to the unavailability of a viable path,
it cannot be forwarded to the intended destination node immediately and thus stores the
message until t;. Within such DTN infrastructures, participating nodes store messages
for long periods and forward them once an appropriate link becomes available, until the

message reaches its final destination.

4.1.3 BPSec Overview

In this section we describe core components of BPSec RFC 9172 [28] and the underlying
Bundle Protocol version 7 RFC 9171 [35]. This is a high-level description; a detailed
algorithmic description of BPSec is presented later in Figures .11 [.12]and [.13] which
is based on the mandatory minimum Default Security Context [29].

Underlying BPSec is the Bundle Protocol (BP), a DTN protocol analogous to the net-
working layer Internet Protocol (IP) of the terrestrial Internet. NASA has included Bundle
Protocol version 7 in its three-phased approach for rolling out DTN-based communica-
tion links by 2030 [84]. Similar to how IP delivers packets, BP create, forward, modify and
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Network topology at t, Network topology at t, Network topology at t,

[Bundle created] [Bundle processed] [Bundle received]

[Inactive]

[Inactive]

Figure 4.1: An execution of BPSec protocol. Source creates and forwards a bundle to intermediary. Inter-
mediary processes blocks from the bundle, forwarding the modified bundle to destination. This processing
and discarding of bundle blocks by an intermediate node is legitimate behavior within a BPSec evecution,
provided that the corresponding intermediary has been authorized to process bundles by the relevant policies.

receive bundles. Bundles are analogous to packets but differ in that they are designed to con-
tain more information to facilitate their correct processing, in the absence of bi-directional
links and retransmissions. A single bundle consists of many blocks; a mandatory primary
block containing routing information; a mandatory payload block; and optional extension
blocks containing additional data. Next, we identify the distinct roles of nodes participating

in a BPSec channel and further elaborate on BPSec bundle block types.

Entities in a BPSec Channel The Bundle Protocol Agent (BPA) is described as a
node component that offers the Bundle Protocol services and executes its procedures. We
employ a slight abstraction of this for simplicity, and refer to the BPA as the node itself.
Possible BPAs may include the Source Node (SN) that is the originator of the bundle
and the Destination Node (DN) that receives the bundle which is the intended recipient.
Intermediate Nodes (IN) may also receive and process bundles— potentially discarding
and/or adding component blocks— before forward transmission. If a BPA € {SN, IN}
adds a security block to a bundle (i.e., that it adds encryption or authentication) it is also

called a security source. Similarly, if a BPA € {IN, DN} removes a security block (e.g.
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decrypting a BCB target) it is also called a security acceptor. If the same BPA does not
remove the block (e.g. verifying the MAC of a BIB), it is called a security verifier. We give

the high-level bundle components below and provide a generic illustration in Figure [£.2}

— Primary Block The primary block carries information about the SN, DN, and lifespan
of the bundle among other basic bundle identification and forwarding values. There
is exactly one primary block per bundle, followed by possible extension blocks and
finally a payload block.

— FExtension Block An extension block is meant to provide additional functionality for
bundle processing through annotative information (e.g. previous node block, bundle
age block, abstract security block, etc.). Block Integrity Block (BIB) and Block
Confidentiality Block (BCB) are extension blocks that have identical structures as
abstract security blocks— both delineating ciphers, parameters, etc. for the target
blocks they apply to. INs may also add extension blocks.

— Payload Block: There is one payload bock per bundle, always the last block in the
bundle, which carries the application data. Since the Bundle Protocol can be used
as an encapsulating protocol for another protocol (e.g., an application layer protocol
and data) a payload block may be a partial payload or fragmented payload containing
only a segment of the overall payload.

— Target Block: The block within a bundle to which a security operation is applied.

— Security Context: A security context includes E|

key origin (e.g. preshared/keywrapped keys)
algorithms (e.g. AES-GCM, HMAC-SHA?2)

configurations

=W =

relevant security policies

Analogous to how IPSec extends the IP protocol to integrate security guarantees in the
networking layer, BPSec extends BP to incorporate confidentiality and integrity guarantees
in the application layer. The BPSec protocol [28] assumes secure preshared keys/symmetric
keys and consider key establishment and management as out of scope for its construction.
BPSec adapts existing extension blocks into security blocks that provide additional security

guarantees to bundles in transit.

!Security contexts are user-defined but RFC 9173 specifies mandatory-to-implement security contexts.
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Bundle

Primary | Extension | Payload
Block Block Block

Similar to primary header i:Contains the actual data payload

Immutable Mandatory block

Uniquely identifies bundle
Mandatory block
Optional block (0 to many)

Contains additional information
Leveraged to integrate security in BPSec

Figure 4.2: Generic bundle message format

BPSec introduces two types of security blocks; Bundle Confidentiality Block (BCB) for
authenticated encryption; and Bundle Integrity Block (BIB) for data authenticity. The
security blocks protect other target blocks and carry either a result of a cryptographic
operation (e.g. MAC tag 7) or a pointer to a target block it has encrypted along with the
necessary ciphersuite information. The Default Security Context for BPSec [29] instantiates
BPSec under pre-shared key and key-wrapping assumptions, with HMAC-SHA?2 for BIB
security and AES-GCM for BCB security. Figure [£.3] illustrates the format of a BPSec
bundle.

MAC Enc Enc
‘/_\ /K\

Header BIB
Block #1 BC2B BC?],3

7
#0 MAC (#0) Enc.pars.#4

Enc.pars.#5

Figure 4.3: BPSec bundle message format

As shown in Table domain-specific constraints in Delay Tolerant Networks (DTNs)
hinder end-to-end key negotiations and handshakes. Consequently, BPSec does not aim to
provide key agreement or established freshness of a session in entity authentication. Instead,
BPSec aims to offer a secure channel protocol under the assumption of pre-established keys.
The BPSec secure channel differs fundamentally from a secure channel on the terrestrial

Internet, as it permits authorized intermediaries to modify bundle messages during their
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Network topology at t, Network topology at t, Network topology at t,

[Bundle created] [Bundle processed] [Bundle received]

[Inactive]

[Inactive]

(e ) Ve aises] VL BCB

Header EIE:: « BI:;::k Ex;;z:(“" Header ?/;/ / BT::k é’{/’ﬁ Header  Block
#0 #2 #0 (%7 #2 e #0 #2

Tar[#3] Terl#4] #3 ////' /‘ Tarf#4] M Tar(#4]

Figure 4.4: An expected BPSec execution in space.

transit between the originating source and the final destination. In the absence of the com-
mon handshake component, if BPSec only offers data authentication and/or confidentiality,
one could ask why the protocol exists, e.g., instead of just applying ciphersuites to Bundle
Protocol messages as needed. This question points towards the subtlety of BPSec; namely
that it aims to achieve these properties across potentially multiple participants, even when
intermediate nodes can add more data to the transmission or discard prior data, which
may have been corrupted. The reader can here think of information distribution among
satellites, where intermediate satellites must relay data or even add to a message, while it is
also possible for data to be corrupted in transit, necessitating partial message discardment
so as to preserve bandwidth. BPSec thus aims to define a channel security protocol that
can modularly add and remove data, even while achieving its security goals. Figure [4.4]

illustrates an expected generic execution of BPSec in space.

Important BPSec Design Decisions through Example BPSec focuses on block-level
granularity and interactions. Security operations are applied to individual blocks within
a bundle according to the security context of a BPA. In this way, intermediate nodes INs
between a source node SN and destination node DN can add security operations just like

a security source, or indeed remove security as if they were an acceptor for the bundle.
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Figure [£.5] shows an IN, Charlie, adding BCBs to the bundle it received, acting as a relay
from Alice to Bob. While Alice only provided authentication to Block 2 and 4 (creating
a BIB block 1 that contains the applicable MAC tags and algorithm information), Charlie
decides to AEAD-encrypt certain blocks as well, namely target blocks 1, 2, and 4. These
are Alice’s original blocks including the BIB itself. We also demonstrate a separate BCB in
Block 6 that targets only Block 3. It is not consolidated with BCB Block 5 because it uses
a different parameter set. Moreover, this AEAD encryption may have been realized with
different instantiations (e.g. encrypt-then-MAC mode vs AESGCM); in such cases, BPSec
requires the MAC tag output from the BCB to be placed in the BCB block, as opposed to
being part of the ciphertext in Block 3.

If Charlie shares the same security context and secret keys with Alice and Bob, then
Bob will be able to decrypt and verify the bundle upon receipt (if the bundle is delivered
honestly). Otherwise, if the DN Bob does not have the requisite keys, at least one other
IN will be needed to process the BCB blocks for Bob, i.e., to act as a security acceptor.
Bundle encapsulation, whereby a bundle is encapsulated as a payload of a wrapping bundle,
is recommended for cases where the bundle may arrive at the DN before being processed

by a security acceptor.

Original bundle from Alice (bundle & security source) to Bob with only Block 2 and 4 protected under a BIB
BIB Block

Primary Block 1
0 SecSrc: [Alice] Block Block Block

Bundle Src: [Alice] Targets: [2, 4] 2 3 4

Bundle Dst: [Bob] Parameters:[Alg, key_id] [Extension] [Extension] [Payload]
TimeStamp.SN Result: [MAC(Block2),
MAC(Block4)]

Charlie, an intermediary, adds BCBs that protects all other blocks

: BIB Block BCBBlock  BCBBlock
GG TRy LT 1 Block Block 5 6 Block

0 SecSrc: fAlice] 2 3 SecSre: [Charlie] SecSrc: [Charlie] 4
Targets: [3]

Bundle Src: [Alice] Targets: [2,4] [Extension] [Extension] Targets: [1, 2, 4] Params:{Alg, [Payload]

Bundle Dst: [Bob] Parameters:[Alg, key id] Params:[Alg, Key id, IV]
TimeStamp.SN Result: [MAC(Block2), key_id, IV] Re_su,l\:
MAC(Block4)] geshtll [AuthTagBlock3)]

[l Unprotected plaintext block [l Bundle Confidentiality Block (BCB)
[l Bundle Integrity Block (BIB)  [] BCB’s Ciphertext
] BIB’s Target

Figure 4.5: BPSec example showing block interactions between BCB and BIB made by different BPA security
sources, Alice and Charlie, for a bundle intended for Bob.
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COSE Security Context

for BCB COSE context uses a AAD Scope Map to bind AAD to an Arbitrary Number of Blocks in the same Bundle

BCB Block 1
Targets: [2, 3, 4]
Primary Block Parameters: [Alg, key_id, IV]

Block Block Block
2 3 4

0 Result: [COSE.Enc(Block2)+AAD123, [Extension] [Extension] [Payload]

COSE.Enc(Block3)+AAD23,
COSE.Enc(Block4)+AAD4)]

Il Additional Associated Data of Blocks 1,2,3 [l Additional Associated Data of Block 2
[ Additional Associated Data of Blocks 2, 3 [ Additional Associated Data of Block 3
I Additional Associated Data of Block 4

Default Security Context
for BCB

BCB Block 1

Primary Block Targets: [2, 3, 4] Block Block Block

0

Parameters: [Alg, key_id, IV] 2 3 4
Result: [MAC(Block?2), [Extension] [Extension] [Payload]
MAC(Block3), MAC(Block3)]

Figure 4.6: COSE Context vs Default Context treatment of AAD

4.1.4 BPSec COSE Context

BPSec’s Default Security Context described in [29] provides the minimum level of security
based on preshared symmetric keys to use within the bundle protocol. In an effort to
introduce interoperability with other networks using DTN protocols and compatibility with
asymmetric-keyed algorithms, the CBOR Object Signing and Encryption (COSE) Security
context was proposed in the DTN IETF working group [114]. Some highlights of this draft
standard include: defining how to incorporate signing and encryption to BPSec using PKI;
expanding the additional associated data (AAD) to support binding AAD to an arbitrary
number of blocks in the same bundle; and use of PKIX certificate for entity authentication.

We emphasize that while incorporating a Public Key Infrastructure (PKI) would signif-
icantly enhance the security of BPSec, the inherent challenges of key negotiation, manage-
ment, and communication with trusted authorities will prove difficult within the constraints
of deep space networks. Furthermore, we argue that binding multiple blocks with associate
data may hinder the ability of legitimate intermediate nodes to partially process blocks

bound in such manner.
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4.1.5 Key Wrapping in BPSec

BPSec [29] offers the option to incorporate AES Key Wrapping (AESKW) in security blocks,
according to the AESKW standards outlined in [63]. In an early request for proposal [51]
for ANS X9.102 standard that discuss key-wrapping as a primitive, the goal of key wrapping
was highlighted as “to protect the confidentiality and integrity of cryptographic keys without
the use of nonces”. Accordingly, BPSec’s use of AESKW aims to enable secure sharing of
cryptographic keys used within BIB/BCBs with other nodes who have access to the correct
key wrapping keys. This approach helps mitigate the need for key negotiation, which is
challenging in DTN environments due to the constraints of simplex communication links
and the vast distances between nodes.

The AESKW wrapping algorithm takes as input a pre-established long-term key encryp-
tion key (KEK) kkek, a message to encrypt which in this case is the ephemeral key k, and
optional associated data concatenated with a static integrity check vector (an ICV) which
are passed into a six-round non-standard Feistel-network [I08]. This outputs a ciphertext
which is sent along to a receiver with the plaintext authenticated data. The unwrapping
algorithm takes as input the kkgk, ciphertext, ICV and authenticated data and outputs
either the shared key k or error upon integrity check failure.

A serious caveat with AESWK and the three other key-wrapping schemes discussed in
ANS X9.102 is that their security has not been formally proven. Rogaway and Shrimpton
in [108] likens the primitive to a secure enciphering scheme similar to a strong, variable-
input-length pseudo random permutation. However, they stop short of formally verifying
the security of AESWK due to many ambiguities and lack of specificity regarding its con-
struction in ANS X9.102. Instead, they introduce a novel framework called deterministic
authenticated encryption (DAE) [108] that is capable of capturing the security goals of
key-wrapping, which we leverage in the security analysis of BPSec and our StrongBPSec

construction, a stronger variant of BPSec, in Section 4.6

4.1.6 Key Management

Key management (key derivation, key exchange, key revocation, key separation) policies are
not explicitly defined by any of the three relevant RFCs for BPSec. Instead, it is assumed
that these are handled separately as part of network management [28]. RFC9173 [29]
stipulates that BP nodes using security contexts need to “establish shared key encryption

keys (KEKs) with other nodes in the network using an out-of-band mechanism”. BPSec
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does not provide key establishment or entity authentication mechanisms internally.
Symmetric keys were chosen over asymmetric keys (e.g. BIB with HMAC-SHA2) “in
order to create a security context that can be used in all networking environments” [27].
RFC9173 stipulates that different keys must be used to perform different security operations
(e.g. a separate keys for data encryption and integrity protection) and across different
cipher-suites for the same operations (i.e. using separate keys for AES-GCM and AES-
CBC). Depending on how symmetric keys are distributed for a given security context (key
exchange, pre-shared, out-of-band), the use of ephemeral keys through AES-Key wrapping
or a key-rotation policy must be used to curtail key leakage. Initialization vectors must

also not be reused with the same key across multiple encryption operations.

4.1.7 BPSec: A Flexible Secure Channel

Typically, a secure channel is formed between two communication parties who have pre-
viously established a shared key. The security provided by a secure channel construction
predominantly focuses on the confidentiality and integrity of transmitted data, i.e. only the
sender and their respective receiver should be able to read and/or modify the data trans-
mitted. To this extent, there is a rich body of work that formally captures the notions of
secure channels as standalone primitives. The seminal works of Bellare et al. [21] and Ro-
gaway [105] introduced the notions of stateful authenticated encryption and authenticated
encryption with associated data, respectively, formalizing early ideas on secure channels.
Protections against message replays, reordering, and dropping were early features in [21].
More recently, work has emphasized and differentiated the nature of data transmitted within
secure channels, between fragmented streams of data and atomic messages, and formalized
the notion of stream-based secure channels [54]; hierarchies of how channel AEAD notions
relate [33]; and multi-key security [59], enabling the analysis of secure channel protocols
such as TLS 1.3 [102]. The TLS protocol has in fact played a key role in several works,
motivating a better understanding of secure channels, with related works spanning robust-
ness [55], channel termination [31I], and alternative channel security notions [14]. However,
these existing constructions were designed to model secure channels in the context of the
terrestrial Internet and are therefore not readily adaptable to address the unique nuances
of BPSec.

While BPSec is a secure channel that focuses on the confidentiality and integrity of the

data transmitted the unique nature of its construction hinders capturing its security within
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any existing model for secure channels. A typical BPSec state simultaneously maintains a
shared state with multiple parties, which include the source and destination of a bundle,
as well as any honest intermediate node that might process the bundle on its way towards
the final destination. This behavior is distinctly different to a secure channel on the terres-
trial Internet, where communications are end-to-end protected, and only the sending and
receiving parties at either end of the channel can process the messages. Moreover, unlike
a typical message transmitted within a secure channel, the length of a BPSec bundle may
be constantly changing, which is an inherent part of its construction. Intermediate nodes
that process a bundle may add or remove layers of security from a bundle as per their
local policies for processing. This layering of security may sound similar to the design of
Tor onion routing [120] but we highlight that these two protocols are strikingly dissimilar
for various reasons; unlike a Tor circuit, BPSec nodes do not know their predecessor and
successor; message re-encryption is strictly prohibited in BPSec; BPSec integrity checking
is performed on a hop-by-hop basis and is not necessarily end-to-end and; anonymity is not
a property captured within the BPSec design. Furthermore, BPSec allows for the partial
processing of bundles, i.e., intermediaries may only process blocks from a bundle for which
they share a state with the respective source of that block, which may be the bundle source
or another intermediate node. This rather “flexible” secure channel construction of BPSec
cannot be successfully captured within the rigid formalisms of any existing secure channel
frameworks. Thus, we introduce a novel Flexible Secure Channels (FSC) security defini-
tion in Section that is capable of capturing the unique nature of security goals for the
BPSec protocol. Our formalism for FSC provides a framework to model secure channels
in a “group” setting, which we have tailored to capture a multi-user and multi-ciphersuite
use case with diverse corruption parameters. We note that our formalism is “flexible” both
in the sense that it captures the fluid nature of BPSec security but can also be easily

generalized to analyze the security of any channel protocol.

4.2 BPSec Formalization and StrongBPSec

We first present a formalization of notation for BPSec, with variables shown in Table
and we further highlight all cryptographically relevant fields within a general BPSec block
in Figure [4.7]

As described in a Bundle Protocol Agent (BPA) could play three separate roles

within a delay tolerant infrastructure: a Source Node (SN) that originates a bundle, an
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I Global state {sti1,...,stn} that holds particular key and parameter sets
_>
{sti[p] = (k p,p)} used by Party ¢ participating in a BPSec channel
aad Authenticated associated data
bid Block index which identifies the block written as a subscript of M, F, or P:
B - Index of the Strong BPSec ledger block BIBg (always the last block
in our construction, but can be placed before PLD to align with [35])
PB - Index of the Primary Block (always 0)
PLD - Index of the bundle payload block (always B — 1)
tar - Index of security operation’s target block
C Resultant array after operating on M with a set of cryptographic operations
specified by F and parameterized by P.
Ck Ciphertext of the key wrapped ephemeral symmetric key k
ctr Counter for tracking index of security blocks
F List of security operations {conf,int} for blocks in a bundle M
F .type BPSec block type {“BCB”, “BIB”} synonymous with operations {conf,int}
F .targets Security operation targets {bido, ..., bidn}
1D A global set of node identifiers consisting of id € {id,...,id,} to uniquely
identify each state st in global state II
v Initialization vector
k Ephemeral symmetric key (e.g. the key wrapped key)
kp Preshared symmetric key accessible to parties with access to I
- Ephemeral symmetric key for BIBg authentication (i.e. the key wrapped
k BIBs key)
kf,B Preshared symmetric key for BIBg authentication
. Ephemeral symmetric key for BRB authentication (i.e. the key wrapped
k BRB key)
kgﬁ Preshared symmetric key for BRB authentication
M Plaintext blundle made of blocks {bido,...,bidn} where n = |M| such that
M| > 1 (mandatory primary and payload blocks)
M;.m The plaintext data in a block M;
meta Metadata ledger for all security operations performed by the security source
that is authenticated by the BIBg
P Sets of ciphersuite parameters associated with security operations F spec-
ified by a security context.
P.alg Algorithms specified (e.g. AEAD modes, key generation) for a block.
P.id Node identifier for a party that supports a particular parameter set
P .params Security parameters used for particular algorithms.
P .params.kid Key identifier
P.init T/F flag: T if the security source is the bundle source; F otherwise.
st The local state of a party within global state II
st.id The local state for party id
tar The target block index: Ma, is the unprotected target block whereas Ciar
is the protected target block.
valid A helper function to check if the security operation F; conflicts with any

existing security operations already applied to a block M;.

Table 4.2: Abstracted variables used to formalize BPSec.
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1 |id.bundle.src

2 |7d.bundle.dst .

3 |creation-timestamp Header ~ Primary Block
4 |control-flags

5 |security context id: BCB/BIB

6 |control-flags

7 |block#: Dblock id

8 |security context info : algorithms/params/key# Security Block ~ Extension Block
9 |[target blocks: 1list of securiy targets

10 |security results: pointers to targets/ MACs

11 |id.security.src

12 payload Payload ~ Payload Block

Figure 4.7: Generic BPSec bundle with cryptographically relevant fields.

Intermediate Nodes (IN) that receive and process bundles— potentially adding or discarding
component blocks before forward transmission or a Destination Node (DN) that receives a

[N

bundle. We assume a 1:1:1 relationship between M, F, P meaning that for each block in a
bundle ﬁ, a BPA € {SN, IN} can add a unique security operation F € {“BIB”, “BCB”}
governed by a unique cryptographic parameter set ; The security policy of a BPA may be
configured to ignore certain blocks which corresponds to a particular ?1 = 1. Otherwise,
the BPA either adds plaintext integrity or authenticated encryption operations to the block
yielding in a new BIB or BCB, respectively. We designate the BPSec protected bundle as E
For authenticity protection, the BPA performs HMAC operations using a secret key to the
block and stores the tag, a security result, in the BIB. For authenticated encryption, AEAD
is applied to the block yielding either separate MAC and ciphertext or single combined
result: in cases where the MAC is generated separately, it can be stored in the BCB as
a result while the ciphertext replaces the data being encrypted in-place. When multiple
blocks are protected by the same security operation using the same parameter set, they are

consolidated under a single BIB or BCB respectively as seen in Figure [4.5



CHAPTER 4. ANALYSIS OF BPSEC 82

4.3 Flexible Secure Channels

In this section we formalize our notion of flexible secure channel and its security. In Section
[4:6] we leverage our flezible secure channels formalism to analyze the security of the BPSec
protocol and our StrongBPSec construction.

A Flexible Secure Channel (FSC) is distinguished by several features from a traditional
secure channel. Specifically, an FSC includes not only a sender and receiver but also one or
more intermediate nodes which share a common set of keys ? and associated parameters p €
; contained in their individual states. For BPSec, the keys are preinstalled symmetric keys
and the parameters are dictated by the security context(s) supported by the participant.
The FSC global state E is the union of all local states, st of FSC participants (i.e. st € E)
Without loss of generality, in a symmetric key FSC, such as in BPSec under the Default
Security Context, sender state st and receiver state st’ must match (i.e. there exists p € ;

such that st[p] = st'[p]) to correctly process FSC messages.

Definition 35 (Flexible Secure Channels). A flezible secure channel Ch = (Init,Snd, Rev)
with associated state space S and error space £, where €N {0,1}* = 0, consists of three

efficient algorithms:

- Init. On input of a security parameter array P thzs pmbabzlzstzc algorithm outputs
initial state array Ie (Sx...xS8). We write ( ) & ch. |n|t(P). We note that global
state E constitute many states st, where a state sty matches with multiple other states
st € {sty,...,sty}.

- Snd. On input of state st € E , 6 message bundle ﬁ : |ﬁ| € N and Ym € ﬁ,m €
{0,1}*, a security flag array F and a security parameter array ; this (possibly)
probabzlzstzc algomthm outputs an updated state army st € T and a secured bundle

]C] eNandVee C,ce {0 1}*. We write (st’, C %Snd(st ﬁ\ F ;))

- Rev. On input of a state st € T and a secured bundle C, this deterministic algorithm

outputs an updated state st' € H and a message bundle ﬁ :Vom € ﬁ where m €

({0,1}*UE). We write (st/, M Rev(st, C)).

Remark 2. We note that our flexible secure channel FSC design perfectly models the pe-
culiarities of the BPSec construction. Our FSC.Snd algorithm models the behavior of an
initial BPSec source node that constructs and sends a bundle C, as well as the behavior of

an intermediate node that modifies and forwards the same C. Similarly, FSC.Rev algorithm
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models the behavior of an intermediate node that partially processes a bundle C, as well as

JEEN

the behavior of the destination node that completely processes the bundle C to extract M.

Definition 36 (Flexible secure channel correctness). Let Ch = (Init,Snd, Rev) be a flexible
secure channel. We say that Ch provides correctness if for all state pairs (st;, st;) € E &
Ch.lnit(?), fol’ all messages (mo,...,my) : ﬁ ={mo,...,my} Lwhere ¢ eN) , for all flags
(fo,---sfe): F i/{fo, ooy fo}, for all pﬁrtﬁvzeiers (poy---ype) : P =Apo,...,pe} and for all

message arrays M < Rev(st;,Snd(st;, M, F, P)), we have that

—/

(mo,...,my) €M <= Vp, € {po,...,pe}:1,j € prid .

For a block to be processed correctly by a receiver, the receiver must support the
particular parameter set embedded in the associated states for each of the message blocks
in the bundle. Additionally, since an intermediate receiving node may not share a matching
state (with appropriate parameter sets) for all security blocks in a bundle 6, the node may
legitimately process only the blocks for which it shares the correct state. This partial

processing is additionally captured as correct behavior via our definition.

Remark 3. We draw the reader’s attention to the difficulty in defining FSC correctness.
This is due to the modular nature of BPSec bundles which may have different sets of pa-
rameters p € ; associated with each security block m € F’I\ Thus, for a receiwver to correctly
process each m € ﬁ, they must also support corresponding security parameters p € E\ per

each block they process.

In our protocol construction for BPSec and StrongBPSec illustrated in Figures [.11
(Init algorithm), (Snd algorithm) and (Rev algorithm) we leverage the flexibility
and modularity of our formalism for flexible secure channels. Notably, within the BPSec
construction, the intermediary nodes process bundles differently to source and destination
nodes, who only Snd and Rcv bundles respectively. In contrast, intermediary nodes both
Snd and Rev bundles; they Snd as they add new BCB/BIB blocks to a bundle and forward
it to the next node; they Rcv bundles forwarded to them within which they process and
discard BIB/BCB blocks and add BRB read receipts. The versatility of our flexible channel
design successfully captures all these use cases, enabling the formalization of uncommon

constructions such as BPSec. Figure [£.§|illustrates an execution of BPSec as a FSC.
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Figure 4.8: BPSec as a FSC. All processed and discarded blocks are represented in n diagonal lines.

The values for P and F are selected from respective sets which can be found in Table

4.3.1 BPSec Security Challenges & Threat Model

We note that the DTN threat model gives an attacker complete network access, affording
them read/write access to bundles traversing the network. Eavesdropping, modification,
topological, and injection attacks are all described in [28, Section 8]. Therein, these “on-
path attackers” can be unprivileged, legitimate, or privileged nodes depending on their
access to cryptographic material: unpriviledged nodes only have access to publicly shared
information, legitimate nodes have additional access to keys provisioned for itself, and priv-
ileged nodes have further access to keys (privately) provisioned for others. Our symmetric
key-based security context, detailed in Section [.5] builds upon the BPSec Default Security
Context [29]. While the BPSec Default Security Context assumes all BPSec participants
are privileged and recognizes that attackers may be either privileged or unprivileged, it does
not provide security guarantees against privileged attacks.

In an effort to distinguish malice by INs, we further abstract these classes into honest and
dishonest nodes in our analysis. Honest INs are priviledged nodes that faithfully execute
the role of a BPA as described in Section [£.1.3] Dishonest INs are priviledged nodes that
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attempt to violate the integrity or confidentiality of blocks it processes (e.g. by dropping
or modifying blocks), and captured by our adversary model. We observe a specific gap
in guarantees BPSec provides through the BIB, BCB, and the default security context.
Specifically, BPSec has no cryptographic auditing mechanism for detecting unpriviledged
modifications to a bundle between the SN and DN.

We also highlight that, due to the intrinsic design of BPSec, which permits privileged
intermediate nodes to process and discard bundles before they reach their intended des-
tination node, it is not feasible to directly align the notion of end-to-end security in the
conventional sense to the non-terrestrial DTN paradigm. Accordingly, we define our adver-
sary as an internal, privileged-but-dishonest intermediary node attempting to compromise
the integrity or confidentiality of the blocks it processes. BPSec, in its current instantia-
tion, does not defend against external, unprivileged adversaries who indiscriminately drop
bundles to induce denial-of-service; such attacks are therefore considered out of scope for
this work.

Claim: BPSec protections against plaintext modification are insufficient and can lead
to a self-imposed denial-of-service. A similar argument can be made for authenticated
encrypted BCB target blocks.

- Suppose an unpriviledged dishonest IN strips the BIB(s) and/or BCBs from all bun-
dles it receives and forwards and appends an additional bit to all their associated
security targets. BPSec has no in-band mechanisms (i.e. cryptographically enforced)
to detect or correct this kind of modification (aside from encrypting the BIB tar-
gets after they are authenticated). According to |28, 5.1.2], other BPAs who receive
this stripped bundle will use an out-of-band security policy mechanism to determine
whether to drop, modify, or forward the bundle. Under the recommended security
policy, BPAs will remove all target blocks that were supposed to be protected by a
BIB. This could lead to dropping the entire bundle if the security policy specified that
the primary block must be BIB protected.

- This paradigm sacrifices availability over authenticity. One could argue that avail-
ability was never guaranteed by BP and that it is out of scope of BPSec to prioritize
availability over authenticity (resp. confidentiality) E|

2We also note that, if only a basic integrity check — not authenticity — of the data is required, the use
of the BIB to provide integrity protection is unnecessary as cyclic redundancy check (CRC) codes already
exist in BP blocks. CRCs do not provide authenticity.
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- Under a unpriviledged dishonest attacker model the DN would not have a means to
detect dropped target blocks. This may lead to the DN incorrectly assuming that
they have a complete message and acting on it, even if core actionable information

was in the dropped blocks.

The core impact of the issues highlighted above is that the destination BPA is unaware
of what messages have been removed by the intermediate nodes. To address this, we provide
a strong BPSec variant StrongBPSec that offers read receipts. Read receipts are designed
to provide a verifiable record for processed blocks, ensuring transparency while adding an
additional layer of integrity protection between SN and DN within BPSec’s symmetric key
constraints. Our read receipt design facilitates the maintenance of a ledger block that guar-
antees the integrity of the original bundle created by SN, while simultaneously permitting
honest intermediaries to process and discard SN-created security blocks. This should not
be construed with the “return-receipt” from a Bundle Status Report [126] which is a out-
of-band (i.e. separate from the bundle) policy-driven acknowledgment of receipt or change
status. In fact, an on-path-attacker can simply drop all Bundle Status Reports whereas
StrongBPSec offers a stronger in-band (i.e. to the bundle itself) cryptographically enforced
audit log. We begin by offering an intuition for StrongBPSec, followed by a formalization
of its construction alongside the standard BPSec protocol. Figures {.11], (.12, and (.13

provide a side-by-side comparison to clarify the differences between the two approaches.

4.4 StrongBPSec with Read Receipts

As noted, the current BPsec specification [28] provides no security guarantees against ar-
bitrary message dropping by an attacker during the transit of a bundle between its source
and the final destination. Particularly, an inherent feature of BPSec is to allow honest in-
termediary nodes to process and discard bundle blocks as governed by their internal policies
with the exception of primary and payload blocks. However, BPSec [28] does not require
intermediate nodes to provide verifiable evidence of identity in order to process or discard
security blocks. Neither does the bundle maintain a record of changes made to it on way
to its destination. Thus, an external attacker can arbitrarily and selectively drop blocks
from a bundle en route without being detected. The proposed COSE Security Context for
BPSec [114] described in Section as part of its integration into BPSec, includes a

recommendation to increase the integrity of bundle blocks. In order to provide stronger
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integrity guarantees, they propose binding an arbitrary number of blocks together in the
same bundle, using additional associated data (aad) for each block concerned. However, we
argue that binding aad to an arbitrary number of blocks in this manner also restricts the
ability of an honest intermediary to process and discard any individual block from such a
group. In an attempt to find a fair middle ground between the somewhat relaxed original
functionality goals of BPSec [28] and the overly rigid security guarantees of COSE[IT4], we
propose our StrongBPSec protocol with read receipts.

StrongBPSec introduces two additional layers of integrity that aims to guarantee to the

bundle destination one of two of the following:

1. All blocks added by the bundle source node SN has arrived unchanged at the bundle
destination node DN, or

2. Some honest intermediary node IN, who supports and has access to appropriate cryp-
tographic parameters, has correctly processed and discarded block/s that were con-
structed by the bundle source SN.

Note that, for clarity, we will be exclusively distinguishing the roles of BPA as either
SN, IN or DN for the rest of this discussion.

We achieve these stronger integrity guarantees through the addition of two additional
checks leveraging the already existing BIB format of BPSec. As illustrated in Figure[4.9] we
introduce a BIBg block, calculated and appended to the end of bundle by the original source
node SN. As the originator of the bundle, SN constructs BIBg, which includes a MAC tag
calculated over the payload block and a set of uniquely identifying details for each security
block added by SN. These identifying details include unique key/block identifiers (kid/bid),
and the number of target blocks len(BIB/BCB) covered by a security block (BIB/BCB).
Once constructed, this BIBg is only verified by the destination node DN El The successful
verification of BIBg with the corresponding key kBB, which is either a pre-shared or a key-
wrapped key, against the received bundle informs DN one of two things; either they have
received the exact same bundle SN constructed; or an honest intermediary IN has processed
and discarded some of the blocks but have replaced them with correct read receipts BRB.
These BRB blocks duplicate the unique identifying details of a discarded block authenticated
with MAC tag calculated over this information, which we discuss next. In line with the

BPSec specification, we assume only honest privileged intermediary nodes who support

3We note that we only consider the use case for DN for simplicity but WLOG we say that any security
acceptor authorized by the security policy may process BIBg.
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Figure 4.9: StrongBPSec with Read Receipts. Source integrity block MAC BIBg is calculated over the payload
and a set of identifying details (metadata) for each target/security block (BIB1 and BCB2) added by SN.
Read receipts BRB are calculated by INs every time they successfully process a security block added by SN,
recording and verifying the details of the blocks they process. INs replace any such security blocks they
process with a corresponding BRB before forwarding the bundle. DN first verifies any BRBs added by INs
followed by the verification of BIBg.

and have access to correct cryptographic parameters for each block they process.

The second type of integrity check introduced by our StrongBPSec construction is the
concept of a read receipt BRB. The addition of BRB allows an honest intermediary acting
as a security acceptor to process and discard any block added by SN but still maintain a
verifiable record of their details that was used in the calculation of BIBg. To clarify, recall
from Section [4.3.1] a read receipt BRB provides an in-band ledger of changes for processing
at the DN; it should not be assumed that the BRB gets sent back to the SN as some sort of
acknowledgment of receipt or changes as would be done by a “return-receipt” from a Bundle
Status Report [126].

A BRB block contains a plaintext and a MAC tag calculated over it. The plain-
text duplicates the identifying details of the corresponding discarded security block
(kid/bid, 1en(BIB/BCB)) that was used in the calculation of BIBg, without which the ver-
ification of BIBg at DN will fail. A MAC tag is then calculated using a unique key k**—
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which is either a unique pre-shared or a key-wrapped key that is specifically associated with
BRB authentication but is independent of the key used for the ; security operations— over
the bundle BIBg concatenated with this plaintext. These BRB blocks act as a transcript of
the original bundle to the DN, who verifies all BRB blocks prior to the verification of BIBg.
The successful verification of BRB blocks within a received bundle informs DN that only
honest intermediaries have discarded blocks from the original bundle. In Figure we

illustrate BPSec within our SFSC formalism, which we describe in detail in Figures [4.11

[4.12] and [4.13] .

Remark 4. We note that the overhead introduced by adding the new BRB and BIBg block
types to the existing bundle structure is minimal and well within the tolerance of DTN archi-
tectures. The BIBg block consists of a single additional MAC tag computed over identifying
metadata of the original SN-constructed bundle, resulting in negligible overhead. The BRB
block is appended whenever an honest intermediate node processes and discards a SN-created
security block (and potentially its associated target blocks). However, this does not mean-
ingfully increase bundle size or consume significant channel bandwidth, as the BRB is itself
a compact MAC tag computed over duplicated metadata from the discarded security block.
Admittedly, this adds one additional block per discarded security block compared to the
baseline case where an intermediate node simply discards blocks without adding anything.
Nonetheless, within DTN architectures, intermediate nodes routinely insert blocks to support
routing or facilitate the delivery of bundles towards their destination. Consequently, the
inclusion of a BRB for each processed SN-constructed security block is fully aligned with the
operational semantics of BPSec and does not interfere with its expected behavior.
Moreover, DTNs are explicitly engineered for environments characterized by high la-
tency, disruptions, and limited round-trip opportunities. They are inherently capable of
accommodating large bundles with additional overhead, leveraging robust data links and ex-
tended local storage to preclude the need for round trips and to enable reliable forwarding
once connectivity resumes. As such, these systems are equipped to handle moderate increases
i bundle size, making our design choices well-aligned with the operational capabilities and

resilience goals of DTN deployments.

Remark 5. While significant security gains could be achieved with inclusion of digital sig-
natures in this improved protocol (in particular preventing impersonation within a group
sharing the same parameter set and keys), the BPSec infrastructure does not assume asym-

metric key management; pre-shared symmetric keys were favored for simplicity and broad
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implementation within the constrained deep space environment. Thus, in strengthening
BPSec, we inherit the original key infrastructure and primitives assumed by the Default
Security Context described in RFC9173 [29]. Therefore, it is not possible to detect which
IN has edited the bundle nor is it possible to protect against an insider threat. These issues

are inherent to RFC9173 in absence of asymmetric key management.

Figures 4.11] [4.12| and [4.13| respectively illustrate the formal construction for Init, Snd
and Rev algorithms of BPSec under RFC9173 alongside our StrongBPSec protocol. The
construction abstracts details of BPSec [28] and its Default Security Context [29] into a
FSC protocol (see Deﬁnition with modifications needed for a StrongBPSec protocol. We
formally prove the respective security of BPSec and StrongBPSec in Section Next, we

explain the intuition behind our formal construction.

- Init generates symmetric keys for matching BPSec states per parameter set. Parame-
ters in a state are associated with a collection of party identifiers id who all maintain
the same symmetric keys. Init generates three keys per parameter set: a symmetric
key k,; a read receipt key kER and; a bundle verifier key kEB.

- Snd creates security blocks either by bundle source or any intermediate node. For
each message m € ﬁ, Snd checks that the security operation is valid, and key wraps
a new symmetric key if necessary. Snd adds the appropriate processing information
to the security block, and either authenticates or encrypts the message m according
to the security operation. In StrongBPSec, Snd also adds a meta-data array for its
ledger block, which it authenticates, creating a verifiable ledger.

- Rcv processes security blocks either by bundle destination or any intermediate node.
For each ciphertext ¢ € 6, Rcv checks that the security acceptor has the correct
keys to process the ciphertext, and key-wraps a new read-receipt key if necessary as
intermediate node. Rcv adds read-receipts after processing the security block, and
authenticates the associated meta-data. In StrongBPSec, the destination node also
verifies all read-receipts, and constructs a meta-data array for the ledger block and
verifies the BIBg, rejecting the payload if any checks fail. Relevant keys are either

extracted from state or decrypted from keywrapped ciphertexts.

Additionally, in Figures |4.11} [4.12| and 4.13| X A Y denotes concatenating Y to X;

T'[j] denotes the value accessed by key j in table T', which we assign no particular structure;

subscripts are generally used for array indices or but are also used to associate variables (e.g.
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k, to denote a key k associated with p) or to configure a function call (e.g. Authg
i.params
k‘RR

);
superscripts are used to classify a variable type (e.g. refers to a read-receipt key);
p.alg.Gen refers to invoking a key generation function from a family of algorithms such

as Key-Wrap (KW) in p but we also overload alg as an identifier (e.g. used for boolean

comparison).
c - c —
Source Intermediate Destination
I I
| |
Header || Header Header | Header
0 : 0 Intermediate 0 : 0
l replaces BCB#2 l 72220077 .
. 1| BIB with BRB BIB 1 [2BrEsY | All security
Sﬂurce creates | 1 1 | RAR A% blocks processed
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Figure 4.10: Flow of interactions during an expected execution of StrongBPSec. Source creates a bundle
and forwards it to Intermediate. Intermediate processes and replaces BCB block #1 with read receipt block
BRB #7. Destination processes and discards all remaining security blocks and extracts the bundle message

M. All processed and discarded blocks are represented in green diagonal lines. The values for P and F are
selected from respective sets which can be found in Table

4.5 The Flexible and Strong Flexible Secure Channel Models

In Figure we formalize the security experiment for Flexible Secure Channels (FSC)
that captures the BPSec security goals described by [28]. Furthermore, in Figure we
also capture the intended security goals added by StrongBPSec, namely through Strong



CHAPTER 4. ANALYSIS OF BPSEC 92

FSC Security (SFSC) security, highlighting these as additional steps.

Init(P)
1: for id € ID do:
2 st.id < id
3 for pe P do:
4 if id € p.id: then
5: if (3id : stig € 1) A (id € p.id) then
6: kp, k5%, kp® < stiqr [p]
7 else
8 kp, k3%, kp? < p.alg.Gen(p.params)
9: end if
10: stialp] < ((kp, k;"R, kgB)ap)
11: end if
12: end for
13: I <i Stiq
14: end for
15: return II

Figure 4.11: BPSec protocol Init algorithm construction. Refer to Tablefgr notational definitions.

In the FSC experiment, the challenger begins by generating the full secret state for all
parties, and randomly sampling a bit b. The adversary is then split into two phases. First,
in the Corrupt phase, the A is allowed to issue Corrupt queries for particular parameter setsﬁ
In the next phase, A outputs some state, which is given as input to the next adversary A’,
which allows us to capture static corruption adversaries.

We argue that proving the security of our construction against a static (as opposed
to adaptive) A is sufficient for the following reasons: each BPSec block is associated with
a unique set of independent security parameters that remain unchanged for the duration
of the message lifetime; there is no forward secrecy and it does not make a difference at
what point of a message’s lifetime A compromises these security parameters as they do not
update; and adversary A compromising of set of security parameters for a specific block
does not affect the security of any other blocks in the same bundle.

A now has access to two oracle queries: OSnd and ORcv:

4This describes how A becomes a dishonest privileged node.
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st,M,F,P)
Lcd M; let £ = |F|:ctr + |M|
» for i€ (do

5 if —walid(M;, F;) then

s return L

end if

o Check to find the correct cryptographic

Snd

B -params for the intended recipients
. if (3p:(ky,p) € st) A (p.alg = P,.alg) A
(p.params = P,.params) A (P,.id € p.id) then

» if (KW € Pj.alg) then

. k P{.alg.KW.Gen(E,.params)

1 ¢ < P;.alg. KW.Enc(k,, k)

" else

13 k<« kp‘ Cp @

u end if

5 else

I return L

1w end if

1s: P,.}nit <+ false

o if Mpg.id.src = st.id then

2. P,.init ¢ true

! end if

2 C <l F,.type, C (l F,.targets

2 C <‘—‘ ;I.algA E ‘e‘ E,.params

v Cdg

2 c <‘—‘ st.id

2 E <l—‘ ctr

a7 if F;.type = “BIB” then

23\ tagl] « 0

0, for tar € F:,.taLgets do N

" tagltar] < P,.alg.AuthP~’params(k, Miar)

. end for

2 C & tag

) end if

" if F,.type :A"BCB” then

m Y tar € F;.targets

v & o1

. Ciar P,.alg.AEAD.EncP\/ palrams(k.
ﬁm .m, IV, ﬁm,.aad)

a5 end if

a0 Check for security blocks constructed

w0 by the bundle source using the init flag

11: JHd construct a met J’K](H a array

2 if Epinit then

" neta 4 ;,Apara.ms.kid} |F,,targets\,ctr

" end if

5 ctr ++

0 (illd for

a| C < meta

Calculated only once per execution by bundle src
if st.id = ﬁpg.id.src then
50 if (KW e Epg.alg) then
5 kBB Epg.alg.KW.Gen(Epgpara.ms)

5 P < Ppg.alg. KW.Enc(k}?, k™)
5 else
5t KBB4 kB P < 0

55 end if
50 BIBg < Pprp.alg.Auth—

Pp1p; parans

(k*, metal| Cprp)

«| end if

cdBiBg, cd @

return C

Figure 4.12: BPSec protocol Snd algorithm construction. The additions needed for the StrongBPSec protocol
is highlight in boxes. Refer to Table for notational definitions.
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Rcv(st‘a)
1 ﬁ(lal(‘tfz\afl
. fori el do

. if (3p:(ky.p) € st) /l(p.alg = d,,alg) A (p.params =
(fl.params) A (C\,,id € p.id) then
, if KW € C,.alg then
if (C,,init;) then
. KRR C,.alg.KW.Gen(a.params)
R E,.alg.KW.Enc(st.kﬁR, kR

. clse
. E* o stdg®, o 0
I end if N
m k < C;.alg.KW.Dec(st.k,, Ci.ci)
2 clse
15 k < st.k,
" end if
15 end if
16 if Cj.type ="BCB” then
1 for tar € C; targets do . R .
s M < C;.alg.AEAD.Dec: (k, Ctar-C, CrarIV, Car.aad)
C;.parans
10 Any blocks decrypted and processed with init set
P «;1]( ulate and add read receipts BRB
2 if Ciar-init then N R
» Miar < Cl.alg,AuthE’ params(kRR,CBmEHCw,meta)
25 Miar-type < “BRB”, My, <l R
2 end if
end for
= end if
pia if C;.type =" BJB"’ then
S for tar € C;.targets do L
P if 14 C,.alg.Auth.\/fya Params(k‘, Ciar, C;.tag(tar]) then
0 My < L
st Any blocks verified and processed with init set
» <';\]<11Lm' and add read receipts BRB

” else if Cy,.init then

" Miar C,.alg.AuthC" params(km‘cmﬁl\C,,.,».meta)
% Miar-type < “BRB”, Miqr <l C}i“

s end if

ar end for

. end if

»_end for

w0 Bundle dst constructs a meta data array

" for all verified BRB blocks and verifies BIBg

w| if st.id = Cpg.id.dst then

" forie (do

" if KW € C;.alg then

5 if Ci # Cprp: K™ = C;.alg.KW.Dec(st.k}®, C;.cf)
% if C; = Cpp: K% < C,.alg.KW.Dec(st.kﬁB, C,.(:'EB)

i else =
" if Ci # Ceup: k™ = st.k3™
. if C; = Cprp: K% sf“le,B
0 end if
5 if Ci.type = "BRB” then N
= if 1# C,,alg,AuthAnya_Pmms(k"R} C;) then
5 return L
5 else .
P meta’ <l C;.meta
5 end if
end if

e end for,
50 if 1 # Cpip,.alg.Auth.Viy .

[ params(kBE' meta’[|Cprp) then
5

o return L
o end if
| end if

w return M

Figure 4.13: BPSec protocol Rev algorithm construction. The additions needed for the StrongBPSec protocol
is highlight in boxes. Refer to Table@for notational definitions.
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- OSnd (s, ﬁ, ;, ;) — E: allows the adversary to indicate that party ¢ should protect
the plaintext bundle ﬁ using security operations F using security parameters ; If

the bit b sampled by the challenger is 1, the associated parameters have not been
corrupted, and the security operation is encryption (signified by type = BCB) then

the challenger records and replaces the associated ciphertext with random strings
from the same length. A register CTXT is maintained to record these changes to BCB
ciphertexts. OSnd also records all integrity protected blocks (signified by type = BIB),

and their associated tags in the AUTH register (to detect integrity wins later in the

experiment).

- (’)Rcv(i,g) — ﬁ: allows the adversary to indicate that party 7 should process the
ciphertext E recorded in register CTXT. ORcv also checks if the adversary has caused
any win events to trigger. Specifically, if the associated security parameters are not
corrupted, and the party ¢ outputs a valid block which no honest party produced,
then the adversary has forged this block, and the challenger sets win < true.

At some point the adversary terminates and outputs a bit &', and the output of the
experiment is (b = V) V win. We say an adversary A wins the FSC security game if
they succeed in achieving one of the following: forges an integrity-protected block; forges
an authenticated ciphertext within a block or; distinguishes the real-or-random ciphertext
within a block. Below we briefly summarize additional notations used in our security

experiment illustrated in Figure for our security experiment.

- AUTH: A register for honestly authenticated messages and their MAC tags.

- CORR: A register used to track corrupted parameters for determining wins.

- CTXT: A register that maintains either real ciphertext and associated parameter
pairs or uniformly random strings from the same space.

- Extr: A helper function to extract a parameter set from a block and state. Extr
abstracts away the initial checks performed by a node to confirm whether it supports
the correct cryptographic parameters for a given block.

- Proc: A binary function that checks if a ciphertext bundle E can be processed or not.
Proc abstracts away the out-of-band policy checks within BPSec.

- tsid: A state identifier that uniquely identifies the parameter set used by bundle
source. This 12 equivalent to the timestamp added by a bundle source within BPSec

when bundle C is first constructed.



CHAPTER 4. ANALYSIS OF BPSEC 96

N

- TXT:A register for all plaintext messages accessible by the global state II.

We now formally define FSC security.

Definition 37 (FSC Security). Let Ch be a channel protocol Ch = {Init,Snd,Rev}.
Let Expgﬁ%()\) be the FSC security experiment without red-boxed lines defined in Figure
4.14. We define the advantage AdinCA()\) that the adversary A wins the FSC game as
Advgﬁ&()\) =2 Pr(ExpEE%(/\) =1) — 1. We say that Ch is FSC-secure if Advgﬁ&l()\) is

negligible in the security parameter \.

Next, we turn to defining the Strong FSC game (SFSC), which adds the boxes in Fig-
ure [4.14, The SFSC game adds two additional win conditions in the Rcv query, allowing
the adversary to win by dropping E blocks without being detected, or by forging so-called
read receipts, which indicate to the receiving party that an honest party has “processed”
a block from the sender. As before, the adversary at some point will terminate and out-
puts a bit & and the output of the experiment is (b = b') V win. Thus, in addition to the
FSC win conditions, the SFSC adversary A wins if it can forge either BRB or BIBg with
non-negligible probability. We now formally define SFSC security.

Definition 38 (SFSC Security). Let Ch be a channel protocol Ch = {Init,Snd,Rev}. Let
Exp%isﬁ()\) be the SFSC security experiment defined in Figure (with all lines in-
cluded). We define the advantage Adv%i?j(A) that the adversary A wins the SFSC game as
Advgisj()\) =12 Pr(Exp%ﬁ?ﬁ(A) =1)—1|. We say that Ch is SFSC-secure if Adv%ﬁi&()\) is

negligible in the security parameter \.

4.6 Security Analysis

In this section, we provide a security analysis of the BPSec construction given in Figures
[4.17] [4.12)and [£.13] under Flexible Secure Channel security described in Definition[37] Next,
we provide a security analysis of the StrongBPSec construction given in Figure
and under Strong FSC security in Definition [38] We begin with our analysis of BPSec.

Theorem 6 (FSC Security for BPSec). Let n, be the total number of parameter sets used
in the experiment, and let ny, be the total number of key-wraps keys in the experiment. The
BPSec protocol presented in Figures[4.11],[/.12 and[/.13is FSC-secure. That is, for any PPT
algorithm A against the FSC security experiment (described in Deﬁmtion AdvE%%ec,A(/\)
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EXPEﬁ,CA()\)
LT Ch.Init()\); win < false
2. b & (0,1}
3 st + ACmRY()
4: bl «— AOSnd,ORcv (bt)
5: return (b = b') V (win)
ORcv(i,E)%m OSnd(i, M, F,P) = ¢
1: for L€ |C| do L stj, C < Ch.Snd(st;, M, F, P)
2 p + Extr(Cy, st;) 2: for j ELF\ do R
3 if (type(C/) = “BCB”) A (p ¢ CORR) then 3: if (Fj.type = “BIB”A (P; ¢ CORR)
4 for tar € C,.targets do then N
5 (c,) « CTXT[C ] 4 for tar € F;.targets do
6: Emr —e 5 K(‘,(‘P track of Auth
7 end for 6: queries ontag and msg
8 end if 7 for SUF-CMA
9: end for _ 8 AUTH <= (Car, C;.tag[tar])
10: ¢ efroc(c) N 9: end for
11: st;, M < Ch.Rev(st;, C) 10: end if
12: if ¢ A (M # L) then 11: Swap out Cia w/rand for IND$
13: for { € |C| do 12: game
14: p < Extr(Cy, st;) 13: if (Fj.type = “BCB” A (P; ¢ CORR))
15: BRB forgery register for SFSC then N
16: if (Cy.type = “BRB”) A (Cigsrc = sti.id)A p ¢ CORR then 14: for tar € Fj.targets do
17: for tar € Cy.targets do 15: if b :$1 then‘E ‘
18: AUTH 2 (Cyar, C;-tag[tar]) 16: c<{0,1} e
19: end for 17: CTXT[d] + (Cyar, Pj)
20: end if -
; 18: Ctar < C
21: if p ¢ CORR then 19: end if
22: for tar € Cy.targets do 20: if b= 0 then
23: if Cy.type = “BIB” A ((Ctar, Ce.tagtar]) € AUTH) then | 9. CTXT[Ctar] ¢ (Crar, P;)
24: win <~ true R 29 end if
25: else if C,.type = “BCB” A ((Cyar,p) ¢ CTXT) then 93: end for
26: win < true ’ .
SFSC wi lition for BRB £ 24: end if R
27: ‘ SFS0 win conc ition or BRB forgery 25: H[j}.TXT & M
28: else if C,.type = “BRB” A ((Cyar, Co.tagtar]) € AUTH) 26: end for _
then
) 27: return C
29: win < true
30: end if N
31: end for Corrupt(i, P)
5 end if 1: CORR < P
33: end for et i
34: end if 2: return st;. -
35: SFSC win condition for BIBg forgery
36:|for M; € M : ((M;.init = true) V (M;.type = “BRB”)) do
3T Mid.src <i M;
38:lend for ., R N N
39:[if IM € N[Crp.id.src] TXT : ((M .tsid = M.tsid) A (|M | # |Miq.src|)) then|
40: win < true
41: [end if
42: return M

Figure 4.14: Security Definition for Flexible Secure Channels (FSC). The modifications needed for SFSC
ezperiment for the StrongBPSec with Read Receipts is presented in bozes. Refer to Table[].4 for notational
definitions.
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1s negligible under the sufcma, aead, and dae security of the MAC, AEAD, DAE primitives,
respectively. Thus we have: AdvE?;CSGC’A()\) < Advf\}iifg&()\) + AdeeEXDA()\) + Adv%’j’fE,A()\).

Proof. We note that in the base FSC game there are three main ways the A can win. First,
by forging a BIB tag, secondly by forging a BCB ciphertext, and thirdly by guessing the
bit b. Thus we divide our proof into three cases: in the first case the adversary has caused
win < true by generating a forged MAC tag, in the second case the adversary has caused
win < true by forging an AEAD ciphertext, and finally in the third case the adversary
guesses the challenger bit b but does not set win < true. In each case we upper-bound the
probability of the adversary causing the winning event to occur, and thus prove that the

BPSec construction is FSC secure. We thus split our analysis into the following cases:

—/

Cy - .A sets win < true when a party 7’ verifies (M,, C;. tag[ ]) such that ﬁ; # L1, but
(Mt, C tag[t]) ¢ AUTH for C .type = BIB and Corrupt(-, C, .P) was not issued, i.e. A
has successfully forged a valid message MAC tag pair for a BIB that verifies correctly
and has guessed the challenge bit b.

Cy: A sets win < true when a party 7° verifies E such that ﬁ\t # 1, Et.type = BCB,
D EXtr(Et,Sti) and Corrupt(-, Ej, ;) was not issued, i.e. A has successfully forged
a valid AEAD ciphertext and has guessed the challenge bit b.

C5 A does not set win < true, and has terminated the experiment and output a bit ¥/,

i.e. A has guessed the challenge bit b.

7 , . : FSC,A
\Fi\sf(é Asay A’s ad\':/zsmél‘iige breakmgFSCFiC security of BPSec is Advgpg c.C; N <
Advgpsic o (A) + Advgpsec o, (A) + Advgpgic o, ()

We proceed via a sequence of games with each game focusing on a specific win condition
(or lack thereof) in the three cases. We bound the difference in the adversary’s advantage
in each game with the underlying cryptographic assumptions until the adversary reaches
a game where the advantage of that game equals 0, which shows that adversary A cannot

win with non-negligible advantage.
Case 1 : 7' accepts a forged message tag pair for a BIB.
Game 0 This is the initial FSC security game. Thus Advipcy o (A) < Advd, (M).

Game 1 In this game, for any key-wrapping keys associated with parameter sets that

have not been Corrupted, we abort if A forges a DAE ciphertext, and replace honestly
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generated key-wrapped keys with uniformly random values. To do so, by a hybrid argument
we introduce a series of reductions B as follows: At the beginning of the experiment, B
will initialise a DAE challenger Cpag,; for each parameter set ;Z such that Corrupt(-, ;Z) has
not been issued (where i is the index into the hybrid argument). Whenever the challenger
is required to key wrap ephemeral key k' using k;, the challenger instead queries (), k')
to the associated Cpag; and replaces the honestly generated key-wrap ciphertext with the
output from Cpag;. Additionally, each time B; generates a ciphertext from Cpag;, they
maintain a table DAE[i] & (C, k") which they update with each honestly generated key-
wrap ciphertext. Whenever B; is required to decrypt a DAE ciphertext using the key-wrap
key associated with parameter set ;u they first check if (C, k") € DAE[i]. If so, they use k'
as the key-wrapped key. If not, they submit (), C') to Cpag,; challenger.

Note that by definition of the DAE security game described in Definition if A forges
a DAE ciphertext and the bit b sampled by DAE is 0, then DAE will return the correct
decryption of C, otherwise DAE returns . Thus, any adversary that can forge a DAE
ciphertext can be used to break the security of the DAE game. Additionally, we note that if
the bit b sampled by Cpag, is 0, then the Cpag; encrypts the ephemeral key-wrapped keys
k' honestly, and we are in Game 0. Otherwise, if the bit b sampled by the Cpag,; is 1, then
Cpak,; simply samples a ciphertext uniformly at random, and now the key %’ is uniformly
random and completely independent of the protocol flow and we are in Game 1. Any A
that could distinguish this change can be directly used to break the DAE security of the
DAE primitive.

We note that Cpag,; samples keys identically to the security experiment, and thus this
replacement is sound. Finally, we note that 4 can never later call Corrupt(-, ;l), so all
internal values to DAE will never need to be revealed. As a result of these changes we know
that any key-wrap output from a parameter set that has not been Corrupted is uniformly
random and independent of the protocol flow, and A has no information on this key. There
are at most n, total parameter sets and thus n, hybrid arguments and thus we find:
Advd, (\) < AdVE, (A) + nq - Advise 5, ().

Game 2 In this game, we introduce an abort event that triggers if any un- Corrupted
party “accepts” any of the MAC tags o € C tag[t] for t € c j-targets of a block j € \C\ such
that C;.type = BIB, Mt # 1, and no honest party generated a message ﬁt. Specifically,
this occurs if A is able to successfully forge BIB using a key associated with a parameter set

p = Extr(Cy,st;) such that Corrupt(-,p) was not issued. We do so by introducing a series
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of reductions Bj as follows: At the beginning of the experiment, for each parameter set ;Z
that does not support key-wrapping By initialises a MAC challenger Csyfcma ;- Additionally,
during the experiment if a DAE ciphertext is generated or decrypted using kp, (where A
has not issued Corrupt(-,p;)), B2 initialises a MAC challenger Csyfema,i- Next, whenever
Bs is required to generate a MAC tag over a message m using kp, (or the ephemeral key-
wrapped key k" keywrapped under kp,) for p;, B instead queries m to Csyfema,i- If Et verifies
correctly but was not produced by an honest security source, then (ﬁt, o¢) ¢ AUTH and A
has broken the sufcma security of the MAC. We note that by Game 1 and the definition of
the security experiment, all MAC keys replaced in this way were already uniformly random
and independent of the protocol flow, and A cannot learn these by issuing a Corrupt query.
We have at most n, parameter sets that may be used directly as MAC keys, and at most
N key-wrapped MAC keys, thus Advél()\) < Advé2 (A) + (ng + nm) - Adv%“fﬁjc(k).

Case 1 Analysis: By definition of Case 1 we know that A has caused win < true
by forcing some party 7’ to accept a message block ﬁt such that Et.type = BIB,
Corrupt(-,Extr(Et,sti)) has not been issued. By Game 1 we replaced the ephemeral
key k' used to generate the BIB if p is a key-wrapping algorithm. By Game 2 we
added an abort query that prevents A from forging MAC tags and thus BIB blocks.
Since we abort if the adversary forges their own valid BIB, by Game 2 7 aborts and
thus A cannot win the game. Thus we have: Adv“é‘2 (A) = 0, and it follows that
Advgics’e“icl (A) <ng- Adv%a,fEBl (A) + (ng +nm) 'Advﬁ’;ﬁ{,’fgc()\) We now proceed to Case 2.

Case 2 : 7' accepts a forged message, ciphertext pair for a BCB

Game 0 This is the initial FSC security game. Thus Advgics’;l@()\) < Advé0 (N).

Game 1 This game proceeds identically to Game 1 of Case 1, with the same reduc-
tions and bounds. Thus we have Advé (N < Advé1 (A) + ng - Advie Bs(A)-

Game 2 In this game, we 1ntroduce an abort event that trlggers if any un-Corrupted
party “accepts”’ a c1phertext block Ct such that Ct type = BCB, C; # L, and no honest
party generated a message M;. Specifically, this occurs if A is able to successfully forge BCB
using a key associated with a parameter set p = Extr(Et, st;) such that Corrupt(-, p) was not
issued. We do so by introducing a series of reductions By as follows: At the beginning of the
experiment, for each parameter set ;z that does not support key-wrapping, B4 initialises
an AUTH-security AEAD challenger Cayth,;- Additionally, during the experiment if a DAE
ciphertext is generated or decrypted using kp, (where A has not issued Corrupt(-,p;)), Ba
initialises an AUTH AEAD challenger CayTH ;-
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Next, whenever By is required to generate a ciphertext over a message, nonce and header
tuple (m, N, H) using kp, (or the ephemeral key-wrapped key k" encrypted under k,,) for
pi, Ba instead queries (m, N, H) to Cayn;’s encryption oracle. Similarly, if By is required to
decrypt a ciphertext, nonce, header tuple (C, N, H) for k,, (or the ephemeral key-wrapped
key k' encrypted under k) for parameter set p;, By instead queries (C, N, H) to CauTH 'S
decryption oracle. If Et decrypts correctly but C' was not produced by an honest security
source, then (Et,pi) ¢ CTXT and A has broken the AUTH security of the AEAD scheme.
Submitting (C, H,N) to CautH,’s decryption oracle then allows By to win the AUTH-
security game. We note that by Game 1 and the definition of the security experiment,
all AEAD keys replaced in this way were already uniformly random and independent of
the protocol flow, and A cannot learn these by issuing a Corrupt query. We have at most
ng parameter sets that may be used directly as AEAD keys, and at most n,, key-wrapped
AEAD keys, thus Advg, (A) < Advd, (A) + (na + nm) - Advig) BB (A).

Case 2 Analysis: By definition of Case 2 we know that A has caused win < true
by forcing some party 7" to accept a message block Ct such that Ct type = BCB, and
Corrupt(- ,Extr(Ct, st;)) has not been issued. By Game 1 we replaced the ephemeral key
k" used to generate the BCB if p is a key-wrapping algorithm. By Game 2 we added
an abort query that prevents A from forging ciphertexts and thus BCB blocks. Since we
abort if the adversary forges their own valid BCB, by Game 2 7’ aborts and thus A
cannot win the game. Thus we have: Advéz(A) = 0, and it follows that Advgfjcs’e“ic2 N <
Na - AdVdDEEE,Bl (A) + (ng +npm) - AdvggLEAD()\) We proceed to Case 3.

Case 3 : A has terminated the experiment and output a bit ¥/, i.e. A has guessed
the challenge bit b.

Game 0 This is the initial FSC security game. Thus AdvE%CSec7Ac3()\) < /—\dv“é‘0 (A).

Game 1 This game proceeds identically to Game 1 of Case 1, with the same reduc-
tions and bounds. Thus we have Advéo()\) < Advé1 (A) + ng - Adv%fE’Bs()\).

Game 2 In this game, all ciphertexts produced by un-Corrupted party generating a
ciphertext block Et such that Et.type = BCB, using a key associated with a parameter set
p= Extr(Et, st;) such that Corrupt(-, p) was not issued are replaced with uniformly random
and independent strings. We do so by introducing a series of reductions Bg as follows:
At the beginning of the experiment, for each parameter set ;l that does not support key-
wrapping Bg initialises an PRIV-security AEAD challenger Cpryv ;. Additionally, during the

experiment if a DAE ciphertext is generated or decrypted using k,, (where A has not issued
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Corrupt(-, p;)), Bg initialises an PRIV AEAD challenger CpRriy ;-

Next, whenever Bg is required to generate a ciphertext over a message, nonce and header
tuple (m, N, H) using kp, (or the ephemeral key-wrapped key k" encrypted under kp,) for
pi, Be instead queries (m, N, H) to Cpriv,i’s encryption oracle. Similarly, if Bg is required to
decrypt a ciphertext, nonce, header tuple (C, N, H) for k,, (or the ephemeral key-wrapped
key k' encrypted under k,,) for parameter set p;, Bg instead queries (C, N, H) to Cpriv,i’s
decryption oracle. We note that by Game 1 and the definition of the security experiment,
all AEAD keys replaced in this way were already uniformly random and independent of the
protocol flow, and A cannot learn these by issuing a Corrupt query.

If the bit b sampled by Cprv,; is 0, then the Cpryv,; encrypts the message m honestly, and
we are in Game 1. Otherwise, if the bit b sampled by the Cpriv; is 1, then Cprjyv,; simply
samples a ciphertext uniformly at random, and now the ciphertext is uniformly random
and completely independent of the protocol flow and we are in Game 2. Any A that
could distinguish this change can be directly used to break the PRIV security of the PRIV
primitive. We have at most n, parameter sets that may be used directly as AEAD keys, and
at most n,, key-wrapped AEAD keys, thus Advé‘1 N < Adv“(‘;l2 N+ (ng+nm) 'Adv%:\,lAEAD()‘)'

Case 3 Analysis: By Game 1 we replaced the ephemeral key k' used to generate
the BCB if p is a key-wrapping algorithm. By Game 2 we replaced all ciphertexts with
uniformly random strings regardless of the challenge bit b. Since the behaviour of the
security experiment no longer relies of the challenge bit b the A has no advantage in guessing
and thus we have: Advéz(/\) =0, and it follows that Advgicsgics (N <ng- Adv%"’,‘fa&()\) +
(2 +1m) - AdVEE AEAD (V)-

O

We now turn to analysing the SFSC security of the StrongBPSec construction.

Theorem 7 (SFSC Security for StrongBPSec). The StrongBPSec protocol presented in
Figures |4.11) [4.19 and [{.15 is SFSC-secure. That is, for any PPT algorithm A against
the SFSC security experiment (described in Deﬁnition AdvgtFr%CF,’étc()\) 1s negligible under
the sufcma and dae security of the MAC and DAE primitives respectively. Thus we have:
AQVERRS, A(0) < ADVRIEE™, (V) + AdvSe 4.

Proof. We note that in the strong FSC game there are five main ways A can win. In
addition to those described in Theorem [6] the SFSC game introduces two new ways for A

to set win < true. In particular, if A has successfully dropped message blocks sent by the
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security source without being detected when the bundle is processed by the security target,
or by forging a read receipt for a given message block. The analysis for the three original

cases from the FSC game apply here, and so we focus on the other two cases:

C1: Adversary A has successfully dropped blocks M; from the source-constructed bundle
C without detection and the bundle payload integrity block BIBg verifies correctly;
Cs: Adversary A has successfully forged a read receipt BRB that verifies correctly.

We proceed via a sequence of games, and bound the difference in the A’s advantage in
each game with the underlying cryptographic assumptions. We conclude when the adversary
reaches a game where the advantage of that game for that case equals 0, which shows that
A cannot win with non-negligible advantage. We begin by dividing the proof into two
separate cases corresponding to each win condition (and denote with Advgfr%%éecvci()\) the
advantage of the adversary in winning the strong integrity game in Case 7). It follows that
AVSESEA () < AWSESSA (1) + ..+ AWEESSA ().

We define with Advél_()\) the advantage of A in Game i. We begin with Case 1.

Case 1: AdversaryéA wins by causing some party 7’ to accept bundle E from
a security source 7 °ridsc with missing blocks ﬁl . By the definition of the case, we
know that the adversary A has not been able to Corrupt any keys (kp, kgR, kgB) such that
kp? was used to verify (or key-wrap keys to verify) the BIBg. We proceed via the following
series of games.

Game 0 This is the SFSC security game in Case 1: AdvgfrsB%gtc oV < Advéo()\).

Game 1 This game proceeds identically to Game 1 of Case 1 of Theorem [6] with the
same reductions and bounds. Thus we have Advé0 N < Advé1 (A +ng - Adv‘,ijfE’Bl (N).

Game 2 In this game, we introduce an abort event that triggers if any un-Corrupted
party “accepts”’ a message ﬁ and no honest party generated a message with the same payload
and of the same length. Specifically, this occurs if A is able to successfully forge BIBg using
a key associated with a parameter set ;Z such that Corrupt(-, ;Z) was not issued. This game
proceeds identically to Game 2 of Case 1 of Theorem 1, with the same reductions and
bounds. We have at most n, parameter sets that may be used directly as MAC keys, and
at most n,, key-wrapped MAC keys, thus Advé}1 N < Advé2 N+ (ng +nm) -Adv%”;’chmc()\).

Case 1 Analysis: By definition of Case 1 we know that A has caused win < true
by forcing some party 7 to accept a message with “missing blocks” ﬁ Specifically, if

7’ accepts a message whilst incorrectly believing that the original bundle had a different
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amount of blocks than generated. By definition of the security experiment we know that A
has not issued Corrupt(-, p) such that 7 used k‘gB to verify the BIBg block. By Game 1 we
replaced the ephemeral key k' used to generate the BIBg if p is a key-wrapping algorithm.
By Game 2 we added an abort query that prevents A from forging BIBg blocks. We note
that the BIBg is computed over each key identifier that was used by the source node SN
and the number of target blocks that the key identifier was used for. Thus, if 7 believed
that SN generated an incorrect number of blocks, then the bundle integrity block BIBg for
ﬁpLD would not verify correctly. Since we abort if the adversary forges their own valid BIBg,
by Game 2 7 aborts and thus A cannot win the game. Thus we have: Advé‘2 (A) =0, and
it follows that Advgfl%%étc,cl()\) < ng - Adv%e}fEBl (A) + (ng + 1) - Adv;g”;f,\rﬁf\c()\). Now we
transition to Case 2.

Case 2: A wins by causing a party 7’ to accept a read receipt BRB under key
k:;‘R but no read receipt was generated by an honest party.. By the definition of
the case, we know that the adversary A has not issued Corrupt(-,p). We proceed via the

following series of games.
Game 0 This is the SFSC security game in Case 2: Advgfr%%gic o,V < Advéo()\).

Game 1 Let n, be the total number of parameter sets used in the experiment. In
this game, for any key-wrapping keys associated with parameter sets that have not been
Corrupted, we abort if A forges a DAE ciphertext, and replace honestly generated key-
wrapped keys with uniformly random values. This proceeds identically to the reduc-
tion described in Game 1 of Case 1 with the same factors thus we find: Advé0 N <
Advz, (A) + nq - AdvERE 5, (V).

Game 2 In this game, we introduce an abort event that triggers if any un-Corrupted
party “accepts’ a message ﬁ with a read receipt BRB (generated using k:gp”) and no honest
party generated BRB. Specifically, this occurs if A is able to successfully forge BRB using
a key associated with a parameter set ;l such that Corrupt(-,;i) was not issued. This
game proceeds similarly (up to a change in notation) to Game 2 of Case 1 of Theorem
1, with the same reductions and bounds. We have at most n, parameter sets that may
be used directly as MAC keys, and at most n,, key-wrapped MAC keys, thus Advél()\) <
Advd,(A) + (na + nm) - Adviirac (V).

Case 2 Analysis: By Case 2 we know that a party 7 that verifies a BRB using kgR
(or a key-wrapped key encrypted under kgR) that sets win < true such that 4 has not

issued Corrupt(i,p) will abort. Thus A cannot win the game in Case 2 and thus we
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have Adv, () = 0, and it follows that Advg;apsec ¢, (\) < 70 - Advie 5 (M) + (g + 1) -
AdVEI TR (V-
0

4.7 Conclusion

In this chapter we presented the first formalization and cryptographic security analysis of
deep space communication protocol BPSec. We introduced a flexible channel formalism FSC
in order to model and capture the peculiarities of BPSec compared to channel protocols
on the terrestrial internet. We analyzed the security of BPSec for security goals it claims
to offer and highlighted its weakness against an arbitrary message dropping adversary.
We proposed StrongBPSec as stronger variant of BPSec that provides additional integrity
guarantees against arbitrary message dropping between a bundle source and its intended

final destination.
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Chapter 5

Key Exchanges & Hybrid
Authenticated Key Exchanges

In subsequent chapters we venture to propose novel protocol constructions for secure avionic
communication. Specifically, we propose novel key establish constructions PQAG for avi-
ation in Chapter [6] and a secure avionic handover construction PQAG-HO in Chapter
In order to formalize our constructions and cryptographically analyze their security, we
dedicate this chapter to present our formalization for key exchanges in Section followed
by the modified HAKE security framework in Section (originally proposed by Dowling
et al.[50]) which integrates our KEX formalization. The modified HAKE model presented in
Sectionwﬂl be used for the analysis of our PQAG and PQAG-HO constructions presented
in Sections and respectively. We begin this chapter with a brief discussion on the
current state-of-the-art in post-quantum cryptography and its broader implications on the

field of cryptography as a whole.

5.1 Classical & Post-Quantum Key Exchange

Diffie and Hellman [48] in their seminal work introduced the concept of securely establishing
a shared key over an insecure public channel, that only required sharing public components
of the corresponding key material for the key establishment. Bellare and Rogaway [19]
provided the first formalization of security for such key exchange schemes, capturing the
security properties of entity authentication and session key secrecy. Their model assumes an

adversary that fully controls the communication between interacting parties; the adversary
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is allowed to read, modify, delay, replay or inject messages as they wish. Later work further
extended the Bellare-Rogaway model to capture various other security properties; forward
secrecy [49]; compromise of ephemeral secrets [39, [78]; and three-party key exchanges [20)].
However, it must be noted that these key exchange schemes and their security assume
a classical adversary limited by their computational power to break the underlying hard
mathematical problems in polynomial time.

In fact, Shor [I13] has proposed an algorithm that is capable of solving the problem
of factorizing large integers as well as discrete logarithms— the two central mathematical
problems on which most current cryptosystems are built— in polynomial time provided
that the algorithm is carried out by a quantum computer with a large number of quantum
bits [43]. Consequently, the security of prevalent cryptographic applications— such as key
exchange schemes based on the hardness of solving discrete logarithms— will be challenged
when the advent of the quantum computer is fully realized. The situation is further exac-
erbated by the threat of an attacker who captures and archives sensitive network traffic,
intending to decrypt it later with the advent of quantum computers. Within this context,
there is a reinvigorated interest— among academic and industry researchers alike— to
strengthen the security of existing communication infrastructure with novel cryptographic
primitives that are resistant to threats posed by a quantum-enabled attacker. Indeed, re-
inforcing the urgency of the matter, the National Institute of Standards and Technology
(NIST) has initiated a competition-like process [7] with the objective of standardizing ap-
propriate post-quantum primitives. At the time of writing, after three rounds, NIST has
already chosen some winners for standardization in key encapsulation (KYBER) and digital
signatures (DILITHIUM, FALCON, SPHINCS+) categories. NIST has further declared an
additional fourth round with the intention of selecting more contenders for standardization
as post-quantum key encapsulation primitives. Table summarizes the five major fam-
ilies of existing PQC approaches and their underlying mathematical problems along with
examples of known primitives for each category.

However, it must also be noted that the security of many existing post-quantum schemes
is still relatively immature, with less rigorous analysis compared to classical counterparts.
Recent attacks on the digital signature scheme Rainbow [24] and the KEM SIKE [41], both
previously NIST PQC finalists, highlight the evolving nature of these post-quantum prim-
itives. Within this context, hybrid approaches that combine classical and post-quantum
primitives offers a pragmatic solution, providing protection against both potential flaws in

emerging PQC algorithms and future quantum threats.
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PQ Family Mathematical Problem

Lattice-based Based on lattice problems like Shortest Vector Problem
(SVP), Closest Vector Problem (CVP), Shortest Inde-
pendent Vectors Problem (SIVP). E.g., CRYSTALS-
KYBER, CRYSTALS-DILITHIUM, FALCON

Hash-based Collision resistance of a hash function. E.g.,
SPHINCS+
Isogeny-based Finding the isogeny mapping between two elliptic

curves with the same number of points. E.g., SIDH
(insecure), CSIDH.

Code-based Hardness of decoding in a random linear code. E.g.,
BIKE, Classic McEliece (both NIST 4*" round con-
tenders).

Multivariate Solving a set of multivariate quadratic equations that

are proven to be NP-hard. E.g., Rainbow (insecure)

Table 5.1: Post-quantum cryptographic families.

Many academic and industry researchers alike have already been studying novel ways
to construct public-key cryptosystems resistant to attacks carried out by a future-quantum
or quantum adversary. For instance, at the point of writing, all websites and APIs served
through Cloudflare support post-quantum hybrid key agreement by combining the classical
X25519 Elliptic-curve Diffie-Hellman and the new post-quantum Kyber512 and Kyber768
for TLS 1.3 handshake [129]. Moreover, Amazon Web Services have integrated quantum-
resistant hybrid (Diffie-Hellman+Kyber) security across their core services that leverage
their TLS implementations s2n-tls and s2n-quic, including the AWS Transfer Family that
uses SSH for SFTP file transfers 38, [67].

The hybrid authenticated key exchange (HAKE) framework proposed by Dowling et al.
[50] introduces a flexible formalization that is capable of analyzing the security of such
hybrid authenticated key exchange (AKE) schemes that combine multiple classical and
post-quantum primitives. The HAKE framework extends the classic Bellare and Rogaway
[19] model to incorporation additional security notions of perfect forward secrecy and post-
compromise security while accommodating for the strengths of both classical and post-

quantum adversaries. The work of Bindel et al. [25] also proposes a framework that capture
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the security of hybrid authenticated key exchange protocols but their work is exclusively
limited to hybrid KEM schemes. In comparison, the HAKE framework offers flexibility by
supporting KEM constructions while remaining adaptable to other cryptographic primitives,
making it suitable for analyzing the security of a wide range of hybrid AKE schemes.

The avionic key establishment construction, PQAG, and the aviation handover scheme,
PQAG-HO, introduced in Chapters [6] and [7] respectively, integrate cryptographic compo-
nents designed to ensure security against potential quantum adversaries. We harness the
modified HAKE framework we discuss in this chapter for the security analysis of our pro-
posed constructions. We further discuss other constructions modeled within the original
HAKE framework that are either foundational (e.g. , Muckle [50]) or concurrent and inde-
pendent to our work (Muckle+ [34] and Muckle# [16]) in Section In this chapter, we
simplify the HAKE framework for the analysis of our proposed protocols in Chapters [6] and
Moreover, we expound on the concept of “probabilistic key-exchange protocol 1I” HAKE
is built around, replacing it with our own simple formalization for a key exchange scheme

KEX.

5.2 Secure Key Exchange Formalization

In this section we formalise our notion of secure key exchange KEX protocols, explaining the
expected functionality, phases and outputs. We utilize this framework in the construction

of all our secure avionic communication schemes presented in Chapters [6] and [7]

5.2.1 KEX Syntax

A key exchange protocol KEX, illustrated in Figure [5.1] consists of a tuple of algorithms
KEX = (KGen, SetUp, Proc). We use 7{ to refer to both the identifier of the s-th instance
of the KEX being run by party P; and the collection of per-session variables maintained for
the s-th instance of KEX run by P;. We describe the algorithms below:

— KGen()) A (pk, sk, pid) is a probabilistic key generation algorithm taking as input a
security parameter A\ and outputting a public-key/secret-key pair (pk, sk) and (po-
tentially) a party identifier pid. During the protocol execution KGen is independently
run by each party engaging in the KEX scheme. This algorithm models an long-term

key-pair generation by individual participants.
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KGen(1?*) 5 (pks, sks, pid) KGen(1?*) 5 (pkr, skr, pid)
Se'cUp(pER7 SES, init) 5 (%)
Proc(rS, L) 5 m, 5 .
SetUp(pES7 SER, resp) 5 (mF)
Proc(r®, m) = m/, 7
m

Proc(nS,m/) > L, 75

i

Figure 5.1: Generic KEX construction.

- SetUp(pzj, s;i, ) 3 (m?) is a probabilistic algorithm that takes as input the public-
key output of the corresponding party’s KGen execution pzj (potentially a set of
public keys), the secret key SE (potentially a set of secret keys) from its own KGen
execution and their role (denoted by p) in the KEX session, either init or resp, and
outputs some state 77. This algorithm is only run once per session by each party.
SetUp models the computation of shared keys by participants during an execution of
KEX.

— Proc(m,m) LA (m;, ) is a probabilistic algorithm that takes as input some state 7
generated by SetUp and, if it exists, message m € {0,1}*U{0} produced by a previous
execution of Proc, and outputs some message m’ € {0,1}* U {0} and an updated per-
session state /. This algorithm models final session key agreement and session update

by participants.

In the following section we integrate our KEX formalism within the HAKE framework.

5.3 The HAKE Model

As in the original model [50], the modified HAKE model leveraged for our analysis is based on
Bellare-Rogaway-based AKE models, and captures adversaries of differing strength (quan-
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tum and classical) via a detailed key compromise interface. Specifically, we model quantum
adversaries by allowing them to compromise non-post-quantum key establishment primi-
tives (for instance, elliptic curve-based algorithms to establish a shared secret key). The
majority of our modifications from the original HAKE model are simplifications — since
HAKE explicitly captures the use of preshared symmetric keys, not used within our new
PQAG protocols. We give a high-level description of the modified HAKE framework in
Section (and detail the differences between our variant and the original HAKE frame-
work). We then describe cleanness and partnering definitions in Section as well as
Section

5.3.1 Secret Key Generation

Recall that HAKE addresses secret key generation (the output of a “KGen” algorithm) of
individual key establishment primitives explicitly, and categorises them into long-term (i.e.
generated once and used in every execution of the protocol), and ephemeral (i.e. generated
on a per-stage basis) secret generation. We simplify the HAKE model by only including the

following sub-categories:

— Post-quantum asymmetric secret generation — long-term post-quantum asymmetric
secrets (for example, signature secret keys), are generated by LQKGen, whereas
ephemeral post-quantum asymmetric secrets (such as KEM secret keys) are gener-
ated by EQKeyGen.

— Classical asymmetric secrets — long-term classical asymmetric secrets (for example,
EdDSA secret keys) are generated by LCKGen, whereas ephemeral classical asymmetric

secrets (for example, ECDH secret keys) are generated by ECKeyGen.

In addition, our proposed PQAG protocols are not a multi-stage key exchange protocols,
which establishes multiple keys throughout protocol execution. Thus, we remove all multi-
stage specific state and indexing in the HAKE execution environment. With this context,
we now formally define the HAKE execution environment, capturing how an adversary can
interact with a hybrid AKE protocol.

5.3.2 Execution Environment

Consider an experiment Expng %;Ie;g’A(/\) played between a challenger C and an adversary

A. C maintains a set of np parties Pi,..., P,, (representing users interacting with each
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other in protocol executions), each capable of running up to (potentially parallel) ng sessions
of a probabilistic key exchange protocol KEX. FKach session is an execution of the key
exchange protocol KEX, represented as a tuple of algorithms KEX = (KGen, SetUp, Proc).
KEX.KGen outputs a set of long-term keys (LQKGen, LCKGen) and KEX.SetUp outputs a set
of ephemeral keys (EQKeyGen, ECKeyGen) for the HAKE experiment. We use 7 to refer to
both the identifier of the s-th instance of the KEX being run by party P; and the collection
of per-session variables maintained for the s-th instance of KEX run by P;, and KEX.Proc is
an algorithm capturing the honest execution of the protocol KEX by protocol participants.

We describe generically these algorithms below:

(a) KEX.KGen(\) 3 (pk, sk) is a set of KEX.LXKGen(\) algorithms, where X € {C,Q}.
KEX.LXKGen is a probabilistic post-quantum long-term (if X = Q), or a classic long-
term (if X = C) asymmetric key generation algorithm, taking a security parameter A

and outputting a public-key /secret-key pair (pk, sk).

(b) KEX.SetUp(p;j, 521) 5 (7) is a set of KEX.EYSetUp(p;j, SE) S algorithms, where
Y € {C,Q}. KEX.EYSetUp embeds all relevant ephemeral keys for the current session
w7 within its output state. KEX.EYSetUp is a probabilistic post-quantum ephemeral
(if Y = Q), or classic ephemeral (if Y = C) asymmetric key generation algorithm,
taking as input a vector of long;teim key pairs (p;j, SE) and outputting a state 7

which embeds ephemeral keys (pk, sk) for the current session 7.

(¢) KEX.Proc(m, m) 3 (m/,7’) is a (potentially) probabilistic algorithm that takes as in-
put some state m generated by KEX.SetUp and, if it exists, message m € {0,1}*U{0}
produced by a previous execution of KEX.Proc, and outputs some message m’ €
{0,1}* U {0} and an updated per-session state 7’. The input state 7 for KEX.Proc
(potentially) embeds relevant security parameters A, the set of long-term asymmetric
key pairs p_l;:i, sk; of the party F;, a collection of per-session variables m and an arbi-
trary bit string m € {0,1}* U {0}. KEX.Proc outputs a response m’ € {0,1}* U {0}

and an updated per-session state 7/, behaving as an honest protocol implementation.

C runs KEX.LQKGen()\) and KEX.LCKGen(\) np times to generate long-term post-
quantum and long-term classical asymmetric key pairs (which we denote with p_l;:i, s_l;:z) for
each party P; € {Py,...,P,,}, and delivers all public-keys pk; for i € {1,...,np} to A.
The challenger C then randomly samples a bit b & {0,1} and interacts with A via the
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queries listed in Section [5.3.3] also maintaining a set of corruption registers, representing
a list of ephemeral and long-term secrets that have been compromised by A via Reveal,
Corrupt and Compromise queries. Eventually, A issues a Test query, to which C responds
with kp, either the real session key generated by the Test session (when b = 0), or a random
key from the same distribution (when b = 1). C now interacts with A via the queries
listed in Section m (except the Test query), and eventually terminates and outputs a
guess d of the challenger bit b. The adversary A wins the HAKE key-indistinguishability
experiment if d = b, and additionally if the test session 7 satisfies a cleanness predicate
clean, which we discuss in more detail in Section We give an algorithmic description

of this experiment in Figure [5.2

HAKE clean, 4 /1y .
KEXnp e (A):

b & 0,1 1: let s =min{s:nf.p= 1}

Exp Create(i, j, role):

1:
, 2: 77.p = role
2: KEX.LXKGen(\) LA papk;, pgsk;, cpk;, csk; Vi € [np] 3 ﬂg Zid -
3: pk; < (pgpk;, cpk;) T NN
4: LQK;,LCK; < clean Vi € [np],j € [np] 4: KEX.EYSetUp(pk;, ski) — 7§
5: EQKS,ECK! « clean Vi € [np],s € [ng] 5: m;.eqk < m}.pgsk, m;.eck < m;.pgsk
6: ctr « 0 6: return s
7. d&A(p-];T)Send.Create*.Corrupt*,Compromise*,Revea\
8: if clean(m,) then return (d = b) CorruptCK(i): CorruptQK(i):
9: elsereturn d & {0,1} 1: if LCK; = corrupt then 1: if LQK; = corrupt
10: end if return L then return L
X 2: end if 2: end if
Send(i, s,m): ) i
_r 3: LCK; < corrupt re- 3: LQK; < corrupt re-
1: if 7}.a # active then return L turn csks turn posk.
2: end if ) i Pgsiy
2. S ’
3: ,KEX'P"OC(WiS’ m) = (w7, m’) CompromiseQK(i, s): CompromiseCK(i, s):
4: if 7.0 = reject then return L —_— ——
5: end if 1: if EQK; = corrupt then 1: if ECK] = corrupt then
6: 75.m, < 7i.m,||m return L return L
7wy < 75.mg||m’ return m’ 2: end if 2: end if
3: EQK; < corrupt return 3: ECK] « corrupt return
Reveal(s, s): Test(i, s): m;.eqk m;.eck
1: if 7.0 # accept thenreturn  1: if m, # L then return L
€ 2: end if
2: end if 3: if wf.oc # accept then re-
3: SK « corrupt turn L
4: if 3(j,t) st match(ny,7}) 4 end if
then, 50 ko & D, ky « mik
5: SKj « corrupt 6: SK? + tested
6: end ifreturn 7} k 7. m, < mf return k;

Figure 5.2: HAKE experiment for an adversary A against the key-indistinguishability security of protocol
KEX. Note that the values pk given as input to A and Q represent the vector pk,; for all np parties. The

t

Junction match takes as input two sessions 7; and w; and determines if they are matching according to some

matching definition. For the definition of the matching sessions function used in our HAKE experiment, see

Section @

Each session maintains a set of per-session variables:

— p € {init, resp}: The role of the party in the current session. Note that parties can
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be directed to act as init or resp in concurrent or subsequent sessions.

— pid € {1,...,np,x}: The intended communication partner, represented with  if
unspecified. Note that the identity of the partner session may be set during the
protocol execution, in which case pid can be updated once.

— « € {active, accept,reject, L }: The status of the session, initialised with L.

- m; € {0,1}* U{L}, where i € {s,r}: The concatenation of messages sent (if i = s)
or received (if 7 = r) by the session at each stage, initialised by L.

— ke {0,1}* U{L}: The session key, or L if no session key has yet been computed.

—exk € {0,1}* U{L}, where x € {q,c}: The post-quantum ephemeral asymmetric
(if x = q), or classic ephemeral asymmetric (if x = c) secret key generated by the
session, initialised by L.

— st € {0,1}*: Any additional state used by the session at each stage.

5.3.3 Adversarial Interaction

Our HAKE framework considers a traditional AKE adversary, in complete control of the
communication network, able to modify, inject, delete or delay messages. They are able
to compromise several layers of secrets: (a) long-term private keys, allowing our model
to capture forward-secrecy notions and quantum adversaries. (b) ephemeral private keys,
modelling the leakage of secrets due to the use of bad randomness generators, or poten-
tially bad cryptographic primitives or quantum adversaries. (c) session keys, modelling the
leakage of keys by their use in bad cryptographic algorithms. The adversary interacts with

the challenger C via the queries below:

— Create(i, j,role) — {(s), L}: Allows the adversary A to initialise a new session owned
by party P;, where the role of the new session is p, and intended communication
partner party P;. If a session 7§ has already been created, C returns L. Otherwise,
C returns (s) to A.

— Send(i, s,m) — {m’/, L}: Allows A to send messages to sessions for protocol execution
and receive the output. If the session 7}.ac # active, then C returns 1 to A. Oth-
erwise, C computes KEX.Proc(nf, m) — (m/,w¥’), sets 7§ < «¥’, updates transcripts
mi.m,, 7f.mg and returns m’ to classical/post-quantum adversaries A.

— Reveal(i, s): Allows A access to the session keys computed by a session. C checks
if m7.a = accept and if so, returns 7.k to A. In addition, the challenger checks if

S

7, and also sets SK’; < corrupt.

there exists another session 7T§- that matches with 7
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Otherwise, C returns L to A.

— Test(i,s) — {kp, L}: Allows A access to a real-or-random session key kj used in
determining the success of A in the key-indistinguishability game. If a session
exists such that 7;.a = accept, then the challenger C samples a key ko & D where
D is the distribution of the session key, and sets ki < 77.k. C then returns k;, (where
b is the random bit sampled during set-up) to A. Otherwise C returns L to A.

— CorruptXK({i,j}) — {ki, L}: Allows A access to the secret post-quantum long-term
key pgsk; (if X = Q) or the secret classical long-term key csk; (if X = C), generated
for the party P; (and Pj, in the preshared case) prior to protocol execution. If the
secret long-term key has already been corrupted previously, then C returns L to A.

— CompromiseYK(i, s) — {eqgk, eck, L}: Allows A access to the secret ephemeral post-
quantum key 7f.eqk (if Y = Q), or the secret ephemeral classical key 77.eck (if
Y = C) generated for the session 7 prior to protocol execution. If 77.eqk/m}.eck has

already been corrupted previously, then C returns | to A.

5.3.4 Partnering Definition

To determine which secrets A can reveal without trivially breaking the security of a given
session, our model must define how sessions are partnered. In our work, we use the notion
of matching sessions 77|, and origin sessions [47] to construct our security analysis. On a
high level, 77 is an origin session of 7r§» if w7 has received the messages that 7r§- sent without
modification, even if the reply that 7} sent back has not been received by 7T§~. If all messages
sent and received by 77 and 7r§- are identical, then the sessions match. We give detailed

definitions and a precise pseudocode description of these functions as follows:

Definition 39 (Matching Sessions). We consider w7 .m, and 7;.m, to be the concatenation

of all messages sent and received (respectively) by a session wf. We say that ] matches a

; t ; S i d — 4 t i d — 4 s t s _ 1 s —
sesston m; in stage t iof ™.pid = 7, m;.pid = 1, 7;.p #* TP, T My = Tomg and T7.mg =
7r§.m7«.

We now define origin sessions for use in the HAKE security experiment.

Definition 40 (Origin Sessions). We consider ©.m, and w7.m, to be the concatenation

of all messages sent and received (respectively) by a session wf. We say that 7w} matches a

; t t _ S s ; t o1 __ .S !
sesston m; if m;.mg = w7.m,. We say that 7; prefix-matches a session 7 if m;.mg = 7} .m;,
S

where 7f.m/, is 7. mg truncated to the length of |7r§.ms|. Finally, we say that a session T;
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has an origin session with 7T§~ if ™ prefiz-matches 71'3» (and 7§ has sent the last message) or

77 matches 7r§- (and 7T]t~ has sent the last message).

If all messages sent and received by 7 and 775- are identical, then the sessions match.

We give precise pseudocode description of these functions in Figure [5.3

match(m7, 75) — {0, 1}:

1 if (m).mg # 7r§.mr)

2: V(m{.m, # mlmy)

3 V(mf.p=7h.p) V(ni.pid # j)
4 V(rh.pid # i) then return 0
5. end ifreturn 1

origin(rf, %) — {0,1}:

L if (7f.m, # 7hmg)V
2: (mf.mj # 7hmg @ f.my
= trunc(m}.my,, |7}.myl)
then return 0
4: end ifreturn 1

Figure 5.3: A pseudocode description of the matching session and origin session functions.

5.3.5 Cleanness Predicates

Cleanness predicates in authenticated key exchange protocols detail the exact restrictions
on adversarial powers. For instance, in protocols that are not post-compromise secure, the
leakage of the long-term key of a party trivially allows the adversary to impersonate that
party. Thus, it follows that sessions established after that corruption (with that party as
the communicating peer) cannot be secure. We note that the cleanness predicates defined
below are specific to our PQAG-KEM and PQAG-SIG constructions discussed in Chapter [6]

Briefly, the PQAG protocols defend against a quantum adversary. Thus, a successful
adversary is allowed to compromise the long-term and ephemeral classical asymmetric se-
crets (via CorruptCK and CompromiseCK, respectively) without penalty. Since the PQAG
protocols authenticate with post-quantum primitives, and aim to achieve perfect forward
secrecy, we allow a successful adversary to issue a CorruptQK(j) query (where the 7f.pid = j
and Test(¢, s) was queried), as long as 7] was completed before the CorruptQK(j) query was

issued.
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Thus, a “clean” session has not had A compromise: (a) the ephemeral post-quantum
secrets of the Test session and its matching partner in the tested stage, (b) the long-term
post-quantum secrets of the Test session’s partner before the Test session completes. We

formalise this intuition as cleangyake in Definition

Definition 41 (cleangnake). A session w} such that ©{.o = accept and =}.pid = j in
the security experiment defined in Figure is cleanguake if all of the following conditions
hold:

1. The query Reveal(i, s) has not been issued.

2. For all (j,t) € np X ng such that ©{ matches 7r§-, the query Reveal(j,t) has not been
1ssued.

3. If there exists a session % such that 7r§ matches 7, then the following sets of queries

J
has not been issued:

~ CompromiseQK(i, 5), CompromiseQK(j, ) have not been issued, where 7% matches

S
T -

4. If there exists no (j,t) € np X ng such that 7r§- is an origin session of w;, then

CorruptQK(j) has not been issued before m7.ac <— accept.

It may also be desirable to determine the security guarantees that PQAG provides
against classical adversaries in the event of a new vulnerability discovered in the under-
lying post-quantum key establishment primitive, as demonstrated by the recent attacks
against Rainbow [24], or SIDH [42] 82, [103].

Thus, a “clean” session has not had A compromise: (a) either the ephemeral classic
secrets of the Test session and its matching partner in the tested stage, or (b) the ephemeral
post-quantum secrets of the Test session and its matching partner in the tested stage, and
(c) the long-term post-quantum secrets of the Test session’s partner before the Test session
completes. In order to capture this scenario, we formalise this intuition as clean.yakg in
Definition (42

Definition 42 (cleancyake). A session w} such that wf.a = accept and 7}.pid = j in
the security experiment defined in Figure is cleanguake if all of the following conditions
hold:

1. The query Reveal(i, s) has not been issued.
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2. For all (j,t) € np X ng such that ] matches 7r§i, the query Reveal(j,t) has not been
issued.

3. If there exists a session 71';» such that 7751 matches 7}, then at least one of the following

sets of queries has not been issued:

— CompromiseQK(3, s), CompromiseQK(j,t) have not been issued, where 7r§- matches

S
7T’i'

~ CompromiseCK(i, s), CompromiseCK(j, t) have not been issued, where 7 matches

S
T -

4. If there exists no (j,t) € np X ng such that 7r§- is an origin session of w;, then

CorruptCK(j) has not been issued before m}.ac <— accept .

Finally, we formalise the advantage of an adversary A in winning the HAKE key indis-

tinguishability experiment in the following way:

Definition 43 (HAKE Key Indistinguishability). Let KEX be a key-exchange protocol, and

np, ng € N. For a particular given predicate clean, a QPT algorithm A, we define the

advantage of A in the HAKE key-indistinguishability game to be Advﬂg((’%g:;’f‘(())\) =

HAKE,clean, A
2 [Pr [Expgimen (0N = 1] - 4.
We say that KEX is post-quantum HAKE-secure if, for all QPT algorithms A,

AdvEéQi’;lfs;’A(())\) is negligible in the security parameter \. We say that KEX is clas-

sically HAKE-secure if, for all PPT algorithms A, AdvEéi%ﬂijZ’A(())\) 1s negligible in the

security parameter \.



Chapter 6

Post Quantum Key Exchange

Protocols for Aviation

In this chapter we propose two hybrid key exchange protocols (PQAG-SIG and PQAG-KEM)
to secure CPDLC communication between ground stations (G) and aircrafts (A). We
provide a formal proof of security for the proposed protocols against both quantum and
classical adversaries. We instantiate our proposed protocols with different post-quantum
algorithms to understand the real-world applicability of our protocols to the resource-
constrained ecosystem of avionic communication. We compare our proposals to existing
work and demonstrate that we provide satisfactory performance with the added benefit of
heightened (hybrid) security. We begin this chapter with a discussion on the current state

of secure communication within the aviation sector.

6.1 Secure Communication in Aviation

Controller-Pilot Data Link Communications (CPDLC) is a protocol that facilitates com-
munication between the Air Traffic Control (ATC) stations and aircrafts over a datalink
medium. CPDLC was designed to reduce communication loads on the Very High Frequency
(VHF) band, in order to handle large numbers of aircrafts communicating with ATCs simul-
taneously in congested air traffic zones. CPDLC communication has multiple applications,
ranging from route change and clearances to level assignments and crossing constraints [71].

At present all CPDLC communications are carried out over unencrypted and unauthenti-

120
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Figure 6.1: A generic insecure CPDLC communication between ground station G and aircraft A.

cated datalinks. Figure illustrates an expected implementation of CPDLC as described
by official ICAO guidelines [65]. CPDLC begins with a logon stage, where the aircraft A
initiates a connection with the ground station G, which uniquely identifies A to G along
with departure and destination locations for its journey. G responds to a logon request by
informing A whether the logon request has been successful or not. Upon successful logon,
G initiates a CPDLC connection by sending a connection request which A will accept, pro-
vided no existing CPDLC connection is active. After establishment, data link messages are
exchanged between A and G that include clearances, instructions, and reports. The com-
munication concludes with disconnection, either when the flight transitions to a different
ground station’s airspace or when CPDLC services are no longer required. We empha-
size that this entire exchange occurs entirely in plaintext, leaving it exposed to potential
interception and manipulation.

Therefore, there is a critical need to develop a future-proof secure communication proto-
col that both ensures confidentiality and authenticity of communication, while withstanding
the evolving threat landscape. Considering the aviation industry’s reluctance toward fre-
quent upgrades due to technological challenges, safety considerations, and cost concerns,
these protocols must ensure robust security against both current classical adversaries and

future quantum attackers.
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At the time of writing, NIST’s Post Quantum Cryptography (PQC) Standardization
Process has already standardized a selection of post-quantum candidates in key encap-
sulation and digital signatures categories. The objective of this process was to select
post-quantum public key cryptographic primitives to potentially replace existing quantum-
vulnerable primitives currently in widespread use. In addition, the White House recently
published a memorandum [123], introducing a plan to increase resources and efforts for the
multi-year process of migrating vulnerable computer systems to quantum-resistant cryp-
tography.

However, almost all PQC increases computation and/or key sizes compared to quantum-
vulnerable counterparts, complicating their practical adoption, especially in resource-
constrained environments. For instance, the novel LDACS media for G-to-A communi-
cation provides a throughput of 303.33 kbps (forward-link) and 199.73 kbps (reverse-link)
[22], and the average throughput of data-links used in avionic communication is 31.5kbps
across the globe. Moreover, security analysis of PQC is relatively immature and constantly
evolving compared to their classical counterparts [50]— corroborated by recent attacks un-
dermining the security of digital signature scheme Rainbow [24] and the KEM SIKE [41]—
both candidates previously shortlisted as NIST PQC finalists. Accordingly, adopting a
hybrid approach [50] combining classical and PQC primitives presents a realistic equilib-
rium, providing security guarantees against potentially undiscovered vulnerabilities (both
algorithmic and in-code) in novel PQC and security against quantum adversaries.

Next, we discuss existing work related to classical and post-quantum avionic commu-
nication protocols as well as other constructions (e.g. KEMTLS) that is comparable to our

work.

6.1.1 Design Considerations for Secure Avionic Communication

The Automatic Dependent Surveillance-Broadcast (ADS-B) is a mandatory broadcast sys-
tem for all aircrafts, where an aircraft periodically broadcasts its position, allowing it to
be tracked. Wesson et. al. [128] discuss the security of the ADS-B protocol and highlight
a set of considerations for aviation communication design: interoperability with existing
policies and laws, bandwidth and interference constraints and how ADS-B operates in a
cryptographically untrusted environment. Their work primarily evaluates symmetric and
asymmetric settings, concluding that maintaining the secrecy of symmetric keys across

multiple untrusted global domains is unsuitable for the purpose of secure communication
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in aviation. The use of shared keys also complicates key revocation scenarios in the event

of key compromise, since it requires replacing keys across all parties involved.

6.1.2 Symmetric Constructions

The novel ADS-B construction proposed by Yang et al. [I30] is based on symmetric-key
primitives; format-preserving encryption for obscuring flight identity and TESLA proto-
col [98] for authentication. Although computationally less expensive, their work heavily
relies on a trusted third party for key management and distribution on a frequent basis.
Furthermore, due its inherent design of delayed key disclosure, the use of TESLA protocol
introduces additional latency to the scheme. Briefly, delayed key disclosure in the TESLA
protocol ensures message authenticity by revealing the cryptographic key used for signing
messages only after a predefined delay, preventing forgery during transmission. Implement-
ing this in constrained environments can be challenging due to the need for synchronized
clocks between sender and receiver and the added computational and storage overhead for
buffering messages until the corresponding keys are disclosed. Our protocols (presented
in Section @ avoid these issues, as they are constructed from asymmetric-key primitives,
require only a single round for key establishment, and secure CPDLC communications

specifically, not addressing ADS-B.

6.1.3 Asymmetric Constructions

Other approaches to securing communication in aviation rely on asymmetric encryption
schemes, introducing communication overhead compared to symmetric encryption, due to
large public-key and ciphertext sizes. For instance, to achieve the symmetric-key equivalent
strength of 112 bits (ADS-B packet size), which NIST claims is cryptographically secure
until 2030, the ECDSA signature length is 448 bits, four times greater than an ADS-B
message [128].

An identity-based solution for authenticating ADS-B has been proposed by the work of
[124] that uses batch verification, which verify a batch of message and signature pairs in a
single instance, for increased efficiency. Aside from the difficulty of maintaining the reliance
of a trusted authority across multiple geographic regions for key management, the signature
size of their proposed scheme is 512-bits added to the original 112-bit ADS-B packet size.
The work of Asari et al. [9] proposes an anonymous authentication protocol for ADS-B

based on Certificateless Public Key Cryptography (CL-PKC). However, their work involves
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expensive bilinear pairings for signature generation and does not analyze how the inclusion
of signatures affect the ADS-B packet sizes. The ideal-lattice based key exchange scheme
of Yang et al. [132] somewhat superficially resembles our proposed protocol. However,
unlike their work, our proposed schemes incorporate hybrid security from both classical
and post-quantum cryptographic domains and prove their security against a post-quantum
adversary in the HAKE model whereas [132] only proves their security against a polynomial
time attacker in the eCK-PFS model [47].

Khan et. al. [7I] propose a lightweight protocol for securing CPDLC using elliptic-
curve cryptography and Schnorr signature schemes. Their method provides authenticated
communication while preserving confidentiality and non-repudiation properties against a
classical Dolev-Yao adversary, but fails to achieve security against a quantum adversary.
Méurer et. al. [86] also propose a secure alternative to CPDLC, which uses different
variations of Diffie-Hellman key exchange (DHKE) to establish keys, and evaluate the prac-
ticality of their proposals. They modify the Station-to-Station (STS) protocol with dis-
tinct DHKE instantiations, comparing Elliptic Curve DHKE (ECDH) and Supersingular
Isogeny DHKE (SIDH) as the underlying key exchange. Their work concludes that while
STS-ECDH provides the most resource efficient performance, STS-SIDH (believed at the
time to provide post-quantum security) was the better option for long-term security. We
implement our PQAG construction for aviation in Section [6.3] and compare with Mé&urer
et. al.’s STS-(C)SIDH protocol [86], demonstrating our protocol’s relative practicality while
also achieving stronger notions of security. Moreover, the work of Maurer et al. [86] does
not verify their constructions with any formal security analysis.

The works of Bellido-Mangenell et. al. [22] and Mielke et. al. [00] also propose a
secure protocol for CPDLC, and simulate their protocol’s communication between aircrafts
and ground stations. Their proposal combines the asymmetric post-quantum McEliece
encryption scheme and symmetric encryption. The authors [90] highlight that the pro-
tocol does not guarantee security against potential man-in-the-middle attackers since the
exchanged (ephemeral) public keys are not authenticated. Moreover, neither work provide
any formal proof of security. Finally, Tiepelt et al. [125] formally analyze the security of
proposed LDACS mutual authentication and key agreement protocol MAKE [88]. However
MAKE is a quantum-ready construction and allows key negotiation through either a classi-
cal Diffie-Hellman key exchange or a post-quantum key encapsulation mechanism (KEM).
In comparison, our PQAG protocols presented in Chapter [6] provides hybrid security guaran-

tees against both classical and post-quantum adversaries. Furthermore, in contrast to [8§],
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we instantiate and implement our constructions to demonstrate the practical applicability

of our proposed schemes.

6.1.4 Our Contributions

We propose two hybrid key exchange protocols to secure CPDLC communication between
ground stations (G) and aircrafts (A). We provide a formal proof of security for the proposed
protocols against both quantum and classical adversaries. We instantiate our proposed pro-
tocols with different post-quantum algorithms to understand the real-world applicability of
our protocols to the resource-constrained ecosystem of avionic communication. Instantiat-
ing both approaches allowed us to evaluate their relative benefits and costs. We can see
that there exists a trade-off between the two approaches: using signatures as the basis for
authentication is more computationally expensive, but less costly in bandwidth. Moreover,
placing both approaches in the context of packet sizes further demonstrates their rela-
tive practicality in the aviation domain. We compare our proposals to existing work and
demonstrate that we provide satisfactory performance with the added benefit of heightened

(hybrid) security.

6.2 PQAG Key Exchange Protocols

In this section we describe two variants of our proposed post-quantum air-to-ground com-
munications protocol PQAG, PQAG-KEM and PQAG-SIG, executed between an Aircraft A
and a Ground Station G. We give the detailed cryptographic operations in Figures and
Note that PQAG-KEM and PQAG-SIG have slightly different infrastructure require-
ments, as well as different communication and computational overheads. In PQAG-SIG, we
require no predistribution of public keys, but imposes higher communication costs due to
large public-key sizes. Overheads added by PQAG-SIG are particularly high if the implemen-
tation utilizes post-quantum digital signatures (see Tables and . In PQAG-KEM, we
assume that A already knows G’s public keys, reducing communication and computational
overhead, which is a realistic (and scalable) assumption in avionics, where travel paths (and

thus, G partners) can be known ahead of time.
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Aircraft AC ‘ Ground Station GS

static CKEMa : (cpka, cska) static CKEMg : (cpke, cskg)
static PQKEM, : (pgpka, pgsk ) static PQKEMg : (pgpk¢. pgsk¢)
Knows cpkg, pgpkg

rA & {0, 1}25(’

(cpke, cske) & CKEM KGen()

(pgpke, pgske) & PQKEM.KGen()

(cctatg, cke) & CKEM Encaps(cpkg)

(pgctzte, pgke) & PQKEM.Encaps(pgpk¢)

mg < {headera,ra,idn, cclatg, pgctate, cpka, pqpka, cpke, pgpke}
mo

re & {0,1}26

ckg < CKEM.Decaps(cctrtg, cske)

pake < PQKEM. Decaps(pqctztc pgske)
(cctatp, ckA) & CKEM. Encaps(cpk,)
(pgctatp, pgkp) & PQKEM Encaps(pgpk,)
(cctate, ckE) & CKEM. Encaps(cpkg)

)
)

(pgctate, pgke) & PQKEM.Encaps(pgpkg
ms < HKDF.ChainExtract(ckg||pgkc|| ckallpgk all kel pake

my < {headerg, rg,idg, cctate, pgctate, cctatp, pgctzin}
mk, k < HKDF.Expand(ms, Hash(my||m, ), “PQAGKEM”)
7 + MAC(mk, mg||my)

my, T

cke < CKEM.Decaps(cctzte, cske)

pgke < PQKEM.Decaps(pgctzte, pgske)

cka < CKEM.Decaps(cctatp, cska)

pgk s < PQKEM.Decaps(pqctat o, pgsk )

ms < HKDF.ChainExtract(ckc||pgkc|| ckallpgkall kel pgke)
mk, k < HKDF.Expand(ms, Hash(myl||m1), “PQAGKEM”)
abort if MAC(mk, mg||mi) # 7

7'« MAC(mk, my||my ||7)

7', AuthenticatedPayload

abort if MAC(mk, mol|ma|7) # 7'

Figure 6.2: The PQAG-KEM key exchange protocol. Note that HKDF.ChainExtract (al|b||...|n) =
HKDF.Extract(. .. HKDF.Extract(HKDF.Extract(a, 0),b) ..., n).
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6.2.1 PQAG-KEM

Broadly, PQAG-KEM executes a series of post-quantum and classical KEMs between A and
G, combining the outputs into symmetric keys mk and k. A and G maintain two long-term
KEM key pairs, one classical and one post-quantum. We assume that G has pre-distributed
their public KEM key pairs to A prior to the protocol execution, and that public keys can be
validated by some PKI, outside the scope of our protocol. The MAC tags, computed using
mk (itself computed using outputs of the long-term KEMs), provide mutual authentication,
and the ephemeral KEMs provide forward secrecy for the derived session key k. We describe

the protocol execution as follows:

— A begins by generating post-quantum and classical KEM ephemeral public keys
(pqpkg, cpkg respectively) and a random nonce r4. Next, A encapsulates secrets
under the long-term key pairs of G (¢pkg and pgpkc), computing ciphertexts cctrtg
and pqctatg. Afterwards, A forms a message mg by concatenating some (arbitrary)
header information headera, with ra, i¢da, cctzrtg, pqctzrtg,cpke, pgpke and the long-
term public-keys of A cpka, pgpka, sending mg to G.

— Upon receiving mg, G decapsulates post-quantum and classical ciphertexts
pgctztg and cctztg , deriving keys pgkg and ckg. Next, G encapsu-
lates secrets under the ephemeral public keys cpkg, pgpkg, generating cctrtg
and pqctrtg respectively. G further encapsulates secrets under A’s long-
term public keys cpkp,pgpkp, generating cctzta and pgctata.  The key out-
puts of KEM encapsulations and decapsulations are used to derive a master
key ms = HKDF.ChainExtract(ckg| pgkgl|ckallpgkallckellpgke). We note that
HKDF.ChainExtract() consolidates a consecutive series of key derivations using
the associated keying material. G forms message m; by concatenating some
(arbitrary) header headerg, with rg, idg, cctrtg, pgctrtg, cctrta with pgctatp.
G derives a final session key k and MAC key mk by computing mk,k =
HKDF.Expand(ms, Hash(mg||m1), “PQAGKEM”).  The G further computes 7 <
MAC(mk, mg||m1), sending m; and 7 to A.

— A decapsulates cctztg, pgctrte, cctxtp and pgctat, and derives the shared keys mk, k.
Next, A verifies 7 under mk and aborts the session if it fails. Finally, A computes 7/ <
MAC(mk, mo|/m1||7) and returns 7’ to G for authentication, and can immediately use

k to establish secure communications with G. G finally verifies 7/, aborting the session
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if it fails.

6.2.2 PQAG-SIG

Ground Station G

(cpkg, cske) & CKEM.KGen()

(pgpke, pgske) & PQKEM.KGen()

mo ¢ {headera, cpke, pgpke, Ta, ida}

oo < Sign(ska, mo) abort if 1 # SIG.Vfy(pka, mo, 0o)

Mo, 0o

rg & {0,1}%

(cctate, cke) & CKEM.Encaps(cpke)

(pgctzte, pake) & PQKEM.Encaps(pgpke)

¢  (cctrte, pgetote)

my < {headerg, ¢, ¢, idg}

ms < HKDF .Extract(ckg, pgke)

mk, k < HKDF.Expand(ms, €)

abort if 1 # SIG.Vfy(pkg, mo||ma,01) o1 < Sign(skg, mo||lmy)

my, 01

cke <+ CKEM.Decaps( cske, cctate)
pgke + PQKEM.Decaps(pgske, pgctate)
ms < HKDF.Extract(cke, pgke)

mk, k < HKDF.Expand(ms, €)

7+ MAC(mk, mg||m)

7, AuthenticatedPayload

Figure 6.3: The PQAG-SIG key exchange protocol.

PQAG-SIG proceeds similarly to PQAG-KEM by combining ephemeral post-quantum
and classical KEM outputs into a single session key k, achieving forward secrecy. However,
authentication is achieved by post-quantum signature schemes SIG. Unlike PQAG-KEM,
we do not assume any pre-distribution of public keys, but similarly assume that long-term
public keys can be validated through some PKI outside the scope of our protocol. We

describe the protocol execution as follows:

— A begins by generating post-quantum and classical KEM public keys cpkg, pgpkg
respectively and a random nonce ra. A straightforwardly computes a message mg by
concatenating header information headerp, cpkg, pgpkg, ra and its unique identifier
idp. A signs mg using its long-term secret key ska (outputting og), sending mg and

og to G.
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— G verifies og, aborting the session if it fails. G then encapsulates post-quantum and
classical secrets under pgpkg, cpkg, outputting pgctrtg and cctxte respectively, which
are concatenated into ¢. G forms message m; by concatenating headerpg, ciphertext c,
random nonce rg and its unique identifier idg. G derives an intermediate value ms =
HKDF.Extract(ck, pgk), and derives the session key k& and MAC key mk by computing
mk,k = HKDF.Expand(ms, €). G generates its own signature o < Sign(skg, mo|/m1)

sending o1 and my to A.

— A verifies 07 using G’s long-term public key skg, and upon failure will abort the
session. A then decapsulates cctrtp and pgctrtg, and derives the shared keys mk, k.
Finally, A computes 7 <— MAC(mk, mg||m;) and returns 7 to G, immediately using &

to communicate securely with G.

6.2.3 KEMTLS versus PQAG

KEMTLS [I11] is a key exchange protocol, proposed to transition TLS 1.3 handshakes to
a post-quantum setting. KEMTLS proposes the use of KEMs instead of digital signatures
for server authentication, as post-quantum signature public keys and signatures tend to be
larger than their post-quantum KEM counterparts. While TLS 1.3 commonly runs in uni-
lateral (server-only) authentication, there are many scenarios which require mutual client-
server authentication, which includes our air-to-ground communication setting. Schwabe
et al. [I12] propose a mutually-authenticated variant of KEMTLS, called KEMTLS-PDK,
relying on pre-distributed server public keys.

While TLS 1.3’s setting and requirements are similar to our own, the avionic com-
munication media places significant restraints on both bandwidth and computation, as it
abhors congestion and communication must complete within a restricted timeframe, neces-
sitating the introduction of a custom protocol. Our two proposed protocols introduced in
Section @], PQAG-SIG and PQAG-KEM, superficially resemble TLS 1.3 and KEMTLS-PDK
respectively, but our design has been specifically tailored to the domain constraints of
avionic communication. Our key schedule is significantly simplified, avoiding the complex-
ity introduced in TLS 1.3. In addition, we achieve 1.5 round-trip times for both variants.
The PQAG-SIG protocol, introduced to take advantage of existing certificate-based infras-
tructures, mutually authenticates aircrafts and ground-control stations using certificates
(classical or post-quantum) and derives a post-quantum hybrid shared key. Concurrently,

the PQAG-KEM variant of our protocol provides post-quantum hybrid implicit mutual au-
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thentication and derives a post-quantum hybrid shared key. Additionally, the payload sizes
per RTT for all our PQAG-SIG and PQAG-KEM variants are significantly smaller compared
to the existing KEMTLS instantiations [IT1I]. For instance, using Kyber as the underlying
cryptographic parameter the full cost of transmission for mutually authenticated KEMTLS,
Cached TLS 1.3 and KEMTLS-PDK are respectively 9554, 10140 and 6324 bytes [I11]. In
comparison, all our instantiations of both PQAG-SIG and PQAG-KEM have significantly
reduced transmission cost, particularly our hybrid instantiations, with PQAG-KEM-Hy re-
quiring only 4584bytes per transmission (Table .

Moreover, KEM (and signature) combiners have been studied previously in literature,
the focus has been on providing a mechanism for key-indistinguishability (or authentica-
tion), and not in their use in a higher-level cryptographic protocol. While one can view
our work as a specific KEM combiner, we build AKEs with properties beyond IND-CCA
(CPA) security, like forward secrecy and authentication. While previous works showed that
if one of the underlying KEMs is secure, then the construction is too, our attacker can also
expose the other KEM secrets, and thus is not implied directly by KEM combiners.

The work that approaches ours most is by Bindel et al. [25] who builds a generic compiler
for hybrid AKEs from KEM combiners, but is a 2.5RTT protocol inspired by KEMTLS,
which is unsuitable for similar reasons (high TLS-specific overhead, complex key schedule,
etc.).

6.2.4 Muckle versus PQAG

The Muckle family of protocols constructed within the HAKE model, (Muckle [50], Muckle+
[34] and Muckle# [16]), while not designed specifically for aviation, are either foundational
or concurrent and independent to our work. As such, they provide a basis for superficial
comparison with our PQAG constructions. The original Muckle construction by Dowling
et al. [50] integrates quantum key distribution (QKD) and relies on pre-shared symmetric
keys for authentication, both of which are unsuitable for the specific constraints of the avi-
ation domain. Muckle+ [34] enhances the original Muckle protocol by replacing pre-shared
keys with digital signatures, while Muckle# [16] introduces implicit authentication through
the use of KEMs. We note that Muckle+ and Muckle# are concurrent and independent of
our work. While PQAG-SIG and PQAG-KEM exhibit superficial similarities to Muckle+ and
Muckle#, respectively, there are key distinctions. Notably, Muckle+ and Muckle# require

multiple round trips between the Initiator and Responder, whereas our constructions con-
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fine key negotiation to a single round trip. Additionally, our approach incorporates only
classical and post-quantum key components, explicitly avoiding the use of QKD keying
material. Unlike Muckle+ and Muckle##, we further demonstrate the practical applicability
of our constructions by instantiating and implementing them with relevant cryptographic

primitives.

6.3 Implementation of PQAG

In this section we discuss our instantiation and reference implementation of the PQAG
protocols. Instantiating both approaches allowed us to evaluate their relative benefits and
costs. We can see that there exists a trade-off between the two approaches: using sig-
natures as the basis for authentication is more computationally expensive, but less costly
in bandwidth. Moreover, placing both approaches in the context of packet sizes further
demonstrates their relative practicality in the aviation domain.

We implement PQAG-KEM and PQAG-SIG in Python, and benchmarked their perfor-
mance on a Raspberry Pi to demonstrate practicality on constrained devices (and for uni-
form comparisons with previously existing protocols), and a standard desktop system. We
compare our results with existing works [22] 86]. We modified the STS-SIDH protocol [86]
with STS-CSIDH, due to security weaknesses of SIDH [41], using the post-quantum sibc
library for CSIDH [104] and Ed25519 for digital signatures. It must be noted that the work
of Bellido-Manganell et al. [22] does not provide performance metrics, only network per-
formance results. We begin by discussing our choices of instantiations for cryptographic

primitives.

Instantiation

PQAG aims for 128-bit post-quantum security against a quantum-equipped attacker. The
efficiency of PQAG within resource-constrained environments was a critical consideration
during instantiation. First, as a baseline, we instantiate a fully classical variant of PQAG
as FCAG-SIG with ECC-DH as the classical KEM along with the classical signature scheme
EdDSA. We instantiate PQAG-SIG with Kyber as the post-quantum KEM and Dilithium
as the digital signature (which we denote PQAG-SIG-Ky-Di). To compare with classi-
cal signatures, we instantiate PQAG-SIG with either McEliece (PQAG-SIG-Mc) or Kyber
(PQAG-SIG-Ky) as the underlying post-quantum KEM), but with classical signature scheme
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EdDSA. For all three variants, the final derived shared keys were 256-bits long. Thus our
choices of cryptographic algorithms for PQAG-SIG are:

— Classic CKEM: Elliptic-curve DH key exchange using curve P384 [70].

— Post-Quantum PQKEM: McEliece with parameter set 348864f [122] and Kyber-512
[122], both achieving 128-bit quantum security.

— SIG: EdDSA using curve P-384 [70] For PQAG-SIG-Ky-Di with NIST level 2 security
claimed [100], 81].

— MAC: HMAC-SHA-256 [75] using 256-bit keys.

— KDF: HKDF-SHA-256 [74] using 256-bit keys.

We instantiate PQAG-KEM with Kyber as the post-quantum KEM (which we denote
PQAG-KEM-Hy). To check how much our hybrid approach impacts performance, we also
implemented a variant of PQAG-KEM that does not include any of the CKEM operations,
instead simply performing PQKEM steps, which we denote PQAG-KEM-FQ. For both vari-
ants, the final derived shared keys were 256-bits long. Thus our choices of cryptographic
algorithms for PQAG-KEM are:

— Classic CKEM: Elliptic-curve DH key exchange using curve P384 [70].

— Post-Quantum PQKEM: Kyber-512 [122], achieving 128-bit quantum security.
— MAC: HMAC-SHA-256 [75] using 256-bit keys.

— KDF: HKDF-SHA-256 [74] using 256-bit keys.

Implementation

We require the use of the Python cryptography library [122] for implementing CKEM
and KDF, and PyNaCl [12]] libraries for SIG cryptographic primitives. For PQAG-SIG-Ky,
PQAG-SIG-Mc and PQAG-SIG-Ky-Di we require the use of the Python pgcrypto [100] li-
brary.

6.3.1 PQAG-SIG Computational Costs

We now profile the performance of the underlying cryptographic functions in terms of av-
erage execution times (for 100 iterations per cryptographic functions). Our benchmarking
experiments are designed to provide a comparative evaluation of the PQAG protocols among
their different initiations as well as existing literature, and also evaluate the cost of differ-
ent post-quantum algorithms used in PQAG-SIG and PQAG-KEM respectively. Table
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compares the performance of the cryptographic components of FCAG-SIG, PQAG-SIG-Mc,
PQAG-SIG-Ky and PQAG-SIG-Ky-Di when run on two separate testbeds. Our experiments
were performed on a Raspberry Pi 3 B+ running Raspberry Pi OS with a 1.4GHz quad
core and 1GB RAM; and an Intel Core 1.80GHz i7-10510U CPU with 16GB RAM, running
Windows 10 Home.

. FCAG PQAG | PQAG PQAG FCAG PQAG | PQAG PQAG
Operation (A) Pi McE Ky Di Intel McE Ky Di
Pi Pi Pi Intel | Intel | Intel
PQKEM.KGen | N/A 1.1530 | 0.0015 | 0.0007 || N/A 0.2814 | 0.0006 | 0.0002
CKEM.KGen 0.0028 | 0.0178 | 0.0268 | 0.0201 || 0.0003 | 0.0036 | 0.0027 | 0.0011
SIG.Sign 0.0018 | 0.0051 | 0.0024 | 0.0072 || 0.0002 | 0.0020 | 0.0003 | 0.0003
SIG.Vfy 0.0017 | 0.0058 | 0.0014 | 0.0015 || 0.0003 | 0.0021 | 0.0003 | 0.0001
KEM.Decaps | 0.0045 | 0.0216 | 0.0191 | 0.0190 || 0.0006 | 0.0044 | 0.0028 | 0.0012
MAC 0.0001 | 0.0053 | 0.0001 | 0.0002 || 0.00002 | 0.0013 | 0.0001 | 0.0001
. FCAG PQAG | PQAG PQAG FCAG PQAG | PQAG PQAG
Operation (G) Pi McE Ky Di Intel McE Ky Di
Pi Pi Pi Intel | Intel | Intel
CKEM.KGen 0.0082 | 0.0177 | 0.0205 | 0.0194 || 0.0004 | 0.0035 | 0.0027 | 0.0040
SIG.Sign 0.0022 | 0.0056 | 0.0011 | 0.0056 || 0.0002 | 0.0022 | 0.0003 | 0.0011
SIG.Vfy 0.0022 | 0.0054 | 0.0019 | 0.0016 || 0.0003 | 0.0022 | 0.0003 | 0.0004
KEM.Encaps 0.0101 | 0.0194 | 0.0193 | 0.0192 || 0.0005 | 0.0046 | 0.0031 | 0.0047
MAC 0.0007 | 0.0047 | 0.0002 | 0.0002 || 0.00002 | 0.0013 | 0.0001 | 0.0001

Table 6.1: Performance evaluation for cryptographic primitives (in seconds) on Raspberry Pi 3 B+
(left-hand side) and on Intel Core i7-10510U CPU @ 1.80GHz. (right-hand side). KEM.Encaps
and KEM.Decaps combines PQKEM, CKEM and KDF operations into a single function. Note that McE, Ky
and Di refer to PQAG-SIG-Mc, PQAG-SIG-Ky and PQAG-SIG-Ky-Di, respectively, and A contains results for
aircraft operations and G results for ground stations.

Our instantiation of FCAG-SIG had a slight edge in performance compared to
PQAG-SIG-Ky-Di. This was due to FCAG-SIG having fewer operations to perform combined
with the benefit of smaller key sizes of ECC-DH. Both PQAG-SIG-Ky and PQAG-SIG-Ky-Di
achieve significantly better performance than PQAG-SIG-Mc, and as expected the desktop
testbed was better for all performance metrics than the Raspberry Pi testbed. In general,
the McEliece key generation had the highest average time per operation for both the test
environments. Kyber key generation, on the other hand, was faster even when compared
to the classical ECC-DH key generation. In addition, the SIG.Sign and SIG.Vfy operations
of PQAG-SIG-Ky outperformed PQAG-SIG-Mc, due to the drastically smaller public keys.
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This also applies to the MAC execution on both A and G: due to the smaller key sizes,
the MAC operations were significantly faster for PQAG-SIG-Ky. Moreover, the SIG.Vfy of
PQAG-SIG-Ky-Di was either on a par with that of PQAG-SIG-Ky and FCAG-SIG or per-
formed slightly better owing to the fast verification times of Dilithium. In comparison to
other operations, MAC execution on both A and G for both testbeds were significantly
faster for all instantiations of PQAG and FCAG-SIG. Additionally, PQAG-SIG-Ky’s SIG.Sign
operations performed faster than PQAG-SIG-Ky-Di’s due to its smaller key sizes. However,
for both the instantiations, the difference in SIG.Vfy performance was negligible, confirming
the faster verification times of Dilithium. For the desktop testbed, all cryptographic opera-
tions averaged well under a single second, whereas in the the Raspberry Pi 3 B+ testbed,
all operations except the McEliece key generation averaged under a second. These results
are promising for practical integration of PQAG-SIG-Ky into the constrained environments

used in aviation infrastructure.

6.3.2 PQAG-KEM Computational Costs

Tables compares the computational overhead of each cryptographic primitive of
PQAG-KEM-Hy, PQAG-KEM-FQ when run on our two testbeds.

As shown in Table It is clear that PQAG-KEM-Hy has higher computational over-
head, due to the additional CKEM operations and key derivation steps. However, it is clear
that the computational performance of the two instantiations is negligibly different, and we
argue that the added hybrid layer of security in PQAG-KEM-Hy justifies the slight increase

in computation time.

6.3.3 PQAG Performance Comparison

In Table we compare the performance of all instantiations of PQAG against STS-SIDH
[86]. For all protocols we profiled the walltime performance of the entire A and G execution
(for 100 executions of FCAG-SIG, PQAG-KEM, PQAG-SIG and STS-SIDH). Both A and G
are running on the same machine, and communication is exchanged via localhost.

In general STS-CSIDH proved computationally most expensive, averaging at significantly
higher performance times in both testbeds. Particularly, within the Raspberry Pi testbed
STS-CSIDH struggled to perform, and with occasionally lengthy “hang" times between sub-
sequent operations and periodic restarts. The original STS-SIDH [86] is instantiated with
SIDH which is around 10x times faster compared to CSIDH. However, since the publi-
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PQAG PQAG PQAG PQAG

Operation (A) Hy FQ Hy FQ
Pi Pi Intel Intel
PQKEM.KGeng 0.00090 | 0.00115 0.00028 | 0.00028
CKEM.KGeng 0.00301 | NA 0.00068 | NA
PQKEM.Encapsg | 0.00127 | 0.00243 0.00064 | 0.00029
CKEM.Encapsg 0.00313 | NA 0.00082 | NA
CKEM.Decapsg 0.00292 | NA 0.00066 | NA

PQKEM.Decaps, | 0.00133 | 0.00160 0.00021 | 0.000092
PQKEM.Decapsg | 0.00270 | 0.00135 0.00058 | 0.00011

MAC 0.00003 | 0.000061 || 0.00008 | 0.00007
PQAG PQAG PQAG PQAG
Operation (G) Hy FQ Hy FQ
Pi Pi Intel Intel
CKEM.Encapsg 0.00579 | NA 0.00129 | NA
PQKEM.Encapsg | 0.00144 | 0.00090 || 0.00069 | 0.00019
CKEM.Decapsg 0.00293 | NA 0.00068 | NA

PQKEM.Encaps, | 0.00124 | 0.00089 0.00065 | 0.00018
PQKEM.Decapsg | 0.00321 | 0.00190 0.00069 | 0.00017
MAC 0.00003 | 0.000061 || 0.00010 | 0.00007

Table 6.2: Performance evaluation for cryptographic primitives used in PQAG-SIG variants (in seconds) on
Raspberry Pi 3 B+ (left-hand side) and Intel Core i7-10510U CPU @ 1.80GHz (right-hand side).
Note that Hy and FQ refers to the (hybrid secure) PQAG-SIG-Ky, and (purely post-quantum) PQAG-KEM-FQ,
respectively, and A contains results for aircraft operations and G results for ground stations.

PQAG | PQAG | PQAG | PQAG | PQAG
Testbed c§|T§H KEM | KEM | SIG | SIG | SIG F;AGG
FQ Hy | McE | Ky Di
Pi 312.8312 | 0.0103 | 0.0300 | 1.2513 | 0.0169 | 0.0947 | 0.0344
Intel | 57.5576 | 0.0013 | 0.0087 | 0.3059 | 0.0024 | 0.0133 | 0.0028

Table 6.3: Comparison of walltime executions (in seconds).
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cation of [86], SIDH has been proven insecure [41] and thus we instantiated STS-CSIDH
[86] with CSIDH to guarantee its post-quantum security while maintaining its SIDH basis.
Furthermore, STS-CSIDH requires an additional message from the ground station to the
aircraft, adding to communication latency. In comparison PQAG-SIG-Mc fared significantly
better in both testbeds, even when performance is affected by the large KEM public keys.
Overall, among all the PQAG-SIG instantiations, PQAG-SIG-Ky offered the most compet-
itive performance in the constrained Raspberry Pi testbed. Between PQAG-SIG-Ky and
PQAG-SIG-Ky-Di, PQAG-SIG-Ky performed better due to the faster signing operations and
smaller signature sizes of EdDSA compared to Dilithium. Moreover, the performance of
PQAG-SIG-Ky was on a par with our baseline classical instantiation FCAG-SIG, with only a
slight edge in performance for FCAG-SIG within the Raspberry Pi testbed.

Between the two implementations of PQAG-KEM, PQAG-KEM-FQ had a slight edge in
performance, compared to PQAG-KEM-Hy. This was due to the fact that PQAG-KEM-FQ
only uses post-quantum Kyber for all KEMs, whereas for PQAG-KEM-Hy we use hybrid
KEMs, combining Kyber with ECC-DH to provide hybrid security. We conclude that the
negligible increase in the computation times of PQAG-KEM-Hy is offset by the additional
layer of security. Figures and visualize these findings. We chose to compare the
walltime execution of our STS-CSIDH and PQAG-SIG-Mc separately in Figure as their

results drastically deviated from our other instantiations.

Intel

H FCAG-SIG

SIG-Di

Testbed

;

SIG-Ky
' ® KEM-Hy
B KEM-FQ

Pi

0 0.02 0.04 0.06 0.08 0.1
Avg. Walltime in Seconds

Figure 6.4: Walltime executions for FCAG-SIG, PQAG-SIG-Ky, PQAG-SIG-Ky-Di, PQAG-KEM-Hy and
PQAG-KEM-FQ.
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Figure 6.5: Walltime executions for STS-CSIDH and PQAG-SIG-Mc.

Communication Cost

For all our instantiations, Table [6.4] and Figure [6.6] compare the transmission times per
round-trip, for all frequently used data-links in ground-to-air avionic communication. This
was calculated by dividing the packet size of each instantiation (Table by the expected
bandwidth for each medium. For each calculated transmission time we have an additional
A value to account for various factors affecting the round-trip time, such as latency. This
A value is controlled by the specifics constraints of the communication links and the setting
in which its used. For instance, the expected A of STS-CSIDH is extremely high due to the
long computational times (10x slower than the now defunct SIDH). For PQAG-McEliece,
the A unacceptably increases due to the large public keys (261,120 bytes). Satellite data-
links have a longer RTT due to the distance between nodes, which in turn will affect the
A.

Table [6.6] compares the communication complexity of all our PQAG instantiations. We
consider the length of the cryptographic components of each message, in particular we do not
capture header sizes, nor nonce or id values, as they are either constant or setting-specific.

The McEliece public key is the most bandwidth-consuming component of PQAG-SIG-Mc at
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Protocol sts | PQAG | PQAG [ PQAG | PQAG | PQAG
FCAG | ooy | KEM | KEM SIG SIG SIG
Datalink FQ Hy McE Ky Di
VDLm2
0.166 A |0.654 1A [0.998 1A 11701 A |66.940 1 A 0.560 A | 1.554 1 A
31.5kbps
AeroMACS  |0.003- |0.001- [0.018- |0.0201- |L1164- |0.0L-  |0.028
1.8-9.2Mbps | 0.0006 +A|0.0002 1A 0.003+A | 0.004+A |0.2274+A]0.0019+ A | 0.006+ A
LDACS 0.0088- |0.003- |0.052- |0062- |3492- |0.020- |0.082-
0.6-2.8Mbps | 0.0018 1A |0.0007+A [0.0111A[0.013+A |0.7483 1 A |0.0062+ A | 0.018 1 A
tmarsat 5B 5100/ A[0.005 1A [0.0721A]0085 A 485 A 0.0411A 01131 A
432kbps
Iridiusm Certus|0.2378- |0.094- |142- | 1.665- |95.237- |0.797- |2.225-
22-704kbps  |0.0074+A | 0.003+A |0.044+A]0.05214A 2976+ A 0.025-A |0.07-A

Table 6.4: Comparison of transmission times (in seconds) per round-trip. A represents any additional
latency added by the constraints of the communication link.

Implementation | Hello | Response
STS-CSIDH 128 128
PQAG-KEM-FQ | 2384 1520
PQAG-KEM-Hy | 2740 1844
PQAG-SIG-Mc 261447 | 455
PQAG-SIG-Ky 1090 1026
PQAG-SIG-Ky-Di | 3075 3043

Table 6.5: Hello and Response message sizes (in bytes) for each implementation.
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Figure 6.6: Comparison of transmission times (in seconds) per round-trip.

261Kb. However, the PQKEM ciphertext size of McEliece was smaller than that of Kyber,
which may prove advantageous in certain circumstances, such as in the case of data-links
with asymmetric bandwidths for forward-and-return links. Moreover, the signature size
of Dilithium (2044B) is significantly larger compared to the classical counterpart EdDSA
(96B), which will add to the communication overhead. Additionally, it must be noted that
although the output of ECC-P384R1 is 384-bits, due to additional encodings of the Python
library used, the resulting final output produces ECC keys that are 215-bytes long, which

can be optimized.

Remark 6. Standards in avionic communications focus on bandwidth constraints as op-
posed to packet size. Howewver, the packet size of the underlying communication protocol
(LDACS) is 1400 bytes [22] and our mazimum packet size from PQAG-SIG-Ky is 1090
bytes. Fven if we exchange signature public keys, PQAG-SIG-Ky achieves messages that fit
within this packet size. This allows us to recommend a specific instantiation from our PQAG
framework that fits within a single LDACS packet using NIST PQC approved components
(Kyber), thus preventing unnecessary packet fragmentation. Our next closest full-quantum
instantiation is PQAG-KEM-FQ at maximum 2384, which fits within two packets.
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Component FCAG PQAG-SIG | PQAG-SIG PQAG—SIG PQAG-KEM | PQAG-KEM
McE Ky Di FQ Ky

PQKEM pgpk N/A | 261120 800 800 800 800

PQKEM pqctat | N/A | 112 736 736 736 736

CKEM cpk 215 215 215 215 N/A 215

SIG o 96 96 96 2044 N/A N/A

MACT 32 32 32 32 32 32

Table 6.6: Communication cost of the underlying cryptographic components of PQAG-KEM and PQAG-KEM
respectively (in bytes).

6.3.4 Storage Costs

PQAG-SIG does not assume pre-distribution of KEM public keys, but does assume pre-
distribution of signature public keys. For each protocol, the storage cost of the A is as

follows (assuming x interactions with independent ground stations G):

- PQAG-KEM-FQ: 800x bytes

— PQAG-KEM-Hy: 1015x bytes
FCAG-SIG: 215x bytes
PQAG-SIG-Ky: 215x bytes
PQAG-SIG-Mc: 215x bytes

— PQAG-SIG-Ky-Di: 1527x bytes.

6.4 Security Analysis

In this section we analyze our proposed PQAG-SIG and PQAG-KEM protocols, by utilizing
the simplified HAKE model presented in Section[5.3] We begin by presenting our first result,
the security of PQAG-SIG, in Theorem

Theorem 8 (PQAG-SIG Security). The PQAG-SIG protocol presented in Sectz’on is post-
quantum secure under cleanness predicate cleangyake (capturing perfect forward security and

resilience to KCI attacks against A). That is, for any QPT algorithm A against the key-

o . I HAKEcl
indistinguishability game (defined in Figure ; Advpq AGicsfér;fﬁAgz’A

the prf, dual-prf, ind-cca, sufcma and sufcma security of the PRF, PRF, KEM, MAC and

(N) is negligible under
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i . HAKE,cl
SIG primitives respectively. Thus we have: AvaQAGiCng?;gf\g?A(/\) < dvgg’,;f\npms(/\) +

dual-prf,.A ind-cca,.A sufcma, A sufcma, A
AdVpRE o ms (A) + Advicem 2 (A) + Advigac o (A) + Advgig 7 (A).

Proof. We now turn to proving our result. We split our analysis into three mutually-

exclusive cases:

1. Case 1 assumes that the test session 7} (such that A issued Test(, s)) is an initiator
session, and that 7{ has no matching partner (as in Figure . We define the QPT
algorithm A’s advantage in Case 1 as Advgéigicslfé;;?f;()\).

2. Case 2 assumes that the test session 7 is a responder , and that 7] has no matching
partner. We define A’s advantage in Case 2 as Advgéngslfg;;“:f;()\).

3. Case 3 assumes that the test session 77 has a matching partner. We define A’s

. HAKE,clean, A,C3
advantage in Case 3 as Advpqac'siG.np e (M)

It is clear that: Advgéxgicslleé%ﬁms A < Advggig’gfg?ﬁﬁf;()\) + Advgéig’gfg?ﬁﬁfj()\) +
Advgéxggfg%ﬁfs()\), thus we bound A’s advantage in each case separately.

In Case 1 and Case 2 we show that 4’s advantage in causing the test session 7} to
accept without a matching partner is negligible, and thus the A’s advantage in winning the
key-indistinguishability game is negligible (since the experiment does not differ based on
the challenge bit b, as the 77 does not compute a real-or-random session key).

In Case 3 we replace the computation of the real session key by the test session 7} with
a uniformly random key. Thus, the distribution of the keys returned by =} are identical,
regardless of the value of the challenge bit b, and we can show that A’s advantage in winning

the key-indistinguishability game is negligible. We now begin with the first case.

Case 1: Test init session without origin session

We begin by showing that .4 has negligible chance in causing 7} to reach an accept state
without a matching session. We do so via the following sequence of game hops:

Game 0 This is the HAKE security game and Advséﬁglgleér:;AEZ’A’01()\) = Pr(breaky).

Game 1 In this game, we guess the index (i, s) and the intended partner j and abort if,
during the execution of the experiment, a query Test(i, s’) is received to a session
7 such that 75 .pid = j' and (i,s,5) # (i/,8',5'). Thus: Pr(breaky) < np®-ng
Pr(breaky).

Game 2 In this game we abort if the test session 7 sets the status 77.c <— reject. Note

that by the previous game we abort if the Test query is issued to a session that is not
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s

2, and if 7}.pid # j. If the session 7 ever reaches the status mj.oc <— reject, then

the challenger will respond to the Test(i, s) query with L, and thus the difference in
A’s advantage between Game 2 and Game 3 is 0. Thus: Pr(break;) < Pr(breaks).

Game 3 In this game we define an abort event abort,, that triggers if the test session 7;
sets the status 7. <— accept. We note that the response to Test(i, s) issued by A
is always L, (since the challenger aborts the game if 7{ accepts, and Test(i,s) = L
when 7 rejects the protocol execution), and thus Pr(breaks) = 0. In Game 4 and
Game 5 we prove that the probability of A in causing abort,, to trigger is negligible.
Thus: Pr(breaks) < Pr(abort,).

Game 4 In this game we abort if the test session 7} receives a signature o; (signed over
mo|lm1) that verifies correctly but there exists no honest session 775» that has output
01. Specifically, in Game 4 we define a reduction B; against the sufcma security of
the signature scheme SIG. At the beginning of the experiment, when B receives the
list of public-keys (pki,...,pkn,) from C, B; initializes a sufcma challenger Csyfcmas,
and replaces pk; with pk output by Csyfema. Whenever A initializes a session owned by
P;, then By generates mg as usual, but queries Csyfema With mg to get a signature og
over myg. Similarly, whenever A issues Send(7j, ¢, m) to a session 7r§- owned by Pj, then
B; verifies m and computes m; as usual, but queries Csyfema With m||m to receive
o1 over m||my. These changes are indistinguishable to A, as Csyfcma generates public-
keys and signatures identically to C, so A cannot detect this replacement. Note that
if A has issued a CorruptQK(j) query before 7} receives o1, then cleangiake = false
for 77, and C returns b* & {0,1} regardless of the challenge bit b. Thus, any A with
non-negligible advantage must not yet have issued CorruptQK(j). Also, as the result
of Game 2 and Game 3, the game aborts after 7 receives m1, 01, so A cannot later
issue a CorruptQK(j) query.

By the definition of Case 1, 7} sets the status 7;.a < accept despite there being
no honest session that outputs mq, 1. Thus, By never queried mgl||m1 to Csyfema, and
it follows that my, o7 is a forged message. Thus, if 77 receives a signature oy (signed
over mgl||my) that verifies correctly but there exists no honest session 71';- that has
output o1, then By wins the sufcma security game against the signature scheme SIG,
and Pr(abort,) = AdvgEE2 (\).

Since 7] now aborts when verifying o1, it cannot trigger abort, and thus we have:

HAKE,cIeaanAKE,A,Cl 2 sufcma
AdVpQAG SIGp ns (A) < npng - Advgigz: (A).
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Case 2: Test responder session without origin session

We now show that A has negligible chance in causing 7 (with 77.p = responder) to reach
an accept state without an origin session. As the proof of Case 2 follows analogously to
Case 1 with a minor change in notation up to Game 3, we omit these game hops and

proceed from Game 4.

Game 4 In this game we abort if the test session 7} receives a signature o (signed over

myg) that verifies correctly but there exists no honest session 7r§ that has output oy.
Specifically, in Game 4 we define a reduction By against the sufcma security of the
signature scheme SIG. At the beginning of the experiment, when B receives the list
of public-keys (pki,...,pky,) from C, By initializes a sufcma challenger Ceyfcma, and
replaces pk; with pk output by Csufema. Whenever A initializes a session owned by
Pj, then By generates mg as usual, but queries Csyfema With mg to get a signature og
over my. Similarly, whenever A4 issues Send(j,t, m) to a session 7r§ owned by P;, then
Bs verifies m and computes mq as usual, but queries Csyfema With m||mq to receive
o1 over m|lm. These changes are indistinguishable to A, as Csyfema generates public-
keys and signatures identically to C, so A cannot detect this replacement. Note that
if A has issued a CorruptQK(j) query before 7 receives op, then clean;yake = false
for 77, and C returns b* & {0, 1} regardless of the challenge bit b. Thus, any A with
non-negligible advantage must not yet have issued CorruptQK(j). Also, as the result
of Game 2 and Game 3, the game aborts after 7 receives 7, so A cannot later issue
a CorruptQK(j) query.
By the definition of the abort event, By never queried mg to Csyfema, and it follows that
mo, 0g is a forged message. Thus, if 7w} receives a signature o that verifies correctly
but there exists no honest session 7r§i that has output og, then By wins the sufcma
security game against the signature scheme SIG, and Pr(abort,) = Advssll‘chﬁl}g()\) +
Pr(breaks).

Game 5 In this game, we replace the key pgkg derived in the test session 7} with the
uniformly random and independent value 1/071% We define a reduction Bj that interacts
with a ind-cca KEM challenger Cihg.cca (as described in Definition who replaces
the pgpkg value sent in mg with the public-key pk received from Cipd.cca- When
potential partner 71';. should compute the ciphertext pgctrtg sent in m;, B3 instead
replaces the computation of pgctrtg and pgkg with the outputs of Cing-cca, pgctrte and
]’)(}% respectively. Whenever party j requires the use of the secret key to decapsulate
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a ciphertext pgctoty # pg&x/tE, B3 simply queries pgctety to Cind-cca, and replaces
the computation of pgk’ with the output of Cind-cca- By Game 4, we know that
pgpkg sent in mg must have been sent from an honest session 7r§ owned by P; without
modification. Any adversary that can detect the replacement of pgkg with a uniformly
random value ﬁ]% implies an efficient distinguishing algorithm Bs against the ind-cca
security of KEM. Thus: Pr(breaks) < Advitgyis, (A) + Pr(breaks).

Game 6 In this game we replace the computation of the extracted key ms =
PRF(ckE,;qvk) with a uniformly random and independent value ms & {0,1}PRF
(where {0, 1}PRF is the output space of the PRF) used in the protocol execution of the
test session 77, and (potentially) its matching session 7r§-. We define a reduction By
that initializes a dual-prf challenger Cqyal-prr When 7§ needs to compute PRF(ckg, pgk)

and instead queries ckg to Cyual-prf- Ba uses the output of the query ms to replace the

computation of ms. Since pgk is uniformly random and independent by Game 5, and
A cannot issue CompromiseQK(i, s) or CompromiseQK(7,t) (since the communicating
partner has sent a message mg that was received without modification by .A4), this is a
sound replacement. If the test bit sampled by Cyyal-prf is 0, then ms = PRF(ck, ];qvk:)
and we are in Game 5. If the test bit sampled by Cyyalpr is 1, then ms & {0,1}PRF
and we are in Game 6. Thus any adversary A capable of distinguishing this change
can be turned into a successful adversary B, against the dual-prf security of PRF, and
we find: Pr(breaks) < Advg':?a,l-:psr:()\) + Pr(breaks).

Game 7 In this game we replace the computation of the expanded keys mk,k =
PRF(ms,€) with a uniformly random and independent values mk, k & {0, 1}PRF
(where {0, 1}PRF is the output space of the PRF) used in the protocol execution of
the test session 77, and (potentially) its matching session 775.. We define a reduction
Bs that initializes a prf challenger Cp¢ when 7 needs to compute PRF(ms,€) and
instead queries € to Cpf. Bs uses the output 777{7,2: to replace the computation of
mk, k. Since ms is already uniformly random and independent by Game 6, this is
a sound replacement. If the test bit sampled by Cp is 0, then n%,% = PRF(ms,¢)
and we are in Game 6. If the test bit sampled by Cy is 1, then nﬁ:,% & {0,1}PRF
and we are in Game 7. Thus any adversary A capable of distinguishing this change
can be turned into a successful distinguishing adversary Bs against the prf security of
PRF, and we find Pr(breaks) < AdVErFEF,Bg, (A) + Pr(breakr).

Game 8 In this game we abort if the test session 7] receives a message 7 (computed over
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mol||my) that verifies correctly but there exists no honest session 7r§i that has output
7. Specifically, in Game 8 we define a reduction Bg against the sufcma security of
the Message Authentication Code MAC. When Bg needs to compute a MAC over
mollm1 using 77176, Bg computes the MAC by initializing a sufcma challenger Csufema
and querying mgl||m;. No changes to the experiment occur, as Csyfema computes MACs
identically to C, so A cannot detect this replacement. Also, as the result of Game 7,
mk is a uniformly random and independent value, so this replacement is sound.
By the definition of Case 2, 7} sets the status 7.0 < accept despite there being
no honest session that matches 77. Thus, Bs never queried mg|/mq to Csyfema, and it
follows that 7 is a forged message. Thus, if 77 receives a MAC tag 7 (over mg||my)
that verifies correctly but there exists no honest session 7r§ that matches 77, then
(mgl|m1, T) represents a valid forgery and Bg wins the sufcma security game against
MAC, and Pr(breaks) = Advists, (A)-
Since 7] now aborts when verifying 7, it cannot trigger abort, and thus:

AdVp G St (V) < npPns - (AVEIER (V) + AdvREiTh, (V) + AdvegEET (V)

+ AdVBRE 5 (A) + Adviiems (V).

We now complete our proof by bounding A’s advantage in Case 3.

Case 3: Test session with matching session

In Case 3, we show that if A that has issued a Test(i,s) query to a clean session 77,
then A has negligible advantage in guessing the test bit . In what follows, we note
that for the cleanness predicate cleangyake to be upheld by 77, then CompromiseQK(i, s),
CompromiseQK(j,t) cannot be queried (where 7T§~ matches 7). Thus, we can assume in
what follows that A4 has not compromised the post-quantum ephemeral KEM secrets. We
now show that A has negligible advantage in guessing the test bit b, via the following series

of game hops:

Game 0 This is the HAKE security game, and Advggigicslférx;Azz’A’cs()\) = Pr(breaky).

Game 1 In this game, we guess the index (7, s) and the matching session (j,t) and abort
if, during the execution of the experiment, a query Test(i’, s') is received to a session
7% such that ﬂ'g,l matches 75 and (i,s), (j,t) # (i',8), (j/,¥'). Thus Pr(breaky) <
n% - n% - Pr(breaky).
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Game 2 This game proceeds identically to Case 2 Game 5, and we replace the key pgkg
derived in the test session 7§ with the uniformly random and independent value zzc\]% by
defining a reduction By that interacts with a ind-cca KEM challenger Cing-cca- By the
definition of Case 3, we know that pgpkg (or pgctztg, respectively) sent in mg (resp.
m1) must have been sent from an honest session 7r§ owned by P; without modification
if 7f.p = resp (resp. init). Any adversary that can detect the replacement of pgkg
with a uniformly random value E)E% implies an efficient distinguishing algorithm By
against the ind-cca security of KEM. Thus: Pr(break;) < Advi&g]\j‘fg()\) + Pr(breaks).

Game 3 In this game we replace the computation of the extracted key ms =
PRF(ckE,;(}E) with a uniformly random and independent value ms & {0,1}PRF
(where {0, 1}PRF is the output space of the PRF) used in the protocol execution of the
test session 77, and (potentially) its matching session 7r§-. We define a reduction Bg
that initializes a dual-prf challenger Cqyal.prf When 77 needs to compute PRF(ckg, pgk)
and instead queries ckg to Cqualprf- Bg uses the output of the query ms to replace
the computation of ms. Since ;q% is uniformly random and independent by Game 2,
and A cannot issue CompromiseQK(7, s) or CompromiseQK(j,¢), this is a sound re-
placement. If the test bit sampled by Cqyalprf is 0, then ms = PRF(ckE,;q%) and we
are in Game 2. If the test bit sampled by Cqualprf is 1, then ms & {0,1}PRF and
we are in Game 3. Thus any adversary A capable of distinguishing this change can
be turned into a successful adversary Bg against the dual-prf security of PRF, and we
find: Pr(breaks) < Advgf;%r;()\) + Pr(breaks).

Game 4 In this game we replace the computation of the expanded keys mk,k =
PRF(ms,€) with a uniformly random and independent values 77’%74:,7{; & {0,1}PRF
(where {0,1}PRF is the output space of the PRF) used in the protocol execution
of the test session 7}, and its matching session 71';. We define a reduction Bg that
initializes a prf challenger Cp¢ when 77 needs to compute PRF(ms,€) and instead
queries € to Cpf. Bg uses the output n%,% to replace the computation of mk, k.
Since ms is already uniformly random and independent by Game 3, this is a sound
replacement. If the test bit sampled by Cy is 0, then T;L7<:, k= PRF(ms, €) and we are
in Game 3. If the test bit sampled by Cpf is 1, then 7727@,% & {0,1}PRF and we are in
Game 4. Thus any adversary A capable of distinguishing this change can be turned
into a successful distinguishing adversary Bg against the prf security of PRF, and we
find Pr(breaks) < AderFEF’BQ()\) + Pr(breaky). Since k is now uniformly random and
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independent of the protocol flow regardless of the test bit b, A has no advantage in
guessing the test bit and thus:

HAKE,cl AC3 ind- dual-prf f
AdVPQAG-CSIeGa?;:\gE (A) < np’ng? - (Advitgnis, () + Advpge g, (A) +Advpge 5 (A))-

O]

Next we present the security of PQAG-SIG against purely classical adversaries, i.e. A is

a PPT algorithm, with cleanness predicate clean.yake in Theorem @

Theorem 9 (PQAG-SIG Classical Security). The PQAG-SIG protocol presented in Section
is secure under cleanness predicate clean.yake (capturing perfect forward security and
resilience to KCI attacks against a classical adversary A). That is, for any PPT algorithm A
against the key-indistinguishability game (defined in Figure , Advggxggfg’rxﬁfgﬂ()\) is

negligible under the dual-prf, prf, ind-cca, sufcma and sufcma security of the PRF, PRF,

HAKE,clean.yake,A
AdVPQAG-SIG,nP,nS (A) <

AdvEEA () AdvaualertA Advpg'h;f;;‘fns (A) + Adv;;;cgj;ﬁns (A) + Advufema:A (yy

PRFnp,ng PRFnp,ng SIGnp,ng

KEM, MAC and SIG primitives respectively. Thus we have:

Proof. We now turn to proving our result. We split our analysis into three mutually-

exclusive cases:

1. Case 1 assumes that the test session 7} (such that A issued Test(Z, s)) is an initiator
session, and that 7{ has no matching partner (as in Figure |5.3). We define the PPT

algorithm A’s advantage in Case 1 as Advgéigi‘gfé%g’*&’A’Cl()\).

2. Case 2 assumes that the test session 7 is a responder , and that 7 has no matching

, . HAKE,clean yakEe,A,C2
partner. We define A’s advantage in Case 2 as AdVPQAG-SIG,nP,ns (A).

3. Case 3 assumes that the test session 7} has a matching partner. We define the PPT

algorithm A’s advantage in Case 3 as Advﬂéiéﬂf&"ﬁ?ﬁ?““’czﬁ()\).

. ) HAKE,clean HakE,A HAKE,clean pakEe,A,C1
It is clear that: Advygy = (A) < AdVpQaGSIGnms (A)+

HAKE7c|eancHAKE,A,C2 HAKE,cIeancHAKE,A,CS 9 :
AdVpQAGSIG.rm e (M) +AVpQAGSIGmme (A), thus we bound A’s advantage in each

case separately.

In Case 1 and Case 2 we show that 4’s advantage in causing the test session 7} to
accept without a matching partner is negligible, and thus the A’s advantage in winning
the key-indistinguishability game is negligible (since the experiment does not differ based

on the challenge bit b, as the 77 does not compute a real-or-random session key). As the
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analysis of Case 1 and Case 2 follows identically the corresponding analysis of Theorem
we omit the details here, and point the reader to the formal proofs for [§

In Case 3 we replace the computation of the real session key by the test session 7} with
a uniformly random key. Thus, the distribution of the keys returned by = are identical,
regardless of the value of the challenge bit b, and we can show that A’s advantage in winning

the key-indistinguishability game is negligible. We now begin with the third case.

Case 3: Test session with matching session

In Case 3, we show that if A that has issued a Test(i,s) query to a clean session 77,
then A has negligible advantage in guessing the test bit b. In what follows, we split our
analysis of Case 3 into the following sub-cases, each corresponding to a condition necessary
for the cleanness predicate clean.qake to be upheld by 7f. These are the subcases (where

t sY.
m; matches m7):

— Subcase 3.1: CompromiseQK(z, s), CompromiseQK(j,t) were not queried.
— Subcase 3.2: CompromiseCK(3, s), CompromiseCK(j,¢) were not queried.

It is straightforward to see that the advantage of A in Case 3 is bound by the sum of the
advantages of A in all subcases. It is also straightforward to see that the proof of Subcase
3.1 follows identically the corresponding analysis of Case 3 of Theorem [§] and so we omit
the details here, and point the reader to formal proofs for Theorem |8} We now treat the
second subcase (Subcase 3.2), where A has not compromised the classic ephemeral KEM

secrets.

3.2: CompromiseCK(i, s), CompromiseCK(j,¢) have not been issued, where 7r§» matches

s
T e

. . HAKE, clean pake,A,C3.2
Game 0 This is the HAKE security game, and AdVPQAG-%fg;L;%E (A\) = Pr(breaky).
Game 1 In this game, we guess the index (4, s) and the matching session (j,¢) and abort
if, during the execution of the experiment, a query Test(i’, s') is received to a session

/

w5 such that 7r{,/ matches 3 and (i,s), (j,t) # (i',s"),(4',t'). Thus Pr(breakg) <
n% - n% - Pr(break).

Game 2 In this game, we replace the key ckg derived in the test session 7 with the
uniformly random and independent value ck. We define a reduction B that inter-

acts with a ind-cca KEM challenger (as described in Definition and replaces the
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cpkg value sent in mg with the public-key pk received from Cing.cca. When poten-
tial partner should compute the ciphertext cctztg sent in mq, Big instead replaces
the computation of cctxrtg and ckg with the outputs of Cing-cca, c?\txt/E and ck respec-
tively. Whenever party j requires the use of the secret key to decapsulate a ciphertext
cetrty # c/_ct\/a:tE, Bio simply queries cctzty to Cind-cca, and replaces the computation of
ck” with the output of Cing.cca- By the definition of Case 3, we know that cpkg (or
cctrtg, respectively) sent in myg (resp. my) must have been sent from an honest session

775- owned by P; without modification if 77.p = resp (resp. init). Any adversary
that can detect the replacement of ckg with a uniformly random value ck implies
an efficient distinguishing algorithm Bjg against the ind-cca security of KEM. Thus:
Pr(break;) < Advizg',\jf?gm (A) + Pr(breaks).

Game 3 In this game we replace the computation of the extracted key ms =
PRF(Z];,quE) with a uniformly random and independent value ms & {0,1}PRF
(where {0,1}PRF is the output space of the PRF) used in the protocol execution
of the test session 77, and (potentially) its matching session 7r§~. We define a reduc-
tion By that initializes a prf challenger Cps when 77 needs to compute PRF(ck, pgkg)
and instead queries pgkp to Cprf. Bi1 uses the output of the query ms to replace
the computation of ms. Since ok is uniformly random and independent by Game 2,
and A cannot issue CompromiseCK(i,s) or CompromiseCK(7,t), this is a sound re-
placement. If the test bit sampled by Cus is 0, then ms = PRF(%, pgkg) and we
are in Game 2. If the test bit sampled by Cpr is 1, then ms & {0,1}PRF and we
are in Game 3. Thus any adversary A capable of distinguishing this change can be
turned into a successful adversary Bj; against the prf security of PRF, and we find:
Pr(breaks) < AdVErFEF,BH (A) + Pr(breaks).

Game 4 In this game we replace the computation of the expanded keys mk,k =
PRF(ms,€) with a uniformly random and independent values mk, k & {0,1}PRF

(where {0,1}PRF is the output space of the PRF) used in the protocol execution

of the test session 7}, and its matching session 7r§-. We define a reduction Bis that

initializes a prf challenger Cp¢ when 77 needs to compute PRF(ms,€) and instead

queries € to Cp¢. Bi2 uses the output T?L?ﬁ,% to replace the computation of mk, k.

Since ms is already uniformly random and independent by Game 3, this is a sound

replacement. If the test bit sampled by Cy is 0, then nfv\jf, k= PRF(ms, €) and we are

in Game 3. If the test bit sampled by Cpf is 1, then n%,% & {0,1}PRF and we are in
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Game 4. Thus any adversary A capable of distinguishing this change can be turned
into a successful distinguishing adversary B1o against the prf security of PRF, and we
find Pr(breaks) < AdvEgF,Bm()\) + Pr(breaky). Since k is now uniformly random and
independent of the protocol flow regardless of the test bit b, A has no advantage in
guessing the test bit and thus:
HAKE clean ke, A,C3.2 ind- f
AdVP?AG-Csta?nﬁ?EZ (A < npPag® - (Ad"wgl\%%m()‘) + AdVBrRF,BH(A) +
r
AdVERF,Bm(/\))‘

O

Now we turn to proving the security of PQAG-KEM. We note that the proof of
PQAG-KEM follows closely the proof of Theorem [§] with minor changes in Case 1 and
Case 2, where we demonstrate that a session will not accept without a matching partner
due to the use of post-quantum KEMs. As such, we mainly detail the proof of Case 1, and

refer the reader to [§] for detailed proof.

Theorem 10 (PQAG-KEM Security). The PQAG-KEM protocol presented in Section
is post-quantum secure under cleanness predicate cleanguake (capturing perfect forward

security and resilience to KCI attacks against A). That is, for any QPT algorithm A

against the key-indistinguishability game (defined in Figure , Advggigie&a&qz;ﬁ’j()\) 18

negligible under the dual-prf, prf, ind-cca, ind-cca and sufcma security of the PRF, PRF,

KEM, KEM and MAC primitives respectively. Thus we have : Advggxgii?&ﬂfi’j()\) <

prf, A dual-prf, A ind-cca, A sufcma, A
AdVERE s (A) + Advpe 0 (A) + 2 Advigge o e (A) + Advigac ) (A).

Proof. We now turn to proving our result. We split our analysis into three mutually-

exclusive cases:

1. Case 1 assumes that the test session 7 (such that A issued Test(¢, s)) is an initiator

session, and that 7] has no matching partner (as in Figure . We define the QPT

algorithm A’s advantage in Case 1 as Advgéigiﬂa}’ﬁf;s()\).

2. Case 2 assumes that the test session 77 is a responder , and that 7] has no matching

partner. We define A’s advantage in Case 2 as Advgéigiﬂ?&’ﬁﬁfs(/\).

3. Case 3 assumes that the test session m; has a matching partner. We define A’s

HAKE,clean, A,C3 ()\)

advantage in Case 3 as AvaQAG_KEM’anS
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It is clear that: Advgéigiﬂ?&lﬁp,ns(A) < Advﬁéiéﬂ?&’ﬁfﬁs A+
Advﬂéiéﬂ?&’ﬁfﬁs (A) + Advggxgiﬂ?&’ﬁfjs()\), thus we bound A’s advantage in each case
separately.

In Case 1 and Case 2 we show that 4’s advantage in causing the test session 7} to
accept without a matching partner is negligible, and thus the A’s advantage in winning the
key-indistinguishability game is negligible (since the experiment does not differ based on
the challenge bit b, as the 77 does not compute a real-or-random session key).

In Case 3 we replace the computation of the real session key by the test session 7} with
a uniformly random key. Thus, the distribution of the keys returned by = are identical,
regardless of the value of the challenge bit b, and we can show that A’s advantage in winning

the key-indistinguishability game is negligible. We now begin with the first case.

Case 1: Test init session without origin session

We begin by showing that 4 has negligible advantage in causing 7} to reach an accept

state without a matching session. We do so via the following sequence of game hops:

Game 0 This is the HAKE security game and AdvEéiEiﬂ?&ﬂi"i’j’Cl()\) = Pr(breaky).

Game 1 In this game, we guess the index (i, s) and the intended partner j and abort if,
during the execution of the experiment, a query Test(i, s’) is received to a session
7Tf,, such that ﬂ'f,/.pid = 4" and (i,s,j) # (i',s',5"). Thus: Pr(breako) < np?-ng -
Pr(breaky).

Game 2 In this game we abort if the test session 7 sets the status /.o <— reject. Note
that by the previous game we abort if the Test query is issued to a session that is not

s

2, and if 7} .pid # j. If the session 7] ever reaches the status 7.« <= reject, then

the challenger will respond to the Test(i,s) query with L, and thus the difference in
A’s advantage between Game 2 and Game 3 is 0. Thus: Pr(break;) < Pr(breaks).

Game 3 In this game we define an abort event abort,, that triggers if the test session
sets the status 7. <— accept. We note that the response to Test(i, s) issued by A
is always L, (since the challenger aborts the game if 7r{ accepts, and Test(i,s) = L
when 7 rejects the protocol execution), and thus Pr(breaks) = 0. In Game 4 and
Game 5 we prove that the probability of A in causing abort,, to trigger is negligible.
Thus: Pr(breaks) < Pr(abort,,).

Game 4 In this game, we replace the key pgkg derived in the test session 7] with the

uniformly random and independent value ];(:]Eg We define a reduction B; that inter-
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acts with a post-quantum ind-cca KEM challenger Cing.cca (as described in Definition
20), and replaces G’s long-term KEM public key pgpkg with the public key output
from Cind.cca- Note that By can do so at the beginning of the game, by guessing the
identity of the partner session of Test in Game 2, A knows pgpk¢ prior to protocol
execution. When 77 should compute pgctrtg, By instead replaces the computation
of pgctatg and pgkg with the outputs of Cing.cca, m& and ;q% respectively (and
similarly for the (potential) partner session 775) Whenever party j requires the use of
the secret key to decapsulate a ciphertext pqctzt’ # pqctzt, By simply queries pqctzt’
t0 Cind-cca, and replaces the computation of pgk’ with the output of Cing.cca. Detect-
ing the replacement of pgkg with a uniformly random value ;;c}% implies an efficient
distinguishing QPT algorithm B; against the post-quantum ind-cca security of KEM.
Thus: Pr(abort,) < Advi,'gg',\ﬁ‘f%l (A) + Pr(breaky).

Game 5-9 For brevity, we consolidate many PRF replacement hops into a single game.
In this game we replace the computation of intermediate ms values ms; =
PRF(mso, pgk) (where msy = HKDF.Extract(cke, €)), msy = PRF(ms1, ckp), mss =
PRF(msa, pgkp), msy = PRF(mss, ckg), mss = PRF(msy, pgkg) with a uniformly ran-
the output space of the PRF) used in the protocol execution of the test session 77, and
(potentially) its matching session 7r§~. We define reductions Bs, Bs, By, Bs, Bg that ini-
tializes a dual-prf/prf challenger Cyyai-prf/prf When mf needs to compute PRF(ms,, kx),
where a € {1 : 5}, and instead queries kx t0 Cyyal-prf/prf- Bo, Where b € {2 : 6}, uses
the output of the query ms, to replace the computation of ms,. Since ms,_; is uni-
formly random and independent by Game 4, and A cannot issue CompromiseQK (%, s)
or CompromiseQK(7,t), this is a sound replacement. If the test bit sampled by

Cdual-prf/prf 18 0, then ms, = PRF(msq_1,kx) and we are in Game 4. If the test

}PRF and we are in Game 4 + i.

bit sampled by Cyyal-prf/prf 1S 1, then ms, & {0,1
Thus any adversary A capable of distinguishing this change can be turned into
a successful adversary B, against the dual-prf/prf security of PRF, and we find:
Pr(break,) < Advgl;fllz:'g:()\) + AdVErFfiF,Bg,B4,B5,BG()‘) + Pr(breaky).

Game 10 In this game we replace the computation of the MAC and session key mk, k =
HKDF.Expand(mss, Hash(mg|m1), “PQAGKEM”) with a uniformly random and indepen-
dent value 7%74:,75 & {0, 1}PRF used in the protocol execution of the test session 7,

and (potentially) its matching session 715-. We do so by initializing a prf challenger and
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querying the hash value Hash(mg|m1), and use the output 77,”;7{,% from the prf chal-
lenger to replace the computation of mk, k. Since mss is uniformly random and inde-
pendent by Game 9, and A cannot issue CompromiseQK(i, s) or CompromiseQK(7j, t),
this is a sound replacement. If the test bit sampled by the prf challenger is 0, then
mk, k = HKDF.Expand(m3s, Hash(mg|m1), “PQAGKEM”) and we are in Game 9. If
the test bit sampled by the prf challenger is 1, then nﬁs,% ﬁ {0, 1}PRF and we are
in Game 10. Thus any adversary A capable of distinguishing this change can be
turned into a successful QPT adversary By against the post-quantum prf security of
PRF, and we find: Pr(breaky) < AdVErI;F,&()‘) + Pr(breakio).

Game 11 In this game we abort if the test session 7 receives a message 7 (computed over
mol||my) that verifies correctly but there exists no honest session 71';. that has output
7. Specifically, in Game 11 we define a reduction Bg against the sufcma security
of the Message Authentication Code MAC. When Bg needs to compute a MAC over
mo||m1 using 77/:07€, Bs computes the MAC by initializing a sufcma challenger Csyfema
and querying my||m1. No changes to the experiment occur, as Csyfema computes MACs
identically to C, so A cannot detect this replacement. In addition, mk is a uniformly
random and independent value, by Game 10.

By the definition of Case 1, 7} sets the status 7. < accept despite there being
no honest session that matches 7. Thus, Bg never queried mg|/m1 to Csyfema, and it
follows that 7 is a forged message. Thus, if 77 receives a MAC tag 7 (over mg||my)
that verifies correctly but there exists no honest session 7r§- that matches 77, then
(mol|my, ) represents a valid forgery and Bg wins the sufcma security game against
MAC, and Pr(breakio) = Adviiae s, (A)-

Since m; now aborts when verifying 7, it cannot trigger abort, and thus we
have:  Advpgac ke ) < npPng - (AR, (V) + AdVERERT(N) + 5 -

f f
Adv’;'REBS’B%B&BG’&()\) + AdViIAC B, (M) + ).

Case 2: Test responder session without origin session

We now show that A has negligible change in causing w7 (with 7{.p = responder) to reach
an accept state without an origin session. As the proof of Case 2 follows analogously to
Case 1 with minor changes (notation to account for changes in role, and minor changes
in Game 11 to account for authenticating mg|/m1||7) instead of mg|/m1), we omit these

game hops and proceed to Case 3.
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Case 3: Test session with matching session

In Case 3, we show that if A that has issued a Test(i,s) query to a clean session 77,
then A has negligible advantage in guessing the test bit . In what follows, we note
that for the cleanness predicate cleangyake to be upheld by 77, then CompromiseQK(, s),
CompromiseQK(j, t) cannot be queried (where 7% matches m7). Thus, we can assume in
what follows that A has not compromised the post-quantum ephemeral KEM secrets. We
now show that A has negligible advantage in guessing the test bit b, via the following series

of game hops:

Game 0 This is the HAKE security game, and Advggigﬂf&qxﬁ’:’cs(ﬂ = Pr(breaky).

Game 1 In this game, we guess the index (4, s) and the matching session (j,¢) and abort
if, during the execution of the experiment, a query Test(i', s’) is received to a session
7 such that 7rz,/ matches 75 and (i,s), (j,t) # (i',"), (4',t'). Thus Pr(breako) <
n% -n% - Pr(break).

Game 2 In this game, we replace the key pgkg derived in the test session 77 with the uni-
formly random and independent value ;&% We do so by defining a reduction By who
interacts with a post-quantum ind-cca KEM challenger Cing.cca (as described in Defi-
nition and replaces the pgpkg value sent in mg with the public-key ;&\pj{: received
from Cing-cca- When potential partner should compute the ciphertext pgctrt sent in
my, By instead replaces pqctrt and pgkg with m and ]f)(}% respectively. Whenever
party j requires the use of the secret key to decapsulate a ciphertext pgctzt’ # p/q_c\l%f,
By simply queries pgctzt’ to Cind.cca, and replaces the computation of pgk” with the
output of Cing-cca- Since 7 matches 7r§~, we know that the public-key and ciphertext
sent in mg and mq respectively were received by the sessions without modification.
Detecting the replacement of pgkg with a uniformly random value })?]% implies an
efficient distinguishing QPT algorithm By against the post-quantum ind-cca security
of KEM. Thus: Pr(break:) < Advitgyig, (M) + Pr(breaks).

Game 3 In this game we replace the computation of intermediate ms mss =
PRF(m34,;q%) with a uniformly random and independent value mss & {0,1}PRF
(where {0, 1}PRF is the output space of the PRF) used in the protocol execution of the
test session 77, and (potentially) its matching session 7r§-. We define a reduction Big
that initializes a dual-prf challenger Cqyal-prf When 7 needs to compute PRF(msy, pgk)
and instead queries mss to Cyualprf- Bio uses the output of the query mss to re-

place the computation of mss. Since ;&E is uniformly random and independent by
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Game 2, and A cannot issue CompromiseQK(7, s) or CompromiseQK(j, ), this is a
sound replacement. If the test bit sampled by Cqyal-prf is 0, then mss = PRF(msy, ;qE)
and we are in Game 2. If the test bit sampled by Cqyalprf is 1, then mss & {0, 1}PRF
and we are in Game 3. Thus any adversary A capable of distinguishing this change
can be turned into a successful adversary Big against the dual-prf security of PRF,
and we find: Pr(breaks) < Advgl:;}_l:pBrlfo(A) + Pr(breaks).

Game 4 In this game we replace the computation of the MAC and session key mk, k =
HKDF.Expand(mss, Hash(mg|/m1), “PQAGKEM”) with a uniformly random and indepen-
dent value frﬁf,% i {0, 1}PRF used in the protocol execution of the test session 77,
and (potentially) its matching session 7r§-. We do so by initializing a prf challenger and
querying the hash value Hash(mg||m1), and use the output mk, k from the prf chal-
lenger to replace the computation of mk, k. Since mss is uniformly random and inde-
pendent by Game 3, and A cannot issue CompromiseQK(i, s) or CompromiseQK(7j, t),
this is a sound replacement. If the test bit sampled by the prf challenger is 0, then
mk, k = HKDF.Expand(mss, Hash(mg|m1), “PQAGKEM”) and we are in Game 3. If
the test bit sampled by the prf challenger is 1, then n%,% & {0,1}PRF and we are in
Game 4. Thus any adversary A capable of distinguishing this change can be turned
into a successful QPT adversary Bi; against the post-quantum prf security of PRF,
and we find: Pr(breaks) < Adv’;'éEBn()\) + Pr(breaky).

Since k is now uniformly random and independent value of the protocol flow regardless
of the value of the test bit b, A has no advantage in guessing the test bit and thus:

HAKE clean AC3 ind- dual-prf f
AdVPQAG-KEMq,;?DK,ZS (A) < np?ng®- (AdVII?EI&I(,:%g()‘)+AdVPl|J?aF,pBr10()‘)"’_AdngF,BH (N).

O]

Next we present the security of PQAG-KEM against purely classical adversaries, i.e. A
is a probabilistic polynomial-time algorithm, in Theorem

Theorem 11 (PQAG-KEM Classical Security). The PQAG-KEM protocol presented in Sec-
tion is secure under cleanness predicate clean.yake (capturing perfect forward security
and resilience to KCI attacks against classical adversaries). That is, for any PPT algorithm
A against the key-indistinguishability game (defined in Figure , Advggiglﬂ?&ﬁ‘;ﬁ’f()\)
1s negligible under the dual-prf, prf, ind-cca, ind-cca and sufcma security of the PRF, PRF,
KEM, KEM, and MAC primitives respectively. Thus we have : Advggiglﬂ?&ﬁ;ﬁ’?()\) <
AVBEZ () + Advat T (M) + 2 Adviggn ot () + Advimeea (V).

PRFnp,ng PRF,np,ng
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Proof. We now turn to proving our result. We split our analysis into three mutually-

exclusive cases:

1. Case 1 assumes that the test session 77 (such that A issued Test(4, s)) is an initiator
session, and that 77 has no matching partner (as in Figure [5.3). We define the PPT

. s . HAKE,clean yake,A,C1
algorithm A’s advantage in Case 1 as AdVpQAG KEM np e (N).

2. Case 2 assumes that the test session 7 is a responder , and that 7} has no matching

. HAKE,cIeanCHAKE,A,CZ
partner. We define A’s advantage in Case 2 as AvaQAG_KEMmP’nS (A).

3. Case 3 assumes that the test session 7} has a matching partner. We define the PPT

algorithm A’s advantage in Case 3 as AdVESKEﬂeEa&chZ’?’C3()\)'

. . HAKE,cIeanCHAKE,A HAKE,cIeanCHAKE,A,Cl
It is clear that: AvaQAG_KEM’anS (N < AvaQAG_KEM’nP’nS (N)+

Advggxgiﬂ?&%ﬂfgf’cz(}\) —i—AdvF'SKEﬂ?&fZ’;K’EL’?’C?’(A), thus we bound A’s advantage in each
case separately.

In Case 1 and Case 2 we show that 4’s advantage in causing the test session 7} to
accept without a matching partner is negligible, and thus the A’s advantage in winning
the key-indistinguishability game is negligible (since the experiment does not differ based
on the challenge bit b, as the 77 does not compute a real-or-random session key). As the
analysis of Case 1 and Case 2 follows identically the corresponding analysis of Theorem
we omit the details here, and point the reader to the formal proofs for Theorem [10]

In Case 3 we replace the computation of the real session key by the test session 7} with
a uniformly random key. Thus, the distribution of the keys returned by =} are identical,
regardless of the value of the challenge bit b, and we can show that A’s advantage in winning

the key-indistinguishability game is negligible. We now begin with the third case.

Case 3: Test session with matching session

In Case 3, we show that if A that has issued a Test(i,s) query to a clean session 77,
then A has negligible advantage in guessing the test bit b. In what follows, we split our
analysis of Case 3 into the following sub-cases, each corresponding to a condition necessary
for the cleanness predicate clean.qake to be upheld by 7. These are the subcases (where

mt

S).
; matches T7):

— CompromiseQK(i, s), CompromiseQK(j,t) were not queried.
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— CompromiseCK(i, s), CompromiseCK(j,t) were not queried.

It is straightforward to see that the advantage of A in Case 3 is bound by the sum of the
advantages of A in all subcases. It is also straightforward to see that the proof of Subcase
3.1 follows identically the corresponding analysis of Case 3 of Theorem and so we omit
the details here, and point the reader to the formal proofs for Theorem We now treat
the second subcase (Subcase 3.2), where A has not compromised the classic ephemeral
KEM secrets.

3.2: CompromiseCK(i, s), CompromiseCK(j,¢) have not been issued, where 7'(‘;- matches

S
7T,l'-

Game 0 This is the HAKE security game, and Advggxgiﬂ?&fzﬁi’?’ca2(/\) = Pr(breaky).

Game 1 In this game, we guess the index (4, s) and the matching session (j,¢) and abort
if, during the execution of the experiment, a query Test(i’, s’) is received to a session
75 such that 71{,/ matches 75 and (i,s), (j,t) # (i',),(4',t'). Thus Pr(breakq) <
n% - n% - Pr(break).

Game 2 In this game, we replace the key ckg derived in the test session 7} with the uni-
formly random and independent value ck. We define a reduction B2 that interacts
with a classical ind-cca KEM challenger Cing.cca and replace the cpkg value sent in
mg with the public key gpvk received from Cipg.cca- When potential partner should
compute ciphertext cctat sent in mq, Byo instead replaces the computation of cctzt
and ckg with the outputs of Cind-cca, cctzt and ck respectively. Whenever party j
requires the use of the secret key to decapsulate a ciphertext cctat’ # c/c%, Bio sim-
ply queries cctzt’ to Cind.cca, and replaces the computation of ck’ with the output of
Cind-cca- Since 7 matches 7r§, we know that the public-key and ciphertext sent in mg
and m respectively were received by the sessions without modification. Detecting
the replacement of ckg with a uniformly random value ck implies an efficient dis-
tinguishing PPT algorithm Bi2 against the classical ind-cca security of KEM. Thus:
Pr(break;) < Adegﬁ%m (A) + Pr(breaks).

Game 3 In this game we replace the computation of intermediate ms msy =
PRF(m33,/c\Ig) with a uniformly random and independent value msy & {0, 1}PRF

(where {0, 1}PRF is the output space of the PRF) used in the protocol execution of the

test session 77, and (potentially) its matching session 7r§. We define a reduction Bj3

that initializes a dual-prf challenger Cqyal-pr When 7 needs to compute PRF(mss, ZI;)
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and instead queries ms3 to Cqual-prf- Bi13 uses the output of the query msy to replace
the computation of msy. Since ck is uniformly random and independent by Game 2,
and A cannot issue CompromiseCK(i,s) or CompromiseCK(j,t), this is a sound re-
placement. If the test bit sampled by Cqyalprf is 0, then msy; = PRF(mss, Zl;) and we
are in Game 2. If the test bit sampled by Cqyal-prf is 1, then msy & {0,1}PRF and we
are in Game 3. Thus any adversary A capable of distinguishing this change can be
turned into a successful adversary Bi3 against the dual-prf security of PRF, and we
find: Pr(breaks) < Advgllfllz:‘;;()\) + Pr(breaks).

Game 4 In this game we replace the computation of intermediate ms ms; =
PRF(msy, pgkg) with a uniformly random and independent value mss & {0, 1}PRF
(where {0, 1}PRF is the output space of the PRF) used in the protocol execution of the
test session 77, and (potentially) its matching session 7r§-. We define a reduction Biy
that initializes a prf challenger Cpf when 77 needs to compute PRF(msy, pgkg) and
instead queries pgkg to Cprs. Bi4 uses the output of the query mss to replace the com-
putation of mss. Since msy is uniformly random and independent by Game 3, this is
a sound replacement. If the test bit sampled by Cpf is 0, then mss = PRF(msy, pgkg)
and we are in Game 3. If the test bit sampled by Cys is 1, then mss & {0,1}PRF
and we are in Game 4. Thus any adversary A capable of distinguishing this change
can be turned into a successful adversary B4 against the prf security of PRF, and we
find: Pr(breaks) < AdvBe 5 (A) + Pr(breaks).

Game 5 In this game we replace the computation of the MAC and session key mk, k =
HKDF.Expand(mss, Hash(mg|/m1), “PQAGKEM”) with a uniformly random and inde-
pendent value mk, k & {0, 1}PRF used in the protocol execution of the test session
7¢, and (potentially) its matching session 7r§<. We do so by initializing a prf challenger
and querying the hash value Hash(mg|/m1), and use the output mk, k from the prf
challenger to replace the computation of mk, k. Since mss is uniformly random and
independent by Game 4, this is a sound replacement. If the test bit sampled by the
prf challenger is 0, then mk, k = HKDF.Expand(mss, Hash(mg||m1), “PQAGKEM”) and
we are in Game 4. If the test bit sampled by the prf challenger is 1, then n%,% ﬁ
{0,1}PRF and we are in Game 5. Thus any adversary A capable of distinguishing this
change can be turned into a successful PPT adversary Bi5 against the post-quantum
prf security of PRF, and we find: Pr(break,) < AdVBrFEF,Bls(A) + Pr(breaks).

Since k is now uniformly random and independent value of the protocol flow regardless
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of the value of the test bit b, A has no advantage in guessing the test bit and thus:
HAKE,clean uake,A,C3.2 ind- dual-prf
AV KEM e (A < mpPng® - (AVREGR,, (A) + Advpgeig () + 2 -

f
AdVErRF,Bm,Bm ()\)) '

6.5 Conclusion

While the aviation industry is traditionally cautious about rapid technological change,
the increasing sophistication of cyber threats necessitates a proactive approach to secur-
ing CPDLC communication. Failure to do so could compromise the integrity and safety
of critical aviation systems, potentially leading to severe consequences. This chapter in-
troduced two novel hybrid key exchange protocols, PQAG-SIG and PQAG-KEM, designed
to improve the insecure CPDLC communication between ground stations and aircraft in
the face of evolving adversarial capabilities. We rigorously proved the security of these
protocols against both quantum and classical adversaries. By instantiating our protocols
with various post-quantum algorithms, we demonstrated their practical applicability to the
resource-constrained avionic environment. Comparative analysis with existing solutions

revealed that our proposals offer superior performance and robust security.



Chapter 7

Post Quantum Handover Protocol for

Aviation

In this chapter we propose a post-quantum secure handover construction. Our PQAG-HO
scheme facilitates a secure CPDLC handover of an aircraft (A) transitioning from one
ground stations (Gi) to another (Gz). By incorporating our KEX and HO formalisms within
the design of PQAG-HO, we reduce the computational overhead of complex cryptographic
operations. We provide a formal proof of security for the proposed protocol against a
quantum adversary. We further instantiate our proposed protocol with post-quantum
Kyber algorithm to understand the real-world applicability of our protocol within the
resource-constrained ecosystem of avionic communication. We begin this chapter with a

discussion on the current state-of-the-art in avionic handovers.

7.1 Avionic Handover Schemes

As an aircraft travels from one geographic location to another, the Controller-Pilot Data
Link Communications (CPDLC) protocol facilitates an automatic transference of its current
communication session, eliminating the requirement to re-establish a new session every time
an aircraft enters a subsequent geographic zone [65]. At present all CPDLC communications
are carried out over unencrypted and unauthenticated datalinks. Figure illustrates an
expected implementation of a CPDLC connection handover as described by official ICAO
guidelines [65]. Thus, unsurprisingly, CPDLC does not provide any security guarantees,

160
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since all communications are carried out over unencrypted and unauthenticated channels.
Smailes et al. [II5] explore practical attacks against CPDLC, focusing on impersonating
ATC stations to aircrafts. They successfully hijack a session between an aircraft and a legit-
imate ATC station during the handover phase. In their attack they trigger a false handover
to a new ATC station by injecting messages into an existing CPDLC session. Their attacks
may have catastrophic consequences, as CPDLC messages contain critical instructions as
declaring emergencies, changing altitudes or changing speeds of an aircraft, which Smailes
et al. [I15] show can easily be hijacked and tampered with by an unsophisticated attacker.
They highlight the practicality of these attack by launching them as an attacker stationed

hundreds of kilometers away from their targets.

2. Connection Forwarding >
4. G#2 Notified >

Gl G2

Figure 7.1: A generic insecure CPDLC handover between source ground station G#1, target ground station
G#2 and aircraft A.

The work of Maurer et al. [87] proposes a secure handover scheme for aviation that
provides the flexibility of using either classical or post-quantum primitives within their con-
struction. In their scheme, the source ground station S acts as an intermediary throughout
the handover, forwarding messages back and forth between an aircraft A and the target
ground station T until the session handover is completed. They formally verify the forward
secrecy and mutual authentication properties of the proposed scheme using the Tamarin

symbolic verifier. They extend their work to cover multiple aviation handover scenarios in
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[72] and incorporate physical unclonable functions (PUF) and post quantum BIKE primitive
within their constructions. However, the purported security properties are only informally
analyzed and no formal proofs are discussed. Compared to these existing solutions, our
PQAG-HO offers a more efficient and secure approach. By streamlining the cryptographic
operations, we reduce computational overhead without sacrificing formal security guaran-
tees. We further validate our claims by instantiating, implementing, and evaluating our

construction.

7.2 PQAG-HO Handover Protocol

In this section we describe our proposed post-quantum air-to-ground handover protocol
PQAG-HO, executed between an Aircraft A and two Ground Stations G; and Go, as A geo-
graphically leaves the area covered by G to enter the area covered by Gs. Our construction
illustrated in Figure utilize and realizes in practice our handover framework discussed
in Chapter [3] Particularly, PQAG-HO delves into the underlying cryptographic operations
that take place during the Setup stage of its construction unlike our StrongHO construction
presented in Section

StrongHO, also modeled within our handover formalism, presents an instantiation of a
strong HO construction but abstracts away the specifics of its Setup phase. Moreover, while
StrongHO provides the strongest security guarantees within our HO framework, its practi-
cal deployment in resource-constrained aviation environments is hindered by its significant
computational overhead. Specifically, its reliance on computationally expensive operations,
such as public-key encryption and puncturable PRFs, poses challenges for real-time imple-
mentation. In contrast, PQAG-HO is tailored specifically to the aviation domain, focusing
only on the security properties relevant to that context. Our PQAG-HO design is optimized
to reduce computational overhead. We limit expensive cryptographic operations, such as
key exchange, to initial key negotiations between participating entities within our KEX
formalism and reduce the computational overhead on aircraft A during the Cont phase of
PQAG-HO. We observe due to the nature of its design, PQAG-HO enables seamless and
secure transition of the existing session between A and G; to A and Gy without the need
to perform any additional KEX key exchange negotiations. We note that unlike StrongHO,
PQAG-HO provides a more detailed and fine-grained view of the cryptographic operations
within the Setup phase. We observe that PQAG-HO aptly showcases the practical applica-
tion of our theoretical frameworks, the HO handover formalism (Chapter [3)) and the KEX
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secure key exchange formalism (Chapter |5)). By seamlessly incorporating both KEX and
HO into its design, PQAG-HO illustrates how these formalisms can be used to create secure
and efficient protocol constructions, reinforcing the reciprocal nature of their relationship.

We present the detailed cryptographic operations that take place during PQAG-HO in
Figure[7.2] During the initial Setup phase, A and G; executes an authenticated key exchange
to derive an initial fresh shared key, which will be used for further key derivations in
subsequent HO phases. We model this key exchange using our KEX formalization presented
in Section During the Supp phases of PQAG-HO, G; and Gs independently run a
separate KEX to derive a different shared key. We note that the KEX formalism abstracts
away an underlying PQAG-KEM execution as described in Section This additional
KEX execution provides perfect forward secrecy for PQAG-HO by deriving a fresh shared
key for the Supp phase. Below we explain PQAG-HO in more detail.

— Setup: During this phase, the protocol retrieves and utilizes existing identities and
keys from prior PQAG-HO executions, if available. These include entity public key
pairs and a fresh chain key ck established between A and G; through a KEX execution.
In the absence of previous PQAG-HO executions, the protocol generates the necessary
keys and identities according to the specific instantiation. In order to agree on ck,
an initial key establishment KEX execution takes place. First, A communicates mg
to G1, which was output by a KEX.Proc and contains the relevant parameters from A
to agree on a shared state with Gy. Upon reception, G; uses mg as input to its own
KEX.Proc, which produces a shared state m and mq containing the complementary
parameters from Gj to agree on a shared state with A. Gj returns my to A, which A
uses to agree on a shared state with G; and derive ck. We note that the chain key ck
is analogous to the bootstrap key bk in StrongHO.

— Preparation: After agreeing on ck, during this phase A communicates a KEM public
key to G; to be forwarded to G (in an authenticated manner). A and Gy both derive
new keys mky, cky from the chaining key ck. A then generates an ephemeral KEM
key-pair tpka, tska. This ensures the confidentiality of the session keys generated, i.e.
achieving perfect forward secrecy for the subsequent session between A and Go. After
that, A creates a message mo, which includes a header and tpka. Then, A sends msy
and its MAC tag 1y to G1. Lastly, both A and G; calculate T which is a hash digest
over all messages exchanged since the handover has initiated.

— Support: During this phase, similar to the KEX execution during Prep, G; and Gg
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Setup

(pka, ska,uid) < KEM.KGen
(kpka, kska) < KEX.KGen

(pke,. skq,. tid) < KEM.KGen
(kpke,, kske,) < KEX.KGen
(pke,, skq,, sid) < KEM.KGen
(kpkg, , kskg,) < KEX.KGen
7k« KEX.SetUp(kpke, , kska, init)
7k, mg < KEX.Proc(nk, 1)
mo
7% < KEX.SetUp(kpka, kske, , resp)
7 my < KEX.Proc(rk, mq)
m
7k, L+ KEX.Proc(rF, my)

k. — ck[ck < HO.SGen] ik — cklck + HO.SGen]

Prep

(tpka, tskp) & KEM.KGen()
my < {headera, tpka}

mbky, cky < KDF(ck) AG
1

Ty  Hash(mg||my||ms)

7 < MAC(mky, ms)
my, 7o, To

7« HO.Prep(cko, ska, pke,, Pk, , tpka, L)
abort if MAC(mkg, m2) # 79
7l < HO.Prep(cko, ske, , pka, pkc,, tpka, L)
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Support 7k KEX SetUp(kpkg,. kskg,, init)
7k mg « KEX.Proc(w, 1)

my

7}« KEX.SetUp(kpkq,, ksk,, resp)
7f my < KEX.Proc(rf, my)
my, To

7k, L < KEX.Proc(mk  my)
k= gko

ﬂ;‘.k — gko
77{‘z < HO.Supp(gko, cko, tpka, pka, T1||To. L)

reG, & {0,1}*, T}y < Hash(ma|lm,s) G
¢ <= AEAD.Enc(gky, (ckolltpkal[pka), 76, Toll T5)
Ty < Hash(To|[Tf)

¢,rg,, Ty
7} <= HO.Supp(gko, cko. tpka. pka, T1[|To, L)

G, abort if Hash(mg|[m4) # Tj
((ckol|tpkallpka), 6, Tol|Ty) <= AEAD.Dec(gky, ¢, 7c,, To||Tj)

Ty < Hash(To||T})

Contact- Fin

(ctate,, ke,) & KEM.Encaps(pke,)

mky, cky < KDF(kg,, cko)

7 <= MAC(mky, mein), mein < {headera, ctztc,}

Mtin, T1

G, (ctwta, ka) & KEM.Encaps(tpka)

k¢, < KEM.Decaps(ctztc,, skc,)

mbky, cky < KDF(kg,, cky)

abort if MAC(mky, msin) # 71

k < KDF(cky, cky), mks, cky < KDF(ka, cky)
Mack < {headerg,, ctata, To|| Ty}

Ty < MAC(mky, mack), Ta + Hash(macx| T1)

il <= HO.Cont{ka, ka,, cko||ck1, mhki |mks, To|| Ty, L}
Mack; T2, T2

Contact - Init
Tpe11, < {headera, "ReqKEMPKE , sid, To}

Mhello

Mack < {headerg,, pkg,, tid}

Mack

ka < KEM.Decaps(ctxta, tska)
mks, cky < KDF(ka, cky)
abort if MAC(mky, ms) # 7

k  KDF(cky, cks)

il HO.Cont{ka, ka,, cko||ck1, mki ||mks, To|| Ty, L}

(a) PQAG-HO Protocol Stage 1.

F (b) PQAG-HO Protocol Stage 2.

Figure 7.2: PQAG-HO Protocol (Stages have been separated for readability).

execute another KEX and securely derive session key gkg, and G; securely forwards

the keying material received from A in the previous phase to Go. After deriving gkg,

G generates nonce rg, and calculates the hash digest T{, over m3 and my4 (ms||ma4)

exchanged during the KEX that produced gkg. Gi under gkg next encrypts keying

material (cko||tpka||pka) using an authenticated encryption scheme AEAD. Lastly, G;
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7.3

calculates the hash digest Ty over (To||Tp).

Contact: During this phase, A authenticates Gs and establishes a shared secret
state. After learning the identity of Gg via tid and pkg,, A starts the authentication
process by encapsulating under pkg, and deriving a set of keys (mky,cki) with the
encapsulated key kg, and ckqy derived during Prep. A then creates mgin, which includes
header and encapsulated ciphertext ctztg,, and sends it with its MAC tag 7 to Go.
When Gq receives msin, they decapsulate the ciphertext to obtain ka and proceed to
derive (mkj,cki) and verify 7. Upon successful verification, Gy proceeds to derive
a set of keys (mks,cke) and a fresh session key k. Gg the constructs macx which
contains a header, encapsulation ciphertext ctxta of tpka and previous transcripts
(Tol|TG)- Go sends mack to A along with its MAC tag 72 and hash digest Ty calculated
over (maek||T1). Upon reception, A decapsulates the ciphertext to obtain ka and

computes (mkaq, cka, k). A further verifies 79 to check message integrity.

Execution Environment

The execution environment for PQAG-HO security framework is largely identical to our

StrongHO scheme proposed in Chapter [3] Below we discuss the details of the execution
environment for PQAG-HO in detail, which closely follows with minor modifications.

Each session 7] of PQAG-HO the following set of per-session variables are maintained :

p €{U,S,T} : The role of the party in the current session.

i €{1,...,np}: Index of the session owner.

s €{1,...,ng}: Current session index.

t € {1,...,ng}: Previous session index.

Tp,Ts,Tc: Session transcripts of the Prep, Supp and Cont algorithms respectively,
initialised by L.

a € {prep, supp,hand, accept,reject, L }: The current status of the session, ini-
tialised with L.

k € {{0,1}*, L}: Session key to be used in some following symmetric key protocol,
or L if no session key has yet been computed.

ck € {{0,1}*, L }: Chaining key used as the initial shared secret between the A and
the G, or L if no key has yet been computed. This key is derived during the Setup
stage is the output of a KEX.
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— gk € {{0,1}*, L}: Shared key derived during the Supp stage between the G; and the
Go, or L if no key has yet been computed. This key too is the output of a KEX.

Compared to StrongHO which captures multiple HO-specific notions of security,
PQAG-HO predominantly captures the notion of key indistinguishability presented in Figure
This is due to the domain-specific requirements of commercial aviation, which require
constant tracking of flights on air. As such, additional security properties as unlinkability
and path privacy captured in StrongHO are not desirable within the domain of commercial
aviation. In order to address the strength of a quantum capable adversary, we slightly
modify the key indistinguishability definition for StrongHO, which we describe in Definition
under the cleanness predicated 26| While typically cleanness predicates are tailored to
individual constructions, we observe that for PQAG-HO, the notion of key indistinguisha-
bility is achieved in a manner identical to our StrongHO which captures a perfect forward
secret handover scheme. Therefore, we refer the reader to the StrongHO cleanness predi-
cate cleangirking in Definition and describe our KIND-security definition for PQAG-HO

as follows.

Definition 44 (KIND Key Indistinguishability). Let HO be a secure handover proto-
col, and np, ng € N. For a particular given predicate clean, and a QPT algorithm
A, we define the advantage of A in the KIND key indistinguishability game to be:
Advﬁlc';{zl’f’IZ?A()\) = \Pr[Expﬁgsnga;A(/\) = 1] — 1|. We say that HO is KIND-secure if,

for all A, AdvEl(')\lglflzznA()\) is negligible in the security parameter .

We formally prove the KIND security of Definition [44] within our PQAG-HO construction
in Section [7.5

7.4 PQAG-HO Implementation

In this section we discuss our instantiation and simple reference implementation of the
PQAG-HO. We implement PQAG-HO in Python, and benchmarked its walltime perfor-
mance on a standard desktop system. We begin by discussing our choices of instantiations

for cryptographic primitives.



CHAPTER 7. POST QUANTUM HANDOVER PROTOCOL FOR AVIATION 167

Instantiation

PQAG-HO aims for 128-bit post-quantum security against a quantum-equipped attacker.
We instantiate PQAG-HO with Kyber as the KEM used for all KEM operations depicted
in Figure We note that all KEX executions within PQAG-HO have been instantiated
with PQAG-KEM described in Section and instantiated in Section For all our
KEX processes, we derive a final hybrid session key that combines outputs of classical
CKEM (ECC-DH) and post-quantum PQKEM (Kyber). For our instantiation, the final
derived shared key between A and Go was 256-bits long. Thus our choices of cryptographic
algorithms for PQAG-HO are:

Classic CKEM: Elliptic-curve DH key exchange using curve P384 [70].

— Post-Quantum KEM: Kyber-512 [122], achieving 128-bit quantum security.
— AEAD: AESGCM [11] using 256-bit keys.

— Hash function [101] using sha256.

— MAC: HMAC-SHA-256 [75] using 256-bit keys.

KDF: HKDF-SHA-256 [74] using 256-bit keys.

Implementation

We require the use of the Python cryptography library [122] for implementing CKEM and
KDF, and for implementing post-quantum primitives we utilize the Python pgcrypto [100]
library.

7.4.1 PQAG-HO Performance

We now profile the performance of the underlying cryptographic functions in terms of
average execution times (for 100 iterations per each phase of PQAG-HO). We evaluate all
Setup,Prep, Supp and Cont stages of PQAG-HO as active HO phases. Table [7.I] summarizes
our results in terms of average walltime per 100 executions for each phase tested along with
average round-trip-time per handover completion. Our experiments were performed on an
Intel Core i7-11370H 3.30GHz CPU with 16GB RAM, running Windows 11 Home.
Predictably, Supp phase was the most time consuming, given it involves a KEX process
as well as multiple other cryptographic operations including an authenticated encryption

AEAD. Cont stage performed faster in comparison to Supp, although it involved multiple
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Stage Avg. Walltime | Std. Deviation
Setup 0.0027 0.0014
Prep 0.0004 0.00008
Supp 0.024 0.007
Cont 0.010 0.0047
PQAG-HO-RTT | 0.037 0.0139

Table 7.1: PQAG-HO Performance Evaluation (in seconds)

post-quantum Kyber KGen, Encaps, Decaps operations. This can be explained by the dif-
ference between our KEX and KEM instantiations: while our KEX produces a hybrid key
that combines classical ECC-DH with post-qauntum Kyber, our KEM instantiation derives
a purely post-quantum Kyber key. Consequently, owing to Kyber’s fast performance times
and fewer overall calculations, Cont phase performed much faster compared to Supp. The
fast key generation time of Kyber is also evident by the performance of Prep phase. Overall,
the PQAG-HO averaged well under a second for a single round-trip with a standard devia-
tion under 0.02 seconds. We highlight that, to the best of our knowledge, there is no other
comparable works that benchmark their avionic handover constructions and that ours is
the first of its kind.

7.5 Security Analysis

In this section we analyze the security of our proposed PQAG-HO and protocol, presented
in We prove the KIND security of the PQAG-HO protocol, described in Figure For
consistency and easy of readability we map the roles within our PQAG-HO construction to
the parties of our formalized HO framework as follows: A = U; G; = S and; Go = T. From
this point onward, we will exclusively refer to the parties of our PQAG-HO construction
as their formalized role within our HO framework. We begin by presenting the security of

PQAG-HO, in Theorem [12]

Theorem 12 (PQAG-HO Security). The PQAG-HO protocol presented in Section is
post-quantum secure under cleanness predicate cleangyr kind (capturing perfect forward

security and resilience to KCI attacks against A). That is, for any QPT algorithm A
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against the key-indistinguishability game (defined in Figure , Advgg\lA%_CEgan;kz‘gA()\)

is mnegligible under the prf, dual-prf, hake, ind-cca, auth, sufcma and coll security of

the PRF, PRF, HAKE, KEM, AEAD, MAC and Hash primitives respectively. Thus we

have: AdeIND,cIeanstr,kind,A()\) < Advprf,.A ()\) + Advdual—prf,.A ()\) +Advhake,A ()\) +
'.d fIl:’QAG-HO,np,nS A — PRF,np,nsf A PRF,np,nS“A HAKE,np,ng
nd-cca, auth, sufcma, coll,

AdV;(EM,np,nS (A + AdvAEAD’anS(/\) + AdeAC’anS(A) + Adv (N).

Hash,np,ng

Proof. We proceed via a sequence of games. We bound the difference in the adversary’s
advantage in each game with the underlying cryptographic assumptions until the adversary
reaches a game where the advantage of that game equals 0, which shows that adversary A
cannot win.

We begin by dividing the proof into three separate cases (and denote with
Advgg\I A%Clljg'j;::';‘fs’él()\) the advantage of the QPT adversary in winning the key-

indistinguishability game in Case i) where the query Test(i, s) has been issued:

— Test session does not UT-match another session, Corrupt(z) has not been issued for T’s
long-term key before 7}.oc = accept and 7j.p = U.

— Test session does not UT-match another session, Compromise(i, s) nor Compromise(l, r)
(such that 77.ck = 7].ck) have been issued before 77.ac = accept, Corrupt(i) has not
been issued for S’s long-term key before 7}.oc = accept and 7}.p =T.

— Test session UT-match another session, and Compromise(i,s) and Compromise(l, )

(such that 77.ck = 7].ck) were never issued.

KIND,clean, A KIND,clean, A
It follows  that  Advpoadiiompmns(N) < AdvpadHompms.cy (A +

AdVEgADG’-dFTgThé,nS,CQ (A + Advgg\lA%fﬁgTﬁé,ns,Cg ()

We begin with Case 1.

Case 1: Corrupt(i) has not been issued for T’s long-term key before 77.o0 =
accept and 7}.p = U. By the definition of the case, we assume that the QPT adversary A
has not been able to compromise the long-term public key pkg of the T session. Test session

does not UT-match another session.

Game 0 This is the KIND security game and Advgg\lA%_c:_fgr:;Z;’i;”l‘gA’cw)\) < Advéo(/\).

Game 1 In this game, we guess the index of the test session (7, s) and the intended source
partner j and target partner [ and abort if, during the execution of the experiment, a
query Test(i, s) is received to a session 7Tf// such that Wf,/.tpid =7, ﬂf,/.spid ={" and
(i,8,5,0) # (¢',8, 5','). Thus Advg, (\) < np® - ng - Advg, ().
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Game 2 In this game we replace ck computed in the test session 7} and its honest con-
tributive keyshare session partner with a random key ck from the same key distribu-
tion. We explicitly define a reduction B who interacts with a hake challenger Cpake
(as described in Definition as follows: At the beginning of the game B initializes
Chake Who provides B with a list of keys (pki,...,pkn,). B also maintains a mapping
for these keys between its own parties and the parties of Chake. Whenever, B receives
Create(i, p, j, ¢, s,t) B performs a set of checks. First B verifies if both s and t are
1, indicating a fresh HO session. Then for all fresh Create queries where p € {U, S},
B queries Chake with Create(i, j, p) where p € {init,resp} for p = U and p = S re-
spectively. Chake Will return a session identifier s’ to B who will maintain a CREATE
table that records the mapping of outputs between its own Create queries and the
outputs from Cpage as (4,s,s). Next, whenever B receives a Send(i, s, m) query to
a U or S session, B first checks if 7j.cc = Setup. If so, B next checks if there exists
a matching entry for (i,s,s’) in its CREATE table and if it does exist, will send a
Send(i, s, m) query to Chake- If A issues a Corrupt(i) query to B, B will issue corre-
sponding CorruptCK(7), CorruptQK(i) queries to Chake who will return a pair of keys
(psk’, csk’). If A issues a Compromise(i, s) query to B, for any session that is not Test,
B will in turn issue a Reveal(i, s’) query to Chake to obtain some chain key ck’ (if ck’
was derived from a KEX execution and not some previous handover HO). Whenever B
needs to calculate ck in the Test session (and any US-matching sessions that compute
ck), B queries Chake With Test(i, s’) who returns a uniformly random ck. Whenever
B needs to calculate ck in non-Test sessions, B queries Chake With Reveal(i, s’) who
returns the correctly computed key ck. When the test bit sampled by Cpake is 0, then
ck + Wﬁ.k and we are in Game 1. If the test bit sampled by Chake is 1, then ck + K
and we are in Game 2. The only difference between the two games is in this game
Chake is performing all HAKE calculations which is indistinguishable to the adversary
A for all computations produced by the actual HO execution. Any adversary that
can detect this change can be turned into an adversary against the hake security and
thus: Advg, (\) < Advmﬁ’éA(A) + Advg, (N).

Game 3 In this game we replace the computation of the extracted keys mkg, ckg ﬁ
KDF(C~I<:,6) with a uniformly random and independent value n%,% & {0,1}PRF
(where {0, 1}PRF is the output space of the PRF) used in the protocol execution of

the test session 77, and (potentially) its matching session 71';.. We define a reduction
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B that initializes a dual-prf challenger Cqual-prr When 77 needs to compute PRF(c7<:, €)
and instead queries ck to Cdual-prf- B1 uses the output of the query n%, cfl;:/o to replace
the computation of mkog, ckg. Since ck is uniformly random and independent by
Game 2, this is a sound replacement. If the test bit sampled by Cqyal-prf is 0, then
n%,% <i KDF(c~k, €) and we are in Game 2. If the test bit sampled by Cyyal-prf is
1, then n%, cAkB & {0,1}PRF and we are in Game 3. Thus any adversary A capable
of distinguishing this change can be turned into a successful adversary By against the
dual-prf security of PRF, and we find: AdvéQ(/\) < Advgl;f,lz:pgrf(/\) + Advé3()\).

Game 4 In this game we abort if the test session 7} receives a message 7y (computed over
mg) that verifies correctly but there exists no honest session 7r§ that has output 9.
Specifically, in Game 4 we define a reduction By against the sufcma security of the
Message Authentication Code MAC. When B needs to compute a MAC over mg using
’I’T/L\k/o, By computes the MAC by initializing a sufcma challenger Csufema and querying
mso. No changes to the experiment occur, as Csyfema computes MACs identically to
C, so A cannot detect this replacement. Also, as the result of Game 3, ’I’r% is a
uniformly random and independent value, so this replacement is sound. If 7] receives
a MAC tag 79 (over mg) that verifies correctly but there exists no honest session 7r§-
that matches 7f, then (mg, 7)) represents a valid forgery and Bz wins the sufcma
security game against MAC, and Advé3()\) < Adv,s\)l‘ffa?gQ()\) + Advé4()\).

Game 5 In a manner similar to Game 2, this game replaces gky computed in the test
session 7; and its honest contributive keyshare session partner with a random key
};7% from the same key distribution. We do so by explicitly defining a reduction Bs
who interacts with a hake challenger Cpake. For all fresh HO sessions, whenever they
receive a Create query where p € {S, T} , B3 queries Chake with Create(i, j, role) where
role € {init,resp} for p = S and p = T respectively. B3 maintains a CREATE table
that maps the outputs of its own Create queries against the outputs from Cpake. For
all Send(i,s,m) queries, B3 checks if 7. = Supp, and if so proceed in a manner
similar to Game 2. Whenever B3 needs to calculate gkg in the Test session (and any
ST-matching sessions that compute gkg), Bs queries Cpake with Test(i, s’) who returns
a uniformly random fg?e}. When the test bit sampled by Chake is 0, then gkg + 7F.k
and we are in Game 4. If the test bit sampled by Chake is 1, then % +{0,1}* and
we are in Game 5. Any adversary that can detect this change can be turned into an
adversary against the hake security and thus: Advé‘4 ) < Advﬂﬂ‘ﬁab’g (A) +Advé‘5 (A).
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Game 6 Here we abort if a hash collision occurs, by computing all hash values honestly
and aborting if there exists two evaluations (m,Hash(m)), (m’, Hash(m')) such that
m # m' but Hash(m) = Hash(m’). The challenger C interacts with a Hash-collision
challenger Cqi, outputting the collision if found. Thus: Advé‘5 (A) < Adv,c_fa'!sh,cco”()\) +
AdvE, ().

Game 7 In this game, we invoke abort event, if the adversary A is able to produce a
value ¢ < AEAD.Enc(%, (ckol|tpkallpka), TGy, Tol|Th) that decrypts correctly using
;1%6. Specifically, we introduce a reduction By that initializes an AEAD-auth chal-
lenger Cyueh. Whenever it is required to encrypt/decrypt using ﬁ:/o, B, instead queries
Cauth’s respective encryption/decryption oracles. By Game 5 we know that /g_l;:g isa
uniformly random and independent value, and thus this substitution of keys is unde-
tectable. If A can provide a ciphertext ¢’ that decrypts correctly, but was never output
by Cauth, then it follows that A has forged a ciphertext ¢’ breaks the auth security of
the AEAD scheme as in Definition [I4 Therefore, T now aborts if they complete the
support phase without a ST-matching partner, and Pr(event,) = 0. Thus, A cannot
know any information about ckg before the protocol execution ends, and since gk is
secure by Game 5, nor is any information about ckg sent in the protocol transcript.
Moreover, the additional-data field of ¢ contains the concatenated Hash To||T{. By
Game 6 we abort the experiment if A causes a hash-collision to occur and any A
that can trigger the abort event can be used by the challenger to break the underlying
AEAD-auth security assumption. Thus: Advé6 (A < AdvaA‘ERD’&()\) + Advé7()\).

Game 8 Similar to Game 3, this game replaces the computation of the extracted
keys mky, cky ﬁ KDF(kGQ,%) with a uniformly random and independent value
mky, cky & {0, 1}PRF (where {0,1}PRF is the output space of the PRF) used in the
protocol execution of the test session 77, and (potentially) its matching session 7r§.
We do this by defining a reduction Bs that initializes a dual-prf challenger Cqyal-prf
when 77 needs to compute PRF(kqg,, (;l;:/o) and instead queries kg, to Cqual-prr. Thus:
Adva, (M) < Advast BT (0) + Advd, (V).

Game 9 In this game, we replace the key ka derived in the test session 7] with the
uniformly random and independent value E/K. We do so by defining a reduction Bg
that interacts with an ind-cca KEM challenger Ci,g.cca, who replaces the tpka value
sent in mo with the public key pk received from Cing.cca- When potential partner 7r§~

should compute the ciphertext ctxta sent in mack, Bg instead replaces the computation

of ctaxtpa and kp with the outputs of Cing-cca, cta;/\a and E/; respectively. Whenever
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party j requires the use of the secret key to decapsulate a ciphertext ctwzt) # c?a\:ﬂ,
Be simply queries ctzt), t0 Cind-cca » and replaces the computation of k&’ with the
output of Cing.cca- By Game 4 the public-key in mgy was accepted by the source
session without modification, and in Game 11 we prove that the ciphertext in macx
is accepted by 7 without modification. Detecting the replacement of ka implies
an efficient distinguishing QPT algorithm A against ind-cca security of KEM. Thus
AdvA, (0X) < Adviggsses, (V) + Adv, (V).

Game 10 Similar to Game 3 in this game the challenger replaces the derived keys
mks, cke = KDF(H,(%) with uniformly random values 77/7,\]{7/276/]\6/2 & {0,1}PRF
by defining a reduction B7 that initializes a dual-prf challenger Cqyalprf. Thus:
Advd, (M) < Adviast BT (+)Adv, (V).

Game 11 Identical to Game 4, in this game we introduce an abort event that triggers
if A is able to successfully forge 7. Thus Advélo(/\) < Adv,s\;l‘ffg%s A + Advéll()\).
Note that by Game 11 7} aborts before accepting without a UT-match and thus,
Advg, (M) =0.

We now transition to Case 2.

Case 2: Test session does not UT-match another session, Compromise(i, s) nor
Compromise(l,r) (such that 77.ck = 7].ck) have been issued before 7}.a0 =
accept, Corrupt(i) has not been issued for S’s long-term key before 7f.a =
accept and 7}.p =T..

We note that the proof of Case 2 proceeds similarly to Case 1, but does not require
steps to ensure that the ciphertext ctxta sent in mgei, reaches its U peer. Thus, we
give a brief description of the change in each game, and point the reader to Case 1
for details.

Game 0 This is the KIND security game and Advgg\lADG’_cll_Tgr:z;’m‘gA’cz()\) < Advéo()\).

Game 1 In this game, we guess the index of the test session (7, s) and the intended source
partner j and target partner [ and abort if, during the execution of the experiment, a
query Test(i, s) is received to a session 7Tf/l such that Wf,/.tpz'd =7, ﬂf/.spz'd =1{" and
(i,8,5,0) # (¢',8,5,1'). Thus < Advd,(\) < np®-ng- < Advg, (V).

Game 2 Identical to Case 1 Game 2 in this game we replace ck computed in the test
session 7; and its honest contributive keyshare session partner with a random key
ck from the same key distribution by interacting with a hake challenger. Thus:
AdvE, () < Adviiaie s, (\) + AdvE, (A).
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Game 3 In this game we replace the computation of the extracted keys mkqg, ckg ﬁ
KDF(ck, €) with a uniformly random and independent value mko, cko & {0, 1}PRF,
Thus: Advg,(A) < Advpe st (A) + Advd, (V).

Game 4 In this game we introduce an abort event if A can successfully forge 7y to the
test session 77 by interacting with a sufcma MAC challenger. Thus: Advég()\) <
Adviik®s,  (A) + Advg, (A).

Game 5 Identical to Case 1 Game 2 in this game we replace gky computed in the test
session 7; and its honest contributive keyshare session partner with a random key
;l\c; from the same key distribution by interacting with a hake challenger. Thus:
AdVE, (A) < AdVERRE 5, (A) + AdVE, (V).

Game 6 Here we abort if a hash collision occurs, by computing all hash values honestly
and aborting if there exists two evaluations (m,Hash(m)), (m/,Hash(m')) such that
m # m' but Hash(m) = Hash(m’). The challenger C interacts with a Hash-collision
challenger Cco), outputting the collision if found. Thus: Advé‘5 (A < AdVCHOa”Sh,CCO”()\) +
Advg, ().

Game 7 Identical to Case 1 Game 7 in this game we abort if A is able to produce a value
c AEAD.Enc(;Z:E, (ckol[tpkal|lpka), TG, Tol|TH) that decrypts correctly using gko by
interacting with an AEAD-auth challenger. Thus: AdvéG()\) < AdVZLERD,Blg(A) +
AdvE (M)

Game 8 Identical to Case 1 Game 9 in this game, we replace the key kg, derived in the
test session 77 with the uniformly random and independent value iﬁ;; by interacting
with an ind-cca KEM challenger. Thus Advg, (A) < Advitgnis,, (A) + Advg, (A).

Game 9 In this game we replace the computation of the extracted keys mki, ck; g
KDF(/kGVW %) with a uniformly random and independent value mky, cky & {0, 1}PRF,
Thus: Advd, () < Adviie o (A) + Advg, (A).

Game 10 In this game we abort if A can successfully forge 7 to the test ses-
sion m; by interacting with a sufcma MAC challenger.  Thus: Advég()\) <
Advf\}ffACg:?glG (N + Advém()\). Since by Game 10 7} aborts when verifying a forged
1, Advg, (A) = 0.

We now transition to Case 3.

Case 3: Test session UT-match another session, Compromise(i,s) and

Compromise(l,7) (such that 7}.ck = 7] .ck) were never issued. Since the majority
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of game hops are similar to those in Case 1, we omit full details of each reduction
and point readers to Case 1.

Game 0 This is the KIND securit d AdvEIND-cleansiiing A,C3(\y < AgyA ())

y game and AVpQaG.-HO,np,ns = AAVG, A

Game 1 In this game, we guess the index of the test session (i, s) and the intended source
partner j and target partner [ and abort if, during the execution of the experiment, a
query Test(i, s") is received to a session 7Tf,, such that ﬂf,/.tpid =7, Wf,’.spid ={" and
(i,8,5.1) # (¢, 8", 5',1'). Thus Advg, (\) < np® - ng - Adva, ().

Game 2 Identical to Case 1 Game 9 in this game, we replace the key kp derived in the
test session 7] with the uniformly random and independent value kp by interacting
with an ind-cca KEM challenger. Thus Advg, (\) < Adv}?%‘,\ﬁc’%”()\) + Advg, (N).

Game 3 In this game we replace the computation of the extracted keys mks, cko &
KDF (ka, ck1) with a uniformly random and independent value mks, cko & {0, 1}PRF,
Thus: Advd, (A) < Advpie s (A) + Advi, (A).

Game 4 In this game we abort if A can successfully forge 75 to the test session 7} by inter-
acting with a sufcma MAC challenger. Thus: Advég()\) < Advf\‘,fffgj%w(/\) + Advé4()\).

Game 5 In this game we replace the computation of the session key k ﬁ KDF(cky, cka)
with a uniformly random and independent value k & {0, 1}PRF. Thus: Advé4()\) <
Advgl:-jF':pBero(/\) + Advé5()\). We emphasize that as a result of these changes, the ses-
sion key k is now both uniformly random and independent of the protocol execution
regardless of the bit b sampled by C, thus A has no advantage in guessing the bit b.
Thus we have: Advés()\) =0.

7.6 Conclusion

In this chapter, we presented PQAG-HO, a post-quantum secure handover protocol tai-
lored for aviation. Our construction ensures the secure transition of an active CPDLC
session as an aircraft moves between ground stations, addressing the challenges of resource-
constrained avionic environments. We verify the security guarantees of PQAG-HO through
formal security proofs, including notions of perfect forward secrecy and post compromise
security, against quantum adversaries.

By integrating our HO handover and KEX key exchange formalisms, PQAG-HO demon-

strates the practical application of these frameworks to create robust and domain-specific
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protocols. We further instantiated the protocol using the post-quantum Kyber algorithm,
highlighting its applicability within real-world infrastructures. We believe this work high-
lights the feasibility of bridging theoretical cryptographic formalisms with practical require-

ments for secure and reliable avionic communication in a post-quantum era.
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Chapter 8

Conclusion

In this chapter, we summarize the key contributions of this thesis and outline potential
directions for future research. We conclude this chapter with reflections on how our research

as a whole advances security in the aerospace domain.

8.1 Conclusions & Future Work

The digitization of aerospace communication has rapidly evolved in the last decade. How-
ever, the security of communication protocols deployed within the aerospace domain re-
mains rather immature and under-analyzed to withstand the threats posed by the current
advanced cyber threat landscape. In this thesis, we set out to address this gap in three

intertwined parallels.

Formalism for Handovers

In Part [[T we introduced the first formalism that recognizes handovers as a unique and stan-
dalone primitive. Handovers play an essential role within modern communication schemes;
especially within infrastructure such as aviation that involve mobile entities that require
maintaining a secure session as they geographically traverse between locations. Moreover,
our formalism provides a generic and modular structure that can be leveraged to design
and model secure handover schemes for any given domain. We further identified and for-
malized security properties that are desired or can be captured within a handover scheme
and introduced StrongHO capturing all our identified notions of security. However, despite

its strengths, our HO framework is not without limitations.
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Particularly, the current HO framework does not explicitly capture session continuity.
As a notion, session continuity enables concretely capturing the continuity of an existing
session, as user U transitions between source S and target T, by maintaining verifiable
session transcripts. This could provide additional handover-specific integrity guarantees for
secure HO constructions. Moreover, our HO formalism only implicitly models trusted nodes,
such as those represented by 5G home networks, which may limit its applicability in some
contexts. Lastly, our HO model assumes honest S and T nodes for all captured security
notions except for path privacy. Naturally, this assumption may not hold in real-world
adversarial settings where compromised nodes pose significant risks. Extending our HO
construction to capture key indistinguishability against a corrupt S node maybe desirable
within this context. Strengthening our framework in this manner will expand its ability
to capture security for more real-world deployments, such as when a 5G user U needs to
transition from a corrupt home network S to an honest home network T.

Nevertheless, we believe the modularity and flexibility of our framework open many
new avenues for research. Our formalization can be leveraged to analyze the security of
known HO constructions such as 5G-HO and the proposed secure LDACS-HO for aviation.
Furthermore, we believe our framework can easily be extended to capture the security
of other known constructions such as OAuth and eduroam. To elaborate, we argue that
OAuth can be considered a secure handover construction because it facilitates the delegation
of access between a client, resource owner, and resource server through an intermediary
authorization server. The authorization server negotiates secure access by issuing tokens
that authenticate and authorize the client to access resources, similar to how the core
network (S) in 5G securely negotiates a session handover from a user device (U) to a new
base station (T). This intermediary-driven process ensures the continuity and security of the
session during the transition of control between parties, making it well-suited for modeling

and analysis within our HO formalism.

Analysis of Non-terrestrial Protocols

Space networking follows different restrictions than standard, terrestrial Internet-style net-
working, which as consequently motivated work in developing and deploying suitable net-
working protocols over the years. However, the cryptographic security of such, including
DTN protocols like BPSec, has largely escaped formal cryptographic analysis, leading to a

lack of understanding of how well the security intentions of such protocols are realized.
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In Part [[T]] of this thesis, we provided the first formal cryptographic analysis and prov-
able security treatment of one such protocol and lays a ground work for further analyses in
this area. Furthermore, we propose StrongBPSec, a strong alternative to BPSec with addi-
tional integrity guarantees. We note that integrating our StrongBPSec with read receipts
into existing BPSec instantiations and implementations can be achieved through multiple
approaches: the existing standard could be extended with a new read receipt block type
(e.g. as an Other Security Block [28, Section 10]) ; or, more conveniently, read receipts
may also be introduced as an extension to the existing BIB block type in the form of a
specialized BIB block. We leave exploring the specifics of how StrongBPSec can be incor-
porated within the existing BPSec paradigm to future work. We highlight, regardless of
how it is integrated, the true value of StrongBPSec lies in adopting its read receipts with
additional integrity guarantees within the current BPSec and BPSec Default Security Con-
text standards. We further leave finding more efficient key-wrapping solutions and reducing
the security overhead of BPSec to future work. Additionally, we identify significant oppor-
tunities to enhance the current BPSec instantiation by incorporating stronger notions of

security, such as forward secrecy and post-compromise security, within its construction.

Secure Protocols for Avionic Communication

Part [[V] Chapter [5] of this thesis briefly formalizes key exchange schemes as KEX. Then
we integrate our KEX formalism within the HAKE model and provided detailed algorithmic
description about the modified and simplified HAKE framework. We leverage this modified
HAKE model for the analysis of all our protocols proposed in Chapters [6] and [7}

In Part [[V] Chapter [6] we proposed a pair of quantum-secure hybrid key exchange
protocols PQAG-KEM and PQAG-SIG for securing communication in avionic infrastructure.
We formally verify the security of both protocols in our modified HAKE model, against
future-quantum as well as classical attackers, highlighting its suitability to provide long-
term security within critical national infrastructures. We benchmarked our protocols with
different post-quantum algorithms and compared their performance against other state-of-
the-art avionic communication protocols and illustrated that our protocols combines tight
security with fast performance even within resource-constrained environments.

PQAG opens up many avenues for future work. First, instantiating PQAG with other
post-quantum and classical cryptographic schemes to explore even more efficient combi-

nations suitable for resource-constrained real-world application. For instance, combining
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Kyber with gap-Diffie-Hellman is likely to produce significantly faster performance even
with real-time key generation. This combination will also aid in reducing the communica-
tion cost by further shortening the size of the classical key exchange components. Moreover,
comparing PQAG-KEM and PQAG-SIG with STS-CSIDH by simulating all protocols within
a realistic network environment, capturing the constraints of data links deployed within
aviation infrastructures would further demonstrate the practicality of post-quantum cryp-
tography within aviation infrastructure. In addition, PQAG needs to be extended so that
it can also facilitate the verification of transcript consistency between aircrafts (A) and
ground stations (G) as the flight moves from one G to another. The primary purpose of
this extension would be to assist the handover of communication between As and Gs as an
aircraft moves from one geographical location to another. We explore this last direction in
the final chapter of our thesis.

Lastly, in Part [[V] Chapter [7, we introduced PQAG-HO, a quantum-secure avionic han-
dover scheme designed leveraging our formalism proposed in [[Il We designed PQAG-HO to
capture notions of security desirable within a commercial avionic setting, including verifiable
session transcripts to guarantee the integrity of the session after a handover has completed.
Moreover, we instantiated our construction using a combination of post-quantum and clas-
sical primitives and benchmarked its performance for walltime. At the time of writing,
there were no other comparable implementations of such avionic handover schemes. While
the work of [87] and [72] propose handover schemes for aviation, we highlight that they do
not implement their proposed constructions and only the work of [87] provide formal proofs
for forward secrecy and mutual authentication properties of their protocol. In contrast, we
instantiate and implement our construction and provide comprehensive formal proofs for
key-indistinguishability within our KEX and modified HAKE frameworks. We leave simu-
lating our PQAG-HO construction within a realistic avionic environment and benchmarking

its performance within the bandwidth constraints of avionic datalinks to future work.

8.2 Reflections

Overall, in the course of this thesis, we have explored multiple avenues that collectively
endeavor to strengthen the security of existing communication protocols in the aerospace
domain. We started our research by proposing a generic handover construction that can
be leveraged to both analyze the security of existing avionic handovers such as LDACS-
HO [87] or design new schemes as our proposed PQAG-HO However, the modularity
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and flexibility of our handover construction extend beyond aviation, and enables its usage
within other contexts where strong security of handovers is desired.

Moreover, in Chapter |3 we argue that secure handovers (SHO) should be recognized
as a distinct cryptographic primitive, separate from traditional key exchange constructions
(KEX). A central justification for this distinction is our introduction of path privacy—a
security property that can only be meaningfully captured when handovers are modeled as a
standalone primitive. However, we acknowledge that it is neither appropriate nor necessary
for all SHO schemes to capture path privacy, and the modularity of our framework explicitly
allows for this flexibility.

For instance, while concealing its flight path may be appropriate for military aircraft
facing adversarial insider threats, civil aviation standards prioritize safety and reliability,
mandating continuous tracking of commercial aircraft. This practical constraint is re-
flected in our own work: the StrongHO construction in Figure exemplifies a generic
SHO construction, achieving the highest level of security within our model—including path
privacy—whereas our post-quantum secure avionic SHO scheme, PQAG-HO, introduced in
Chapter [7, intentionally omits path privacy due to aviation-specific requirements.

We also acknowledge the additional complexity introduced by incorporating post-
quantum primitives as foundational components within SHO constructions. For example,
our proposed PQAG-HO, while not capturing path privacy, still incurs significant process-
ing, memory, and bandwidth overheads—costs that would likely increase further were path
privacy to be supported.

Counterintuitively, these observations may appear to weaken our argument for treating
SHO as a distinct primitive, an argument that was strongly grounded in the premise that
path privacy is a critical and uniquely SHO-specific property. Our response to this apparent
paradox is twofold. First, in decentralized and heterogeneous networks (e.g., 5G, IoT), users
rely on infrastructure operated under varying trust assumptions. In such settings, adversar-
ial insiders pose a significant threat. Modeling handovers as a dedicated primitive enables
us to formalize and reason about such privacy threats during the handover phase—threats
that are not adequately addressed by traditional KEX models that do not recognize a mobile
user wishing to securely transition its existing session from one party to another. Second,
while path privacy introduces complexity—particularly in post-quantum constructions—it
remains a critical property in high-risk domains and should be supported where applicable.
Designing SHO schemes that support path privacy in constrained real-world environments

remains an open challenge, which we leave to future work.
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We now address the second point: whether a SHO that omits path privacy can be
effectively modeled as a proxied KEX. While such abstraction may constrain extensibil-
ity—particularly the ability to retrofit path privacy—it remains a viable modeling approach.
Crucially, the security properties of key indistinguishability and unlinkability, formalized in
Chapter[3] are commonly captured within existing KEX frameworks. In fact, the security of
our SHO unlinkability notion is upper-bounded by the indistinguishability of the underlying
keys that link a user from one session to the next. Accordingly, proxied KEX constructions
may suffice in domains where path privacy is not a critical concern, offering an efficient
and semantically aligned alternative—while still fitting within the broader design space
articulated by our framework.

Therefore, depending on domain-specific constraints, required security guarantees,
and the need for future adaptability, SHOs may be modeled either as a distinct primi-
tive—offering fine-grained control and stronger security—or as a proxied KEX construction
that favors simplicity and conventional security guarantees.

Next, we formally analyzed the security of BPSec, a deep space communication protocol
tailored to withstand the abnormalities of the non-terrestrial Internet. Our analysis of
BPSec and the proposed security enhancements is the first of its kind, highlighting critical
security implications in a domain that has been increasingly in the spotlight, particularly
with the growing interest in commercial space programs like SpaceX. We then turned our
attention to secure avionic communication, first proposing a pair of key-exchange protocols
for aviation, PQAG-SIG and PQAG-KEM. Designing and instatiating two protocols built
on distinct separate cryptographic primitives allowed us to evaluate their suitability for
the domain-specific constraints of aviation. Moreover, we designed our constructions with
future-proof security in mind, combining classical and post-quantum primitives to provide
hybrid notions of security. Our approach addressed both the threat of quantum adversaries
to classical cryptosystems and the potential vulnerabilities of post-quantum primitives.
We provided formal proof for both our constructions, and analyzed their security in our
modified HAKE model, against both classical and quantum attackers. Lastly, we proposed
a post-quantum secure handover scheme PQAG-HO for aviation, designed using our generic
handover framework HO. We highlight that PQAG-HO is the first such instantiation of a
handover scheme designed within our HO framework introduced in [[T, and its successful
implementation and benchmarking reaffirm the practical applicability of our universal HO

model.
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