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Abstract

Esports has emerged as one of the fastest-growing entertainment phenomena,
blending the excitement of traditional sports with the immersive, digital en-
vironment of online gaming. Fuelled by the popularity of games broadcast,
esports commands a massive audience that demands increasingly engaging
and immersive experiences. This drives tournament organisers and broad-
casters to seek innovative ways to meet these expectations. The digital nature
of esports provides a wealth of accessible data, making it an ideal domain
for advancements in Artificial Intelligence (AI) and Machine Learning (ML).
This motivates research in the domain as a meaningful data-driven solution
to creating more engaging esport broadcasting experiences.

However, leveraging ML to enhance esports broadcasts presents unique
challenges. The fast-paced, complex nature of esports requires models that
generate meaningful insights while integrating seamlessly with live cover-
age. Current research often struggles to bridge the gap between theoretical
advancements and practical application, leaving many ML innovations un-
derutilised in live esports broadcasts, which limits their real-world impact.

This thesis addresses these challenges by exploring how ML can be applied
to enhance esports broadcast narratives. It provides insights for designing
models with greater longevity, ensuring they remain functional across mul-
tiple game patches. It also offers considerations for integrating ML models
into live broadcast environments, enabling them to more easily complement
ecological contexts in real-world applications. Furthermore, it emphasises
the importance of seamless integration with existing broadcasting strategies,
from production workflows to narrative creation. These findings are then
condensed into a framework aimed at ML practitioners that provides practi-
cal guidance on how to apply them in to future work in the domain.

By addressing these key areas, this thesis advances the practical and long-
term impact of ML research in esports broadcasting and contributes to the
continued evolution of this dynamic field.
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1
Introduction

In an industry where viewer engagement defines success [105, 65, 157], esports

broadcasting faces the unique challenge of delivering dynamic, real-time con-

tent to an ever-growing global audience [10, 113, 46]. This increasing demand

for more engaging and insightful coverage has motivated academic interest

in the application of artificial intelligence (AI) and machine learning (ML)

within the esports domain [24].

However, integrating these technologies into the live coverage of esports

remains a complex challenge from both technical and usability perspec-

tives [18, 168, 82, 70]. The intricate and fast-paced nature of esports fur-

ther complicates the training and evaluation of ML models [70, 59, 174].

As a result, ML practitioners must navigate a range of obstacles to ensure

their models positively impact esports broadcast narratives and enhance the

audience experience [168, 126].

Despite advancements in ML, a significant gap remains in adapting these

models for live broadcast environments [29, 147, 141]. This limits the tangible

impact of such research and ultimately affects the viewer experience that

streamers and broadcasters aim to enhance [56]. The relevance of this gap is

amplified by the rapid growth of the esports industry, which has become one

of the fastest-growing streaming markets and a key sector within the gaming



2 Introduction

industry [111, 113, 114].

This growth creates strong financial incentives for broadcasters to adopt

increasingly complex and engaging coverage strategies to cater to diverse au-

dience needs [56, 21, 82]. However, much of the ML research in esports focuses

on performance metrics such as model accuracy, leaving limited emphasis on

practical implementation in live broadcasts [70, 141, 59, 29, 30, 168, 22]. This

disconnect prevents valuable findings from reaching their intended audiences

and contributing to the broadcasting ecosystem.

Additionally, as ML models are primarily evaluated with metrics such

as accuracy, the impact such models can have in the way in which esports

content is broadcast and consumed is not fully explored. This can lead to an

over-reliance on ML models, or situations in which ML insights can retract

from the audience experience. For example, a model that is too accurate at

predicting the winner of a match could have a negative impact in the overall

audience experience [59, 70]. Thus, it is important to design models in a way

that can enhance the esport broadcast narrative.

This thesis aims to address this issue and provide a framework for ap-

plying ML to enhance esport broadcast narratives. Firstly, it investigates

the current literature on esports, particularly focusing on how ML is utilised

in the domain. It also examines how data is integrated into broadcasts,

with an emphasis on narratives and storytelling. Through this analysis, the

thesis identifies gaps in the knowledge and establishes the methodological

approaches used in the field. Secondly, it addresses these gaps through a

series of case studies that explore:

• Methods to extend the longevity of ML models, ensuring they remain
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functional across multiple in-game patches (see Chapters 3).

• Strategies for integrating models into live esports broadcasts, ensuring

usability in ecologically valid contexts (see Chapters 4).

• Techniques for designing and evaluating models to align seamlessly

with existing broadcast narratives and production workflows (see Chap-

ters 5).

These case studies form the basis for a empirically derived systematic

framework. This framework offers methodological guidelines for developing

ML solutions that enhance live esports coverage while integrating seamlessly

into broadcast narratives. It provides ML practitioners with actionable in-

sights into designing models with long-term functionality, effective evaluation

strategies, and sustainable deployment methods.

1.1 Research Motivation

The rise of esports has led to significant academic interest across various

fields [37]. In particular, the field of ML has generated a substantial body of

research [51, 24]. While much of this research is motivated by the popularity

of esports and its global audiences [22, 59, 30, 151, 103], it has largely focused

on improving ML performance and techniques for training more complex and

accurate models [29, 147, 70, 8].

Advancements in model performance and accuracy are undoubtedly im-

portant for developing ML solutions. However, without deployment into

live broadcast streams or integration with esports coverage, their impact re-

mains limited. Even the most accurate models would fail to contribute to
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enhancing the audience experience unless applied within the broadcasting

ecosystem. Many studies suggest that ML models can significantly enrich

esports narratives [22, 59, 29, 168, 98], yet few explore how these models

could be effectively implemented in live broadcasts [191, 177].

Furthermore, applying ML models to esports broadcasts raises distinct

challenges. Models are often trained using data from a specific time frame,

which can limit their effectiveness when games are updated through patches.

This raises concerns about their long-term viability for broadcast use [174,

166, 8]. Additionally, ML models typically rely on consistent access to de-

tailed input data [97, 161, 198]. Such data may not always be available

in live esports coverage due to technical constraints or tournament regula-

tions [10, 126].

Another challenge arises from differences in performance between profes-

sional and amateur players. Models trained on amateur data often perform

worse with professional players, necessitating the use of professional datasets

for training and evaluation [22, 141, 59]. However, professional datasets are

typically smaller, further complicating model development.

It is also worth noting that some AI/ML work in esports focuses on game

AI, such as optimising player agents or analysing strategies, rather than

broadcasting applications [175, 7]. While valuable, these approaches fall

outside the scope of this thesis, which is centred on enhancing live esports

broadcasts.

Conversely, esports audiences demand engaging and diverse viewing ex-

periences [21, 55, 10, 126, 18, 17]. Data-driven storytelling has proven effec-

tive in delivering engaging narratives within esports [82], and ML has shown
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strong potential to provide the data-driven insights necessary for such sto-

rytelling [191, 94, 168, 140, 186]. This demonstrates the untapped potential

for applying ML to enhance esports broadcasts, despite the current gap in

research.

This thesis aims to address this gap by studying how ML can be applied

to enhance broadcast narratives in esports. By examining various facets

of ML application in live coverage, the project seeks to expand the reach

and impact of ML research in esports, ensuring future findings can be more

readily integrated into real-world contexts.

The thesis focuses on applying ML to professional esports broadcasts,

using Dota 2 as a case study. Section 1.2 defines the key terms and describes

Dota 2, a popular title chosen for its accessible datasets and significant aca-

demic interest [174, 59, 94, 38, 35, 197, 95]. Dota 2 serves as an ideal envi-

ronment for ML research, with insights and resources that may also apply to

similar titles like League of Legends.

While the framework developed in this thesis are framed broadly to sup-

port ML applications across esports, certain findings may be more directly

applicable to Dota 2 and similar games. The goal is to provide a foundation

for developing ML models that seamlessly integrate into live esports coverage,

enriching broadcast narratives and enhancing audience engagement.

1.2 Terms and Background Domain Knowledge

This thesis explores the ways in which ML can be used in the broadcast of

esports to enhance narratives. In order to aid in contextualising the reader,

this section provides descriptions of some of the background domain knowl-
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edge that can assist with understanding the work presented. In addition,

this section also provides definitions for some of the terms used throughout

this thesis. Note that Appendix A provides a comprehensive description of

specialists’ terms that may be used in this thesis. The terms and descriptions

provided in this section refer to how they are understood and utilised within

this thesis.

As this work focuses on esports, it is important to understand what is

meant by the term. Esports refers to the electronic sports domain. In par-

ticular, the act of playing a video game competitively. The broad term refers

to any instance where a video game is played competitively. Furthermore,

the esport title being played refers to the specific game being played. There

is a wide range of esport titles available in the market, this can include titles

such as League of Legends1, Dota 22, Valorant3, Counter Strike4 and many

others. This thesis focuses on the title Dota 2 throughout the proposed case

studies. As such background knowledge on the title is also provided (see

Section 1.2.1).

Moreover, it is important to note that the spelling of the term can some-

times be found in varied forms, such as “e-sports”, “Esports” (even when in

the middle of a sentence) or “eSports” The general accepted spelling of es-

ports through academia is “esports” with no hyphen and written all in lower

case, unless proceeding a full stop [37] (in which case the leading “e” is written

in upper case). This spelling is adopted throughout the rest of the thesis.

Esport broadcast refers to the broadcast of esport. In other words, an

1https://www.leagueoflegends.com/en-gb/ (accessed 13-05-2025)
2https://www.dota2.com/home (accessed 13-05-2025)
3https://playvalorant.com/ (accessed 13-05-2025)
4https://www.counter-strike.net/ (accessed 13-05-2025)

https://www.leagueoflegends.com/en-gb/
https://www.dota2.com/home
https://playvalorant.com/
https://www.counter-strike.net/
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esport title is played by any number of players, the game footage is then

broadcast to audiences, who are not playing the game themselves, but in-

stead consuming the video and audio footage as a form of digital media for

entertainment purposes. While not limited to, esport broadcast is typically

provided in a live format - i.e. audiences are watching the game as the players

are playing. While pre-recorded matches can be accessed and do also gain

popularity, this is typically an on-demand version of the same live content.

This means that the esport broadcast was first performed and delivered live

to audiences, and the event and delivery is also recorded. This recording

is then made available to watch as a video on-demand (VOD) at any point

afterwards, as a video log. However, this thesis focuses on the live broadcast

of esport, as this is the most conventional form of esport broadcast as well

as the typical starting point for VOD versions.

Furthermore, there are varying degrees of proficiency of esport broad-

cast. This refers to both the skill level of the players as well as the degrees of

production placed on the broadcasting itself. For example, highly produced

esport broadcast will typically consist of both player footage and commen-

tary done by professional broadcasters [72]. The commentator’s role is to

both describe what is happening in the game and entertain the audience

throughout the match [21]. Professional esports is typically played in a tour-

nament or league setting, where the broadcasting is highly produced, and

will include monetary strategies, such as adds rollouts and sponsored con-

tent. This thesis will primarily focus on professional esports, as this form of

broadcast generally has the highest intensive for integrating and producing

more and more engaging experiences.
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Similarly, the esport broadcast narrative refers to the storytelling pro-

vided alongside the coverage. As professional esport typically includes com-

mentary that creates a narrative [21, 10], this thesis aims to enhance the

narrative that is created through storytelling provided by the commenta-

tor [17].

1.2.1 Dota 2

Dota 2 is a Multiplayer Online Battle Arena (MOBA) game in which, two

teams of 5 players compete for several in-game resources with the objective

of destroying the main structure located in the opponent’s base. The two

teams in Dota 2 are named “Radiant” and “Dire”, which are colour coded

throughout the design of the game as green (Radiant) and red (Dire). The

map of Dota 2 has a quasi symmetry diagonally, with the Radiant base

located at the bottom left corner of the map, and the Dire base on the top

right corner of the map as depicted in Figure 1.1a. Additionally, the map is

split into three main paths, called lanes, commonly referred to as the top,

mid (middle) and bot (bottom) lanes, also depicted in Figure 1.1b.

Dota 2 is a top-down game, in which players control their individual

hero. Each character can only be picked by one player, who will only play

that character for the entire game. At regular intervals of time, computer-

controlled units called “creeps” will spawn on both sides of each lane (i.e. the

Radiant and the Dire side). These units will follow the path of the lanes

towards the opponent base and will attack any enemy units along their path.

Lanes are protected by structures called “towers” that determine each team’s

territory. Towers, like creeps, will attack any enemies within range, however
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(a) The Dota 2 map with both team’s ter-
ritory and base highlighted

(b) The Dota 2 map with each of the three
lanes highlighted

Figure 1.1: A depiction of the Dota 2 map

unlike creeps, towers are static. Each tower in a lane can only be destroyed

if the previous tower on that lane has already been destroyed (starting from

the one nearest the enemy base). Once all towers in one of the lanes have

been destroyed, the main structure (the Ancient) can then be destroyed.

Destroying the enemy’s Ancient is the main objective of the game, therefore

the team who manages to destroy the enemy’s Ancient first wins the game.

Figure 1.2 depicts the towers and Ancients.

In the game of Dota 2, players must select from a pool of characters called

“heroes”. At the time of writing there are 125 unique heroes available5, each

containing their own set of abilities and attributes. Furthermore, heroes are

divided into 4 groups, or categories, based on their primary attribute. There

are 3 possible attributes within Dota 2, which are “strength” (str), “agility”

(agi) and “intelligence” (int). Heroes are then divided with either one or none

5https://dota2.fandom.com/wiki/Heroes (accessed 13-05-2025)

https://dota2.fandom.com/wiki/Heroes
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Figure 1.2: A depiction of the Dota 2 map’s main structures. Towers are circled
and Ancient are depicted with a star

of those attributes to be their primary (i.e. one of str, agi, int or none of

them). Heroes that are assigned no attribute as their primary are refereed

to as “Universal” hero, conversely, heroes with a primary attribute are called

by the attribute name (for example, a “strength hero”).

Attributes6 are represented in game with numerical values, which outlines

how much of each attribute a hero (or player) has at any given moment in a

match. The amount of strength a character has determines their maximum

health and health regeneration (the rate at which any lost health passively

restores over time). Similarly, agility is used to determine the amount of

armour (a resource that reduces incoming damage) and attack speed (the

rate at which a hero can perform an attack action). Lastly, intelligence de-

termines the amount of mana (the resource needed to utilise, or cast, spells

and abilities) and mana regeneration (the rate at which any lost mana pas-

sively restores over time). The primary attribute of a hero determines which

6https://dota2.fandom.com/wiki/Attributes (accessed 13-05-2025)

https://dota2.fandom.com/wiki/Attributes
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attribute benefits that hero the most, proving an additional unit of damage

for each point in that attribute (Universal heroes gain 0.7 for every point in

each attribute).

In addition to their primary attribute, heroes in a match will typically

fulfil a role in the team composition [29]. Roles are typically refereed to as

positions 1 through 5, which can generally identifies the priority of resources

(i.e. the player at position 1 has highest priority of resources while the

position 5 has the lowest). Another name used to refer to the positions are

the carry, core and supports; where carry typically refers to the positions 1

and 2, core refers to position 3 and support typically refers to positions 4 and

5. Unlike primary attributes which are determined by the game design itself

and is coded as a part of the game, positions are community determined and

are merely linked to the way in which players choose to play the characters

within the team. As a result, the same character may be played in different

positions depending on the other characters in the team and the individual

player preference.

Every match of Dota 2 begins with the draft phased. This is the character

selection part of the game. The most commonly played game mode in esport

tournaments is the “Captains Mode”, in which teams have one of the players

as their designated captain who will choose 5 characters for their team from

the list of available heroes. In addition to selecting the characters that their

team will play, the draft phase also allows captains to ban heroes. Banned

heroes are removed from the list of available characters for that match, which

prevents either team from selecting them for that particular game. The order

in which captains pick/ban characters is predetermined by the game, while
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tournament structures will typically determine which team will be the first

to pick/ban and which team will play each faction (i.e. Radiant/Dire). Once

both captains have selected the 5 characters for their team, characters are

allocated within the team players and the main phase of the game begins.

As the game phase begins, players start with very limited resources and

attributes. Attributes can be improved by levelling up, or by buying in-game

items. Levels can be acquired by accumulating experience (exp), while items

can be purchased with in-game currency called gold. Both exp and gold can

be acquired by defeating enemy units and structures, particularly creeps,

towers and enemy heroes (i.e. enemy players). When a player character is

defeated (i.e. killed), the character is temporarily removed from the game

until it re-spawns in their base. Killing an enemy player will yield a large

exp and gold reward. Additionally, during the death period, that player will

be unable to acquire any gold or exp until they re-spawn. This places a

high importance on killing enemy characters and surviving confrontations or

encounters [168, 146].

Lastly, Dota 2 is an imperfect information game. This means that players

do not have access to all game state data at all times. This is achieved

through the Fog of War (FoW) mechanic, where information about entities

in an area is hidden from players unless a friendly unit is present. To allow

for information gathering the game supports a vision mechanic, through an

in-game item called “wards” [22]. Figure 1.3 demonstrates the mechanic. In

this figure, the left-side image demonstrates an area without vision, depicted

with a darker shading. No information about the state of the game, or the

units present in the area is given to the players. The same area is then shown
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on the right side of the figure, where a ward has been placed. This outlines

the presence of an enemy unit that was previously hidden. Wards can be

destroyed by the enemy team, in a process called de-warding. Additionally,

as the FoW mechanic directly impacts the visual information a player can

extract, warding and FoW are generally jointly called “vision” within Dota 2.

Figure 1.3: A depiction of the FoW & warding mechanic in Dota 2.

1.3 Research Questions

This thesis seeks to address the main research question (RQ) “How can ML be

applied to enhance esport broadcast narratives?” In order to investigate this

RQ, the related academic literature is explored. This is done to understand

the current state of the art of the available knowledge. Therefore, in order

to address the main RQ, a set of sub-RQs are posed.

To begin with, the current state of the art of the related academic liter-

ature is explored in RQ1 “how is ML currently being used within the esport

broadcast domain for storytelling and broadcasting narratives?” Through
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the process of addressing this RQ1 three clear gaps in the knowledge avail-

able in the literature are identified. These are then used to inform the three

subsequent RQs, which are investigated in this thesis. For ease of parsing,

the main RQ and the four subsequent RQs are listed below:

• Main RQ: How can ML be applied to enhance esport broadcast narra-

tives?

• RQ1: How is ML currently being used within the esport broadcast

domain for storytelling and broadcasting narratives?

• RQ2: How can ML models sustain performance and functionality be-

yond initial game patches?

• RQ3: How can ML models be integrated with the live coverage of

esports?

• RQ4: How can ML models enhance esport broadcast narratives?

By addressing these four sub-RQs, this thesis then reflects on the findings

in order to answer the main RQ, providing knowledge of how to apply ML

to enhance esport broadcast narratives.

1.4 Thesis Structure

This thesis is composed of 7 chapters. Firstly, this chapter outlines the

research motivation and provides background contexts to aid the reader.

Then, the current state of the ML and data-driven storytelling literature

for esports is outlined in Chapter 2, which provides the necessary context



1.4 Thesis Structure 15

to address RQ1. While addressing this RQ, three clear gaps are identified

within the current state of the art in the academic literature in regards to the

application of ML models into esport broadcast, particularly in relation to

narratives and storytelling. This informs the need to address the subsequent

RQs. Chapter 3 then investigates the way in which ML models can be used

beyond the original patch in which the model was trained in. This seeks

to address RQ2. RQ3 is investigated in Chapter 4, which provides insights

into the design considerations that allow for pre-existing complex systems

(such as pre-trained ML models) to be integrated and utilised within the live

coverage of esport broadcast, as well as reflecting on the impact this has had

into the esport narrative. This knowledge is then taken further in Chapter 5,

which addresses RQ4, investigating how ML models can be designed to have

a positive impact in the broadcast narrative.

Chapter 6 then compiles the knowledge learned from the previous chap-

ters into systematic methodological framework. This framework reflects on

the empirical findings outlined in this thesis aimed at ML pracitioners to

integrate the findings of this thesis, on how to apply ML to enhance esport

broadcast narratives.

Lastly, the thesis is then summarized and concluded in Chapter 7. This

describes how the research goals proposed in this chapters are achieved

throughout the thesis. Additionally, Chapter 7 also reflects on the limitations

and future work that can be perused as a continuation of the contributions

described.
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2
Literature Review

This thesis seeks to explore the use of ML to enhance esport broadcast nar-

ratives. In the previous chapter, the motivation for this research is outlined

and some of the contextual domain knowledge is explained. In this chapter,

the body of work of the literature is investigated.

In particular, this chapter seeks to outline and critically evaluate how

ML is currently being studied in the context of esport broadcasting and how

it impacts storytelling and narratives. In doing so, this chapter seeks to

address RQ1; by providing an analysis and critique of the current State-Of-

The-Art (SOTA) in the associated research domains, define the gaps in the

literature and synthesize the SOTA. These gaps of knowledge in turn inform

the compilation of three RQs which are explored in the following chapters.

These ultimately permit us to address the main RQ of how to apply ML to

enhance esport broadcast narratives.

This chapter is constructed as follows:

This chapter first defines the knowledge structure of the relevant litera-

ture (Section 2.1), which outlines the various disciplines of interest, as well

as how and where knowledge may be available beyond academic literature.

Section 2.2 details the search strategies within this review of the literature.

This includes the search criteria with a detail overview of the query string
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utilised, the databases investigated as well as the additional refining criteria

employed to allow for a relevant and comprehensive review of the academic

literature. The literature is then presented in the following sections. Lastly,

this chapter concludes with a knowledge synthesis (Section 2.6), which re-

flects on the current SOTA, the details of the identified knowledge gaps as

well as how this thesis seeks to address these gaps.

2.1 Knowledge Structure

Esports research encompasses a wide range of fields and academic disci-

plines [37], including player psychology [80, 12, 182], education [41, 193, 64],

monetisation [128, 2, 99], gender studies [53, 75, 131] and many others.

Within the wider cross-disciplinary literature which either directly focuses

on esports, or uses esports as a research tool, this thesis focuses on the fields

of AI/ML, data science, game analytics, Human Computer Interaction (HCI),

data visualisation and Computer-Supported Cooperative Work (CSCW).

Scientific domains such as AI/ML, data science and game analytics pro-

vide a wealth of technical and computational knowledge [174, 178, 147, 140]

in relation to how esport data can provide meaningful insights over what

happens in a game. Similarly, traditional sports broadcast shares several

constraints, considerations and goals to esports broadcast. Therefore, sports

analytics can complement esports analytics to inform how insights can be

applied to esports. Collectively, the fields of AI/ML, data science and game

analytics (both esports and traditional sports) encompass the SOTA for how

ML, and data more broadly, can be used to generate insights into esports.

Furthermore, HCI, data visualisation and CSCW investigate how hu-
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mans perceive, process and utilise computer systems and data more broadly.

Within esports, these fields provide insights over how audiences, broadcasters

and other stakeholders utilise computer systems. In other words, while fields

such as AI/ML can inform how to use data to generate insights, disciplines

such as HCI can inform how these insights can be applied into systems that

enable users to benefit from the insights.

Therefore, the combination of these disciplines are needed to understand

the relevant SOTA of knowledge. This knowledge is valuable to understand

how complex systems (such as ML powered solutions) can be applied to

successfully enhance esport broadcast narratives, in particular in live settings.

As such, this chapter will investigate these disciplines to outline the state of

the art available in the academic literature with esport broadcast and its

narratives.

It is important to note, however, that due to financial incentives present in

the esports industry [111, 113, 114], a large part of the SOTA of knowledge

encompass industry-lead research. As a consequence, a lot of the existing

knowledge in the domain is not publicly available. While some of the liter-

ature investigates and contrasts audience facing solutions that are commer-

cially available, much of what drives these solutions is inaccessible for open

academic research, particularly in relation specific to AI and ML techniques

and methodologies that are deployed in them. While this thesis endeavours

to learn from the full SOTA available in the domain, only publicly available

sources can be investigated. Despite this limitation, this chapter addresses

how ML is generally studied to be used within the esport broadcast domain

and its implications on storytelling and narratives.
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2.2 Search Strategies

In order to identify the relevant literature, four main criteria were devised

(C1-4).

• C1 : Publications that consider esports

• C2 : Publications that consider audiences

• C3 : Publications that consider machine learning

• C4 : Publications that consider storytelling or narratives

When combined, all four criteria provide a curated subset of the literature

that encompass the SOTA for the relevant knowledge. In particular, C1

provides the initial and broad framing on esports. This is then further curated

by C2, which introduces the need for audiences. This is done in-line with

the esport broadcast definition provided in Chapter 1, which necessitates the

presence of audiences, making a distinction between esports more broadly to

esports broadcast. As this chapter aims to address RQ1, C3 introduces the

need for ML work in the relevant explored literature. This ensures the SOTA

of how ML is used within esports broadcast can be explored. Similarly, C4 is

necessary to ensure that the SOTA explored in this review relates to the way

in which ML is used for storytelling and broadcasting narratives. Therefore,

the four criteria can then be used to outline the relevant literature needed to

investigate RQ1 “how is ML currently being used within the esport broadcast

domain for storytelling and broadcasting narratives?”

To identify relevant literature that meets the four criteria, a set of search

sub-queries was developed. These sub-queries were formulated by reviewing
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existing literature known prior to the review, focusing on similar words and

terms commonly found in relevant sources. The final search terms for each

criterion are as follows:

• C1 : (esport* OR “competitive gam*” OR e-sport*)

• C2 : (audience OR viewer* OR spectat* OR broadcast*)

• C3 : (“machine learning” OR ml OR “artificial intelligence” OR ai)

• C4 : (storytelling OR narrative* OR commenta*)

These subqueries were then combined with AND operators in the form

(C1 AND C2 AND C3 AND C4 ) to be used as a search query in four distinct

databases. The four database utilised in this search were the ACM Digital

Library, IEEE Xplore, Web of Science, SCOPUS. Table 2.1 outlines the total

results obtained in all databases.

In order to further refine the search results, additional criteria were em-

ployed. Only peer reviewed conference and journal publications from the

years of 2014 to 2024 written in English were included. This ensured that

only publications of the last decade were present in this review, to more

accurately reflect the current SOTA.

Furthermore, some fields and topics of research were excluded from this

review, as they fall outside the scope of this thesis. These are generally

grouped into education & serious games, representation & wellbeing, and

monetisation. The full exclusion criteria used in the search can be found in

Appendix B.

Table 2.1 outlines the number of publications identified on each of the

databases before and after the additional criteria were applied. Note that
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publications which fall under the exclusion criteria but were not automati-

cally removed through the query were manually excluded from this review.

This can happen if the database does not correctly identify or categorize pub-

lications as under the relevant fields and thus the publications are still listed

in the result from the query. Each publication was investigated sequentially

and individually, if a particular publication was found to be under the exclu-

sion criteria based on topic, language or year of publication it was excluded

from the analysis provided in this chapter. Additionally, any work that has

been performed as part of the contribution of this thesis was also excluded

from this review and it is instead covered in detail through the contributions

of this thesis (see Declaration).

Table 2.1: Number of results for each database after applying the exclusion
criteria.

Database Total results Post-exclusion

ACM Digital Library 172 157
IEEE Xplore 3 3
Web of Science 5 5
SCOPUS 397 214

2.3 Previous Reviews

Following the search strategy described in Section 2.2, the resulting set of

publications identified included a range of previous literature reviews. There-

fore, this section present the relevant literature reviews identified that are

already available in the wider literature. In particular, the main points out-

lined in those reviews are presented. However, these identified reviews have



2.3 Previous Reviews 23

varying focus, which do not fully address RQ1. For this reason, this chapter

also investigates the remaining of the literature identified following the search

strategy described above. This is then presented in the next two sections.

Tuyls et al. [170] provides a review of how ML and AI is applied - not to

esports - but to regular sports, specifically football. This review shows sev-

eral techniques and ways in which AI is applied to football and the benefits

and consequences of it. Within football, AI has been shown to aid in many

areas, from training analyses tools for player performance improvements to

live and post game analysis tools for commentators and audiences. Impor-

tantly, this review poses many instances where ML is successfully integrated

into the sports broadcast narrative, such as how Automated Video Assis-

tant Coach (AVAC) [163] has revolutionised the way in which broadcasters

discuss in-match events. The football case-study is an example where audi-

ence and commentator-focused innovation enabled ML to have a meaningful

impact in the broadcasting narrative, ultimately enhancing the audience ex-

perience [170]. AVAC as an example has enabled broadcasting narratives to

be built that were previously unfeasible. The ability to automatically replay

moments of importance in the match aids in explaining complicated scenar-

ios, and enable broadcasters to identify multiple narrative features that may

be missed in real time if they are not presented with the instant replay. Thus

integrating AVAC into football broadcast has enhanced the way in which sto-

rytelling is done by commentators. This exemplifies the importance of con-

ducting narrative-focused research and investigating effective ways to apply

such techniques to the live coverage of esports.

By contrast, two esport focused literature reviews investigate the use of
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AI and ML into MOBAs specifically [51, 24]. In both cases, the literature

outlined persistent emphasis on performance improvement and innovation.

While this is a crucial aspect of ML and AI research, very limited insights

into the real-life application of such techniques in any situation (whether

broadcasting, streaming, betting or team informatics) can be found in this

literature.

Furthermore, the review by Guzmán and Medina [51] has identify a major

limitation in relation to the application of such models into live broadcast.

The review investigates the input features that are commonly used within the

AI/ML MOBA literature, revealing that many of the features utilised in the

current SOTA are not accessible live, which prevent many of these models

to be incorporated into live broadcast. Moreover, the authors also outlined

that there is an inconsistent use of input features even when models perform

the same or similar tasks. The authors conjecture that this inconsistency

suggests that ML practitioners are generally designing models based on their

own understanding of the environment rather than following a data-driven

approach to feature engineering. Three notable exceptions identified by the

authors were that of character selection, in-game items and the character

roles within the team composition, which were more consistently utilised as

inputs for ML models. The authors outlined that these features are highly

mutable in the context of the game patch, with game developers reliably al-

tering the fundamental design of characters, abilities and many other aspects

of the game. As such, Guzmán and Medina emphasized the importance of

representing the characters and the items in a patch-aware format, that can

allow for patch-agnostic analysis for better longevity and model performance.
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Both reviews [51, 24], however, identified a strong emphasis on model

performance as the primary evaluation metric within the relevant literature.

Limited to no reflection of how models can be integrated into the live broad-

cast was identified. Additionally, the reviews did not investigate how the

application of such models could impact the broadcasting narrative, as this

was not the focus of those reviews. No additional review that focuses on

the direct application of ML for esport broadcast could be found. For this

reason, this chapter will review the ways in which ML technologies and ML

powered solutions are (or can be) applied to the live coverage of esport broad-

casts with a critical reflection of the impact this has (or could have) in the

broadcasting narrative from a storytelling perspective.

2.4 Understanding user needs

Lessel et al. [88] explores viewer perceptions and preferences when watch-

ing livestream games. This outlines how viewers tend to prefer the use of

interactive elements, as long as they do not interfere too heavily with the

streamer’s game performance. Importantly, this applied to both active and

passive viewers, who the authors described as the viewers that do not seek

to engage with the livestream directly, be it in the live-chat or through social

media platforms outside of the livestream itself. Additionally, the authors

also concluded that several aspects of games livestream that are common

place in platforms are generally not well received by audiences, for example,

while audiences are generally favourable to streamer-created interactive pulls,

the ability for audiences to create or stop their own pulls is not perceived

positively. The authors also outlined that, in regards to elements related to



26 Literature Review

the screen/audio composition of the stream, the use of game specific over-

lays that provide explanations and additional information about the game

was the most well received component of games livestream across audiences.

Such overlays are directly applicable to esports, both built in to the stream

itself [126, 10], or presented as third party interactive dashboards [18, 191]

as well as companion apps to be used alongside streams [82]. This is a clear

example of the identification of audience needs in relation to broadcast narra-

tive and how data-driven storytelling can aid in addressing this need within

esports.

Robertson et al. [142] explores how commentary is delivered in esports

broadcasts, specifically focusing on Dota 2. The study highlights that expert

broadcasters primarily describe and explain what is happening in a match.

However, the authors note that research in Explainable AI has generally

shown users prefer why explanations [92, 93]. To investigate this apparent

contradiction, a controlled experiment was conducted with three groups:

• One watched a Dota 2 match without additional tools

• Another used an interactive map providing what explanations

• The third used a map offering detailed why explanations

All groups were asked to watch a Dota 2 match, followed by a recall

questionnaire. The study concluded that while why explanations are effective

for understanding complex systems, they impose too high a cognitive load for

live esports coverage. As a result, audiences were unable to fully benefit from

detailed information presented in real-time. The authors also observed that

combining multiple modalities (e.g., audio and visual cues) helped viewers
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process information more effectively. This work underscores the importance

of aligning live esports coverage with audience cognitive capacity, favouring

what explanations over why explanations.

This preference for what explanations has been corroborated in other

esports contexts. For instance, Penney et al. [127] examined how domain

experts, such as commentators, use AI tools to provide explanations in Star-

Craft, an RTS esport. They similarly found that why explanations were

cognitively costly, even for experts, due to the complexity of these games.

Further evidence comes from Rijnders et al. [139], who studied player

cognitive capacity through the use of a live companion application in both

digital and physical formats. Although this study was not aimed at story-

telling or broadcasting, it investigated how such tools could improve player

performance during gameplay. The authors raised concerns about fairness,

noting that such systems might be considered cheating depending on game

terms of service. Nevertheless, their findings also highlighted the challenges

of processing dense, real-time information, particularly in the physical modal-

ity, where the tool was less integrated into the playing environment.

The consistency of findings across different genres [142, 127] and modali-

ties [139] demonstrates the general cognitive limitations of esports audiences

and participants when absorbing live information. This highlights the need

to carefully design ML-powered solutions and applications that enhance live

broadcasts without overburdening audiences or broadcasters.

One example of a proposed ML powered solution is in anomaly detection

proposed for League of Legends [149]. This paper explores how archetypal

analysis - a form of unsupervised ML that identifies extreme examples on a
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population for classification - can be used to detect and classify important

moments in a match that are unexpected. This is done with the intent to be

a broadcasting tool, to aid commentators in identifying important moments

in the match as well as have better opportunities to understand and create

narratives that are engaging and enhance the audience experience through

storytelling.

The authors utilise dynamic time segments, divided based on important

in-game events (in particular team-fights). Each time segment would then

be represented by a representative aggregate of telemetry data, such as the

number of kills, or experience gained by a team. By comparing the perfor-

mance of each segment, the authors first trained an archetypal classification

of segments which informs what is happening in the game. Additionally, the

classification can also highlight outliers in how players are playing the game,

which can provide useful insight for broadcasters to build narratives. This

can be done by both identifying the frequency in which archetypes are de-

tected in the training data, as well as comparing the specific features in the

data distribution. For example, if an aggregated feature such as experience

gained is above the 95th or below the 5th percentile it could be considered an

anomaly. Conversely, if the archetype itself is not commonly observed in the

training data, it can also be considered an anomaly.

By comparing the performance of previously unseen data with the pre-

trained (offline) model described by the author, a new segment can be classi-

fied as one of the existing archetypes. This classification, and whether or not

it is an outlier (i.e., an anomaly), can then be made available to broadcasters

who can utilise their intuition and game expertise to build their narratives.
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The interpretation of the archetypes themselves (i.e., how they were named

and what they mean in relation to game contexts) was done with consulta-

tion with game experts. However, it is unclear if professional broadcasters

were included in expert consultation.

The author evaluated the work in a complete (not live) game, but they

conjecture that the same approach can be applied in a live scenario to perform

the archetype analysis and detect anomalies. Additionally, Sifa et al. [149]

reflected on how game changes can impact the way in which players play the

game [86]. The introduction of changes to the core game design can lead

to fundamental changes game balance [129], which impact the way players

interact with the game [81], altering their strategies and what is common

or not common for the given patch. In other words, the player community

identifies what is considered to be the optimum way of playing the game

for any given patch, which is then called the “meta” [166]. This could alter

what is considered an anomaly for future game patches, as well as change

the distribution of data in the space [174], which could have an impact in

the archetypes directly. The authors address this by posing that the model

can be reactively updated to fit with the new changes. While this could lead

to sustaining the performance of the model through a patch in its entirety,

it is important to note that this is a reactive solution that relies on enough

games to be played in the new patch to allow for an update in the model.

During this data-collection period, insights provided by the model may not

be a true reflection of the anomalies in the patch.

Lastly, although Sifa et al. [149] offer valuable reflections on how this

model could be applied to the live coverage of esports and how it could
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impact the broadcasting narrative, it is not clear what the impact of the

models is in relation to actual commentators. The archetypes identified were

entirely data-driven with post-hoc interpretations by domain experts. This

is important as it offers largely data-driven insights, avoiding biases and pro-

viding an objective definition of what is happening in the game. However,

commentators may already have their own methodologies and strategies for

talking about the game and building narratives which may not, necessarily,

benefit from how the archetypes are presented, particularly if broadcasters

were not directly involved in the interpretation of the archetypes. For ex-

ample, viewers rely on player positioning to understand the game context

and use player movements to interpret their decision-making [78]. If an

archetype detected does not match a broadcaster’s interpretation of player

positioning and movement, it may force commentators to provide post-hoc

interpretations even when they do not agree with what is highlighted. This

could have a negative impact on the broadcaster’s strategy to narrate the

game, particularly as they are already following a cognitively arduous envi-

ronment [142, 127]. Therefore it is important to ensure that the highlighted

insights match broadcasters expectations and convey meaningful information

that can be leveraged by commentators to build and expand narratives that

suit their storytelling needs.

Despite this, it is clear that the advances posed by Sifa et al. [149] of-

fer great insight and knowledge on ML techniques, as well as how they can

be applied to live esport broadcast coverage. This work was later also ex-

panded to Dota 2, following a similar methodology [134]. In this version of

the work, the authors outlined how anomaly detection, when applied to the
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wider playing population, can serve as a form of cheat detection by identi-

fying unexpected performances from players which can indicate performance

altering techniques, such as playing on someone’s account on a lower/higher

skill bracket, the use of cheating software. This wider application - while

outside the scope of this project - would not suffer from the same narrative

and storytelling constraints detailed in this review. However, it is still im-

portant to ensure that the model performance is not affected by the changes

to the game environment in patches to ensure results are reliable across the

continued development of the game, if applied to cheat detection.

Another approach to applying ML technologies to enhance broadcast nar-

ratives has been proposed through cooperative storytelling [187]. Xu et al. ex-

plored the use of a pre-trained generative language model to co-commentate

an esports match alongside a professional broadcaster. This approach in-

volves providing the language model with varying levels of input, such as the

human commentator’s remarks (converted to text) and additional contextual

information, like team names or tournament details, enabling the model to

generate informed follow-up commentary. For example, if the system is be-

ing used in a final match of a major tournament, between “Team Sigma” and

“Team Alpha”, three versions of inputs could be used to enable the language

model to provide a follow-up commentary:

• “This was a great fight for Team Sigma, picking up three kills with no

deaths”

• Tournament final - “This was a great fight for Team Sigma, picking up

three kills with no deaths”

• Tournament final - Team Sigma vs. Team Alpha - “This was a great
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fight for Team Sigma, picking up three kills with no deaths”

In this case, the model was evaluated purely on a performance-based

metrics on the quality of the language generated compared to the actual

(human produced) comments used in the training dataset. This evaluation

method may not fully reflect the model performance in the environment, as

different broadcasters may choose to talk about different aspects. It is impor-

tant to consider the purpose and utility of such solutions, while collaborative

storytelling is a promising area of research, the work does not offer any con-

siderations to the commentator need. For example, a qualitative evaluation

of how human broadcasters utilise the solution, and the impact it had on the

audience may provide a more representative evaluation of the model perfor-

mance. However, the work described also did not offer any considerations of

how such solutions could be integrated with a live coverage of esports.

Firstly, the human commentator speech would need to be transcribed

live in order to feed into the model as an input feature. This can be com-

putationally expensive and inaccurate, particularly - as the authors outlined

- as commentary is often provided in a fast manner, making it difficult for

automated systems to detect punctation, which is critical for the quality of

the follow up commentary. Furthermore, esports commentary is commonly

loaded with technical terms that are related to the game itself, this is an-

other difficulty for an automated speech-to-text solution that must precede

the ML-powered commentary.

Secondly, the solution proposed in the work does not account for any

game state input, which limits the capabilities of any commentary of in-game

play-by-play to be purely reactionary to what the human caster comments



2.4 Understanding user needs 33

on. This prevents the model from offering any additional insights that the

human caster does not already offer.

Thirdly, the broadcaster may not be accustomed to collaborating lan-

guage model commentator, as this was not designed to cater for their needs

it is unclear if this solution would benefit the narrative flow, potentially lead-

ing to interruptions and other forms of disruptions between human and AI

commentary. Of course, this could be mitigated with human training, to

allow broadcasters to learn how to produce commentary in this collaborative

fashion, however it is unclear if this would be beneficial or if this solution

would be positively received by professional commentators.

2.4.1 Data Visualisation

Other authors have investigated different aspects of user needs in regards to

esport broadcast narratives. Data visualisation as a broadcaster tool has been

explored as an alternative way of applying data-driven insights into esports

commentary. One of the first instances of visualisation tools within academia

includes Block et al. [10], who investigated the use of historical performances

and integrated it into the direct feed of esport coverage. In this work, the

authors created a tool for parsing a current live game of Dota 2, and compare

a large set of KPIs with previous performances for all players in a match. This

tool was then deployed to the commentators who could choose to integrate

the insights into their narrative. By using this tool, broadcasters could create

a “narrative bite” which displayed the performance metric in a KPI to the

broad audience as part of the feed being broadcast. This is exemplified in

Figure 2.1, which is extracted from the original authors’ work (Block et al.
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[10]) for demonstration purposes.

Figure 2.1: An example of how broadcasters could outline KPI metrics by inte-
grating a graphic into the linear feed [10], originally labelled as Figure 3 in the
source material. Full authorship of the figure belongs to Block et al. [10] and is
used with permission from the authors.

As depicted in Figure 2.1, and discussed by Block et al. [10], the use of the

tool provides full control of the visualisation to the commentators. This in-

cludes the KPI to be displayed, the time at which the metric is shown and the

duration for which the graphic is visible to audiences. Additionally, commen-

tators had the option to integrate the use off the tool into their broadcast,

or omit it, given them the freedom to gain insights from the tool without

actually utilising the graphic. This complete freedom to operate enables an

easier integration into their existing systems, without having to compromise

any narratives they deem relevant and instead enhance the storytelling with

the use of data.
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Furthermore, the design of the graphic generated by the tool can provide

further insights. This info-graphic contains a relatively small amount of

information, and - when shown to audiences - only obscures a small area

to the right of the screen. This unintrusive design was created to ensure

the main gameplay coverage is not disrupted, allowing audiences to gain

insights from the graphic without interfering with the immersion into the

game footage.

Another noteworthy aspect of this design is to the ranking of the KPI

as a form of qualitative percentile cue. In the example graphic depicted

in Figure 2.1, the ranking is shown as a “Top 3%” performance. This text

is given a unique font colour and also contains the largest font size of all

of the text in this visualisation. That also places a significant amount of

importance in this aspect of the image, which is expected as the ranking

itself is the key messaging of the graphic. This percentile is further expanded

on by the description of the KPI itself, which is written in full underneath

the performance text. In addition to the core information displayed, the

authors also included a second level qualifier that added further context to

the narrative item. This was done to give the option to broadcasters as

well as more keen viewers to explore this story in more detail, however the

authors did not expect the majority of the viewers to actively consume this

additional content.

Lastly, the graphic generated by this tool also contains branding infor-

mation. This is done in the form of the researcher’s affiliation, but that

outlines the opportunity for tournament organisers to incorporate sponsor-

ship branding into the graphic. This form of sponsorship and advertising has
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been shown to have positive impact into the brand recognition without neg-

atively impairing in the audience experience [121, 5]. This is an important

design consideration as the majority of the revenue for esport tournaments

are derived from sponsorship [111]. Therefore integrating effective and un-

intrusive forms of advertising can lead to the successful application of such

tools that can enhance the audience experience without compromising the

overall user experience.

In addition to adding the visualisation into the broadcast feed directly,

the authors’ subsequent work has also explored the use of a companion app

for visualisation [82], taking the tool into the audience directly. In this work,

Kokkinakis et al. [82] have explored immersive data driven audience expe-

rience. This companion app explored a wide range of spatial-temporal dis-

plays, placing the playing-map at the forefront of the display with events

being added to their respective locations and giving the users the ability to

scroll through time and rewind what has happened before hand. Figure 2.2

contains a depiction of how users are presented with spacial-temporal infor-

mation, which have been extracted form the original publication by Kokki-

nakis et al. [82].

Figure 2.2a depicts how the main screen of the app places the Dota 2 map

in the centre of the display. The location for all characters are also updated

in the map to match the actual player location for any given time. Users

can watch the game live, or scroll through time with a time bar at the bot-

tom. The time bar itself also presents viewers with additional information,

highlighting the game events detected by the app for any given timestamp,

allowing users to easily navigate to investigate the different events that hap-
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(a) The main screen of the Weavr companion app [82]. Originally labelled as Figure 1
in the source material. Full authorship of the figure belongs to Kokkinakis et al. [82]
and is used with permission from the authors.

(b) The Weavr companion app displaying a game event [82]. Originally labelled as
Figure 2 in the source material. Full authorship of the figure belongs to Kokkinakis
et al. [82] and is used with permission from the authors.

Figure 2.2: A depiction of the Weavr companion app. showcasing the main
screen users are presented when using the app (a) as well as how events can be
selected for additional information (b).

pen sporadically throughout the match.

In addition to navigating through the match times to highlight events,

users are also able to touch - or click - on the events themselves, which
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will provide them with more information in textual form. This is displayed

in Figure 2.2b, in which the location of the event is zoomed into the map,

further highlighting the spatial location, the exact timestamp is highlighted

on the bottom-right of the app, followed by the description of the event. This

description functions as a summary - or a recap - of the narrative story being

displayed. Similar approaches using game logs to create textual recaps of

game events have also been posed in the literature [181, 117, 85, 98]. Users

are then able to close or share the information using various social media

platforms.

The design outlined by Kokkinakis et al. [82] was an outcome of the

authors extensive investigation into user needs. In describing their findings,

the authors highlight the importance of user control. The authors comment

how viewers are commonly bound to the observer (i.e. the camera operator),

and having the ability to control what info they can see was highly valued by

the users. Additionally, users were also observed to utilise the companion app

in ways the authors did not expect, such as a review tool for past matches.

This was made possible as users had the ability to “rewatch” past matches

as if they were live, as well as skip and rewind through the time bar.

Similarly, when reflecting on user feedback, the authors depicted an ob-

served “healthy distrust in algorithms” by audiences [82]. This demonstrates

the importance of carefully designing ML solutions, as audiences would com-

monly question the features that relied in more complex algorithms. One

example of this is in the app’s win prediction feature, which audiences have

demonstrated distrust in the validity of the prediction. This distrust, par-

ticularly with win prediction models, form an example of a ‘win prediction
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dilemma’ first outlined by Hodge et al. [59] and discussed further in Sec-

tion 2.5 of this thesis.

Another example of a viewer-focused data-driven storytelling tool is by

Charleer et al. [18] who described the process of designing a real-time dash-

board for esport audiences of both League of Legends and CS:GO. In this

study the author highlighted a few criteria that inform the design process of

this dashboard, including general dashboard design choices (as described by

Bowman et al. [13]), and based on game specific considerations.

The general dashboard design choices outlined by the authors include

a range of considerations. Firstly, temporal usage, in which the authors

describe how the dashboard provides continuous information throughout the

game, in addition to described game event presented sporadically through

the game. This is a similar use case as the one described by Kokkinakis et al.

[82], but collapsed into one source view rather than in multiple screens.

The second consideration was of visual complexity. The authors outlined

how spectators - who are also players - may have a higher cognitive capacity

to consume data, as they often demonstrate a high degree of data literacy.

This enables the dashboard to provide a high data density to audiences, and

thus their dashboard could be designed with a large volume of data being dis-

played. This is in somewhat agreement to the findings of [82], which describe

that a degree of information density is needed as users are seeking - what the

authors described as - the right amount of data. However, while Kokkinakis

et al. [82] approach seeks to provide a large amount of data through different

areas and navigation strategies, Charleer et al.’s [18] dashboard provides all

of the data in a single source, and addresses information overload with sep-
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aration in design. Notably, there is a distinction in the findings by Charleer

et al. [18] - who found viewers are able to absorb high volumes of data - and

Robertson et al. [142] - who outlined that why questions are too cognitively

demanding to be absorbed live by esports viewers. Thus, while viewers may

be too cognitively overloaded to digest data in too much depth [142], they

may be able to process a wide range of shallower data [18].

The next design consideration posed by Charleer et al. [18] focuses on

immersion and integration. This refers to the form in which the dashboard

is presented to audiences and it is another way in which the authors tackle

information overload. The author describe how their dashboard takes a side

bar approach that mimics League of Legend’s interactive overlay. By imple-

menting the dashboard on the side of the stream, the main game broadcast

can be shown unobstructed, which avoid cluttering the broadcast. Further-

more, by appealing to viewer familiarity to existing design choices, League

of Legends audiences may be able to adapt more easily to this design and be

able to more readily take advantage of the dashboard.

Following from the design considerations described, Charleer et al. [18]

then utilised a range of audience surveys to understand user needs for both

games. This advised in the creation of a dashboard, which consists of three

main sections providing different information. For the League of Legends

dashboard, the three sections provide information on gold advantage. This is

a time-series graph outlining which of the two teams have the most amount of

gold at any given moment. The second section provides damage information,

allowing viewers to see how much damage has each individual player done

to the other team. Lastly, the bottom most section provides vulnerability



2.4 Understanding user needs 41

information, outlining which sources of damage are most effective against

each character. Similarly, the CS:GO dashboard is also divided into three

main sections, with the top most providing information for each player. This

includes the player name, amount of kills, deaths and assists (K/D/A) and

some other game specific features which were highlighted as important given

the user survey. The middle section contains a money distribution graph.

Unlike with the League of Legends’ dashboard, however, the CS:GO money

distribution only accounts for the current state and does not reflect on past

states. This was also done to better suit the audience needs for that particular

title. Lastly, the bottom most section for the CS:GO dashboard depicts the

average damage dealt per player per round. This allows audiences to quickly

ascertain the general impact of each player across the whole match, as CS:GO

is consists of multiple short rounds that reset and restart, in contrast to the

long-form format of League of Legends and other MOBAS.

Both dashboards (League of Legends and CS:GO) were then evaluated

in design. In order to enable this evaluation, the authors employed eye-

tracking. By inviting a range of participants to watch a match of the re-

spective titles with the dashboard available to them, the authors found that

the areas around and including the dashboard were more frequently gazed,

which suggests that both dashboards were utilised by audiences. This form

of evaluating highlights some of the different ways in which such tools can

be measured. If a user is looking at the information being displayed more

frequently than - or with similar frequency to - the main game stream, it

suggests that the tool is being utilised. Other forms of evaluations have also

been explored, such as post game questionnaires and interviews [10] or direct
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measurement of interactivity [82] as well as user customization analysis [173].

In the three example of data visualisation solutions discussed (Block et al.

[10]; Kokkinakis et al. [82]; Charleer et al. [18]), the data being displayed was

limited to simple metrics extracted directly from the game. Although in the

two Dota 2 examples [10, 82] there was a machine learning powered win

probability feature, very little reflection was provided by the authors on this

features, with the evaluation largely focusing on the simpler metrics. This

demonstrates that even simpler data-driven solutions can lead to enhanced

storytelling, particularly when combined with the broadcast narratives [10].

Furthermore, this also outlines the need for continued studies of how ML

solutions can be incorporated to enable and enhance commentary and nar-

rative, particularly as it has been shown to have positive impacts in similar

fields such as football broadcast [170, 69].

2.4.2 Spectators and Broadcasters

Yu et al. [195] investigated what leads spectators to want to watch an es-

port broadcast, particularly on livestream platforms such as Twitch. In this

explorative work, the authors surveyed 56 participants on the way in which

they consume League of Legends esport content. Participants could only be

included if they had watched at least one League of Legend esport match

in the previous month. Importantly, the majority of the respondents (90%)

indicated that they watch esport content at least once a month, with 23%

of the participants indicating they watch esports at every opportunity. The

survey contained opened questions, with the responses qualitatively analysed

through thematic analysis. The authors found that several of the motivations
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stems from primarily four causes.

1. The competitive nature of esports as well as the tournament formats

creates an stimulating environment that draws audiences in.

2. Some audience members are particularly engaged fans that are follow-

ing the performance of one or more player or team. Their investment

on a particular team or player can serve as an intensive to follow es-

port tournaments live, ensuring they can keep up to date with how

their player of interest is performing.

3. Some audience members are also keen to translate what they watch

into what they play. These spectators seek to learn from watching pro-

fessional players in order to improve their own gameplay performances.

4. Audiences are particularly drawn to professional esport broadcast be-

cause of the suspense and unpredictability of the games. The emerging

narrative present in these games are a key factor that keeps viewers

engaged and draws them to watch professional esport broadcast live.

As these results were reached through qualitative analysis, generalisability

can not be claimed. However, these findings are largely aligned with a pre-

vious work by Cheung and Huang [21] that seeks to identify the different

types of esport audience members, even though the two works encompass

two different genres of esports (MOBA and RTS). This can indicate a level

of generalisability to esports audiences more broadly.

Another factor that has been identified in the literature as an impor-

tant motivator for esport audiences is the commentator who enhances the

audience experience for the viewers [21, 195, 10, 26]. For this reason, Li
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et al. [91] has investigated the needs of considerations of esport commen-

tators specifically. Through in-depth interviews that lasted between 45 to

90 minutes, 19 professional esports broadcasters were asked a range of ques-

tions, from informal ice-breaker questions, followed by information questions

about the broadcasters and ending on semi-structure interview questions fol-

lowing self-presentation theory [4] that aimed at providing information about

the broadcaster’s practices, needs and strategies. Commentators interviewed

had experiences with a wide range of esports genres, including FPS, fighting

games, RTS and MOBAs, with participants experience in their respective

domain ranging from have only just started commentating professionally to

10 years of experience.

The work outlines the high demand on broadcasters to keep up with the

game environment - the meta - the general player base and how professional

players are performing, as well as the specific events that happen across each

match they work on, in order to produce detailed and engaging play-by-play

descriptions. This can be a challenging process, yet their contribution is vital

for the esport broadcasting experience, with some viewers choosing not to

consume esport content unless their favoured broadcaster is narrating the

match [73, 135].

Li et al. [91] outlines that commentators must study the game environ-

ment carefully prior to broadcasting to ensure they can accurately understand

and describe the game. They also must carefully follow the match closely,

while attempting to convey everything in an emotionally engaging way to en-

sure the audience is informed and invested in the game. Yet commentators

must strive to achieve a balance between describing the intense moments
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of gameplay and producing engaging content during the quieter moments,

allowing viewers to “reflect on what they just saw and heard”. This challeng-

ing task requires broadcasters to choose between information selection and

presentation. Broadcasters describe how they often rely on multiple sources

of knowledge, such as collating community based strategies, to aid in their

general descriptions. However, in a live broadcast, commentators must rely

on their own intuition and previously collected knowledge to interpret the

game, which the author emphasise the difficulty of this process. This clearly

demonstrates a need to broadcasting tools that can be integrated to commen-

tators existing strategies to understand the environment. A tool designed

to seamlessly integrate with broadcasters existing strategies are crucial, as

commentators typically already have established practices and approaches

to information gathering and storytelling. Therefore, it is important to im-

plement such tools with the broadcaster’s specific use-case in mind, to allow

the tool to aid the broadcaster, rather than introducing further complexity

of them having to, not only interpret and understand the gameplay, but also

interpret the complicated results of a tool that has not been designed for

their ease of use.

Similarly, Kempe-Cook et al. [73] investigated the practice of produc-

ing commentary in live games. In this work, the authors conducted semi-

structured interviews with 20 amateur broadcasters. Additionally, the study

also collected extensive diary data (participant self reflection on their perfor-

mance in broadcasting events) as well as logs containing chronological data

of activities for participant observations. Interview and diary data were anal-

ysed following a grounded theory approach [20], which allowed the authors
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to qualitatively analyse the data collected in-depth. The authors identified

the importance of play-by-play description, which provides more evidence for

the need to cater to this difficult task. Furthermore, the authors described

another part of broadcast that is present in commentary, referring to it as

“color commentary” [73].

When producing play-by-play commentary, the broadcaster is focused on

describing exactly what is happening in that moment. By contrast, colour

commentary provides analysis of what has been happening in the match so

far. This is typically done in moments of low excitement and it serves as an

opportunity to describe the cadence of the match and the decision making

employed by players. According to Kempe-Cook et al. [73], commentators

often use this analysis to build engaging narratives, reflect on the pacing of

the game as well as to stipulate possible future game events and the impact

that could have in the match.

In both types of commentary (i.e. play-by-play and colour), broadcasters

are faced with difficult tasks, as the game environment can often be difficult

to understand or predict, even for experts [82, 22]. Furthermore, the fast and

unpredictable nature of esports may force broadcasters to have to abruptly

switch from colour commentary to play-by-play, if a moment of importance

suddenly takes place [146, 168, 149, 70]. To address this, Kempe-Cook et al.

[73] stipulate that broadcasting tools can be used to assist commentators

with this difficult task, such as the use of data-driven interfaces that can

provide broadcasters with insights in and outside the current game.

This was later explored further by Margetis et al. [101], who designed

two live dashboard experiences: a directed dashboard (aimed at esports di-
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rectors and other members of the production team) and a colour commentary

dashboard (aimed at the commentator). This study focused primarily in the

role of data-driven storytelling to enhance esport broadcast narratives. Cru-

cially, the authors described the importance of understanding the needs and

requirement of the broadcasters in designing such solutions, to ensure the

dashboard can be integrated into commentary and esport production more

broadly. To achieve this, the work describes a collaborative iterative de-

sign process which included 14 broadcasters into the design and development

of the two dashboards following the Human-Centred Design (HCD) frame-

work [100]. Both dashboards were qualitatively evaluated through the rele-

vant users, receiving significant positive responses. In particular, the colour

commentary dashboard, which was specifically aimed at the commentator

(similar to what is described by Block et al. [10]) received interest from the

broadcaster user-base who outlined the need for such tools. The authors de-

scribe how they received usability related feedback for future improvements

to enable faster information retrieval by broadcasters in a live setting. No-

tably, however, the authors outlined the positive reception by commentators

who emphasised the importance of integrating data-driven storytelling into

their colour commentary. This was similarly also observed in the other ex-

amples of commentator-focused dashboard solutions in the literature [10].

2.5 Understanding ML work

As discussed in Section 2.4, video highlights offer many storytelling appli-

cations to enhance the audience experience within esports [144]. The use

of ML to automatically generate highlight videos that summarize a match
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have been proposed in many different ways across the literature. One ex-

ample comes from outside the esport domain, proposed by Park et al. [120]

for generating match highlights for baseball games. This was done using

deviations in win probability models to automatically identify moments of

key importance, reflecting when the balance of the game shifted, be it either

from one team being favoured to win to another, or a team consolidating

their advantages to secure their victory.

In terms of methodology, the model proposed by Park et al. [120] divides

a match into temporal segments. Segments of time where the win probabil-

ity shifts are identified throughout the match. They are then ordered with

highest shifts first and selected until there are enough segments to fill a pre-

determined minimum and maximum desired length of the highlight. Lastly,

the selected clips are then reordered back into chronological order to create

the automatic highlight that displays all of the crucial - win probability shift

- moments in the game. In addition to the neutral highlight generation, the

authors also investigated the effect of team-biased highlights, giving moments

which more heavily favoured one team over the other a higher weight in the

segment selection phase to create a fan catered highlight that shows the view-

ers preferred team perform better. These highlights, neutral and biased, were

then tested with baseball spectator fans and qualitatively evaluated show-

ing positive reception from audiences, who have demonstrated both interest

as well as higher recall. This work demonstrates how ML can be used to

power solutions that cater to sport audiences, and provides good insights

that can be readily applicable to esport contexts, particularly as esports fo-

cused attempts can also be identified in the literature [194, 95, 40, 140]. In
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these esport focused examples, however, focus was primarily put into effec-

tive ways of generating highlight videos, in terms of computational needs,

attempting to recreate human created highlights from a training dataset.

While this can be a powerful methodology for creating high performance and

high impact solutions, and the advances in computational capabilities are un-

doubtedly valuable, it is still important to consider the audiences reception

to such solutions. Similarly, post-game analysis narrative can also benefit

from a diverse way of generating highlights, yet automatic systems proposed

in the literature that have been identified with the search strategy described

in Section 2.2 offer no consideration or reflections of how these systems can

be integrated with or utilised for broadcasting narratives, showing a vast

contrast over the way in which ML for sports broadcast are studied in com-

parison to esports. This is particular salient as viewers have been shown to

seek highlight videos for various needs [144], from spectating crucial moments

of gameplay that includes high level of player skill to identifying moments in

which the less favourable team gain advantage of the match, both motivators

that benefit from the solution proposed by Park et al. [120].

Marshall et al. [102] compares a Convolutional Neural Network (CNN) [185],

a Recurrent Neural Network (RNN) [49] and a Long Short Term Memory

(LSTM) network [57] for performing microprediction (deaths) for CS:GO.

The author found that LSTM produced the most accurate results when ac-

counting for the player’s average in-game death count, number of enemies

in close proximity, character health, and equipment value. Using these fea-

tures, the proposed LSTM could predict the character death with a F1 score

of 0.38, when compared to 0.37 and 0.36 for the CNN and RNN respectively.
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Furthermore, the authors utilised the LIME explainer [138] to identify the

features needed to allow non-experts to gain insight into the causes of the

model’s predictions. As the features identified correlated with their intuition

of CS:GO gameplay, the author posed that the model would be interpretable

(as defined by the LIME explainer [138]) and thus would enhance storytelling

for esport broadcast. This raises the importance of explainability for ML

models, as well as meaningful feature engineering in a way that broadcasters

can understand and build narratives with.

Another form of death prediction in Dota 2 was proposed by Katona

et al. [70]. This study utilised a predictive deep neural network to predict the

chances of a character being killed within five seconds. Later this work was

extended by Ringer et al. [141]. In both these examples [70, 141] the authors

took advantage of a shared weights technique for features related to individual

players and characters. This methodology allows for greater generalisation

as it more directly allows for order independent features to be processed and

trained, as the same weights of a network could be trained multiple times

across all players for a given match. This creates a condensed architecture

where the same repeated features across multiple individual can hold the

same intrinsic meaning regardless of each player it represent, or the arbitrary

order in which they are stored in the dataset, for example: “player1, player2”

should have the same intrinsic meaning as “player2, player1”. By using shared

weights for the layers which handle player input, this methodology can ensure

the same underlying meaning and patterns are learned. This simplifies the

environment improving the accuracy of the results. The authors describe how

the use of a death prediction model can allow broadcasters to firstly not miss
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important moments in the match, and secondly build engaging narrative on

top of the predictions.

In the three highlighted examples of death predictions [102, 70, 141] the

authors described powerful methodologies for training predictive ML mod-

els. However, it is important to note that these approaches are subject to

the impact of changes to game design [174, 149, 86]. Thus it is uncertain

if such solutions could be reused across future iterations of their respective

games. Furthermore, while the authors offered some reflection of how this

system could have an impact into the storytelling narrative, the implemen-

tation and integration of such systems into the live coverage of broadcast

was not explored. This can bring additional challenges as the data needed to

effectively run these models would need to be retrieved during the live game,

then processed in real-time as well as being incorporated into the broadcast

as either a commentator tool or an audience facing visualisation. The design

considerations and effective strategies for implementing such solutions are

yet to be explored.

Another example of ML being utilised to aid with the complexity of esport

titles can be found in the work by Demediuk et al. [29]. On this example, the

author utilises player performances in Dota 2 to classify players into roles.

As explained in Section 1.2.1, Dota 2 players typically fulfil strategic roles

within a team composition, ranging from positions 1 through 5, which refers

to the order of priority of resources. These roles are not defined in the game

rules, but are playing conventions that are widely adopted by the community.

Thus, while roles are key in the ways characters are played, there is no trivial

way to automatically classify players into roles, particularly as characters
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can typically be played in multiple roles if varied play-styles are adopted.

To achieve this classification, the authors utilised a range of unsupervised

learning techniques to identify differences in performances of key performance

indicators (KPI). By identifying peaks and troughs in different KPIs that

are commonly observed through different players, the authors were able to

investigate a range of clustering techniques [145] within the data, which lead

to an automatic classification of player performances. As professional players

in high level esport events are presumed to perform at the highest level of

proficiency, due to the self-curating nature of the Dota 2 esport scene, the

performances of players are assumed to be representative to the way in which

the different roles are expected to perform. Therefore, by manually labelling

the different clusters based on expert domain knowledge, the authors were

able to automatically classify players performance, and assign them to the

different roles.

While the impact of automatic role detection [29] on esport broadcast nar-

ratives was not investigated, the detected roles were further utilised within

additional esport research by the authors. Demediuk et al. [30] expanded the

work of automatic role detection to evaluate the way in which players are

performing, given their roles. This was similarly done through unsupervised

learning, where common KPI performances for the different roles are high-

lighted given the final outcome of a match to detect the ways in which the

different roles can have a greater impact into the final outcome of the game.

In other words, role ‘X ’ characters that perform well in ‘these’ three KPIs

tend to win games. Thus, by identifying relevant KPIs and their expected

values, a metric can be composed which not only classifies, but also quantifies
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the performance of a player. To achieve this, the authors utilised archetype

analysis [27], which provides a set relevant features given each role as well as

the optimum target values. This can then be averaged together to formulate

a performance index classification metric. This performance index then rep-

resents a numerical value, which is a quantifiable measure of the performance

of players within their teams for a single match.

In both examples discussed [29, 30], a clear progression of data can be

established, through the use of ML. By first reducing the problem to a single

objective (the automatic classification of player roles), the authors were able

to then complete a more complex task. This outlines how addressing different

areas of the game can lead to improving the performance of different models

by providing a richer dataset. However, both examples of the work [29, 30]

are highly subjected to the changes in game.

Firstly, the role classification uses the characters as a starting point and

compares within character performance. This means that character 1 will

always be compared to other character 1 performances within the popula-

tion. Thus, if this character is fundamentally changed in design, the way in

which players play it would be impacted, which could significantly change the

distribution of the performance data, potentially leading to new clustering

models to be developed. However, as the model relies on telemetry data, sig-

nificant data collection would need to take place to allow for a new model to

be trained. This can be a slow process in terms of real-world time needed for

matches to happen in a new patch, as well as in relation to computationally

processing the new patch data for every patch. Secondly, the development of

a new clustering model would also require labelling, which is done manually
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with consultation of game experts. Similarly, if a new clustering model is

needed to classify player roles, the player index model would also need to be

reconstructed, as it relies on the identified roles as an input.

Furthermore, neither the role identification work [29], nor the player per-

formance index [30] were evaluated in terms of the storytelling capability.

The authors offered some reflection in how these models can simplify the en-

vironment for audiences, allowing them to better understand the game, how-

ever the ways in which this information can integrated into the live broadcast

- or visualised and presented to audiences - have not been explored.

In some cases, ML has been used to enable visualisations. Wallner and

Drachen [177] investigate player trajectories and how they can be visualised

to convey information about the match. By plotting player trajectory for a

match, the authors then applied a vectorisation which is used to generate

a Line Integral Convolution (LIC) texture [15]. The LIC texture map is

then combined with an auxiliary image which provides information about

trajectory frequency, as well as an α-shape map that provides information

about the geometry - or shape - of the player trajectory. By combining

these images, the resulting graph represents an analysis of player trajectory,

displaying how players are generally navigating through the map across the

whole match. This can be observed in Figure 2.3.

The authors offer considerations towards the application of such tools. In

particular the author discusses the computational time needed to generate

such maps in real-time. While the authors details that the majority of the

process can be compute in linear time, the α-shape computation requires

O(nlogn) time, where - in this instance - n is the number of points included



2.5 Understanding ML work 55

(a) An example depiction of the raw
player trajectory. Originally labelled
as Figure 4a in the source material.
Full authorship of the figure belongs
to Wallner and Drachen [177] and is
used with permission from the au-
thors.

(b) An example of player trajectory
when blended using alpha-blending.
Originally labelled as Figure 5 in the
source material. Full authorship of the
figure belongs to Wallner and Drachen
[177] and is used with permission from
the authors.

Figure 2.3: A depiction of transforming the source image of raw player trajec-
tories (a) into the blended player trajectory visualisation (b). Both images were
extracted from Wallner and Drachen [177] and are used with permission from
the authors.

in the map. For this reason, the authors outlined how they utilised a map

simplification to reduce the number of points, however this approach can

lead to high information density per location as several points get merged

into one. However, this simplification can enable this methodology to be

run in real-time, which the authors conjecture that this maps can be used to

display player movement across different timestamps, or to perform analysis

of general player movement across a map, such as what has been outlined

by Xenopoulos et al. [186]. This can serve as both a training tool for players

to improve on their playing ability as well as having balancing implications

for game developers to make informed decisions on future iterations of the
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game map.

Furthermore, Wallner and Drachen [177] called for continued work to

enable this visualisation to be audience facing. This outlines that, despite the

clear methodological advances posed by the authors, continued work needs

to be done to enable such techniques to be integrated into esport broadcast

coverage to enhance the audience experience.

Yang et al. [192] raises an important criticism to the current way in which

ML predictors function within the esport domain. The authors outline how

outcome prediction models have the potential to provide valuable contribu-

tions in many systems, including in the field of game playing agents through

the use of AI as well as in an AI-based commentator. However, the authors

suggest that current approaches to outcome predictions are limited by both

the lack of accessible and large-scale datasets of in-game features as well as

the lack of interpretable results that models offer. It is important to note that,

while certain esport titles, such as League of Legends, offer limited access to

data independently, particularly in relation to live telemetry data at, other

titles such as Dota 2 or Counter Strike offer comprehensive APIs with high

fidelity and high accuracy datasets of in-game features [70, 141, 10, 59, 18].

In other cases, researchers have compiled comprehensive datasets by relying

on various input features including community comments and computer vi-

sion techniques [188, 23]. Furthermore, game developers may have access to

more detailed datasets which are not available to the general public. Indus-

try collaboration has been known to enable analysis of such datasets that

are not typically available to the general public [22]. On the other hand, the

authors concern with interpretability raises an important issue that is gen-
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erally applied to most ML powered in-game prediction solutions, regardless

of dataset access or data features used.

Beyond this point of data accessibility, Yang et al. [192] postulates that

a black-box model would offer less interpretable insights than a prediction

model that offers why explanations of the predicted results. In particular, the

work investigates if highlighting the features most responsible for producing

the output has a positive impact on interpretability. To evaluate this, the

authors proposed a ‘fidelity’ metric, which borrows from Natural Language

Processing methodologies for evaluating fidelity in language [90]. To achieve

this evaluation, the authors first trained a predictor model using a full set of

input features. By itself, this model provides a black-box prediction which are

not yet interpretable beyond what values that are being predicted. Then the

authors performed a feature exploration, training the same model multiple

times with reduced features. By comparing the performance of the full set

model to the simplified versions, the features that produced results which

most closely matched the full features were considered high fidelity. This

was performed with a range of features in order to explore which produced

the highest fidelity both in conjunction and individually, including a range

of 100, 10, 5 and individual (1) features. This investigation was done under

four distinct prediction tasks, including the overall winner (i.e. outcome

prediction), next player to kill an enemy, next player to be killed by an

enemy as well as the next team to defeat an important non-playing character

that provides a high reward to the entire team (Tyrant).

It is important to note that, while the authors successfully evaluated

which features are most prominent under the black-box ML model, this study
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did not explore the impact that could have on users. The methodology itself

has been explored under different, more general, contexts [162, 152], however

as explored in other discussed works of literature [142, 127] what questions

may be more suited under live esport broadcast domains. Therefore, while

it is clear that the proposed model offers more interpretable results, it is

still important to explore the usability of such models and how that may

fit within the overall broadcasting application. Should this model be made

available to audiences, it is still important to understand how are audiences

utilising such tools and if this tool addresses the underlaying audience expe-

rience needs. Similarly, if this tool is applied in a narrative context, either

in combination to or as a possible replacement for commentator narratives,

it is important to understand how such narratives are built and what can

be done to enhance them. This interpretable model was architectured to

produce the most accurate results, designed firstly based on the available

feature-set. While this is indubitably a reliable way to produce accurate

predictions, it may not address the narrative needs of audiences of com-

mentators. For example, audiences may disregard the insights of predictive

models if they believe that they can reach the same conclusions without the

aid of predictive models, as observed in preliminary results with experienced

players watching esports [179]. Thus, it may be more beneficial to archi-

tecture the model in a way that the output itself, and the insights being

generated, are already in-line with the user narrative needs. A less accurate

model at predicting game events may possess more storytelling implications

if it is fundamentally designed for existing narrative structures, rather than

pure accuracy with the usability needs considered post-hoc.
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Another notable example of an esport win prediction model was proposed

by Hodge et al. [59]. This study describes a Random Forest (RF) [14] model

to predicting the winner of a Dota 2 match. The topic of win prediction

in esports has been extensively studied within the academic literature [147,

97, 58, 68, 77, 154, 180, 190, 189, 66, 71], however this is the only example

identified in which the model was deployed to a major esport tournament

(the ESL One Hamburg 20171.

The authors noted that matches with higher skilled players are more chal-

lenging to predict the outcome, with professional games being the hardest

within the overall match population. This observation was also highlighted

in other works in the literature [147, 97, 22]. In this particular example,

the authors identified that a mixed-population training set produced better

results in professional games than a model that is trained using only profes-

sional games. The authors conjecture that this is due to the limited number

of professional games that is available in a single patch of the game, which

creates insufficient data to train a predictive model.

In this example [59], game state data is used to predict the outcome of

the game, which includes features such as total damage by a team, total gold

and networth, as well as kills or score for a team. The authors described their

model as the first time a win prediction model was integrated alongside an

actual professional tournament, which was qualitatively analysed alongside

the commentator dashboard in the collaborative work by Block et al. [10]. In

this win prediction work Hodge et al. [59] focused on evaluating the model’s

performance.

Initially, the authors reflected on the work needed to enable the model to
1https://liquipedia.net/dota2/ESL_One/Hamburg/2017 (accessed 13-05-2025)

https://liquipedia.net/dota2/ESL_One/Hamburg/2017
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be integrated into the live coverage of the tournament. In this example, the

authors took advantage of the collaboration with the tournament organisers

to be included in the local lobby of all games as a non-broadcasting observer.

This means that a member of the researching team was invited to the game

directly, alongside the broadcasters, this allowed the model to retrieve game

state data from Dota 2’s Game State Integration (GSI) system, which offers

automatic and live updates with the information needed for the model to pro-

duce predictions. A custom UI was designed and implemented alongside the

broadcasting dashboard described in [10], allowing the model to be injected

into the broadcast and the narrative.

The authors then reflected on the performance accuracy and the swings

(sharp changes on the model’s predicted winning team) in prediction observed

throughout the tournament. According to the evaluation, the accuracy of

the model ranged from 70% to 90% throughout the series. The authors also

identified two archetypes in the prediction swing. (1) where the model did

not swing throughout the whole match and (2) where two or more swings

were observed in a single match.

It is important to note that, while the model was integrated into all

matches in the tournament, this only accounted for 28 games, which does

not provide enough samples to comprehensively evaluate the model quanti-

tatively. However, the authors offered some reflections on the overall perfor-

mance and use case of the model. In particular, they noted a discrepancy

between model performance expectations and audience needs. The authors

outlines that the audience experience benefits from the suspense of the nar-

rative of the match [195]. Therefore, a model that is too accurate would
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detract from the audience experience. Conversely, a model that is too inac-

curate would lead to mistrust of the results by users, which would limit the

impact of such models. Similar conclusions and reflections have also been

highlighted throughout the literature [82, 195, 139, 91]. This creates an ac-

curacy dilemma in relation to win prediction models, where the model have

to be “just accurate enough” to be useful.

In addition to the reflections offered by the authors, it is also important to

critically analyse the work. Firstly, this paper offers a valuable contribution

to the field as it provides detailed descriptions of how the model was trained

and evaluated, and it describes how it was implemented alongside the live

broadcast coverage. However, it is unclear how the model performance is

impacted by changes in game design as new patches are released by game

developers. This is an under explored area of esports ML work that must be

addressed to enable long-lasting contributions in the domain.

Secondly, it is important to understand what the model output represents.

As the authors outlined [59], such win prediction models have the potential to

describe to the audience which team is currently winning at any given time.

This is important as Dota 2, and other esports, are complex environments

that can often be difficult to parse, therefore a win prediction can serve as

a proxy for which team is winning at the time. Therefore, it is important

to note that, accurately predicting the final winner of the game at all times

would not, necessarily, provide this benefit. Thus, the ideal use case of a win

prediction model - as described by the authors - is not of a forward facing

model that predicts the final result of the game, but a backwards facing

model that reflects on current and past states of the game to indicate which
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team is currently in the lead, with no reflection on future states. In this case,

measuring the performance of the model based on average accuracy of the

final results is suboptimal and generally not representative of how the model

is intended to be used. The authors outlined the accuracy of the model in

the works as ranging from 70% to 90%. This was calculated by averaging

all of the predictions for every timestamp in a match, but multiplying any

incorrect predictions (i.e. where the loosing time was predicted to win) by

-1. One alternate way of interpreting this result is purely a reflection on how

Dota 2 games play out, where the team that is winning through 70% to 90%

of the match wins overall, and the model is purely accurately reflecting that.

This is also evidenced by the archetypes of match swings outlined by the

authors, where 11 out of the 28 matches in the tournament had no swings

and only 7 had more than 5 swings, indicating a high degree of consistency

throughout the match. Another evidence to this interpretations can be found

the work by Viggiato and Bezemer [174], where a predictive model was used

to study matches rather than offer audience facing insights. In this work, the

authors investigated blowout matches (i.e. matches which are particularly

one-sided). In this study, the author found that win prediction models were

significantly more accurate at predicting the winner in blowout matches. This

is particularly relevant as the win prediction model described by Viggiato and

Bezemer [174] does not use any in-game features, focusing only on character

selection data and other variables which are known before the start of the

game. This is a contrast to the methodology described by Hodge et al. [59],

which uses only in-game features to produce the prediction. Furthermore,

the definition used by Viggiato and Bezemer [174] for blowout matches found
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an almost even split of the entire population of professional games for the

years ranging from 2012 to 2020, i.e. there were nearly as many blowout

games as non-blowout games. Therefore, it is important to critically reflect

on the evaluation metrics, in particular when relating to the use case.

Lastly, while the collaborative work by Block et al. [10] qualitatively eval-

uates the impact of data-driven storytelling in the audience experience, the

work focuses primarily on the stats presented by broadcasters - as described

in Section 2.4 - offering no direct reflection on the win prediction model de-

scribed by Hodge et al. [59]. Thus, although successfully integrated within a

tournament, the impact of the model into the broadcasting narrative has not

been evaluated. This is particularly relevant as the authors outlined the con-

tribution as an aid for audiences to parse the current winner, specially when

considered that this was a commentator lead integration [10]. Understand

how commentators utilise this tool to form narrative and what the impact

it has on the storytelling is, therefore, crucial to evaluate the impact of the

contribution. Designing the model with the broadcaster needs can elevate

the contribution of the work further, as the commentator is generally trying

to summarize and inform audiences on the past, current and future states of

the game [91, 73, 135, 21].

2.6 Literature Synthesis

This chapter has outlined the relevant state of the art literature that inves-

tigates the use of ML to enhance esport broadcasts. As it can be observed,

much of the current literature that investigates user needs, be it audience

facing [88, 195, 18] or broadcaster facing [91, 73, 10] has called for continued
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work to enhance storytelling in esports. In particular, collaborative tools that

aid the broadcaster on building and enhancing narratives, which demonstrate

a clear demand for continued work in the subject [73, 135].

Despite this, ML literature in esports has focused primarily in method-

ological improvements to computational needs and model accuracy [70, 141,

147, 68, 77, 154, 180, 190, 71]. With few exceptions [59, 177], considerations

into designing tools and solutions that are suited for the live broadcast are

limited, or not present in the existing literature despite the continued call for

future work to enable the application of such models [29, 30, 149, 134].

Furthermore, it is well understood that esport games undergo frequent

and significant changes across time (patches) [81, 166]. Similarly, there is

also evidence of this factor limiting ML training data, to ensure consistency

of the environment improving model performance [141, 134, 29]. Despite

this known limitation, very little work has been proposed to address this

issue, or perusing patch agnostic models. This major limitation within the

domain prevents models from having a long-lasting impact, even if they are

successfully integrated into broadcast systems.

In relation to the methodologies currently adopted, unsupervised sys-

tems have demonstrated promising capabilities to label, qualify and quantify

data [29, 147, 134, 30, 149], while supervised learning methodologies have

displayed powerful predictive capabilities [59, 102, 70]. Similarly, ML has

been shown to be used as a beneficial methodology for analysing the game,

be it to enable continued research or to allow for visual analysis of complex

patterns [185, 29, 177].

Overall, it is clear that ML for esports is currently primarily being stud-
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ied as a methodological contribution, advancing the performance of models

in terms of computational demands and accuracy. In relation to storytelling

and broadcasting narrative there are continued calls for the application of

ML and ML powered solutions, but very little work can be identified where

ML is integrated with the broadcast and fewer still where this process is

critically analysed. It is well understood that esport commentators face de-

manding and difficult requirements, with vast opportunities for ML to be

adopted. Despite this, no ML work directed at fulfilling such needs could be

identified, demonstrating a clear gap in the current state of the art in rela-

tion to broadcast narratives. Thus, this chapter provides an overview of the

literature addressing the first research question (RQ1) posed in Chapter 1.

Therefore, following the careful review described in this chapter, this the-

sis poses that - in order to address the gaps identified - three additional steps

must be investigated. Firstly, the means to design patch agnostic models

needs to be developed (RQ2). This would allow for any impact into the

broadcast narrative to not be limited by a small period of time, ensuring a

long-lasting contribution to the domain. Secondly, the ways to design and

implement live broadcasting tools must be studied, ensuring ML models can

be integrated into the live coverage of esport broadcast (RQ3). This can en-

sure that models can be incorporated in ecological settings, maximising the

impact of future research. Thirdly, the steps and considerations needed to

integrate ML systems into broadcasting narratives must be explored (RQ4).

A full understanding of how ML models can be built for enhancing esport

broadcast narratives can enable storytelling, aiding commentators and ulti-

mately enhancing the esport audience experience.
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To this end, the subsequent three chapters in this thesis will investigate

these three points (RQ2-4).



3
Beyond the Meta: Leveraging Game Design

Parameters for Patch-Agnostic Esport

Analytics

3.1 Introduction

In the previous chapter, the current SOTA of ML for esport broadcast nar-

rative was presented. In doing so, the review of the academic literature

outlined three clear gaps in the way in which ML is currently researched

within academia. This chapter investigates a way to address one such gap,

where ML models proposed in the literature are typically bound to a single

patch, limiting the potential impact of any contribution, particularly as game

developers release balancing patches frequently with the intent to alter the

way in which the game is played by players [81, 166].

As outlined in the literature, the full set of features typically used for

training ML models is varied, even within the same task [51]. However,

the characters present in a match are within the most commonly utilised

features [51, 70, 141, 29, 30]. For this reason, this chapter will focus primarily

on character selection data, and how this feature can be used within ML in

a patch aware format, allowing for patch-agnostic analysis.
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3.1.1 Character Selection Data within ML Literature

Typically, characters are represented by their unique Character IDs (which

are arbitrarily assigned numerical identifiers), which most commonly undergo

a one-hot encoding or a similar variation [161, 97, 70, 174, 30, 141]. In this

encoding, the unique identifier of a character is represented as a vector class.

This means that if a game only has four characters, with IDs 1 through 4

respectively, character 1 can be presented as the vector (1,0,0,0), while char-

acter 2 would be (0,1,0,0), etc... This can lead to an architectural problem

where, as the number of Character IDs increases so does the number of di-

mensions needed to encode them. Using the same example, if a new character

is then introduced with Character ID 5, the vector needed to represent all

previous characters would need an additional dimension. Thus character 1

would then be represented as the vector (1,0,0,0,0). A machine learning

model developed prior to the introduction of the 5th character would be ar-

chitectured to support a 4-dimensional input vector for each character, and

thus not support a 5-dimensional input needed given the new game design

parameters. This could lead the model to be unusable due to the technical

constraints of how it was trained and applied.

Additionally, characters within esport games usually have unique abilities

and traits which allow them to be played in different ways [29, 30]. If a

character is re-designed, and several of their original abilities or traits are

altered, the way in which they are played could significantly change. Those

changes would not be encompassed by the Character IDs. Using the same

example as above, if character 1 originally had several supportive traits (such

as healing or otherwise improving the in-game performance of allies) but then
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is re-designed to instead have several offensive abilities, the way in which the

character is played could be changed significantly. However, as the character

ID would remain the same, a model that uses IDs could have its performance

impacted, as it had been trained in a different state that does not account

for the new changes to the character. In these hypothetical scenario, while

the model would still be able to produce results, it would be unclear if the

results are reliable due to the uncertainty of the impact of the change to the

game’s environment.

Thus, this chapter conjectures that changes to game design parameters

may impact pre-trained ML models in three ways:

• Breaking changes - These are fundamental changes to the design of the

game which would require a change in model architecture in order to

produce any results.

• Impactful changes - These do not incur changes in architecture, however

have a substantial impact in model performance.

• Unimpactful changes - These do not alter the state of the game signif-

icantly enough to affect the performance of previously trained models.

While breaking changes are usually trivial to identify, due to their severe

disruption to the application of models, differentiating between impactful

and unimpactful changes may require substantial analysis. Furthermore,

if either breaking or impactful changes are identified, a previously trained

model may need to undergo the training process again to account for the

new parameters. This can be a cumbersome process, especially as esport

titles typically change rapidly and abruptly [161, 81].
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3.1.2 Chapter Contribution

In order to address this issue of changes through patches, this chapter pro-

poses a novel technique for representing character selection data. This method-

ology provides valuable insights into addressing RQ2, investigating how ML

models can sustain performance and functionality beyond initial game patches.

This form of representing characters utilises patch specific game design

data, which is then clustered to allow for a fixed and reusable notation that

can be readily applied to future models. The Clustered Character Represen-

tation (CCR) method holds meaningful information about the character’s

capabilities and it is sensitive to changes introduced in patches. Within the

Dota 2 case-study, each playable character has a range of unique abilities -

which are active skills that can be used by players during play with in-game

effects, such as causing damage or healing allies - and stats, including “Intel-

ligence”, “Agility”, “Strength”, etc... The patch specific values for each ability

and character stats are leveraged to produce this noval notation.

CCR is then tested and evaluated in a case-study, which simulates a

hypothetical future work within the esport literature. Three versions of a

Neural Network (NN) are trained using professional games of Dota 2 from

patches 7.27 to 7.33. These models attempt to predict the number of kills

(also referred to as the score) for each team at the end of the match. It

is important to note that these NNs bear no direct contribution within the

chapter other than as a evaluation metric, however kill prediction was selected

as a case study as it is a promising, under-explored area of the literature [146,

70, 141]. Thus, this serve as an illustration of a possible use case within future

research, and outline the capabilities of this methodology. (NN1) was used
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as a simple base-line, where only the match duration was used as an input.

No additional features were included in this baseline, therefore this network

would have no way of determining or modelling the characters present in

the game. (NN2) was utilised as an additional control, where Character

IDs (one-hot encoded) were used to represent the characters present in each

team, as well as the duration of the match. This network controls for the

standard encoding typically used in the literature, which holds information

about the characters that have been selected in the match. Lastly, (NN3)

was trained using CCR to represent character selection data, as well as the

match duration.

Towards addressing the impact of game changes in machine learning mod-

els and other forms of data analytics within esports, which poses a problem

of short life-spam, this study provides 3 major contributions:

• A feature set of character traits is compiled from the data made avail-

able by the game’s publisher.

• A novel way of representing characters (CCR) is proposed and vali-

dated through performance, outlying how it is sensitive to patch spe-

cific context as well as reliant to fundamental changes to the core game

environment.

• Access to CCR, including standardized format, centroids, clustered

abilities and characters are made freely available for use for future re-

search in the field1.

Therefore, by investigating CCR, this chapter addresses RQ2 and provides

valuable and novel contributions to the esports ML domain.
1https://github.com/ChitaAPC/Dota2CCR

https://github.com/ChitaAPC/Dota2CCR
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3.2 Methodology

This section describes the steps taken to collect and process the data used.

As explained in Chapter 1, the methodology proposed in this thesis - and

consequently this chapter - focuses on the Dota 2 title, as a popular esport

game with a wealth of academic research, and large player-base/audience.

3.2.1 Data Collection

In order to conduct this study, two distinct datasets were collected. Firstly

patch data was collected, which consists of data about game design param-

eters for characters, including abilities and attributes from patches 7.27 to

7.33. Secondly, a match history dataset was compiled which consists of the

character selection data of all competitive matches for these patches, as well

as the duration of the match, the number of kills on each side and the result

of the match.

Both datasets were collected through the OpenDota API2 and its asso-

ciated public table of constants3. OpenDota is a free platform that offers

in-depth statistics and a break down of Dota 2 public matches, including

those in professional tournaments and events. This platform has been com-

monly used by other works in the literature for data collection [59, 29, 30].

As OpenDota’s table of constants is stored in a Git repository, it is possi-

ble to access older versions of the tables, referring to previous game patches,

through the history of individual files or folders. The first dataset was com-

piled by parsing through three JSON files retrieved from this repository

2https://docs.opendota.com/ (accessed 13-05-2025)
3https://github.com/odota/dotaconstants/tree/master/build (accessed 13-05-

2025)

https://docs.opendota.com/
https://github.com/odota/dotaconstants/tree/master/build
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(“hero_abilities.json”, “abilities.json” and “heroes.json”).

The second dataset was compiled through OpenDota’s SQL query feature

available on their platform. The data collected included:

• MatchID - a unique identifier for the match

• Patch - the patch in which the match was played in (such as ’7.27’)

• Duration - The duration of the match in seconds

• KillsR - The number of kills obtained by the Radiant team

• KillsD - The number of kills obtained by the Dire team

• HeroX - The hero played by player X, where X is a number from 0 to

9. Players 0-4 correspond to the Radiant team, and 5-9 correspond to

the Dire Team

• RadiantWin - A binary variable containing 1 if Radiant won the game

and 0 if Radiant lost (note it is not possible for a match to end in a

draw in Dota 2 )

Only professional and premium matches were collected from patches 7.27

to 7.33, which included data from Jun 2020 to May 2023. Games which

did not conclude in a natural state (for example if a player has abandoned,

or if there had been a server error) were not collected. This lead to a total

of 61,254 matches from the 7 different patches. Note that, at the time of

conducting the study, the latest patch (7.33) was still active. Therefore fewer

matches were available, as demonstrated in Table 3.1.
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Table 3.1: Matches distribution per patch

Patch 7.27 7.28 7.29 7.30
Matches 9,822 4,666 5,492 9,807

Patch 7.31 7.32 7.33 Total
Matches 13,476 16,915 2,235 61,254

3.2.2 Data Processing

In order to perform clustering on the game design data, the JSON files re-

trieved from the table of constants were processed. Firstly “hero_abilities.json”

contains the name of each individual character and their associated abilities.

This file was parsed to compile a list of the relevant character abilities, which

allowed abilities from non-playable entities, such as neutral characters, to be

discarded. Using the name of each individual ability as a key, “abilities.json”

was then parsed to generate a CSV file containing the properties of every

character ability for each of the relevant patches. This was achieved by com-

piling a script that normalise and standardise the way data is represented.

Several inconsistencies were detected in the way data was stored by

the game between patches and abilities. For example, an ability with the

property of “movement_speed_slow” of 30 and another ability of “move-

ment_speed_bonus” of -30 both have the same effect of reduce the move-

ment speed of the target by 30 units. Through manually comparing the prop-

erties names and values and cross referencing to the game’s wiki, a script that

standardised the properties was compiled. While this approach is subject to

errors, gathering data is limited by the way in which data is made available

by the game’s publishers. However, extracting data using this methodology

allows for more in-depth analysis than previous techniques which generally
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ignore what abilities do and their associated properties [29, 70]. Once all of

the properties for every ability was compiled, info on the characters attributes

- as described in the literature [174] - was extracted from the “heroes.json”

file and amended to the relevant abilities for the heroes. Thus, each entry in

the newly compiled CSV file contained data for each ability for each charac-

ter as well as data about the character itself, which contextualises its use in

the game. This process has been illustrated in Figure 3.1 and the CSV files

have been made available in the resources listed in the Introduction section

for future use.

Figure 3.1: A depiction of how data was processed to produce CCR

3.2.3 Cluster Analysis

Once all of the character abilities were processed and the CSV files were com-

piled it was possible to utilise clustering algorithms on the data to produce

CCR. As this study aims to provide longevity to machine learning models
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in esports analytics and support the addition of new unseen data, K-Means

[62] was utilised as it can be readily used without altering the labelling or

number of clusters once the centroids are found. This means that once the

centroids are found, the model would not need to be retrained with unseen

patches. Instead, the data from new patches could simply be predicted with

the existing centroids, therefore clusters do not change when adding new

data. This approach would then contribute to reducing the impact of break-

ing changes, as the value of K would not need to change unless the new data

leads to a new concentration of clusters (i.e. an impactful change). In this

case analysis of the cluster distribution - such as that described in this sec-

tion - would reveal the need for new clustered. However, data from several

patches (7.27 to 7.31) are used to generate the clusters to reduce the risk

of impactful changes being present. Note that data from patches 7.32 and

7.33 were excluded from cluster process completely, as those are used as test

datasets in the later stages.

In this study, K-Means was used and the “Sum of the Squared Error”

(SSE) was calculated to evaluate the split of the data and identify an op-

timum value for K [62]. Figure 3.2 outlines the elbow plot generated with

different values for K. As the figure outlines, the elbow lies roughly between

K=40 and K=75. The exact value for K was then selected using the highest

“Silhouette Score” [62] within this range, which provided K=68.

Once clustering was performed with the ability data, the labels obtained

could then be used to represent characters. As one character contains multi-

ple abilities, the cluster for each ability was encoding into a one-hot-encoded

format. This means that any single ability was then represented as a K-
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Figure 3.2: The Elbow Plot for the K-Means clustering of the character’s abilities
and traits together

long vectors of zeroes, except for the i ’s dimension, where i is the cluster

number for that particular ability. Subsequently, one character can then be

represented by adding all of the K-long vectors of their abilities. This allows

one character to be represented as a K-long vector, containing the modes for

each of their ability clusters as depicted in Figure 3.1. Unlike the One-Hot

encoding of Character IDs, however, CCR would not be subjected to break-

ing changes when new characters are introduced, as the value for K would

remain the same.

For demonstrations purpose, this approach can be applied to a fictional

game, where K=3. In this fictional game “Character X” has three abilities,
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of clusters 0, 0, and 2 respectively. This means that Character X can be

represented as the addition of the vectors (1, 0, 0); (1, 0, 0) and (0, 0, 1).

Through this technique, Character X can then be represented as a single

K-dimensional vector of (2, 0, 1) - where the mode of cluster 0 is two, cluster

1 is zero and cluster 2 is one. Conversely, a more complex character with

5 abilities of clusters 0, 0, 1, 1 and 2 respectively could be represented as

the single vector (2, 2, 1). This simplistic, yet powerful approach allows

for complex patterns to emerge from the data while still maintaining the

meaning of each cluster as identified by the data. Furthermore, it maintains

the size of the vector needed to represent any characters to K, even when

new abilities or new characters are introduced by future patches.

3.2.4 Predictive Neural Network

Three NN are used to evaluate CCR. These networks are performing a kills

prediction task. This simulates potential use-case within future research,

with two baselines. The case-study of predicting the number of kills at the

end of a match was selected, as this is a under-explored area in the literature

with some of the potential highlighted by existing research as discussed in

Chapter 2. This is also a similar use-case as to predicting the winner of a

game, which contains a wealth of knowledge [174, 59, 97, 161]. However, as

the inputs for the models are highly controlled to enable validation, including

the final match duration (which is not known until the game is ended), a

comparison of performance between these NN and other predictive models

would not be suitable. For this reason, the kills prediction use-case was

selected with a range of controls through the three distinct approaches, which
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allows for a more representative comparison to focus on the evaluation of

CCR.

Firstly (NN1) was trained, which used only the match duration and no

additional information. This provided a baseline for comparison, as all mod-

els include the match duration. This was included as the literature suggests

that duration bears a significant impact in the outcome of the game, both in

terms of result and in terms of score [174]. Secondly (NN2) was trained which

contained both match duration and character selection data. The character

selection data was represented by encoding the Character IDs into a one-hot

encoding as a standard technique in the literature [147, 141, 22]. Lastly,

(NN3) was trained using only the duration and the character selection data

as represented by CCR. In order to train this model, whole line-ups - rather

than individual characters - were used. This was achieved by replicating the

steps for transforming an ability vector into a character vector as depicted in

the previous section. The individual character vectors for a team’s selection

is added together collapsing it into one K-long vector. This means that vec-

tors for abilities, characters and team compositions can all be represented in

the same number of dimensions, which expresses the modes for each of the

clusters.

All matches for patches 7.32 & 7.33 were excluded from the training

set to be used as special test comparisons. Patch 7.32 introduced a brand

new character, Muerta4. Patch 7.33 had several major changes to the game,

including the way in which characters primary attributes are handled. In this

patch, a new type of primary attribute was created that makes no attribute

the primary. This means that - where before, characters were classed as one

4https://www.dota2.com/hero/muerta (accessed 13-05-2025)

https://www.dota2.com/hero/muerta
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of “Strength”, “Agility” and “Intelligence”, as of the this patch characters can

also be “Universal ”5, which means no attribute is their primary attribute.

The data collected for the two patches serve as a illustration of breaking

and impactful changes. Additionally, the remaining match data (patch 7.27

to 7.31 ) were split using a (64/16/20)% to be used as training, test and

validation datasets. Table 3.2 outlines the number of matches per each of

the different data splits.

Table 3.2: Number of matches per split used for training and evaluating the
neural networks from the total 61,254 matches in the dataset

Train Validation Test Test (7.32) Test (7.33)

27,171 6,793 8,491 16,564 2,235

As an additional control, all networks were trained using the same ar-

chitecture with the exception of the input layer, as described above. The

networks consist of 6 hidden layers with (1024, 512, 128, 64, 32, 8 ) neurons

respectively, with the “Sigmoid” activation function. These models predict

the number of kills for each team simultaneously (i.e. two outputs neurons,

one for each team). The model was trained for 100 epochs, which was suffi-

cient to outline the trends, detailed in the Sections 3.3 and 3.4. The networks

were trained with an Adam optimizer and learning rate was set to 1e-4. No

batch, dropout layers or regularizer were used. Figure 3.3 outlines the train

and validations loss for each of the three networks per epoch. Further work

to this architecture could produce more reliable results, however a compre-

hensive study on this use-case is beyond the scope of this thesis.

The performance of the predictions were then compared. This includes

5https://dota2.fandom.com/wiki/Universal (accessed 13-05-2025)

https://dota2.fandom.com/wiki/Universal
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Figure 3.3: Training and validation loss and AUC graph per epoch for each neural
network.

the training, validation and test performances for patches from 7.27 to 7.31,

which outlines the performance within representative data. Additionally, the

performance of predictions for games in patch 7.32 and 7.33, which intro-

duced the new character and new character types were also compared. In

order to make those predictions possible for (NN2), the maximum value used

for the Character ID encoded included the Character ID for Muerta. This

was made with the sole purpose of ensuring the architecture supports the

additional dimension. It is important to note, however, that this dimension

would - necessarily - always have zero in the input vector for all training data,

as the character was not present in those patches. Therefore this approach

would not be suitable for actually training models with real world applica-

tions and it is limited to exactly one additional character (thus, any future

characters released would not be supported by the (NN2)’s architecture, in-

curring breaking changes into the model).
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3.3 Results

The results obtained for all networks can be found in Table 3.3. The test

dataset contains unseen matches from patches 7.27 to 7.31 - which are the

same patches used in the training dataset. Conversely, all matches from

Patch 7.32 and 7.33 have been entirely excluded from the training dataset.

Patch 7.32 introduced a new character, while Patch 7.33 (the currently active

patch as of time of the study) introduced some significant changes to the game

design, such as a new character type, as previously discussed.

Table 3.3: AUC of the kills prediction for each dataset

NN Test Test (7.32) Test (7.33)

(NN1) 0.50 0.50 0.50
(NN2) 0.50 0.49 0.49
(NN3) 0.85 0.85 0.86

Furthermore, both (NN1) and (NN2) typically produced the same predic-

tion value for both outputs. This means that for most matches, the prediction

for the number of Radiant kills was exactly equal to the prediction for the

number of Dire kills. Between the approximately 27 thousand matches in

all test datasets (Test, Patch 7.32 & 7.33), (NN1) only produced different

predictions for 351 matches while (NN2) produced different prediction 403 of

the matches. On those cases (for both networks), the difference in kills only

varied by one between teams. This was not the case for (NN3), which only

predicted the same number of kills in approximately 3 thousand matches

(11.1% of the dataset).
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3.4 Discussion

As outlined by Figure 3.3, all three models had a sharp decrease on the loss

followed by a plateau within the first 25 epochs. This suggests that all three

models reached their convergent point within a few epochs. It is also note-

worthy that the train and validation losses did not deviate significantly at

any stage for any of the three neural networks. This suggests that none of the

models overfit to the training data. Table 3.3 also suggests that there was no

overfitting in any of the models, as the overall performance of each network

was consistent from that observed with its respective training/validation ac-

curacy at the 100th epoch.

Furthermore, both (NN1) and (NN2) produced very similar results through-

out all test datasets. Thus, it is conjectured that (NN2) was trained in a way

to put very little significance for the line-up vectors, instead having more

significant weights for the duration feature. This brings to question the use

of line-up vectors as input features, particularly as it has been shown to be a

consistently utilised input feature for esport ML models in the MOBA litera-

ture [51]. This is also evidenced when comparing similar performance in the

literature. For example, the model proposed by Hodge et al. [59] does not

include any character selection data and is performs similarly to the model

proposed by Summerville et al. [161] - which does include character selection

data. Another example can be observed when comparing the comparatively

lower accuracy obtained by Semenov et al. [147] which only uses character

IDs, to the work proposed by Viggiato and Bezemer [174] which includes

additional contextual information.

Moreover, both (NN1) and (NN2) produced a relatively flat training AUC
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graph, despite the drop in loss at the early epochs. This may indicate that

the models trained to produce a consistent prediction that minimizes the

loss without detecting any meaningful patterns. On the other hand, (NN3)’s

AUC graph produces a sharp rise in AUC, which is consistent with the drop

in the loss. In addition to this, it significantly outperformed both baseline

models (NN1 & NN2), pointing to the network detecting meaningful patterns

in input data.

When comparing the performance of the three networks across the Test,

Patches 7.32 and 7.33 datasets, it is clear that (NN3) produced consistent

results despite the introduction of the new character and the change in char-

acter primary attributes observed in the two new patches. No observable dif-

ference could be detected in (NN1), which is expected, as it was not trained

with any character information. Although there was a small drop in perfor-

mance for (NN2), this could fall within the margin of error, particularly as

the predicted values for this model resembles that of (NN1). Similarly, while

there was a small increase in accuracy for (NN3) in Patch 7.33, that could also

fall within the margin of error, particularly because there are fewer matches

in that patch as the current live patch at the time of the study. However,

as (NN3) maintained a high degree of accuracy through all patches, that is

indicative that the CCR may hold significant underlying principles of the

game that is able to contribute to the prediction.

It is important to note, however, that significant changes to the core game

design - beyond that of the patches present in this study - could impact the

cluster themselves and change the density distribution of the clusters. In this

case new clustering may be required, which would similarly cause breaking
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changes to (NN3) - as the number of clusters or the meaning of a individual

cluster may change. Thus, while this approach is a step towards more robust

machine learning models, it is not completely devoid of risks of future im-

pacts. Nevertheless, it reduces the risk of breaking changes, which provide

improvements over the existing methodology (One-Hot encoding of Char-

acter IDs). Additionally, it would be possible to identify the need for new

clusters as soon as new patches are released. This can be done by comparing

the data distribution of CCR of a new patch to previous patches, which can

be achieved using the same metrics described in Section 3.2.3. Therefore, by

investigating the SSE for the clustered data of a new patch, and comparing it

to previous patches, it would be possible to identify impactful changes from

day 1, without the need to way for telemetry data to be generated as players

interact with the new patch.

Lastly, the advantages observed in this study (maintaining high perfor-

mance, supporting the addition of any number of characters) suggest that

the CCR can increase the longevity of models developed in future research.

Additionally, the results presented here suggests that this approach can more

easily represent underlying patterns in the data, as observed by the differ-

ences in results between (NN2) and (NN3).

Thus the methodology discussed in this chapter serves as a way for ML

models to sustain performance and functionality beyond initial game patches.

CCR itself is an example of how ML can be used to enrich datasets, enabling

sustained performances of future models. Furthermore, other features be-

yond character selections can also be incorporated with a similar method-

ology described in this chapter. For example, in-game items are another
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consistently utilised feature across the ML esport literature [51]. The same

methodology proposed for character selection can be readily applied to items

to create a version of Clustered Item Representation (CIR). Thus, this chap-

ter investigated and addressed RQ2, as it provided a novel methodology

for representing input features used in ML models that can contribute with

performance beyond that of the original data used for training even across

multiple patches.



4
Applying and Visualising Complex Models in

Esport Broadcast Coverage

4.1 Introduction

The last chapter proposed a methodology for patch-aware data representation

which allows ML models to perform patch-agnostic analysis, which explored

RQ2. This chapter investigates how ML models can be used alongside the

live broadcast of esports in order to address RQ3.

This chapter aims to extends previous work in the literature [22] in mod-

elling the “ward” mechanic in Dota 2 and investigates how to produce and

deploy a visualisation tool for this metric. This tool was later utilised in the

2021 Promod Esports coverage of the “Roshan Rumble” grand finals (25th

July 2021), a UK based Dota 2 tournament1 that took place with a in-person

audience and streamed live in the Twitch platform.

4.1.1 Complex Models in Esport Broadcast Coverage

As discussed in Chapters 1 & 2, esports as a form of digital media is one of the

larger markets for digital entertainment [113]. As a result, esport has seen

a wealth of investments, including an abundance of academic interest [128,

1https://liquipedia.net/dota2/Roshan_Rumble (accessed 13-05-2025)

https://liquipedia.net/dota2/Roshan_Rumble
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106, 104]. One example is in the field of understanding the game environment

through modelling [29, 146, 30]. Another area which has been investigated

in the existing literature is audience focused visualisation [82, 10, 18].

Both areas provide indisputable contributions and insights, and generally

relate and rely on each other [82, 168]. However, a detailed exploration on

the steps necessary to bridge the gap between complex theoretical models to

visualisation applications has not been fully investigated.

4.1.2 The WARDS Metric

As described in the Chapter 1, Dota 2 is an imperfect information game,

i.e. players do not have access to all game state data. Due to the Fog of

War (FoW) mechanic, teams can only gain information about a region of

the playing field if a friendly entity is present in the area. Wards are in-

game items that can be placed by players on the map. Once placed, a ward

becomes a friendly entity, providing “vision” in the area, enabling information

gathering as demonstrated in Figure 1.3.

This chapter first discusses the replication of the Wards Aggregate Record

Derived Score (WARDS), first introduced in the academic literature [22], in

which the authors have created a metric for quantifying the impact of a ward

in a Dota 2 match. The authors have provided a general formula for calculat-

ing WARDS, which relays on several in-game metrics and events. This allows

for more in-depth analysis of the mechanic, which is generally considered an

important aspect of the game that directly impacts the outcome [22, 168].

It is important to note that this chapter builds on previously published

work, to which the author of this thesis is also the author of the replicated
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work. However, the previously published work [22] was carried out entirely

outside of the commencement of this PhD thesis. Therefore, while the repli-

cation of this work provides a foundation for establishing the research domain

and generating additional contributions, the original WARDS metric itself is

not considered part of the contributions of this thesis. Refer to the Declara-

tion Chapter for the full list of declared work which is considered part of the

contribution of this thesis.

4.1.3 Chapter Contribution

The contribution of this chapter is twofold. Firstly, a case study on visualising

and deploying the WARDS [22] metric is presented. This case study was

deployed into a real-world tournament, enabling the collection of ecological

data, as well as highlighting practical considerations when dealing with the

esport broadcast field. Secondly, this chapter compiles the key findings,

reflecting on the data collected in the case-study, to formulate a set of design

considerations, aimed at enabling the application of complex models into

esport broadcast contexts for audience experience.

4.2 The WARDS Visualisation Case-Study

4.2.1 Identifying Stakeholder Needs

In order to design this visualisation, it was important to understand the

demands and requirements for such a tool. This includes the steps needed

for it to be integrated into the funding strategy of the tournaments, the steps

required to be incorporated into the broadcasting infrastructure as well as



90 Applying and Visualising Complex Models

understanding what was needed to ensure the tool was usable and useful. To

ensure all of these criteria were successfully identified and ultimately met,

three interviews were carried out. For brevity and ease of parsing,the three

interviews will be referred to as the Stakeholder Interview, Commentator

Interview and Post-Prototype Interview respectively.

The first interview was conducted with senior stakeholders at Promod

Esports, including members of the management team and production team.

This was an unstructured interview to initially outline the possible collabo-

rations between the research team and the tournament coverage. The second

interview conducted included the two commentators who would be working

in the delivery of the tournament. This interview consisted of a series of

structured questions aimed at identifying usability requirements. Particu-

lar focus on how the collaboration could benefit the commentators existing

strategies during coverage. The interview also concluded with an opened

discussion section to give commentators an opportunity to discuss any ad-

ditional thoughts, comments or requirements that might have been missed

in the structured part of the interview. Lastly, another interview was con-

ducted with senior stakeholder post prototype development. This was the

last opportunity to make changes and ensure the visualisation system could

be integrated into the broadcast.

Stakeholder Interview

This interview was conducted in a video call, which served as the starting

meeting between the research team and the tournament organisers. The

primary aim of this initial meeting is to identify the relevant criteria by the
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senior stakeholders within the organisation. This was an important step, as

any tools would only be integrated into the broadcasting system if it aligned

with the needs of the tournament.

Three main points were identified within this explorative meeting. The

organisation was seeking a novel feature to include in the post-game analysis

panel. Their intent was to include unique commentary as an opportunity

to gain and retain viewers, particularly during the post-game analysis panel,

which typically proceeds the advertisements that are run in-between games.

Furthermore, the use of such tool could serve as an opportunity for future

sponsorships, where brands could financially support the tournament, and in

return have their branding integrated into the tool. Lastly, a clear production

requirement was identified. The tool needed to be secure and complete, which

means that integrating it into the streaming pipeline had to be accomplished

with minimum changes to the existing infrastructure.

Commentator Interview

In addition to the first interview conducted with senior stakeholders, it was

also important to understand the needs of the commentators. To this end, a

dedicated interview with the two commentators working in the tournament

finals were conducted, also through the use of a video call. The commentators

were Jared “Nomad” Bajina 2 and Robson “TeaGuvnor” Merritt 3.

This interview focuses on the narrative needs of these broadcasters, par-

ticularly focused on the existing WARDS metric, and how it can be integrated

within their storytelling narratives for the post-game panel. The commenta-

2https://liquipedia.net/dota2/Nomad (accessed 13-05-2025)
3https://liquipedia.net/dota2/TeaGuvnor (accessed 13-05-2025)

https://liquipedia.net/dota2/Nomad
https://liquipedia.net/dota2/TeaGuvnor
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tors emphasised the need for the tool to be contextual and constructive. This

means that it needs to be clearly and quickly understood, as they have very

limited time to construct narratives, with enough details about the metric

to allow for narrative hooks to be drawn without the need for post-hoc in-

terpretations. Lastly, it was also clear that the tool needed to be optional to

their broadcast. While both broadcasters were keen to explore the warding

narrative the tool could provide, they also wanted to ensure that they were

not forced to do so, if the match had other significant moments that needed

to be discussed instead.

Post-Prototype Interview

This interview was conducted with the same senior stakeholder present in the

first interview. Unlike the first interview, however, this was conducted after

a working prototype had been developed. This allowed for any additional

changes to be made prior to the tournament coverage as well as served as an

opportunity for the tool to gain final internal approval by the stakeholders.

Therefore, in this interview, the final workflow was devised and approved

ahead of the tournament. The design and development process is discussed in

this chapter in Section 4.2.2, however, this section provides a brief overview

of the way in which the tool was integrated into the streaming pipeline, as

discussed in this interview.

In order to allow for data retrieval, the ML code replicating the WARDS

metric would be operated by an external device (managed by the research

team). This machine would be running a client of the game (Dota 2) and

be invited to the local lobby of the match, alongside both the commentators
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and the players. By having access to the local lobby, it was then possible to

retrieve the data needed in real-time by running a Dota 2 console command

(‘instant_replay’) that allows the client to record a readable replay file in real

time. The data extracted from the game is used to run the model, generating

the WARDS needed for all wards in the match. The calculated WARDS were

then used by a custom built visualisation tool (also running in the research

team computer) that generated the WARDS visualisation as an image. This

image would then be uploaded by the researcher to an internal file-store

server accessible to production team. The streaming software handling the

broadcast was set up to automatically mirror the latest image in the file-

store into an internal scene. This scene was visible by the commentators,

who could then choose to integrate that with the broadcast (which would

also make the image visible to the audience).

4.2.2 Development & Deployment

Replicating the WARDS Metric

As the original work had been designed for an older iteration of Dota 2 (i.e.

patches), certain features of game design had changed since the publication.

Therefore when working to replicate the original work, all constants and in-

game values were validated with the most up-to-date versions of the game.

While braking changes (as defined in Chapter 3) were identified for the

predictive NN depicted in the original work [22], the WARDS metric itself

did not architecturally suffer from any of the patches released since the work

had been originally published. Furthermore, as the WARDS metric was only

needed at the end of the game, the predictive NN was not needed, thus was
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not replicated or adapted. This is because, in the original work, the authors

described both a quantifiable model that provides a data-driven evaluation

of the WARDS as well as a predictive model that would predict the final

value of a WARDS as soon as it was first placed into the game. The final

score of a WARDS can only be calculated after it expires, which means that

in a live (in-game) coverage, a predictive network could provide additional

storytelling insights. However, for the post-game panel, all of the wards

could be calculated directly, therefore their WARDS value did not need to

be predicted in this instance.

By utilising the replay files recorded live, a custom tool that replicates

the steps depicted in the original work could be developed. This was done

following the instructions depicted in the original work and enabled continued

integration into a visualisation tool. The final WARDS function could be

calculated using Equation 4.1. In this derived equation, K is the number of

consequence kills, T is the total ward duration, Dc is the cumulative time

of enemies detection, Di is the number of items detected, Dl is the number

of levels detected, O is the “optimality” score and P is the penalty score.

Additional details on how the parameters are calculated can be found in the

original WARDS work [22].

WARDS = K ∗ (T +Dc +Di +Dl) ∗ (O − P ) (4.1)

Visualising the WARDS Metric

Once the WARDS was replicated and could be readily calculated for a given

ward, a visualisation tool was then designed. As this was integrated into the
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“Roshan Rumble” coverage, it was important that the visualisation followed

the same branding patterns as the rest of the production. This would enable

- as discussed in the first meeting with senior stakeholders - the tournament

to use the tool as a possible sponsorship opportunity. Additionally, this

graphic provides insight into Dota 2, which also has its own branding that is

recognisable by audiences. Therefore, merging these branding patterns could

assist in creating a tool that is useful for audiences and broadcasters alike.

In this case-study, the graphic was going to be utilised to cover the entire

screen for a short duration during the post-game analysis while broadcasters

provide commentary. For this reason, an appropriate game background image

was used, which allowed audiences to find familiarity with the graphic [10, 11].

Furthermore, the Dota 2 UI utilise a series of dark greens panels for back-

grounds, and the “Roshan Rumble” branding uses stretched and damaged

edges for panels and background. Therefore, a main panel containing the

information was added which takes advantage of both branding patterns as

displayed in Figure 4.1. In addition, “Roshan Rumble” branding utilises or-

ange and beige, which were used to provide accents and details. Lastly, as the

WARDS metric is closely linked to a map location, it is therefore important

to ensure the spatial information is conveyed [1]. Thus, the game’s artistic

minimap was used to allow for a location to be highlighted.

As shown in the literature, a small understandable amount of data can

provide significant insight and drive narratives [10]. Additionally, as the

WARDS function quantifies an aspect of the game into a numeric value,

this can be used to effectively convey the information related to the ward.

However, the values obtained by the WARDS metric are not easily linked to
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Figure 4.1: A demonstration of how branding was used to guide the initial de-
velopment of the WARDS visualisation tool

any other in-game metric and may not be quickly digested by audiences or

broadcasters. This would be in conflict with the commentator needs for the

tool to be contextual and constructive.

To address that, two threshold values for max and min WARDS were

selected. These were chosen by calculating hypothetical maximum and min-

imum scores for the WARDS value. However, while hypothetically possible,

those values are infeasible in nature. Therefore the thresholds were scaled

by 25% - i.e. multiplied by 0.75 (maximum) and 1.25 (minimum). These

were then used to calculate a percentage score for the WARDS, allowing any

ward to be represented in a intuitive scale from 0 to 100%. It is important to

note, however, that as the threshold values were scaled to arbitrary amounts,

it would be possible for a ward to score outside of the thresholds. Therefore

additional checks were put in place to ensure WARDS could not go below
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0% or above 100%.

In addition to the WARDS value itself, some additional insight into the

metric could be beneficial, to aid the commentator to build narrative [82].

For this reason certain aspects of the formula were also included, as well as

the player who placed the ward and the time and location in which it was

placed. This provides the commentator with spatio-temporal and ownership

information to easily identify the ward, as well as the context required to

understand the assigned value. This contextual and constructive information

was then presented as succinct bullet points, to allow commentators to build

their narratives without the need to post-hoc interpretations of the model.

Those were added following the same branding patterns described and are

shown in Figure 4.2 As demonstrated by the figure, the location of the ward

(spatio information) is depicted in the allocated minimap as a cross. The

times of ward placement and destruction (temporal information) are denoted

in text underneath the name of the player who has placed them. Lastly, the

WARDS value itself is displayed in a highlighted circle, providing insight

into the ward performance at-a-glance. Additionally, to further enhance the

“at-a-glance” readability of the WARDS metric, the radial panel containing

the percentage value is also highlighted by the given WARDS amount. Thus,

in this example 95% of the circular panel is outlined in bright orange and

5% in darker orange, matching the WARDS value for the hypothetical ward

depicted.

At-a-glance information is proven to be an effective narrative strategy [10],

which allows for commentators to quickly parse the main WARDS metric in-

formation. The additional context can then assist in storytelling [82], by
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Figure 4.2: An example of the main WARDS panel depicting the WARDS, and
relevant spatio-temporal information about the ward.

providing the necessary context to understand how the metric was calcu-

lated. Separating the two assets between a panel and contextual information

given on the side assists the commentator to parse what is needed without

cognitively overloading them while they are constructing the narrative, which

is a cognitively demanding task [91, 73]. Similarly, the information being pre-

sented are primarily answering what questions, providing what the score for

the ward was, and what features lead to the score. This was also designed to

ensure the commentator can build their narrative, be it by addressing why

this is relevant or building other forms of what narrative, within the con-

straints of the live commentary of the post-game panel of the match [142].

This design of separating the at-a-glance panel and the contextual informa-

tion, aims to direct the user attentions primarily to the panel with additional
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information being digested auxiliary. Thus, as depicted in Figure 4.3, the

main (at-a-glance) panel is placed on the left and additional information on

the right with some padding in-between the two.

Figure 4.3: An example depiction of the full WARDS graphic, displaying the
at-a-glance panel and the contextual information

Lastly, in order to deploy the graphic, a tool that parses through a live

recorded replay file was developed. When the game reaches the end state,

the ward with the highest score is used to generate the graphic depicted

as an image in Figure 4.3 and uploaded into the organisation’s shared file-

store. This image was then visible to the commentator, who may choose to

integrate it into their narrative or not. This provides full control over the

use to the commentator, allowing them to choose not to include the graphic

or only include the at-a-glance portion of the graphic if needed, depending

on narrative or production needs.
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4.2.3 Utilisation & Evaluation

The WARDS visualisation tool was deployed in the “Roshan Rumble” grand

finals, which included a total of 5 games between “The Boys” vs “Hidden Pool

Pride”. Although the Twitch channel that held the tournament has been dis-

continued (therefore subsequent on-demand recording of the live tournament

is no longer accessible) observational data of the narrative provided by the

broadcasters was collected during the deployment and is used to evaluate

this case-study.

Game 1

The WARDS graphic was not utilised in the first game of the series. Instead

the commentators opted to focus the post-game analysis on a specific team-

fight that has happened towards the end of the game. This was possible

because broadcasters had control over the use of the graphic and could choose

to conduct the post-game panel at their discretion. The generated graphic

for Game 1 is provided for reference in Appendix C.

Game 2

The second game of the grand final series was the first time the WARDS

graphic was introduced to the audience. In this 40 minutes game, the team

“The Boys” lost to “Hidden Pool Pride”, which was reflected in the post-game

analysis commentary. The graphic generated by for this game is available in

Figure 4.4.

When introducing the new graphics, the broadcasters highlighted the
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Figure 4.4: The generated WARDS graphic for the “Roshan Rumble” Grand Final
Game 2

WARDS value of 84% and explained that it was related to the impact of the

ward in the game. Following from this brief explanations, the broadcasters

then highlighted how despite loosing the game, the ward was placed by “The

Boys”. The ward itself was then identified by the commentators, providing

the audience with some additional context in relation to the game more

broadly. For example, the commentators first identified the ward:

Broadcaster 1: Oh... this [the ward] is for when they had that

good Roshan team fight.

Which was then followed by the importance of the ward, allowing them

to build the subsequent narrative of the post-game panel:

Broadcaster 2: Yeah, that was their best chance back in the game,

but it did not work out.
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Their post game analysis then continued outlining several events after

that ward, which lead to “The Boys” loosing the game.

Game 3

Game 3 of the series was once again won by team “Hidden Pool Pride” in

approximately 40 minutes. In the post-game analysis, the commentators

focused on how contested the “early game” was, which refers to the large

number of encounters that happened within earlier stages of the game. As

shown in Figure 4.5 the WARDS graphic supported that narrative, as the

temporal information shows that the most impactful ward was in place be-

tween approximately 10 and 16 minutes and is located covering a common

entrance to one of the lanes. While it is unclear if the broadcasters built

their narrative around the graphic, or if the graphic supported their under-

standing of the game, it is clear that the WARDS tool was integrated within

the narrative delivery.

Game 4

The forth match of the series was won by “The Boys”, who won the game in

approximately 25 minutes. This is considered to be a fast game. It was also

the shortest duration of the five match series. The post game commentary

identified how the vision mechanic for this match was highly contested, with

most wards being destroyed quickly by the enemy teams. This was also

reflected by the lowest of the WARDS seen in the series at 56% as depicted

in Figure 4.6.

Broadcaster 1: The vision game was hard, both teams dewarding
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Figure 4.5: The generated WARDS graphic for the “Roshan Rumble” Grand Final
Game 3

[destroying the enemy wards] constantly!

Broadcaster 2: But Overlom’s ward on the top lane really secured

the safe lane for the Dire [“The Boys”]. It [the ward] stopped,

I think, 3 rotations [when a player moves from another lane to

force an encounter] from the mid lane.

Additionally, the commentators praised the location of the ward, as it

provided strategic defensive insight to protect the players on the top lane,

emphasizing the relatively high number of kills to low detection time.

Game 5

The last game of the series was won by “Hidden Pool Pride”, securing a

tournament victory. This ward scored the highest in the series, with a 99%

WARDS value. The match lasted for 32 minutes 30 seconds, although the
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Figure 4.6: The generated WARDS graphic for the “Roshan Rumble” Grand Final
Game 4

top score used in the graphic was placed at the early stages of the game

(between 2 and 8 minutes, approximately), as depicted in Figure 4.7.

When presenting the graphic to the audiences, the broadcaster focused

on the additional information denoting four enemy heroes had been killed

within 30 seconds of being detected.

Broadcaster 1: This just shows how DNC [one of the players

of “Hidden Pool Pride”] just spent the whole early game feeding

[a term used when you are killed repeatedly, which consequently

provides a lot of resources to the enemy]

The post-game analysis then drew comparisons between the top lane

(where the ward was placed) and the other two lanes, and how “The Boys”

were more successful on the top lane but “Hidden Pool Pride” were generally

more successful in the other two lanes, which lead them to a ultimate victory
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Figure 4.7: The generated WARDS graphic for the “Roshan Rumble” Grand Final
Game 5

later in the game.

4.3 Discussion

Commentators had complete control over the use of the WARDS graphic. As

Game 1 had a recent narrative hook, the post-game panel opted to drive the

narrative towards the team-fight rather than vision. This provided the com-

mentators with greater storytelling flexibility. In contrast, the other games

(particularly 3 and 4) had the overall narrative centred and complemented

by the graphic tool, despite not being externally prompted to utilise the tool.

This suggests that commentators choose to utilise the tool directly.

Thus, it is important to reflect on the successful integration of this sys-

tem. Firstly, the design language employed in the visualisation tool had to

match the tournament branding. This was a crucial part to successfully ap-
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plying the model into the broadcast, as tournament organisers are bound by

their funding requirements. Incorporating such needs into the visualisation

system can ensure that ML models, particularly if they are audience facing,

can be integrated into the main broadcast channels directly, reaching a wider

population. Secondly, generating a solution with minimum technical require-

ments can also aid in the successful integration of such systems. Furthermore,

understanding the commentator’s narrative needs can also ensure that the

tool is useful for building and enhancing narratives. Particularly in relation

to the utilisation of such tools, as commentators have many challenges and

considerations during storytelling.

To aid in future work in the domain, these reflections have been condensed

into a set of design considerations. These have been formulated as questions,

allowing future ML visualisation tools to be designed with the findings of

this case-study. This can be achieved by systematically addressing each one

of the questions listed during the design process of visualisation toos.

• Branding & recognition: Are there any branding and design pat-

terns that need to be matched, including title specific and platform

branding?

• Understandability: Can the model provide understandable insights

without the need of prior knowledge of the model?

• At-a-glance: What are the key parts of the model that can be under-

stood at-a-glance?

• Spatio-temporal information: Are there any spatio-temporal infor-

mation that needs to be depicted with animations, text or images?
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• Additional context: Is there any fields or parameters that can pro-

vide additional information if displayed beyond at-a-glance content?

• Controllable and delivery: Who would have control over display

and delivery, and how best to integrate it with the broadcast?

These design considerations focus solely on the design of ML visualisa-

tion tools for live esport broadcast and how they can be integrated into the

ecosystem. This crucial aspect addresses RQ3, explaining how application

systems can be used alongside esports broadcast. The findings outlined in

the case-study provides useful insights into the development phase of a pre-

existing model. The design considerations suggested in this chapter can then

allow for this to be replicated in future developments.

The next chapter then utilises the knowledge gained in this case-study

as well as the methodology described in Chapter 3 to design a purpose built

ML model with the intent to enhance esport broadcast narratives. This seeks

to address RQ4, concluding the investigation of the four sub-RQs. Conse-

quently, this leads to the main RQ of how to apply ML to enhance esport

broadcast narratives to be addressed.
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5
How Could They Win? An Exploration of

Win Condition for Esports Narratives in

Dota 2

5.1 Introduction

In the previous chapter, design considerations for visualisation tools were

proposed, in relation to integrating and applying complex models in the live

coverage of esport broadcast. This chapter focuses on the design of ML

models, following the same principles outlined in Chapter 3, ensuring the

model can be used across multiple patches, and Chapter 4, ensuring the

visualisation and utilisation of the model can be integrated with the live

broadcasting. By studying the design and architecture of the ML model and

how it impacts the broadcast narrative, this chapter seeks to address RQ4.

Specifically, this chapter proposes a novel variation to the win prediction

task. In this approach a novel win condition model is presented, reflecting

on the usability and impact on storytelling.
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5.1.1 Problems with Win Prediction

As outlined in the literature discussed in Chapter 2, win prediction is a

prevalent topic of research across the esport literature [59, 147, 97, 58, 68,

77, 154, 180, 190, 189, 66, 71]. However, despite the wide-spread focus in

the topic, the accuracy dilemma outlined in the literature [59], the usability

issues of how audiences interact with the models [179] and the disparity

between what the model is expected to do and how it is evaluated in regards

to accuracy and performance limit the impact such models can have on esport

narratives.

The contents of esport broadcast coverage reflects these issues, where

commentators generally do not integrate win prediction models in the narra-

tives [59, 10], despite its widespread implementation in games. As an example

Figure 5.1 depicts an example of a win prediction graph that is available for

spectators of Dota 2.

Figure 5.1: An example of the Dota 2’s Win Prediction graph as available within
the in-game client
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As depicted in Figure 5.1 and discussed in Chapter 2, the win prediction

available in the game is presented as a continuous prediction that updates

over time, reflecting events that happen in a match. Models used for pre-

dictions are commonly black-box systems - i.e. it is not usually feasible to

ascertain what caused a particular prediction to be generated. As a result,

broadcasters and audiences are generally required to use post-hoc interpreta-

tions of the results to build narratives. However, predictions may not always

match user expectation, which can lead to a jarring process and generally

limit the utilisation of such tools in an ecological context [191].

Furthermore, while more interpretable models exist [191], the competitive

and complex nature of the titles typically lead to sharp shifts in output

predictions as depicted in Figure 5.1, providing fewer insights into potential

future states, instead providing a description of the current and past states of

the match. This is particularly problematic as the general user expectation

of these models - within both academia and audiences [59, 82, 179] - is that

the model is predicting the final outcome of the match at all times. However,

as discussed in Chapter 2, this may not be a true reflection of the model’s

output. This can consequently lead to either less trust in the prediction

system [82] or, in the case of more knowledgeable viewers, lead to limited

insights that were not already known by the users directly [179].

To address this issue, this chapter explores an alternative approach to

address the win prediction task, proposing a narrative focused solution that

predicts win condition, rather than the outcome.
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5.1.2 Defining Win Condition

This chapter investigates the ways in which Win Condition can be defined,

including the features associated with win condition and their relationships.

This section provides a general definition of the term, and how it contrasts

to a win prediction.

As explored in Chapter 2, win prediction is a well studied subject within

esports, with several machine learning models being proposed in the existing

literature [59, 174, 191]. Those models output is interpreted as a prediction

of who will win a match, given the current state of the game. As explored in

this chapter, this has several implications to storytelling, including potential

detrimental effects including in audience trust and suspense building [59,

179].

By contrast, this chapter proposes Win Condition, which is designed to

more seamlessly integrate with existing esport narratives. This is achieved

by first reversing the flow of data from typical win prediction models. Rather

than predicting who will win the game, win condition produces a prediction

of how a team may win the game. Therefore, while the output of a typical

win prediction system is a percentage chance for a team to win a game, the

output of a win condition system is the game state that is estimated to be

needed in order for a team to win a game.

Additionally, win prediction models typically utilise a wide range of fea-

tures to produce predictions (i.e. to represent the game state as an input).

These features are selected with the intent to maximise model performance

and accuracy, and may not always correlate to user needs (see Chapter 2).

By contrast, Win Condition is designed for storytelling, with the intent of
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being readily integrated into existing narratives. For this reason, the features

used as output of the win condition system (i.e. to represent the game state

needed to win) were selected from existing narrative, ensuring the system

matches the broadcaster’s user needs (refer to Section 5.3.1).

By using an exploration system, similar to other works proposed in the

literature [191], this chapter provides an interpretable output for win condi-

tion. Furthermore, ML has been shown to be a reliable way to investigate

and analyse different features of esports [174], while data-driven stories have

been known to enhance the general audience experience [82, 10]. Addition-

ally, complex causal relationships between variables can be modelled through

structured causal models (SCM) [122], which allow for a greater understand-

ing and representation of complex underlying relationships and correlations.

For this reason, the Win Condition system proposed by this chapter first

investigates common narratives (see Section 5.3.1), then models these fea-

tures in a SCM (see Section 5.3.2) and then evaluates it through the use of

machine learning (see Section 5.4).

5.1.3 Chapter Contribution

This chapter investigates a different approach at prediction. By focusing

on the narrative and storytelling applications within Dota 2, this chapter

proposes a win condition model. This is achieved by first investigating what

broadcasters and esport analysts use as narrative points to communicate their

expectations of the game (particularly at early stages or pre-game phases).

By analysing existing broadcast content, features that are perceived to have

predictive significance can be identified. As extracted from existing broadcast
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content, these features are already commonly used in the ecosystem, and

thus have significant impact into driving narratives. Their relationships are

then explored, in which a model for representing win condition in terms

of what is used in narratives is proposed. Then, the proposed model is

evaluated through a controlled comparison between machine learning models,

in which the causal relationship between variables is investigated and the way

in which they can be predicted and utilised is outlined. Lastly, this chapter

explores some of the ways in which win condition can be incorporated into

the broadcast, and how it can be used to enhance existing narratives.

Thus the contribution of this chapter is twofold. Firstly, the storytelling

features which are commonly used in the esport broadcast ecosystem are

identified. This is compared to the existing literature as well as empirically

evaluated through the use of ML models. Secondly, a narrative focused win

condition system is proposed. This system is designed to enhance existing

narratives in such a way that it can be more readily applied to the esport

broadcast ecosystem when compared to existing win prediction tools and

knowledge. In doing so, this chapter addresses RQ4, depicting how ML

can be integrated into an application system to enhance esport broadcast

narratives.

5.2 Methodology

In order to create a system that is ecologically consistent with the domain,

it is first important to understand the main topics of existing narrative,

when related to commentators making predictions of outcomes. Therefore,

a study of existing esport content is performed, in which the coverage of six
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distinct matches are analysed. The study focused on the draft-phase section

of the matches, which is the phase in which characters are selected by both

teams. During this phase, the main match has not yet began, therefore the

commentary provided is highly speculative when compared to the descriptive

- play-by-play and colour - commentary that is predominant during the game-

phase. Therefore, broadcasters tend to focus their narrative on their own

predictions and understanding of how the game may be played by both teams

and what that could mean in relation to the outcome. This can provide an

insight into the features and aspects of the game that broadcasters consider

important towards winning, and more crucially, what they believe a team

must achieve in order to emerge victorious.

Three games from two tournaments (for a total of six matches) were se-

lected. Firstly, the lower bracket finals from the 2023 ESL One Berlin1 was

selected. The ESL One Berlin is a major Dota 2 tournament, with large cov-

erage both in person and through live broadcast. For brevity, the three 2023

ESL Berlin Lower Bracket Finals games will be referred to as ESL Game

1 through 3 respectively. Secondly, to ensure a diversity of content is ex-

plored, the use of three games from a amateur tournament were selected.

Despite being played by amateur players, the games were commentated by

two professional broadcasters (Ted “Pyrion-Flax” Forsyth2 and Jake “SirAc-

tionSlacks” Kanner3) who have both also produced content in the 2023 ESL

One Berlin and other major Dota 2 tournaments. The games used were part

of “Pyrion-Flax” weekly in-house tournament, in which members of Pyrion-

1https://liquipedia.net/dota2/ESL_One/Berlin_Major/2023 (accessed 13-05-
2025)

2https://liquipedia.net/dota2/PyrionFlax (accessed 13-05-2025)
3https://liquipedia.net/dota2/SirActionSlacks (accessed 13-05-2025)

https://liquipedia.net/dota2/ESL_One/Berlin_Major/2023
https://liquipedia.net/dota2/PyrionFlax
https://liquipedia.net/dota2/SirActionSlacks
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Flax’s streaming community take part in teams in a league format. The

three games utilised took place in the 22nd August 2023. For brevity, the

three games from this tournament will be referred to as PF Games 1 through

3 respectively.

The three ESL games provides insight of narratives while in a more formal

context, as those are professional coverage of real-world tournaments. By

contrast, the three PF games demonstrates a more casual coverage in a less

formal setting. By incorporating these two setting into the analysis the

samples provided can be representative of these two common environments

that exist within the wider esport domain.

Audio and video footage for the draft phase of all games were extracted

from the Twitch platform, and then transcribed using Descript4. Nvivo 14 5

was used to perform a Content Analysis (CA) [84] in the transcribed data, in

order to identify recurring topics in broadcast in relation to win prediction

and the conditions for winning.

Data language (i.e. codes) were generated after familiarity with the

data was gained. Codes are presented in Table 5.1 and discussed in de-

tail in Section 5.3.1. Data was encoded post-familiarity after codes had

been formalised. Coding was done in two sessions and manually assigned by

the researcher. One additional validation session was also performed post-

encoding. This was done with the original encoder and one additional en-

coder, to ensure consistency and data validity.

Once an understanding of the common narrative patterns can be estab-

lished, it is important to model and formulate the causal relationships be-

4https://www.descript.com/
5https://lumivero.com/product/nvivo-14/

https://www.descript.com/
https://lumivero.com/product/nvivo-14/
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tween the topics being depicted and the outcome of the game. Structural

Causal Model (SCM) have been shown to be an effective tool to determine

and express causal relationships [122]. In turn, an exploration of causal

relationships can also aid in explainable relationships, particularly when ex-

ploring win predictions [60]. Thus this chapter utilises SCM to identify the

causal relationship between what is perceived by commentators to be impor-

tant features in order to advice on the feature engineering for training and

evaluating ML models to storytelling. Such ML models are then utilised in

this study to formulate win condition narratives as a data-driven tool for

enhanced esport coverage.

5.3 Features of Win Condition

To identify the features that constitute win condition, this study first per-

forms a content analysis on data collected from real-world tournaments and

environments. Then the resulting data is analysed and a SCM is proposed to

identify the relationships between variables. Lastly, ML models are trained

using the proposed relationships, serving as a data-driven method to evaluate

the relationship of perceived features and allow for a win condition system

to be established.

5.3.1 Content Analysis

Through the analysis of the draft phase of the games, it is clear that the

narrative presented by broadcasters contains a series of speculations on what

will happen in the game and why. Certain codes can be extracted when the
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narrative of the broadcast is analysed. Commentary tends to focus on similar

aspects of the game to guide their predictions and explanations. The general

codes have been outlined in Table 5.1.

Table 5.1: CA codes and occurrences

Main Code Sub Code Professional Amateur Total

Performance Combined 59 21 80

Performance Kills 31 12 43
Performance Timings 20 4 24
Performance Comfort picks 8 5 13

Meta Combined 37 25 61

Meta In meta 29 15 44
Meta Not in meta 8 10 17

Kills

The code for Kills refers to the instances where broadcasters focus on the

predicted score or the ability to secure or deny kills from the enemy team.

For example, the following extracted quote was observed in ESL Game 1:

My big question is are you gonna get through the wall of tide

[referring to Tidehunder, a hero that has been selected and relating

it back to a previous comment where they described it as a “wall”

because of its survivability] like this hero is really gonna determine

the game

In this case we observe the narrative driving the attention to the high sur-

vivability of one of the heroes. The narrative implies that the ability of the

hero to remain alive is a key aspect of the character, while putting pressure
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in the enemy team to kill them. In other words, the casters are outlining how

a successful outcome for either team will be connected to whether or not the

hero is killed during the game.

Another example extracted from the broadcast of PF Game 2:

How does he get anywhere near an enemy? My boy [referring

to one of the players] gets chained up [referring to abilities which

stops characters from being able to move temporarily] at any time,

he’s dead, it’s over, there’s nothing he can do.

In this example the narrative expresses how a character is particularly vul-

nerable to being killed if their movement is disabled. This suggests that the

commentators identified this character survivability as a relevant factor for

a teams success, forming a narrative where they expect the character to be

killed repeatedly, which reduces the perceived chance for that team to win

the match.

Timings

This code contains content which refers to match duration and other timing

related subjects. In other words, it includes references to time-dependent

features, which can generally be encapsulated by the time of the match (i.e.

duration).

One example extracted from PF Game 1:

Monkey King [character name], uh, hard counter to Axe [char-

acter name] in the laning phase [refers to the early stages of the

game], but towards the end of the game can... Flip on its head.
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In this example, the casters are outlining how the team that has picked the

character “Axe” has an advantage in the earlier stages of the game, as Axe

performs particularly well against “Monkey King”, being able to restrain the

hero’s capabilities at the early stages. However, as the game progresses the

advantage shifts and “Monkey King” is no longer at a disadvantage. This puts

great perceived importance on the timing of the game, which can determine

the outcome.

Another example of casters emphasising time as a key factor in determin-

ing the outcome can be observed in this extract from ESL Game 3:

it’s not like they [team 1] can’t win late, but I definitely do favour

them [team 2] in the later portion of the mid game more so.

In this example, the casters are outlining how the team composition from

team 2 is stronger the longer the game takes to finish. This means that

team 1 would be expected to win the game faster, while team 2 would be

perceived as having an advantage in later stages. Thus, if the match has a

short duration, team 1 would be expected to win, while otherwise a longer

match duration would benefit team 2. Another example extracted from the

same game can be seen below, where the casters continue with the early and

late advantage narrative:

Liquid [team 1] definitely, effectively saying, guys, we’re gonna

be here in 25 minutes, and 9Pandas [team 2] need to weather the

storm and buy enough time.
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Comfort Pick

Comfort picks refer to instances where the narrative draws attention to a

player’s experience with a particular character. In this case, casters out-

lined how playing characters in which players have demonstrated particular

abilities can be strongly beneficial to their perceived chance of winning.

The following example was extracted from ESL Game 1:

They’re playing to their teammates strengths. Roger [player name]

on this Chen [character name] or Enchantress [character name]

has looked... he’s the best Chen or Enchantress at the tourna-

ment.

In this quote it can be observed how the broadcaster was outlining how Roger

had previously demonstrated high degrees of proficiency while playing both

Chen and Enchantress (two characters can be played similarly and are able

to fulfil similar roles in a team). Additionally, the caster has outlined them as

“the best” at both characters in the entire tournament, which demonstrates

playing this character would increase their perceived expectation of winning

the game. A similar pattern can be observed in the following extract (PF

Game 2), where a hero ban is explained to be due to a comfort pick denial:

Science Whiz Ben [player name], uh, an OD [abbreviation of

character name] specialist, which is why OD’s been banned,

In Meta

This extracts refer to casters outlining how changes in game design have dis-

proportionately improved certain characters or items. This can be observed

in the extract from PF Game 3:
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Witch Doctor [character name] is probably, uh, in the best support

at the moment

Another example extracted from ESL Game 2:

Monkey King. Uh, this is a hero that has been a bit overlooked, I

think, in this meta. I think he’s looking insanely strong,

In both examples we can observe how casters perceive certain heroes to

be good in a given game iteration. It can be noted that the narrative outlined

by them puts an expectation of victory if teams play those characters.

Not In Meta

While certain changes to the game may benefit some characters, others may

be disproportionately weakened. This code contains narrative in which cast-

ers outline aspects of the game they perceive to have a negative impact in

the expectation of winning the match due to patch changes. This can be

seen in the example from PF Game 1:

whatever lane Marci [character name] is in is lost. Now that hero

is an absolute dog [bad].

Another example of such narratives was extracted from Game 3 of the

same tournament:

Sand King [character name], a hero that used to be good last week,

um, now, no longer

In this particular example, the caster used the fact that this particular char-

acter had been changed recently to build their narrative.
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Similar narratives can also be observed in professional games coverage,

such as the two extracts from ESL Game 2:

Wisp [character name] has fallen out of priority a little bit for

teams at this tournament.

...

been a pretty loosey hero overall, Nyx [character name].

Content Analysis Synthesis

Overall, the content analysis shows that broadcasters rely on four main fea-

tures to make predictions.

• Player past experience with a character

• Team composition and how that reflects with the current patch (i.e.

the meta)

• The kills potential of a team

• The ideal timings for a team

As outlined in the literature, the features utilised by broadcasters have

also been proven to be reliable factors for predicting the outcome, in partic-

ular player past performances, match duration and kills differentials [174].

Furthermore, game updates are designed to alter the balance of the game.

This can significantly change the viability of a character [81] and the way

in which they are played [166]. Therefore, comparing the team composition

not only to each other, but also to the current patch can lead to a better

understanding of the context in the game [166]. Thus, the narrative points
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raised by casters generally align with features used to produce, or are known

to impact, predictions in the ML literature.

5.3.2 Structural Causal Model

Generally, win prediction models use some form of data to represent the

game, (or game state) to predict the winner. This can be represented in

a SCM at its most abstract form depicted in Equation 5.1. However, the

proposed model in this study attempts to predict the game state needed to

win the game. Thus, a win condition model can be broadly represented in

the SCM depicted in Equation 5.2.

Winner := fWinner(State) (5.1)

State := fState(Winner) (5.2)

Content analysis of the ecosystem outlined the key factors used by broad-

casters to ascertain the state. Therefore the variable “State” can be broken

down into player historic performance & preferences (Player), team com-

position (Lineup), Kills and match duration (Duration). However, those

variables have complex causal relationships between them, so in order to pro-

duce a model, it is important to identify and attempt to model this structure.

Using these features, it is then possible to break down the win condition
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causal relationship as follows:

Duration := fDuration(Winner, Lineup,Kills)

Kills := fKills(Winner, Lineup,Duration)

Lineup := fLineup(Player)

Player ∈ U

(5.3)

Firstly, Kills and Duration are the only variables that change once a game

starts. Therefore, for the purpose of describing a condition to be reached in

game, those are the main variables that will be used to describe the state

goal. However, both Kills and Duration have a direct causal relationship

with Player and Lineup, as the specific values for these features may have

an impact in the number of kills present in the game and the overall match

duration. Furthermore Lineup is assumed to be a function of Player, as

players pick their characters and they are presumed to know their experiences

and preferences. Lastly, although a relevant feature, Player is identified as an

unobserved variable (U). This is a limitation of this study as measuring each

individual player is beyond the scope of this chapter. Certain aspects of the

literature have represented this feature by identifying their past performances

with the character [174], however this approach is limited to specific players

and the general approach proposed by this study is not player specific.

As outlined by the full breakdown of the space, modelling it into a single

SCM graph is infeasible, due to the complex and cyclic relationship observed

between Kills and Duration. Thus, a simplification of the space can be

proposed, in which 2 models are explored, depicted in Equation 5.4 as well
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as in the SCM graph displayed in Figure 5.2.

Model (1) : EKills[E[Duration|Winner, Lineup]]

or

Model (2) : EDuration[E[Kills|Winner, Lineup]]

(5.4)

Figure 5.2: A SCM representation of the proposed simplification of the space

As both proposed models are simplification of the space, some aspects

of the relationship is lost in the abstraction. However, the relationship may

display a stronger asymmetry in one of the models, given additional con-

founding variables which may not be trivially understood. In this case, a

ML model may perform more accurately and more consistently given one of

the two input features as modeled by the simplification proposed. This is

explored by training a set of ML models - in this case as predictive neural
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networks (NN), as depicted in Equation 5.5.

Model (1) ⇒

NN1 : (Winner, Lineup) 7→ Duration;

NN2 : (Winner, Lineup,Duration) 7→ Kills

Model (2) ⇒

NN3 : (Winner, Lineup) 7→ Kills;

NN4 : (Winner, Lineup,Kills) 7→ Duration

(5.5)

By comparing the averaged performance of both models, it may be possi-

ble to identify a stronger asymmetry between variables. This can lead to an

exploration of the space, which can be integrated into the broadcast of esport

content. In this exploration, rather than attempting to predict the Winner, a

depiction of both possible outcomes is displayed, with the predicted necessary

State for both teams being identified, such that E[State|Winner = 1, Lineup]

and E[State|Winner = 0, Lineup]. Where State is defined by the resulting

features as identified by the best performing series of models (1) or (2) based

on the combined output by their respective NNs.

5.4 Modeling Win Condition

Once the main narrative features are identified, ML models can be used

to represent and evaluate win condition. In order to train such models,

appropriate data must be collected.

Firstly, to account for patch changes and patch specific metas, the use of

a patch-aware representation of heroes is utilised. As described in Chapter 3,
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by leveraging game design data through patch notes, it is possible to perform

patch agnostic analysis by changing the way in which characters are repre-

sented to account for their capabilities, rather than other forms of encoding

(such as character IDs). For this reason, CCR was used to represent the

lineup feature.

Data from all professional games for Dota 2 for which CCR was available

at the time of the study was collected in order to train and evaluate ML

models. This was collected through the Open Dota platform, in the form

of SQL queries, which can be extracted free of charge using the explorer

feature6. Data collected for those games included:

• IDs of character selected (later encoded into the CCR equivalent [123])

• Patch in which the match took place (used to translate character IDs

into CCR)

• Total number of kills obtained by the Radiant team (i.e. team 1)

• Total number of kills obtained by the Dire team (i.e. team 2)

• Match duration in seconds

• is team 1 winner (represented as a binary variable - note that it is not

possible to draw in Dota 2 ).

These features can then be related to the states defined in Section 5.3.2,

where: The Lineup feature is represented by the CCR of the selected char-

acters. Since the CCR of a character is representative of their intrinsic capa-

bilities for a given patch, a machine learning model can leverage the feature
6https://www.opendota.com/explorer

https://www.opendota.com/explorer
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to identify relationships and mechanics that are connected to what a player

may perceive as the meta. Furthermore, in the same way that Player ∈ U

is assumed, it is also assumed that professional players will generally select

characters they identify as being in the meta. Thus, the data being used to

train a neural network would be curated by the players themselves to reflect

the meta, and only the interactions of capabilities would need to be detected

by a ML model. This is facilitated by the way in which CCR is designed,

and by the patch-aware values it provides. The remaining variables (Winner,

Duration and Kills) are represented by their respective values directly, where

Winner=1 when Radian (team 1) wins, and Winner=0 when Dire (team 2)

wins, Kills is the total number of kills acquired by each team and Duration

is the duration of a match in seconds.

A total of 59,019 games were collected for this study from 6 distinct

patches (7.27 to 7.32). Only games which reached an end state were included,

to ensure no games with server errors or other technical issues were included.

In order to train and evaluate the models proposed, four neural network

models were trained (NN1-4) as described in Section 5.3.2. NN1 utilised

the Lineup (encoded with CCR) and the game outcome (Winner) as input

features to predict the final duration of the game. NN2 utilised the same

features as well as the match duration in seconds to predict the final score

for each team. These two NN combined represent Model (1), which assumes

a stronger asymmetry between Duration and Kills (i.e Duration is easier to

predict without Kills than Kills are to predict without Duration).

Conversely, NN3 utilised the outcome and Lineup to predict the total

number of kills for both teams, while NN4 utilises both variables as well as
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the number of kills to predict the duration. This constitutes Model (2), which

assumes a stronger asymmetry between Kills and Duration. Comparing the

performance of the four NNs allows for an investigation of the two proposed

simplifications for the structure causal models.

All four models were trained using the same architecture, consisting of 4

hidden layers of [128, 64, 32, 8] neurons each. ML models were trained for

200 epochs with a batch size of 512 using an Adam optimizer. The dataset

was divided using a 60/20/20% split between training, test and validation

datasets respectively, with the loss graphs depicting the training process

available in Figure 5.3.

As demonstrated in Figure 5.3, the training and validation graphs for

NN3 indicate that the model started to overfit to the data rapidly, with a

noticeable deviation between the training and validation graphs by the 50th

epoch. Similarly, graphs for NN1 and 4 both demonstrate that the networks

were affected by overfitting with a noticeable deviation by the 100th epoch.

While Figure 5.3b does not demonstrate any apparent overfitting, the overall

performance of the network had plateaued rapidly by the 50th epoch.

Furthermore, it can be noted that both models that predict the duration

(NN1 and 4) outperformed the models attempting to predict the number

of kills. The test loss of NN1 can be observed as approximately 6e-3 and

NN4’s at 4e-3. In contrast, the loss observed in the test dataset for NN3

is approximately 1e-2, where even when provided the duration of a match,

NN2’s test loss was observed at approximately 7e-3. While the differences in

performance are likely due to the properties of the features, it does suggest

that a stronger asymmetry between Duration and Kills is observed (albeit as
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(a) NN1 Loss: Predicting duration without
kills

(b) NN2 Loss: Predicting kills with dura-
tion

(c) NN3 Loss: Predicting kills without du-
ration

(d) NN4 Loss: Predicting duration with
kills

Figure 5.3: Graphs demonstrating the training, test and validation losses for all
4 NNs individually
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a consequence of the prediction itself). This is also supported by the values

of the training losses themselves when compared between all four NN, as

demonstrated in Figure 5.4, where all losses for training were overlaid for

ease of parsing. Furthermore, Table 5.2 depicts the training, validation and

test results observed by the 200th training epoch.

Figure 5.4: Loss graphs observed while training all 4 NN combined into one graph

Table 5.2: Train, Validation and Test loss values (rounded to 4 decimal values)
of all 4 NN as of the 200th training epoch.

NN Training Validation Test

NN1 0.0038 0.0059 0.0059
NN2 0.0073 0.0074 0.0073
NN3 0.0083 0.0115 0.0114
NN4 0.0023 0.0036 0.0035
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5.5 Discussion

This chapter proposes the use of narrative focused ML models to produce

a win condition system that is designed to be applied to existing broadcast

content present in the esport ecosystem. The aim of the win condition model

is to provide context to how each team could win the match, rather than

attempting to predict who is most likely to win. Win condition as a concep-

tual narrative feature has been shown to be present in existing coverage of

esport as shown in the analysis of ecological esport content (see Section 5.3.1).

When analysing the content of esport commentary in the ecosystem, specu-

lations of game states and outcomes have emerged as common patterns by

professional commentators. By extracting and condensing the features that

are already in common place when producing commentary, the ML approach

of defining and predicting win condition can be more readily applied to the

broadcast framework seen in the domain.

Furthermore, the observed features present in the coverage of esport con-

tent is in agreement to what is observed in the literature as reliable features

for predicting the outcome. Firstly, the current game iterations and changes

to the meta are consistent topics of narrative. Similarly it has been shown

that the meta has a significant impact on the win prediction models, as

well as relevant features to understand and represent the domain [51, 24].

Secondly, broadcasters consistently refer to the different stages of the game,

stating their expected temporal advantages to different teams. This is un-

derstood as a reliable feature for predicting the winner, where the outcome of

matches that are exceedingly short or long can generally be predicted more

reliably [174].



134 Win Condition for Esports Narratives

Therefore, the features of importance for winning a game, as perceived

by commentators, were identified in the SCM in Section 5.3.2. As observed

in Figure 5.4, match duration as an output generally produces more accurate

results than the total number of kills in a match. This is demonstrated as

both NN1 and NN4 produce more accurate predictions than NN2 and NN3.

This was observed despite NN2 utilising an additional feature (match dura-

tion), which includes knowledge that is only available at the end of the match.

In contrast, NN1 does not utilise the knowledge of kills as an input, which

contributes to demonstrating this phenomenon. Therefore, as demonstrated

by the experiment, Duration seems to be more reliant on Lineup, given the

Winner, than Kills. Conversely, Kills is more dependent on Duration, and

cannot be as easily ascertained by ML models using only the Winner and

the Lineup. This demonstrates an asymmetry in the causal relationships

between the variables, where Duration is understood to impact the value of

Kills more heavily than the inverse.

On the other hand, Duration as an input feature of Kills prediction seem

to have a noticeable impact in the performance of the model, as observed

when comparing Figures 5.3b and 5.3c. As shown in the differences in train-

ing and validation graphs, NN3 is observed to overfit rapidly, with a negative

gradient trend line for the training graph and a positive gradient trend in the

validation graph by the 50th epoch. Conversely, NN2 displayed a relatively

stable graph by the end of the training period, with no significant deviation

between training and validation trends. This suggests that match duration

as an additional feature helps prevent the effect of overfitting, thus allowing

the NN to more easily generalise to unseen data.
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It is also noteworthy that the models utilised in this study were designed

using the same architecture. No hyper-parametrization was performed to

fine-tune the training process or reduce the effects of overfitting or improve

the performance. Therefore, the final obtained models could be improved

with continued work in the design and training of the models. However, the

results observed by the four NN can be interpreted as a controlled experiment,

in which the SCM models proposed in Section 5.3.2 can be compared and

contrasted.

When evaluating Model (1) and Model (2) it is clear that the State needed

for a team to win can be more reliably represented in terms of Model (1).

While Model (2)’s NN4 has been seen to produce the most reliable predic-

tions, NN3 is also seen to produce the least reliable results of the four NNs,

which creates a large disparity between performance of the predictions of

the features. The effects of this disparity is worsen, when considering the

use-case would require the output of the least reliable prediction (NN3) be-

ing used as an input feature to run NN4, which would impact the reliability

of the resulting prediction, since the input data itself may not be reliable.

Additionally, despite no attempts to mitigate the effects of overfitting, it is

clear that NN2 has been affected the least by this phenomenon and thus can

more easily generalise to unseen data. Furthermore, the differences in per-

formance between NN1 and NN4 are amplified by the overfitting observed

in NN1. This is expected, as no attempts were made to reduce the effects,

therefore, given fine-tuning it may be possible to produce more generalisable

predictions of the match duration with results that more closely aligns with

what is observed in NN4. While the same argument can be made for NN3,
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the overall performance of the kills prediction still outlines a stronger asym-

metry towards predicting duration, which suggests that Model (1) may be

more reliable at predicting and depicting the State for data-driven narratives.

Thus, this chapter proposes a model for driving the prediction of win

condition which aligns with Model (1) as suggested in Section 5.3.2. The

win condition proposed has been depicted in Figure 5.5 where the use of

NN1 and NN2 have been introduced to a dataflow diagram depicting how

the State (as defined by Kills and Duration) could be generated to enhance

existing storytelling narratives. In this figure, Winner* represents one of

Winner = 1 or Winner = 0, where in a real world use-case, both values are

utilised to produce two distinct results, allowing broadcasters to compare

their narratives with the predicted State depicted by Model (1).

Figure 5.5: A dataflow diagram depicting how a prediction that depicts the win
condition can be generated in a live scenario.

As the proposed model does not give insights into the most likely outcome,

but rather depicts a State to be achieved for a team, it is purely a depiction

of goals. This can provide greater narrative opportunities, and particularly

as the feature engineering of the model was performed through the features

that are already utilised in the existing ecosystem. By leveraging common
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talking points, and producing results that match commentaries, this model

aims to enhance the experience without suffering from the dilemma present

in general win prediction models, which can detract from the excitements

and user needs of audiences and broadcasters.

5.5.1 Utilising Win Condition

In order to aid the understanding of how Win Condition, as defined by this

chapter, can be integrated into a Dota 2 esport broadcast, some example use-

cases can be discussed. By reflecting and adopting the design considerations

discussed in Chapter 4, a visualisation system for win condition is proposed

and discussed in this section.

Firstly, in relation branding & recognition, this tool is not designed for a

particular tournament or organisation. Therefore, the visualisation tool will

follow Dota 2’s branding to ensure a recognisable interfaces that is intuitive

for broadcasters to use. Secondly, to ensure the tool follows the consideration

for controllable and delivery in design, the interface provides full control of

the system to the user, allowing them to integrate the ML insights into their

narrative at their discretion.

Thus in order to follow both considerations, the interface for selecting the

lineup of characters manually can be seen in Figure 5.6. As demonstrated

in this figure, a user is able to click on the recognisable portraits for each of

the characters to add it to the next available lineup. Users are similarly able

to click on the hero’s portrait in the team’s lineup to remove them, which

allows for other heroes to be added instead.

Furthermore, when a character is selected, its portrait in the original
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Figure 5.6: A demonstration of how a team lineup can be selected to be used
within the visualisation tool, showing the changes before and after selecting a
hero to be used in a team’s lineup

character selection screen is greyed out, to demonstrate that it has already

been used. This simulates the character selection screen behaviour in the

game itself, which players are presented with. Similarly, characters are split

into their four primary attributes, ‘str’, ‘agi’, ‘int’ and ‘universal’. The order

in which characters are sorted as well as the order in which the attribute

bins appear also follow the same patterns as in Dota 2’s character selection

screen.

For comparison, Dota 2’s character selection screen can be seen in Fig-

ure 5.7. Note that within Dota there are additional information being dis-

played that is not reflected in the tool. For example, by playing with a

character in several matches, a player can increase their (out of game) level
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with the character. This is a distinct level system to what is experienced in

the game, i.e. in game level always starts at 1 and is levelled up in the match,

with any progress lost between games, while the out of game level increases

between matches but bears no impact in an actual match and is purely for

tracking. Therefore, the out of game level is a reflection of how often a player

chooses to play a character and thus is not included in the visualisation tool,

as it is not tied to any particular player.

Figure 5.7: The official Dota 2 character selection screen

After the character selection is input into the tool, the win condition

system described in Figure 5.5 can be executed. NN1 would produce two

predictions for the duration (one for each team as a winner), which is then

used as input for NN2, which would also generate two predictions (one for

each team as a winner). This could then be presented textually. As an

example, data from ESL Game 3 was used in the proposed Win Condition

system. For comparison, the actual final result of this game concluded with

a Radiant [team 1] victory at 21 minutes, 36 seconds with a kill score of 23

to 7 in favour of Radiant. However, in order to increase human readability,

keeping it in-line with the At-a-glance design consideration, all Duration

predictions (i.e. the output for NN1) were round to the nearest 5 minutes.
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This step will undoubtedly have an impact in the kills prediction system

(i.e. NN2), which is a trade off between performance and user-needs. The

generated outputs could then be presented textually in the following way:

- Radiant: Duration 20 minutes - Kills 25 to 9.

- Dire: Duration 50 minutes - Kill 53 to 42.

This intuitive presentation provides the minimum amount of information

describing the system output. This use-case would require minimal amount of

user-training and integration with existing broadcasters, which ensures the

system follows the Understandability principle. Analysts would simply be

presented with textual information and they may choose to integrate it with

their existing narrative. However, this use-case provides minimal exploration.

One possible alternative that may require some training by broadcasters is

to integrate the results of the networks with an explorative graph. Figure 5.8

depicts how two graphs could be generated following an exploration. In this

case, NN2 is run multiple times to predict the kills condition needed for

each team at a wide range of match durations. The duration condition (as

predicted by NN1) is also drawn, to showcase the primary win condition

identified by the system.

In this proposed visualisation, each duration contains two lines connected

together by a semi-transparent shading. The green line indicates the pre-

dicted amount of kills for Radiant, while the red line indicates the predicted

amount of kills for the Dire (output of NN2). Graphs 5.8a and 5.8b are read

independent of each other and refer to a particular team’s win condition - i.e.

Winner=1 for 5.8a and Winner=0 for 5.8a. In this graph, a wide difference

between the two predicted lines (such as what is observed in Figure 5.8b at
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30 minutes) indicates that the difference in kills between the two teams must

be large for a team to achieve their win condition. Conversely, a shallow

difference between the two predicted lines (Figure 5.8b at 80 minutes) sug-

gests that a team does not require a significant amount of kills more than

the enemy team.

(a) Kills predicted per duration (NN2) for Radiant [team 1]
as a winner.

(b) Kills predicted per duration (NN2) for Dire [team 2] as a
winner.

Figure 5.8: A kills prediction graph, outlining the win condition needed (as
predicted by NN2) for each team to win at any given time. Lines in green
outline the Radiant [team 1] predicted score, while lines in red outline the Dire
[team 2] predicted score. The expected duration predicted by (NN1) has also
been highlighted with a green/red box for each team.

These explorations graphs and the textual information would then be

presented to broadcasters. The use of the textual information would provide

At-a-glance benefits, while the exploration graphs provides Additional con-

text, describing other possible win condition states beyond what is predicted
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by the win condition system.

5.5.2 Win Condition in Broadcasting

All of the example visualisations and insights provided have been generated

from the models proposed (NN1 and 2) using ESL Game 3’s lineup. There-

fore, it is possible to discuss how they could be implemented alongside the

narratives of the game. As explored in Section 5.3.1, the following two quotes

were extracted from the game’s draft phase:

it’s not like they [team 1] can’t win late, but I definitely do favour

them [team 2] in the later portion of the mid game more so

...

Liquid [team 1] definitely, effectively saying, guys, we’re gonna

be here in 25 minutes, and 9Pandas [team 2] need to weather the

storm and buy enough time

In this case, the most simplistic textual insights could enhance both nar-

rative, as it affirms the broadcaster assessment that Radiant [team 1] is more

favourable to win at earlier stages. The graphs depicted on Figure 5.8a could

also depict how Dire [team 2] would need to perform well at the earlier stages

of the game to prevent Radiant [team 1] from reaching their win condition,

being able to comment on the amount of kills needed by the Dire to “weather

the storm and buy enough time”.

Therefore, it is clear that the win condition system described in this

chapter can be integrated into esport broadcast and that it can have a pos-

itive impact in the broadcast narrative. By utilising CCR as described in

Chapter 3, the win condition system can reliably model the context of the
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patch, allowing it to perform patch agnostic analysis. Similarly, by design-

ing a visualisation system that follows the design considerations outlined

in Chapter 4, the win condition system can be readily applied into esport

broadcasts. Additionally, the ML model explored in this chapter has been

designed by using the narrative features already employed by commentators.

This enables the tool to be integrated into existing narratives, enhancing the

storytelling provided by broadcasters. For this reason, this chapter has ad-

dressed RQ4, demonstrating how ML can be integrated into an application

system to enhance esport broadcast narratives.

The next chapter reflects on the previous chapters to formulate a sys-

tematic methodological framework. This framework aims at providing a

practical set of guidelines to aid ML practitioners to apply ML to enhance

esport broadcast narratives.
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6
Methodological Framework & Guidelines

6.1 Introduction

The previous chapters explored the current state of knowledge in the field

(Chapter 2), addressing RQ1 and establishing the need to investigate RQ2,

RQ3, and RQ4. This enquiry resulted in three distinct case studies, each

addressing one of these questions, as detailed in Chapters 3, 4, and 5, respec-

tively.

This chapter consolidates the contributions of this thesis into a systematic

methodological framework. The framework provides a structured approach

to designing, developing, implementing, and evaluating ML solutions aimed

at enhancing esports broadcasting narratives.

While this framework is primarily designed for ML practitioners, other

stakeholders in the esports broadcasting ecosystem may also benefit from

the findings outlined in this chapter. ML practitioners, defined as users

with expertise in standard ML methodologies and technologies, can use this

framework to create solutions that are more seamlessly integrated into es-

ports broadcasts. By following these guidelines, practitioners can ensure

their models are not limited in scope or application, enabling them to en-

hance broadcasting narratives across the esports domain more effectively.
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This framework aims to provide practical guidelines for future work in the

esports domain. The findings are derived from the academic contributions

of this thesis and the broader state-of-the-art (SOTA) literature. However,

the framework itself is not intended as a direct academic contribution but

rather as a set of actionable methodological guidelines rooted in the research

presented here.

6.2 Design and ML Principles

This framework draws on both standard ML processes and traditional design

and User Experience (UX) principles. Instead of adhering strictly to conven-

tional ML practices or design methodologies, it integrates elements of both

disciplines. It emphasises end-to-end solutions, addressing the entire pipeline

for creating ML models, from design and training to integration into esports

broadcasts and evaluation within a broadcasting context.

User-Centred Design (UCD) serves as a key principle, focusing on so-

lutions that address user needs and core problems [50]. UCD follows an

iterative cycle of design, implementation, and evaluation, as illustrated in

Figure 6.1. A solution is first designed based on identified user requirements,

implemented as a prototype, and subsequently evaluated to inform further

redesign and iteration in the cycle.

While terms like “design”, “implementation”, and “evaluation” are shared

between ML and UCD, their meanings differ significantly in the two fields.

A framework that blends traditional UX principles (such as UCD) with ML

methodologies must carefully distinguish these terms. For clarity, this frame-

work separates these disciplines into two domains: ML Space and Design
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Figure 6.1: The design, implementation and evaluation cycle for User-Centred
Design

Space.

In ML Space, the term “design” typically refers to model architecture

design. This encompasses feature engineering, data cleaning, and structur-

ing the model’s layers and connections, such as deciding on recurrent versus

feed-forward architectures. Following this, the “implementation” step refers

to deploying the trained model into its intended use-case, which usually oc-

curs only after rigorous evaluation. “Evaluation” in ML Space focuses on

model performance, often measured through quantifiable metrics like accu-

racy, which reflect how well the model performs its task against a known

ground truth.

In Design Space, the term “design” pertains to the visual and functional

aspects of the solution. This may involve crafting UI elements, designing the

timing and flow of interactions, or addressing usability. “Implementation”

refers to any version of the solution that allows user interaction, enabling

data collection for evaluation. In this context, “evaluation” assesses usability
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and how effectively the solution meets user needs, which may involve quan-

titative metrics, such as task completion time, or qualitative insights from

user feedback.

Figure 6.2 illustrates the differences between the UCD cycle and the ML

pipeline.

(a) UCD cycle

(b) ML pipeline

Figure 6.2: A depiction of the UCD cycle and the ML pipeline

As shown in Figure 6.2b, traditional ML development is guided primarily
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by data availability, with tasks defined by the data at hand. By contrast,

UCD principles focus on user needs and requirements, iterating solutions

to address these directly. This thesis demonstrates how combining these

methodologies can enhance traditional ML practices.

For instance, Chapter 3 introduces a novel data representation methodol-

ogy that improves model functionality and longevity by addressing real-world

limitations. Chapter 5 explores user-centred model design, starting with user

needs and requirements to guide data exploration. Similarly, Chapter 4 high-

lights how visualisation tools can be designed to integrate seamlessly into the

ecosystem while addressing overlooked user requirements. The implementa-

tion process described in Chapter 5 further demonstrates how UCD and

Design Space principles can enrich the ML pipeline.

6.3 Framework

The framework proposed in this chapter comprises a sequence of 10 steps.

Figure 6.3 illustrates the flow of these steps, incorporating and preserving

the key findings outlined in this thesis. The steps are as follows:

1. Problem Definition

2. Data Access

3. Explorative Analysis

4. Model Architecture

5. Model Training

6. Model Evaluation

7. Model Visualisation

8. Broadcast Visualisation



150 Methodological Framework & Guidelines

9. Broadcast Implementation

10. Broadcast Evaluation

As shown in Figure 6.3, the framework is organised into three cyclical

stages. The first is the Problem cycle, which addresses problem definition

and the identification of solution requirements, laying the foundation for

subsequent steps. The second is the Model cycle, which focuses on the devel-

opment of the model, encompassing training and various forms of evaluation

to ensure its effectiveness. Finally, the third is the Broadcast, which cycle

emphasises the implementation and integration of the solution within the

esports broadcast domain.

Figure 6.3: The framework diagram for applying ML to enhance esport broadcast
narratives

It is important to note that the diagram provides a simplified represen-

tation of the process for clarity. In practice, certain stages may occur in

parallel or follow a different sequence, depending on the specific use case or

the unique requirements of the ML solution.

While some flexibility in execution is expected, the framework provides
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general guidance for applying ML to enhance esports broadcast narratives.

This section describes each of the 10 steps in the order listed, from (1) prob-

lem definition to (10) broadcast evaluation, outlining their purpose and how

they can be utilised effectively.

6.3.1 Problem Definition

In the initial phase of this framework, the primary goal is to comprehen-

sively define and understand the problem that the ML solution seeks to

address. Crucially, the problem should reflect a real-world issue. This could

involve research-specific challenges, such as the difficulty of classifying player

roles [29], or practical issues like the frequent obsolescence of ML models due

to new game patches, as discussed in Chapter 3. Alternatively, the problem

might relate to broader ecological challenges, such as the difficulty of follow-

ing an esport title due to unclear indicators of match progression or win-

ners [59], which can hinder new viewers from understanding the flow of the

game. Identifying how the problem manifests and contextualising it within

its ecological framework can provide valuable insights and considerations for

the solution.

In addition to defining the problem, it is equally important to identify

the key stakeholders involved. Esports broadcasting operates as a multi-

stakeholder system, with diverse needs, demands, and expertise across vari-

ous groups. Stakeholders may include, for example:

• ML Practitioner & Data Scientist - Individuals who analyse data and

generate insights, often focusing on technical and analytical aspects of

the solution.
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• Content Producer - Those involved in the production side of the broad-

cast, such as observers (digital camera operators), referees, or the tech-

nical team managing the live stream.

• Content Creator - The broadcasters and commentators who engage the

audience by delivering narratives and providing live storytelling during

matches.

• Sponsors - Financial backers of tournaments, events, teams, or players,

who support esports initiatives in exchange for brand exposure.

• Professional Player - The competitors featured in the broadcast, whose

focus lies on high-level performance and gameplay.

• Audience - The viewers who consume esports broadcasts, with diverse

motivations ranging from entertainment to learning gameplay strate-

gies.

This list is not exhaustive but illustrates some of the primary stakeholder

groups within the esports ecosystem. Identifying the relevant stakeholders

for the specific problem is essential for understanding the varying user needs

that must be addressed. Analysing these needs and determining how the

problem impacts each group can help ensure that the architecture of the

ML solution aligns with the real-world challenges they face. Ultimately, this

alignment enables the development of solutions that are both effective and

relevant to the broader esports context.
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6.3.2 Data Access

In addition to understanding the problem, it is crucial to evaluate the data

associated with the problem and determine how it can be retrieved. Even the

most effective model would fail if it relies on data that cannot be accessed in

a representative use-case, rendering the solution inapplicable and unable to

address the underlying problem.

For instance, if the model is intended for live deployment, it is essential

to identify which features can be retrieved in real-time. Additionally, some

features may be available live but only at low frequencies. For example,

a game API might provide in-game information at second-intervals, offering

periodic snapshots of the game state but no data for events occurring between

these intervals, such as the case with Dota 2’s GSI [10]. Such data limitations

can significantly influence how the solution is designed.

To address these challenges, it may be necessary to explore multiple data

sources or modalities. Considering alternative or supplementary data inputs

can help mitigate constraints and ensure the model remains effective in its

intended use-case.

6.3.3 Explorative Analysis

With a clear understanding of the problem and the related data, the next step

is to explore potential solutions and define the specific task for the ML model.

This stage involves identifying the role the model will play in addressing the

real-world problem. For instance, if the issue is that team-fights are being

missed in broadcast coverage, the task for the model could be to predict

team-fight locations.
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Exploring and analysing potential solutions requires a clear understanding

of the model’s intended use. Figure 6.4 provides an example of how models

can be classified along two axes: “entertain” and “inform”. The X-axis repre-

sents the extent to which a model is intended to provide entertainment value,

while the Y-axis reflects its focus on delivering informative insights about the

match. The diagram includes examples from the literature, as well as the win

condition model described in Chapter 5. It should be noted that the values

assigned to each model are illustrative and based on the researchers’ expe-

rience; they do not necessarily represent precise measurements. However,

this visualisation can serve as a useful conceptual tool for understanding the

intent and use-case of a model.

Figure 6.4: Example models classified along the inform and entertain axes

For example, the role classification model described by Demediuk et al.

[29] has a high value on the inform axis and a low value on the entertain

axis. This is because the model is designed to provide meaningful informa-

tion, aiding future models in abstracting the environment, without a direct
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intention to entertain audiences.

By contrast, the win condition model discussed in Chapter 5 (Pedras-

soli Chitayat et al. [125]) is designed to integrate with speculative narratives,

focusing more on entertainment. While it provides data-driven insights, its

explorative nature prioritises enhancing narratives over accurately predicting

future game states, particularly when compared to the win prediction model

by Hodge et al. [59].

Understanding the intent of the model’s task is essential for defining ap-

propriate metrics and constraints. For models designed to inform, accuracy

and truthfulness must take precedence. This often involves well-defined met-

rics, as seen in the role detection work by Demediuk et al. [29], where roles

in Dota 2 are clearly understood. In contrast, models intended to entertain

may prioritise storytelling objectives, striking a balance between narrative

enhancement and factual accuracy.

This balance is explored in Chapter 5, where the limitations of tradi-

tional win prediction models are identified (Section 5.1) and data is analysed

(Section 5.3.1) to address user needs. The analysis highlights the narrative

features that the solution must accommodate, providing clarity on how the

task should align with storytelling requirements.

During explorative analysis, it may be helpful to consult relevant stake-

holders, even if they are not direct users of the solution. For example, while

designing the WARDS visualisation tool (Chapter 4), senior stakeholders at

the tournament organising company were interviewed. Although they did not

interact with the final tool, their feedback introduced critical requirements,

such as branding considerations.
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Prototyping - whether functional or not - can also aid this process. Sketch-

ing a prototype can reveal functional requirements and help stakeholders ar-

ticulate user needs without requiring a fully trained or implemented model.

This ensures that the final model is fit for purpose.

At this stage, it may be necessary to revisit earlier steps, such as refining

the problem definition (Section 6.3.1). This iterative process, as exemplified

in Chapter 5, allows for further analysis, such as exploring important features

through Structured Causal Models (Section 5.3.2).

This iterative approach also facilitates solution design from a Design

Space perspective. For instance, Chapter 4 describes stakeholder meetings

that identified key requirements, culminating in a post-prototype meeting to

evaluate a mock solution. Although the model in this case had been pre-

trained as it was based on existing work, the solution’s design could still be

refined independently of the model’s functionality at this stage.

Alternatively, if the problem and data are well understood, it may be

possible to proceed to the Model cycle in the framework, which begins with

model architecture as described in Section 6.3.4.

6.3.4 Model Architecture

The model architecture should be designed to reflect the task and problem

defined in the earlier steps of this framework. It is essential that the model

aligns with the accessible data, relying only on representative datasets that

can be retrieved in the intended use-case.

Standard methodologies for designing ML models should be followed, with

the complexity of the architecture tailored to the specific task. While more
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complex architectures may be required for certain problems, these typically

necessitate larger datasets and longer training times. Therefore, it is cru-

cial to ensure the model architecture accounts for the available time frames,

dataset frequencies, and the quantity of data.

In some cases, such as the example discussed in Chapter 5, the optimal

architecture for a given problem may be unclear. When this occurs, an

comparison of different architectures (see Section 5.4) may be necessary to

identify the most suitable approach.

Additionally, the model architecture should consider the intended func-

tionality of the solution. For instance, if the solution is expected to provide

long-term utility, it may be necessary to design the model to remain ro-

bust across future iterations of the esport title. This could involve adopting

strategies such as the CCR methodology discussed in Chapter 3.

6.3.5 Model Training

The training stage of the ML pipeline is essential to ensure the model can

learn from the data and produce meaningful, data-driven outputs. As dis-

cussed in the previous step, the training process should align with the overall

time frame of the solution, balancing model complexity and performance

against the available computational resources and deadlines.

It is recommended to follow conventional best practices for ML training,

which include selecting appropriate loss functions, optimisers, and evaluation

metrics suited to the problem domain. Additionally, the choice of model

architecture will significantly influence the training process, dictating factors

such as the amount of data required, the need for hyperparameter tuning,



158 Methodological Framework & Guidelines

and the expected training time.

Ultimately, the training stage serves as a foundational step in the overall

ML pipeline, and while it may not require novel approaches, careful adherence

to established practices is critical for achieving reliable results.

6.3.6 Model Evaluation

Similar to the training phase, model evaluation is a crucial step in the ML

pipeline. It provides the first indication of the model’s performance, which

ultimately influences how well it addresses the problem defined in earlier

stages of this framework.

It is essential to ensure that the evaluation reflects the model’s intended

functionality. For instance, as discussed in Chapter 2, win prediction models

are often presented to audiences as indicators of which team is currently

winning. However, these models are typically evaluated by comparing their

predictions against the final match result. This approach can be problematic,

as the final winner may not always represent the team that was winning at

every stage of the match, as noted in Chapter 5. Therefore, it is important to

design models that can be accurately evaluated against their intended tasks,

ensuring they meet the specific use-case requirements.

Once an appropriate evaluation metric is defined, conventional method-

ologies should be followed. For example, testing the model with unseen data

is a standard practice to ensure that it generalises well to new contexts and

datasets.
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6.3.7 Model Visualisation

In addition to numerical evaluation, internal visualisation tools can help as-

sess how the model performs against its intended task. This may involve con-

ventional practices such as plotting training and validation learning curves,

as demonstrated in Chapter 5 (see Figure 5.3).

Beyond these conventions, creating simple visualisations of the model’s

output within its intended context can highlight potential issues early. For ex-

ample, the hypothetical visualisation in Chapter 5 illustrates how the model’s

output might be used in an esports broadcast. Such visualisations enable

researchers to qualitatively evaluate the model’s performance within a real-

world use-case, ensuring its outputs align with environmental expectations.

At this stage, the visualisation should serve as a prototype focused on

understanding the model’s behaviour in context. This could involve creating

an approximation of the final broadcast visualisation or depicting an aspect

of the model that is more easily visualised. The goal is to validate that the

model performs as expected, particularly in relation to the problem defined

earlier in the framework.

If the model’s performance does not meet expectations, it may be nec-

essary to revisit the Model Architecture step (Section 6.3.4) for refinement.

Similarly, revisiting earlier steps (Section 6.3.1) may help further refine the

problem, data, or task definition.

Conversely, if the model achieves satisfactory performance, the process

can move to the final cycle of the framework (Broadcast), starting with Broad-

cast Visualisation (Section 6.3.8).
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6.3.8 Broadcast Visualisation

Once the model is ready for deployment, the next step is to design the visual-

isation system for use in the broadcast. This may involve directly displaying

the model’s output or creating a more complex visualisation system. For in-

stance, the win condition system in Chapter 5 includes both textual output

and graphical representations of the models, while the WARDS graphic in

Section 4 integrates multiple features to provide additional narrative context.

This step focuses on creating the user-facing interface that integrates

the trained model with the design developed during Explorative Analysis

(Section 6.3.3). While implementing the design, it is important to validate

it against the considerations outlined in Chapter 4.

Technical constraints may require deviations from the original design,

but all identified user requirements (Section 6.3.1) must still be met. By the

end of this step, the solution should function effectively within a controlled

environment. This is also an opportunity to engage stakeholders to validate

the design and usability of the solution.

6.3.9 Broadcast Implementation

The Broadcast Implementation step involves integrating the solution into the

esports broadcast. For audience-facing solutions, this may include embedding

the visualisation within the broadcast feed so it is visible during live matches.

This phase also involves ensuring the solution functions within the op-

erational environment. For instance, specific setup requirements may be

necessary for data collection or real-time analysis, as described in Chapter 4.

Collaboration with stakeholders, such as tournament organisers, may be es-
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sential to facilitate this integration.

User training is another critical aspect of implementation, ensuring that

those using the solution can operate it effectively. Additionally, data col-

lection during implementation - whether observational or utilisation data -

forms the basis for the Broadcast Evaluation phase (Section 6.3.10).

A test implementation in a controlled environment can help identify and

resolve issues before full deployment. This allows for an additional cycle of

refinement across the Broadcast Visualisation, Broadcast Implementation,

and Broadcast Evaluation steps.

6.3.10 Broadcast Evaluation

The final step involves evaluating the implemented solution within the broad-

cast environment. This evaluation focuses on determining whether the solu-

tion meets the user needs identified in the Problem cycle of the framework.

General evaluation metrics should also be assessed, such as whether the

solution was successfully integrated into the broadcast and whether users

could utilise it as intended. Critically, the evaluation should reflect on the

solution’s impact on the broadcast narrative. For example, observational

data collected during the deployment of the WARDS visualisation (Chap-

ter 4) enabled reflections on how the tool influenced the narrative.

Evaluation methods may include post-event user interviews, which can

be qualitatively analysed to inform how the solution addresses the problem.

Likert-scale questionnaires [110], or other quantitative approaches such as us-

age data [82, 126] or eye-tracking [18] may also be used evaluate the solution.

Pairing these insights with reflections on narrative impact can reveal both
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the benefits and shortcomings of the solution and its impact in the esport

broadcast narrative.

If significant user needs remain unmet, this may necessitate revisiting

earlier steps, such as the Problem Definition phase (Section 6.3.1). It is not

advisable to revise model architecture (Section 6.3.4) without first reassessing

the problem and associated data to ensure alignment with user requirements.

6.4 Framework Conclusion

This chapter presents a novel methodological framework designed to help ML

practitioners integrate ML solutions into esports broadcasts. The framework

provides actionable guidelines for applying ML to enhance broadcast narra-

tives, consolidating findings from Chapters 3, 4, 5, and the broader literature

(Chapter 2).

By centralising the contributions of this thesis, the framework offers a

practical methodology that can be readily applied in future ML model de-

velopment for esports broadcasts. It ensures that ML solutions are not only

effective but also seamlessly integrated into real-world contexts, enhancing

the quality and impact of esports narratives.
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Conclusion & Future Work

This thesis investigates how ML can be applied to enhance esports broad-

cast narratives. In doing so, it contributes to the field of ML for esports,

enabling future solutions to achieve a deeper and more meaningful impact

on real-world broadcasts. By enhancing esports audience experiences, these

contributions aim to bridge the gap between academic advancements and

practical applications in esports broadcasting.

To this end, this chapter reflects on the research goals outlined in Chap-

ter 1 and evaluates how the research questions were addressed.

7.1 Research Goals

This section revisits the research goals presented in Section 1 and reflects on

how each research question was addressed throughout this thesis. Each re-

search question is explored individually to provide a comprehensive overview

of the findings and contributions.

7.1.1 Research Question 1

This research question asks “how is ML currently being used within the esport

broadcast domain for storytelling and broadcasting narratives?” To address
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this, a comprehensive literature review was conducted in Chapter 2.

The review focuses on how ML techniques are being utilised alongside

esports broadcasts. It highlights that data-driven storytelling plays a critical

role in esports broadcasts, particularly as a tool for commentators, who serve

as pivotal figures in the broadcast ecosystem. The literature underscores that

commentators not only face significant challenges in crafting immersive and

engaging narratives but also benefit greatly from purposefully designed tools

to support their role. The positive reception of data-driven storytelling tools

among commentators and broadcasters further emphasises the importance

of developing such solutions.

A major limitation identified in the esports ML literature is that models

rely on specific versions of their respective esports titles. Esports games fre-

quently undergo balance changes through patches, which significantly alter

gameplay. These updates aim to maintain fairness, introduce new content,

and prevent the game from becoming repetitive. However, such changes can

impact the performance of previously trained ML models, potentially render-

ing them ineffective or obsolete. Despite this being a well-known challenge,

there is little to no reflection in the literature on how to address it. This gap

informed the formulation of RQ2, which focuses on addressing the issue of

model longevity.

Another gap identified is the limited utilisation of proposed models within

live esports broadcasts. The majority of works in the literature focus on

model performance and accuracy, proposing novel techniques for model ar-

chitecture or training. While these contributions are valuable, their lack

of practical application restricts their impact to primarily theoretical and
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methodological advancements. Few studies offer reflections on the practical

considerations necessary to implement these models in real-world broadcasts.

This lack of focus on real-world applications highlights the need to address

RQ3, which seeks to bridge this gap by exploring how ML models can be

integrated into live esports broadcasts.

The final gap pertains to how models are designed and evaluated. The

literature’s consistent emphasis on performance and accuracy often neglects

usability and the meaningful application of model outputs. For example, win

prediction models are commonly evaluated based on accuracy relative to the

final match result, even though this metric may not align with user needs or

expectations. As outlined in Chapter 2, some studies suggest that users do

not find these results meaningful or impactful, contrasting with the needs of

commentators. These findings highlight the importance of developing tools

that utilise more sophisticated data-driven storytelling techniques to support

narrative creation. The lack of literature investigating how to design and

evaluate models that meaningfully impact broadcast narratives informed the

development of RQ4.

In summary, the literature review in Chapter 2 reveals a clear need for

advanced data-driven storytelling solutions that can be integrated into live

esports broadcasts. It identifies three major gaps that drove the formulation

of RQ2, RQ3, and RQ4. The first gap relates to ensuring model longevity

(RQ2). The second addresses the usability of models within live broadcasts

(RQ3). The third focuses on making models impactful for broadcast narra-

tives (RQ4).
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7.1.2 Research Question 2

The literature review in Chapter 2 outlined that a significant challenge faced

by esports ML models is the impact of game patches on pre-trained models.

To address this issue, RQ2 asks “how can ML models sustain performance

and functionality beyond initial game patches?” This question is explored

in Chapter 3, which introduces a novel methodology leveraging game design

parameters to enable patch-aware representations of input features.

Specifically, Chapter 3 proposes the CCR methodology, which utilises

game patch notes as input features for a clustering model. This clustering

approach is then used to represent character selection data in ML models,

replacing the conventional use of character IDs. By incorporating patch

contexts into feature sets, this thesis demonstrates that patch-aware inputs

enable models to perform analyses that are agnostic to game patches.

Additionally, the methodology proposed in Chapter 3 has been made

freely available, supporting future research in the field. The study further

demonstrates that CCR can detect the impact of changes introduced by

new patches immediately, offering a significant improvement over traditional

methods like character IDs. This capability allows ML practitioners to mea-

sure a model’s potential reliability in a new game context, even before suffi-

cient match data is available.

In conclusion, Chapter 3 addresses RQ2 by presenting a solution that

can be integrated into future ML models, extending their performance and

functionality beyond the patches they were originally trained on.
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7.1.3 Research Question 3

A key limitation of the existing academic literature identified in Chapter 2

is that most ML models proposed in the literature are not incorporated into

esports broadcasts. This restricts their contributions to theoretical advance-

ments and prevents their practical application in real-world scenarios. As

a result, the constraints and considerations necessary for integrating these

models into broadcasts have not been explored. RQ3 addresses this gap by

asking “How can ML models be integrated with the live coverage of esports?”.

To explore this question, Chapter 4 presents a case study involving the

application of an ML model during a Dota 2 tournament. This study pro-

vides ecological and empirically-derived insights into designing visualisation

systems that allow ML models to be incorporated into esports broadcasts. By

reflecting on the needs and requirements of various stakeholders, the study

identifies critical design principles for integrating such systems, presented

through a set of design considerations.

These principles include ensuring models cater to broadcasters’ needs,

such as branding and audience recognition, and adhering to understand-

ability principles to make visualisations meaningful to viewers. The study

also emphasises the importance of spatio-temporal information, which helps

convey complex insights, as well as at-a-glance and contextual information,

which together enhance usability and storytelling impact. Additionally, the

study highlights the need for controllability and delivery mechanisms, ensur-

ing that broadcasters can integrate tools seamlessly into existing infrastruc-

ture without disrupting their workflows or narrative strategies.

By adopting the strategies and design considerations proposed in Chap-
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ter 4, future ML visualisation systems can be more readily integrated into

esports broadcasts. The case study also demonstrates strategies for under-

standing the needs of often-overlooked stakeholders, contributing to the de-

velopment of practical solutions. In doing so, Chapter 4 addresses RQ3 and

provides actionable insights for incorporating ML models into live esports

broadcasts.

7.1.4 Research Question 4

The final major limitation identified in the literature pertains to how ML

models are designed, presented, and evaluated. Existing approaches often

limit the usability of models by failing to align their architecture and evalua-

tion with the tasks they are intended to address. To address this issue, RQ4

asks “How can ML models enhance esport broadcast narratives?”

This question is explored in Chapter 5, which redefines the win prediction

task to align with the needs of storytelling and narrative creation. The study

begins by analysing how narratives are constructed within the esports ecosys-

tem. A content analysis of commentary from professional esports broadcast-

ers identifies key narrative features and the ways in which predictions are

integrated into storytelling.

Based on these findings, Chapter 5 introduces the win condition system,

an exploratory tool powered by two ML models specifically designed to en-

hance existing narratives. This system provides data-driven insights while

supporting speculative narratives, aligning with the storytelling strategies

already employed by broadcasters.

By investigating existing storytelling practices and integrating them into
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the design of the win condition system, Chapter 5 demonstrates how ML

models can enhance esports broadcast narratives. Through this contribution,

the chapter addresses RQ4 and highlights the potential for ML-driven tools

to enrich storytelling in esports broadcasts.

7.1.5 Main Research Question

As described in Chapter 1, this thesis aims to address the main research

question: “How can ML be applied to enhance esport broadcast narratives?”

To achieve this, RQ1 was proposed to understand the current state of the art

of the relevant academic fields. Through the findings identified in the SOTA,

RQ2, RQ3, and RQ4 were identified as essential steps to address the main

research question.

Consequently, a three-step approach was designed, supported by three

distinct case studies detailed in this thesis. The win condition system de-

scribed in Chapter 5 synthesises findings from all case studies. By integrating

the CCR methodology proposed in Chapter 3 and the design considerations

outlined in Chapter 4, the win condition system serves as a meaningful, us-

able, and effective tool for broadcast integration. This system builds upon

and enhances the existing narratives provided by commentators, offering

practical and speculative reflections on its integration and utilisation within

storytelling contexts.

Therefore, this thesis addresses the main research question by exploring

how ML models can be designed for seamless integration into live broadcasts.

These models aim to enhance esports narratives as commentator tools, pro-

viding long-term usability even beyond the original game patch.
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The contributions of this thesis are further consolidated into a systematic

methodological framework, presented in Chapter 6. This framework offers

practical guidance for incorporating the findings of this thesis into future ML

work within the esports broadcast domain.

7.2 Limitations & Future Work

The work presented in this thesis seeks to assist ML practitioners in designing

and developing models that positively impact esports broadcast narratives.

However, esports is a vast domain encompassing a wide variety of game

titles from numerous genres. While this work aims to be generalisable to the

broader esports domain, the case studies focused on Dota 2. Consequently,

the direct findings may be more readily transferable to research involving

Dota 2 or similar games, such as League of Legends.

It is important to note that, while not essential, generalisability is ulti-

mately a step towards maximizing the impact of a contribution. If a con-

tribution can be generalised to a different use-case or environment, then it

can impact a wider population than a solution that cannot be generalised.

Of course, in many cases there exists a trade-off between generalisability and

specialisation. Highly specialised solutions may be better at addressing their

specific problem over a more generalisable solution. Therefore, developing

non-generalisable solutions may be unavoidable.

However, it is also important to recognise that specialised solutions may

also provide generalisable insights, even if the solution can not be entirely

generalised. For example, CCR described in Chapter 3 is a highly specialised

solution that may not be directly generalised to other titles. However, the
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insights that were obtained while generating CCR can be generalised to sim-

ilar games. This depicts how generalisability my be viewed as a layered

component, with some aspects of a solution being more generalisable than

others.

Additionally, the resources and methodologies described in this thesis

were developed to address the specific needs of the case studies and investi-

gations in this thesis. While the general contributions address the relevant

research questions, further development of, for example, alternative patch-

aware representations could enable future work to better capture the com-

plexities of evolving game environments. This would help mitigate the effects

of impactful or disruptive game updates as described in Chapter 3.

Additionally, the investigation in Chapter 4 primarily considers the needs

of tournament organisers, production teams, and broadcasters. While this

provides valuable insights into often-overlooked aspects of esports broadcast-

ing, a deeper exploration of other stakeholders could reveal additional consid-

erations. For instance, the needs of camera operators (observers) and referees

were not examined, yet their roles may provide important perspectives for

the broader ecosystem.

Similarly, while Chapter 5 focuses on narrative impact, a more direct

exploration of audience experiences could offer further insights. User stud-

ies evaluating audience reception to tools like win condition visualisations -

particularly those involving audience-facing features - could provide data to

help future work better align with viewer expectations and further enhance

engagement.

Moreover, this thesis has strived to deliver transparency and reproducibil-
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ity in relation to model selection and evaluation, as depicted in Chapters 3, 4

and 5. It is important to reflect on the work presented to improve on trans-

parency and reproducibility. For example, the use of random seeds or addi-

tional visualisations (such as error or silhouette score graphs) could facilitate

continued research to reproduce the findings more precisely. As continued re-

search is done in the subject, it is important to strive to transparently report

on the work to foster collaboration, and enabled more impactful contributions

to the wider domain.

Another important limitation that should be mentioned is in relation to

sample sizes. Particularly in relation to the analyses described in Chap-

ters 4 and 5. While the analysis described was sufficient to address the posed

research questions, larger sample sizes could provide further refinements of

the findings of the thesis. This could have an impact of both generalisability

and robustness of the impact in the domain.

Finally, the systematic framework presented in Chapter 6 condenses the

findings of this thesis into practical guidelines. This framework is designed

to guide future ML research in esports, enabling sustained, positive impacts

on broadcast narratives. However, continued iterations of the framework,

incorporating feedback from diverse stakeholders and case studies in other

esports titles, could strengthen its applicability and relevance across the field.

7.3 Closing Remarks

This thesis explored the application of ML techniques in esports broadcast-

ing, with a particular focus on their impact on commentary and narrative

construction. Three major gaps were identified in the literature:
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1. The challenge of sustaining model performance in dynamic environ-

ments due to frequent game patches.

2. The lack of exploration into integrating ML models into live broadcast

coverage.

3. The limited consideration of narrative impact in the design and evalu-

ation of ML models.

To address these limitations, this thesis presented a series of case studies

that offer meaningful findings for the continued development of ML models

in esports broadcasting. Chapter 5 demonstrated how the findings from

Chapters 3 and 4, as well as the broader literature, can be incorporated into

ML solutions to enhance narrative impact.

The contributions of this thesis are consolidated into a systematic method-

ological framework (Chapter 6) that provides practical guidance for design-

ing, implementing, and evaluating ML solutions. This framework aims to

enable the seamless integration of ML models into the esports broadcast

ecosystem, enhancing narrative construction and audience engagement.

By bridging gaps in the literature and providing actionable methodolo-

gies, this thesis contributes to advancing the field of ML in esports broad-

casting, offering a foundation for future research and practical applications.
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Appendices





A
Term Definitions

A.1 General Esports and Gaming Terms

Esports

Instances when a Game (title) is played competitively.

Esport Broadcast

When Esports are recorded and streamed to audiences. This is typically

done live, however Video on-demand (VOD) versions are also available.

NPC

Non-playing character or non-player controlled. Refers to in-game characters

which the player can interact with, but not directly play as.

Game (title)

Refers to the specific game title. For example, Dota 2 is an esport game.

Game (series)

Refers to the set of Matches played in one series of match-ups between players.

For example, the final of a tournament is one game that may be played in
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up to 5 matches in a Bo5 format.

Match

A match-up between one set of players. A Game (series) may be composed

of one or more matches, where each match is played independently of the

others. These are played until a conclusion is reached i.e. one team/player

wins or a draw is reached. Note that a Game (title) may not allow for draws,

for example, Dota 2 does not allows for draws.

Bo5

Best of 5. Refers to a specific format for a Game (series). In this format, up

to 5 Matches are played, with one team winning the overall Game (series)

when they win 3 of the 5 Matches in the series.

Bo3

Best of 3. Refers to a specific format for a Game (series). In this format, up

to 3 Matches are played, with one team winning the overall Game (series)

when they win 2 of the 3 Matches in the series.

Patch

Refers to the changes in the Game (title) released by game developers, typ-

ically with the intent to alter the balance of the game. Patches can release

new content, remove old content or change existing content to different val-

ues, such as altering the movement speed of a character. The patch can also

refer to the given instance of the game (i.e. the current values of the game
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which are available until the next game patch is released).

Meta

The community identified convention on how to play the game in the given

Patch. This typically refers to what the community believes to be the most

optimum way of playing the game, often used as a qualifier for some aspect

of the game, such as saying a particular character is "not in the meta" to

mean that the character is not considered to be viable in the current patch.

MOBA

Multiplayer Online Battle Arena. This is a popular genre of Esports Game

(title) where two teams compete in a match to destroy the opponent base

while defending their own. MOBAs typically includes NPC units (called

Creeps in Dota 2) that will follow predetermined paths attacking any enemies

that they encounter.

Dota 2

A popular Esports’ Game (title) of the MOBA genre.

League of Legends

A popular Esports’ Game (title) of the MOBA genre.

FPS

First Person Shooter. This is a popular genre of Esports Game (title), where

the player plays from a first person perspective (i.e. seeing what the playing
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character would see, as opposed to seeing behind the playing character or

with a top-down view of the playing field). FPSs typically involves guns,

such as firearms, though some Game (title) may replace conventional guns

with magical variations.

Valorant

A popular Esports’ Game (title) of the FPS genre.

Overwatch 2

A popular Esports’ Game (title) of the FPS genre.

CS

Counter Strike. A popular Esports’ franchise of the FPS genre, with several

popular titles.

CS:GO

Counter Strike Global Offence. A popular Esports’ Game (title) of the CS

franchise.

CS2

Counter Strike 2. A popular Esports’ Game (title) of the CS franchise.
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A.2 Esports Broadcasting Terms

Broadcaster

A general term referring to individuals who are involved in the broadcasting

of esport. Often (but not limited to) used to describe the Audience facing

roles, such as the Commentator.

Caster

Short form of broadcaster. Caster most commonly refers to the Commentator

in particular, as opposed to the other Broadcaster roles.

Commentator

Used to describe the Broadcaster who provide commentary during the live

broadcast of Esports.

Observer

Used to describe the Broadcaster that operates the virtual camera used to

displays the in-game footage of the esport match.

Production team

The Broadcasters who are in charge of joining the multiple sources of media

into the final broadcasting content that is delivered to Audiences.

Audience

The individuals who are consuming the Esports media content being broad-

cast.
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Spectator

Another term used for the Audience.

Viewer

Another term used for the Audience.

Viewership

Broad term used for Audiences in aggregate. Typically refers to the number

of viewers for a particular broadcast.

Spectatorship

Another term used for Viewership.

A.3 Dota 2 Specific Terms

Radiant

The green team in Dota 2. commonly, though not necessarily, referred to as

Team 1.

Dire

The red team in Dota 2. commonly, though not necessarily, referred to as

Team 2.
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Creep

NPC characters which spawn periodically in the three Lanes moving from

their team’s base towards the enemy base. These units will attack any enemy

units they encounter in their path, are typically week and is the primary

source of gold and experience for players, particularly in the very early stages

of a match.

Lane

The path which Creeps will follow. There are three lanes in Dota 2, top, mid

and bot lanes, which refer to top middle and bottom lanes respectively.

Hero

A term used to refer to the playing characters within Dota 2.

Attribute

Refers to in-game modifiers that can alter a Hero or Ability. This includes

Primary Attributes as well as more broad attributes, such as health or move-

ment speed.

Primary Attributes

The main Attribute that most heavily impact a specific character. Primary

attributes can be one of Strength (str), Agility (agi), Intelligence (int) or

Universal (uni).
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Gold

Resources that can be accumulated in each Match. This resource is used to

purchase in-game items that can be used throughout the Match.

Exp

Experience. Refers to a resource gathered on each match that enables the

characters to level up. This provides improvements to the overall Attributes

of a Hero.

Ability

An in-game ability or skill that can be used by players. Each Hero has their

own unique set of abilities. Abilities typically have an effect in the game,

either by impacting the player character directly, or a target character (such

as dealing damage or healing a unit).

Cast

Refers to utilising an Ability.

Pick

The act of selecting a playing character to be played in a Match. Pick can

also refer to the character selection itself such as in “this is a good pick”.

Ban

Used to refer to when a character is marked as un-pickable. This means that

neither team is able to Pick this Hero to be played within a particular Match.
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Draft

Sometimes referred to as the Draft phase or the Pick/Ban phase. The char-

acter selection phase that takes place at the start of every match.

Vision

Refers to area of the playing field that the Dota 2 player has access to the

state off. Areas in Fog or FoW where the player does not have access to the

state off are considered not in vision.

Fog

Term used to describe the areas of the playing field that a team does not

have access to the game state off. This can be more broadly referred to as

areas without Vision.

FoW

Fog of War. Another term used for Fog.

Wards

In-game items that provides temporary Vision to a team.

Roshan

A large in-game unit that is hostile to all other units. Successfully defeating

Roshan awards the entire team with a large reward of Gold and Exp as well

as unique items that cannot be gained through any other means. This makes

Roshan a strategically important aspect of Dota 2.
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B
Search Strategy and Exclusion Criteria

B.1 Education & Serious Games

• Gamification

• Education

• Educational Games

• Serious Games

• E-learning

B.2 Representation & Wellbeing

• Female

• Gender

• Male

• Accessibility

• Autism

• Economic and Social Effects



188 Search Strategy

• Health

• Mental Health

• Physical Health

B.3 Monetisation

• Marketing

• Non-fungible Tokens

• NFTs

• Advertising

• Blockchain

• Commerce

• Gambling

• Gamblification



C
Unused Generated Graphics

Figure C.1: The generated WARDS graphic for the “Roshan Rumble” Grand Final
Game 1
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D
What Are You Looking At? Team Fight

Prediction Through Player Camera

Abstract

Esport is a large and still growing industry with vast audiences. Multiplayer

Online Battle Arenas (MOBAs), a sub-genre of esports, possess a very com-

plex environment, which often leads to experts missing important coverage

while broadcasting live competitions. One common game event that holds

significant importance for broadcasting is referred to as a team fight engage-

ment. Professional player’s own knowledge and understanding of the game

may provide a solution to this problem. This paper suggests a model that

predicts and detects ongoing team fights in a live scenario. This approach

outlines a novel technique of deriving representations of a complex game en-

vironment by relying on player knowledge. This is done by analysing the

positions of the in-game characters and their associated cameras, utilising

this data to train a neural network. The proposed model is able to both

assist in the production of live esport coverage as well as provide a live,

expert-derived, analysis of the game without the need of relying on outside

sources.
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D.1 Introduction

The esport industry has been rapidly growing and generating vast interest,

both through large audiences [169] as well as economically [43]. For this

reason, academic interest has also developed to meet the demands of this

growing industry [137]. One popular branch of esports is the field of Multi-

player Online Battle Arena (MOBA), including titles such as Dota 2 [36] and

League of Legends [109]. Esport tournaments for these titles are commonly

organised with community-funded prize pools (either partly or entirely) that

reach over 34 million dollars - as of the Dota 2 International 2019 [28]. Due to

this active and engaged community, broadcast entities are often looking for

different ways to enhance the audience experience to maintain and increase

their viewership numbers [82].

Tournament organisers play a fundamental role in directing audiences fo-

cus during the match through their streaming and similar delivery platforms.

If engagements, such as team fights are not timely detected, important parts

of the game can be missed by their audience. Due to the overwhelming acces-

sibility of esport, and indeed regular sports, through several streaming and

broadcasting options [63], broadcasters are driven to provide as complete and

comprehensive coverage of important game events as possible. However, es-

ports are characterised by their fast pace which can present a challenge even

for experts [10] in the field. This can be observed during quick events, such

as team fights that typically start abruptly. Thus, a key challenge identified

by researchers and the industry is to losslessly transmit the highly complex

flow of information from the game to the audience.

This paper provides a novel methodology in the identification and predic-
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tion of game events that are prevalent in the broadcast of MOBAs. Specif-

ically, ways to identify and predict team fights, which are in-game events

where both teams engage in a confrontation using their abilities and re-

sources in an attempt to gain the advantage in the match while penalising

the opposing team. As identified in the literature, these events are estab-

lished as some of the most enthralling moments for audiences [82], as they

are typically very active and can often change the course of the game [70].

However, despite their importance, team fights can often be entirely or partly

missed by audiences or tournament broadcasters due to the complexity of the

game and the fast-paced tendencies of engagements.

By utilising player input, the work presented in this paper attempts to

predict team fight engagements. The suggested model is designed to utilise

players’ knowledge and understanding of the game to address this problem

and predict team fights shortly prior to their start. This is achieved by

studying the camera position of players at any given time to train a neural

network to identify patterns that can be used to predict and detect ongoing

team fights.

Camera locations have been selected as they represent the information

that a player can visually derive from the environment at any given time. As

this is closely related to player vision [22], meaningful information about the

player’s intent could be inferred. Player vision is particularly relevant for un-

derstanding player’s informed decision making. Patterns in player behaviour

could be observed and used to make game events predictions. By studying

the effects of player vision and how it may connect to team fights, this paper

proposes a model that attempts to understand this complex environment by
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relying on the player’s understanding of the game.

This paper shows that, despite the complexity of MOBA games, it is

possible to successfully predict player engagements such as team fights, by

only considering the player character and camera position. The model is

designed to interpret player intent which, as observed in the literature, can

be driven by vision and game-state data. The hypothesis proposed by this

paper is that when a team is planning to start a fight, their cameras should

converge together before their characters move into the position1.

This paper focuses on Dota 2 as a domain in order to study this hypoth-

esis. The game description, with an emphasis on core game mechanics and

relevant game-specific terminology is provided in Section D.2. Section D.3

reviews the literature about event prediction in the esport domain. A de-

scription of the employed methodology, including data acquisition and the

training process, is presented in Section D.4. Section D.5 displays the out-

line of the performance, for test and train data sets, as well as the ecosystem

data, representing a real use case scenario. The analysis of the obtained

results, with a comparison to their respective in-game events, is shown in

Section D.6. Section D.7 revisits the proposed hypothesis and evaluates it

in regards to the observed results. Finally, Section D.8 considers potential

avenues of research and proposes several paths of extending this methodology

for future projects.

1In MOBAs players can move their cameras independently of their characters
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D.2 Dota 2

Dota 2 is a top-down perspective game with a diagonally symmetric map.

In this game, two teams (Radiant and Dire) of five players each attempt to

attack and destroy the opponent’s base. Players choose from a wide number

of characters (heroes), each with their own unique set of abilities and skills,

allowing for different roles to be taken.

The two bases are connected through three lanes (Top, Middle and Bot-

tom), each containing buildings (towers) that attack the opponents, dealing

a large amount of damage when in close proximity. The map, showing the

lanes and both bases, can be seen in Figure D.1.

Figure D.1: Dota 2 map with marked lanes and bases.

In order to reach the enemy’s base, teams must destroy each of the towers

in order, which requires a large amount of in-game resources and teamwork
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to achieve. For this reason, teams often engage in confrontations with each

other, which are referred to as engagements. Large engagements are further

categorised as team fights, which provide opportunities for inflicting a severe

detriment to your opponent while providing the winning team with a large

number of in-game resources. The game is won once the main building in

the opponent’s base is destroyed. Due to the large commitment required to

achieve this, teams often engage in large scale team fights to penalise the

opponent and progress towards that goal.

D.3 Related Work

Through the esport literature, many attempts to identify and predict differ-

ent events and aspects within MOBAs have been explored. A common focus

in the literature is on the game outcome prediction, where authors model the

game environment to discern the game state in order to predict the winner

of the match. This is done throughout several stages of the game. Some au-

thors have suggested models that predict the game prior to match start [77],

while others have used game state data to predict the outcome during live

matches [59]. The authors outline the potential of utilising machine learning

techniques, such as logistic regression and random forests, to achieve varying

degrees of accuracy. Their results also highlight the difference in performance

that can be achieved depending on the time period of the prediction, where

shorter intervals typically achieve higher accuracy and reliability compared

to the ones looking further into the future.

Furthermore, predicting game events is not limited to their outcome. The

use of game-state data is often employed in making predictions. Some authors
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have utilised this technique [70] to determine the danger level encountered

by a player at any given time, performing a death prediction. This was

achieved by employing a deep neural network with a vast amount of labelled

data to train a model. The resulting network is able to make short term

predictions on how likely an in-game character is to die within the next five

seconds, displaying the capability of making data-derived predictions that

are reliable.

Other authors have attempted to use data to identify aspects of the game

which are not easily ascertained, such as player roles [29]. By utilising clus-

tering techniques, and historic performance from professional players, the

authors were able to identify the role that an individual takes in the team.

This allows for a more in-depth understanding of the game state. This study

also showcases the potential of utilising player decision making to detect and

classify performance. This is particularly reliable for professional esport tour-

nament data, where player performance is of a high degree of proficiency due

to the competitive nature of those tournaments [10].

Similarly, some authors have used game state data to define events such

as engagements, also known as encounters [146]. By analysing the capability

of each character, the authors were able to determine a minimum distance

between characters that allows for an encounter to happen. By observing the

utilisation of the character’s active abilities as well as the transfer of damage

or healing, the authors formally defined an encounter. Team fights - which is

the focus of this paper - is a type of encounter that was later labelled by the

game developers through the OpenDota platform 2 within Dota 2 games. A

formal description of what the game developers define as a team fight is not

2https://www.opendota.com/

https://www.opendota.com/
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available. However, it can be inferred that it involves an encounter in which

more than two characters die within a set amount of time. Those labels

can be retrieved through the OpenDota platform although, as described in

Section D.6, those labels have inconsistent standards for start and end time.

Lastly, some authors have identified the importance of players acquiring

information [22] - which is referred to as player vision. By studying the

amount of vision available to the team, due to the imperfect information

aspects of the game, the authors were able to observe a direct link between

vision and in-game advantage. This highlights the importance of information

available to a player and how it impacts their strategy and decision making.

As noted in the literature, modelling the game state is difficult, but it can

be achieved through several means of interpreting and acquiring information

about the game. For this reason, this paper proposes the utilisation of player

knowledge to direct a model to simplify the complex game state and make

predictions. Player camera positions can be used to infer player vision, which

has been shown to be connected to decision making [22].

D.4 Methodology

D.4.1 Data

In this study, a total of 1,457 professional Dota 2 matches were gathered

from the game patch 7.27 using the OpenDota API. This data set consisted

of team fight labels as well as match replay files. Using the Clarity Analyzer

library [155] - a free Java library for reading Dota 2 replay files - camera and

in-game character position data were extracted from those files at one-second
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intervals. This data was then encoded into four heatmaps, one for each of

the following:

• Radiant players position.

• Radiant cameras position.

• Dire players position.

• Dire cameras position.

The heatmaps were generated by aggregating the data from five consecutive

snapshots, matching five seconds of game time. A single snapshot contains

information about each player’s camera position and their in-game character

position. The five-second interval was chosen for the purpose of capturing

enough information about camera position while reducing the impact of the

short term flicking of the camera, moving to a random location due to various

events, which players occasionally perform in the game. Combining a series

of snapshots provides an indication of where the heroes in a single team were,

as well as their associated player vision - i.e. what they were looking at.

The generated heatmaps split the Dota 2 map into cells. The original

range of the coordinates spanned between [−8472, 9198] on the x-axis and

[−8579, 8845] on the y-axis. In order to balance between maintaining the

precision of the input data, with keeping the input to the neural network as

small as possible the dimensions of the heatmap was set to 50 × 50. Each

cell on the heatmap representing 300 × 350 pixels of the Dota 2 map. The

4 heatmaps were encoded in one of the 4 image channels. The upper limit

value of 255 corresponds to the maximum amount of convergence of data

(i.e. all players or camera positions converged to the same pixel area in the
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world map for the entire 5-second interval), while a lower limit value of 0

representing an empty area.

This information makes the input for the neural network, and it is used

to predict if a team fight is going to happen. In order to ensure that the

model was predicting future team fights instead of only detecting currently

ongoing ones, an additional 3 seconds were added to the prediction time

labels. The selected delay would give sufficient time to the broadcaster to

focus their attention on the incoming event. Those 3 seconds were not used

as a part of the heatmap. To reflect what is expected of a prediction using

live data, if the snapshots were taken for the in-game time of 1-5 seconds,

then the prediction is registered at the start of second 9 without using the

snapshots for seconds 6-8. The information stored in each heatmap, delay

and prediction time can be seen in D.2.

s0 s1 s2 s3 s4 s5 s6 s7 s8 s9

Heat map Prediction time

Delay

Figure D.2: Heat map generation. Si denotes information gathered in a single
snapshot.

For each of the 1457 professional matches, team fight start and end times

are collected timestamps data through the OpenDota platform. The data was

processed into a form matching the previously acquired snapshots. For each

second of the match, a label was created. That label represented whether

there was a team fight at that particular time or not, with the addition of

the three seconds delay. This suggests that the training labels values were
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Figure D.3: Team fight duration and the number of team fights per game.

set to true for any snapshot that contained a team fight. It is important to

note that those labels contained inconsistencies with the formal engagement

definition as defined by the literature, as described in Section D.6.

In a typical Dota 2 game, on average, team fights account for only 12%

of the total game length. This causes a notable disparity in the amount of

team and non-team fight labels. Figure D.3 displays the aggregated data

for the labels retrieved from OpenDota. In order to address the much lower

frequency of team fights, the data set was artificially balanced. This was done

by selecting all of the labels for each individual team fight. An equal amount

of non-team fight data was also included per team fight, half of this was

retrieved prior to the team fight start, and the other half post the conclusion

of the fight. As Figure D.3 outlines, on average there are six team fights per

game with each of them lasting about 48 seconds in duration. After applying

this balancing filter, in total there were approximately 800, 000 data points

of balanced data.

Furthermore, symmetries were explored to augment the training data.
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The training data was inverted to generate a greater variance in the heatmaps.

Due to the Dota 2 map being mostly symmetrical, inverting the X, Y, or both

axes of the heatmap provided additional variety in the training data. This

step was done to reduce over-fitting.

D.4.2 Training procedure

The data was split 80%− 20% for training and testing purposes. Each data

point contained all four heatmaps, and a label, marking if there was a team

fight three seconds into the future. Because of the nature of the heatmaps

used as inputs, a two-part network was employed to allow for feature extrac-

tion. The first part consists of a convolutional network, and the second part

is represented by a deep sequential network. Different architectures were

trained and their performance compared. These variations included:

• Different non-linearities.

• Adjusting the parameters for the convolutional layers.

• Batch normalization.

• Adaptive max pooling.

• Different amount of linear layers.

• Multiple dropout rates.

Multiple changes have been enacted. The sequential module of the net-

work was initially expanded from 1 to 4 layers, containing [512, 256, 128, 1]

neurons per layer, and subsequently increased to 8 containing [2048, 1024,

768, 512, 256, 128, 64, 1] neurons in each layer. The dropout rate was also
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Table D.1: Explored network parameters.

Non-Linearity ReLU, ReLU + inplace, Leaky ReLU
Number of filters 4, 32, 64
Batch normalization No normalization, 4, 32, 64
Max pooling [2, 2], [5, 5], Adaptive Max Pool
Number of linear layers 1, 4, 8
Dropout rate 0.0, 0.1, 0.2, 0.4, 0.5

included to treat the over-fitting issue. Dropout rates of 0.1, 0.2, 0.4 and 0.5

after each layer have been tested. Leaky ReLU non-linearity has also been

introduced instead of the standard ReLU with in-place enabled. Different

values for Batch normalization ranging from 4 to 64 have been tested, and

adaptive max pooling introduced although it was not adopted for the final

model. The summary of the different parameters used for the final model is

presented in Table D.1.

All of the architectures showed similar performance, with the biggest

difference manifesting with the increase in the number of linear layers. The

final architecture employed two convolutional layers, connected by Leaky

ReLU activation functions [96]. Parameters for the number of filters in the

convolutional layers was set to 32 and 64 respectively, kernel size to 3, and

stride to 1. The network architecture can be seen in Figure D.4. Batch

normalization was done after each layer. Max pooling with kernel size 2,

stride value of 2, was added after both layers as well. Lastly, the output of

the convolutional module was flattened and fed into a series of fully connected

linear layers.

The sequential part of the network consists of 8 linear layers, including

the final output layer, with Leaky ReLU as the selected activation function,

all connected by dropout layers in between. The final layer was the classi-
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fication layer with one output, representing the network prediction. During

the training procedure, the network achieved the best performance with a

heavy dropout rate of 0.5. The full network architecture, including the sizes

for each of the layers, can be seen in Figure D.4. The model was trained with

the Adam optimizer [76]. The initial learning rate was set to 1e−5 with the

weight decay of 1e−4. Binary cross-entropy loss was selected for the training

process.

Figure D.4: Final network architecture.

D.5 Results

In this section, the train and validation accuracy is used to report on the

model’s performance. The result of the training process was a model that

reached the accuracy of 84% on both train and validation set. Figure D.5

displays the entire training performance, including training and validation

for both accuracy and loss. However, this accuracy was achieved on an

artificially balanced and augmented data set. For this reason, additional

testing was needed.
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Figure D.5: Training loss and accuracy

In order to test the model further, a previously unseen match is used to

analyse the performance in an actual use case environment. This method

best simulates the performance during its use in the ecosystem, reproducing

the behaviour of the model as in a real Dota 2 game.

Figure D.6 reports an example of the results obtained for a concrete

match ID:5492227432 3. In this Figure, the ‘Time to next team fight’ graph

displays the amount of time until the next labelled team fight. The following

graphs indicate the desired (in blue) and achieved (in orange) behaviours of

the prediction model. The Blue line represents obtained labels, while the

orange represents the model’s outputs, with the corresponding confidence

thresholds. If the output has reached or surpassed the confidence threshold,

the orange line is set to high. Otherwise, it is set to low. A total match

3A replay of the match can be obtained the through OpenDota website at: https:
//www.opendota.com/matches/5492227432

https://www.opendota.com/matches/5492227432
https://www.opendota.com/matches/5492227432
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Time to next teamfight for match ID:5492227432
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Prediction at Network confidence 0.50
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Prediction at Network confidence 0.63

0 500 1000 1500 2000 2500 3000
0
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Prediction at Network confidence 0.77

0 500 1000 1500 2000 2500 3000
Second in match

0

1
Prediction at Network confidence 0.90

Figure D.6: Testing on an entire match with different confidence thresholds.

between the orange and the blue line would indicate a perfect prediction

model. For demonstration purposes, four different levels of the prediction

confidence threshold of the network classifier are used, ranging from 0.5 to

0.9.

Additionally, Figure D.7 summarises the classification performance of the

model using confusion matrices for the same confidence thresholds as dis-

played in Figure D.6. Using the data from the confusion matrices, f1 scores

were calculated. Base f1 score, for confidence threshold of 0.50, was 0.49, at

0.63 it increased to 0.51. The maximum f1 score of 0.55 was reached at 0.77,

and it dropped to 0.50 at the threshold of 0.90.

D.6 Discussion

In this study, a model, and more importantly, a new methodology for pre-

dicting and detecting ongoing team fights are proposed. Using only in-game
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Figure D.7: Confusion matrices for different confidence thresholds.

character and camera positions the proposed model was able to reach simi-

lar levels of accuracy as encountered in the literature for other similar event

predictions [22, 70]. However, it is evident that the high amount of false-

positives has impacted the performance of the neural network, as they are

the main reason for the f1 scores not reaching similar values.

A parameter search done on the confidence threshold of the model offers

a way of reducing the number of false-positives. Modifying the threshold

amount from 0.5 to a different value, showed improvement in the performance

of the model. Despite visible improvement, the obtained f1 score remained

lower than observed accuracy. This indicated a possible issue with the labels.

As a formal definition of the labelled team fights is not available, manual

evaluation was required to determine the cause for the low f1 scores.
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Table D.2: False-positive predictions and the corresponding in game events.

Game
Time

Description

6:20 Two engagements at the same time at last for 15 seconds. 6
characters present in the engagement in the top lane, 4 char-
acters on the bottom one. Two heroes die, one in each engage-
ment.

20:35 A small engagement that starts a few seconds before (20:28)
turns into a bigger one after several characters join the fight. 5
heroes die.

36:18 All 10 characters present. Relatively quick engagement on the
Radiant side of the map, two Dire characters die.

46:29 Last engagement in the game. Starts with a chase, and ends
with the Dire team winning the game. The duration of the fight
was 58 seconds, all of the characters on the Radiant side die.

Upon closer examination of the events happening in a match, it was

discovered that the large majority of false-positive predictions (91.4%) cor-

respond to an engagement in the game as defined in the literature [146]. The

analysis of the positive prediction was done for the match presented in Fig-

ure D.6 and a sample of the analysis and their corresponding game events

is presented in Table D.2. All of the analysis was done with the confidence

threshold of 0.77, with the exact criteria for an engagement taken from the

existing literature.

The full description of all positive predictions for the entire match and

their corresponding game events can be seen in Appendix D.9. Most of the

cases had all of the preconditions needed to be classified as an engagement.

The only differentiating factor that can be inferred from observing the game

events was that the number of characters that died during the engagement
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did not reach the estimated threshold of three and thus the event did not

get labelled as a team fight. Additionally, an edge case could be observed

where fights that meet the presumed team fight criteria were not labelled

as such in the OpenDota data due to it happening just before the game

ends. Furthermore, it can be noted that in many instances the OpenDota

labels were set to true either too early (i.e. several seconds prior to the

engagement start) or too late (i.e. several seconds into the engagement, even

when heroes have already been killed). This inconsistency with the labels

could be a major factor that negatively impacted the performance of the

model. In many of these cases, the proposed model was able to provide more

precise labelling for the start and end of the conflict based on the literature

definition of engagements, despite being trained on these inconsistent labels.

This is further evidence of the potential of the methodology which uses and

benefits from player expertise.

Due to the fact that the input data consists only of in-game character and

camera positions, the model does not receive any information about character

state, and is not able to estimate how many players would die in an encounter,

and thus make a distinction between an encounter and a team fight. However,

the small quantity of false-negative predictions suggests that even without

detecting the difference between team fights and encounters, using player

and camera position can be a reliable way of predicting and detecting both

team fights and similar encounters. This supports the assumption that the

camera position reflects aspects of player knowledge as well as their strategy.

The proposed network can detect patterns in this data and make relevant

predictions without the need to explicitly model this complex process of
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human decision making.

D.7 Conclusion

This paper address the predictability of a team fight using a small number

of input parameters. In-game character position, in addition to their player

cameras, are used to make observations and conclusions to predict and detect

those encounters. Using this data to train a two-part neural network, the

model was able to achieve 84% accuracy. However, despite the high achieved

accuracy, when evaluated on an entire match, the model possessed lower f1

scores. Through further investigation, inconsistencies and potential issues

with existing industry labels for team fights were identified. These incon-

sistencies influenced both the training and the evaluation process. As the

obtained predictions outperform the industry labels, they could be used in

conjunction with other existing formal definitions in the literature to pro-

vide a better definition for the concept of a team fight, allowing for more

meaningful and reliable labels for future work in the area.

Moreover, despite the inaccuracies encountered with labelling, it is clear

that the model possesses predictive capabilities. This indicates that the em-

ployed methodology, which takes advantage of players expertise to derive

conclusions is a reliable way of extracting meaningful information. Due to

the high complexity of the environment, models that attempt to interpret

the game entirely from raw data may be replicating already available human

understanding. In some cases, such as player planned encounters, this under-

standing could be derived from available or otherwise existing data sources.

This paper presents a novel approach for extracting player intent and
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utilising this data. No studies could be found - at present - that utilise

player camera to replicate or derive player intent and decision making. The

obtained results provide a clear indication of the potential of this technique.

The model described in this paper could be used in the industry to en-

hance game coverage for audiences. One promising example is implementing

this technique in existing apps that are used in the broadcast of such titles.

Another possible application is to make the results available for camera op-

erators in the production of esport events, to assist in directing the focus of

the coverage.

D.8 Future Work

The study described in this paper reveals several avenues of research. Con-

sidering other game information, in addition to the existing camera and char-

acter position, could be relevant in differentiating between encounters and

team fights. In a game such as Dota 2, there are many factors effecting

the likelihood of a specific team winning an engagement and the number of

deaths that are going to happen in a team fight. Character levels, character

roles, gold and experience difference between teams, and game time may all

have an impact on the decision of whether a team commits to a team fight or

not. Adding the information about the character state could allow the neu-

ral network to predict deaths, which could make it suitable for distinguishing

between specific types of engagements.

Furthermore, the techniques employed in this paper could be used in dif-

ferent models to improve their performance by relying on players expertise to

reduce the complexity of the problem space. Detecting and predicting when
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a player is planning an engagement could be used as a factor for determining

the potential winner of an encounter, and indeed, the outcome of the game.

This could serve to aid in the win prediction domain.

Finally, some games may include player-made markers, i.e. pings, to aid

rapid communication between teammates. In these cases, a similar approach,

as described in this paper, could be used to derive other forms of meaningful

information through player intent. Looking into the correlation between

pings and team fights could provide additional insight into player’s expert

knowledge. Combined with the camera positions a model could attain more

in-depth modelling of player behaviour and take greater advantage of their

expertise.

D.9 Complete match analysis

Full analysis of the positive predictions is presented in Table D.3 below. All

of the predictions are calculated with a confidence threshold of 0.77 on the

match presented in Figure D.6. The criteria for the engagement was taken

from [146], and is as follows:

1. At least three heroes in range of each other.

2. Heroes of both teams present.

3. Transaction of damage from one team to the other.

In Table D.3, Event provides a numbered id for each event in chronological

order. Game time depicts the in-game time in which the event started. Event

descriptions provides a summary of what happened in the event. Network



D.9 Complete match analysis 213

provides a binary output of the prediction of the network (i.e. 1=team-fight

predicted, 0 otherwise). Lastly, Label reflects what the data retrieved from

OpenDota displays.

Table D.3: Analysis of the positive predictions

Event Game

Time

Event Description Network Label

1 0:17 A small engagement on the top lane, En-

chantress fires a couple of shots at 2 Dire

characters going through the lane.

1 0

2 0:41 Radiant heroes engage in 3v2 on the top

lane, Morphling gets caught out of posi-

tion. First kill of the game.

1 0

3 1:16 Top lane, 3v2 fight, lasts for 8 seconds.

Nobody dies.

1 0

4 1:33 Top lane, 1v2, Enchantress doing some

damage to the enemy heroes. One charac-

ter very close to dying.

1 0

5 3:09 Engagement starts on top, 4 seconds later

another one starts on bottom. Top en-

gagement ends with one death on the Dire

side, no casualties on the bottom.

1 0
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6 5:23 Phoenix and Morphling start trading

shots at 5:16. Additional characters come

to aid both sides at 5:23, Morphling starts

running away but gets chased down.

1 0

7 5:51 A small engagement on top, dire charac-

ters teleports in and gets engaged on. En-

gagement finishes in a couple of seconds.

No deaths.

1 0

8 6:20 Two engagements at the same time at last

for 15 seconds. 6 characters present in the

engagement in the top lane, 4 characters

on the bottom one. Two heroes die, one

in each engagement.

1 0

9 11:39 A big team fight starts. At first, only 3

characters present, others joined during

the duration of the fight. The fight lasts

for 30 seconds with 3 characters dying.

1 1

10 13:57 No engagement at this moment. There

are several heroes close by, but nothing

happens.

1 0
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11 14:04 A small engagement on top, 2v1. One

character dies, short engagement, only

lasts for 4 seconds.

1 0

12 15:56 A team fight happening near the top lane.

Starts with a small engagement, heroes

from both sides join the fight. The fight

ends in 20 seconds with 4 deaths.

1 1

13 17:30 Engagement near the bottom lane on the

Dire side of the map, Morphling (D) was

caught out of position but runs away

quickly.

1 0

14 19:24 The biggest team fight of the game. All

characters from both sides are present, the

fight lasts for 35 seconds, three characters

die.

1 1

15 20:35 A small engagement that starts a few sec-

onds before (20:28) turns into a bigger one

after several characters join the fight. 5

heroes die.

1 1

16 21:37 A bit mistimed prediction. Just as an en-

gagement finished.

1 0
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17 23:19 The radiant team goes into the Dire area

near their base, Dire engages, 4 Radiant

characters and 1 Dire character dies. The

fight lasts for 40 seconds.

1 1

18 26:01 A team fight in the middle of the map.

Engagement starts slowly but ends with 7

characters losing their lives. Engagement

lasts for 50 seconds.

1 1

19 29:42 Engagement starts at 29:32 and ends at

29:40. The prediction was two seconds

late.

1 0

20 32:36 Another small engagement happens before

the prediction, the prediction happens two

seconds after the engagement ends.

1 0

21 33:28 Engagement near the Dire base. 9 out of

10 characters are present, lasts for 25 sec-

onds.

1 0

22 36:18 All 10 characters present. Relatively quick

engagement on the Radiant side of the

map, two Dire characters die.

1 0
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23 37:51 Probably the game-deciding team fight.

Both teams are ready, every character is

in the position, and prepared for the fight.

The engagement starts at 37:58 and lasts

until 38:38. All of the Radiant characters

die.

1 1

24 40:33 Team fight in front of the Radiant base.

Long engagement, all of the characters

present, multiple characters die, revive

and come back to the fight. Radiant suc-

cessfully defend the base.

1 1

25 46:29 Last engagement in the game. Starts with

a chase, and ends with the Dire team win-

ning the game. The duration of the fight

was 58 seconds, all of the characters on

the Radiant side die.

1 0
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E
From Passive Viewer to Active Fan:

Towards the Design and Large-Scale

Evaluation of Interactive Audience

Experiences in Esports and Beyond

Abstract

Esports - competitive video games watched by online audiences - are the

fastest growing form of mainstream entertainment. Esports coverage is pre-

dominantly delivered via online video streaming platforms which include in-

teractive elements. However, there is limited understanding of how audiences

engage with such interactive content. This paper presents a large-scale case

study of an interactive data-driven streaming extension developed for Dota

2, reaching over 300,000 people during the DreamLeague Season 15 DPC

Western Europe tournament. The extension provides interactive live statis-

tics, analysis and highlights reels of ongoing matches. This paper presents

an analysis of audience telemetry collected over the course of the four week

tournament, introducing a novel approach to analysing usage data delivered

seamlessly in conjunction to a linear broadcast feed. The work presented

advances our general understanding of the evolving consumption patterns in
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esports, and leverages esports as a lens to understand future challenges and

opportunities in interactive viewing across sports and entertainment.

E.1 Introduction and background

Esports are video games played competitively, and attracting over half a

billion viewers annually [112, 52, 136, 111, 164, 54, 107, 89, 118, 183]. Es-

ports games come in a variety of genres, including first-person shooters (e.g.

CS:GO1, Overwatch2) and battle arena games (e.g. Dota 2 3, League of Leg-

ends4).

The viewing experience in esports is similar to linear coverage in tra-

ditional sports, blending live footage of gameplay with audio commentary,

and providing pre- and post-game panel shows. Coverage is thus similar to

the concept of sports broadcasts, where every viewer receives the same ex-

perience. However, the platforms of delivery and patterns of consumption

differ from traditional sports [87, 10, 82, 21, 165]. Esports are predominantly

broadcast online via streaming platforms such as Twitch5, YouTube Live6

and Facebook Gaming7. These platforms providing rich social interaction be-

tween viewers [165, 10]. Esport audiences are highly active on the platform’s

built-in live chat and social media, and increasingly demand more active ways

of engaging with live events [82, 21, 16, 157]. Responding to evolving audi-

ence needs, streaming platforms have recently introduced the capability to

1https://store.steampowered.com/app/730/CounterStrike_Global_Offensive
2https://playoverwatch.com/en-us/about
3https://www.dota2.com/play/
4https://na.leagueoflegends.com/en/game-info
5https://www.twitch.tv/
6https://www.youtube.com/
7https://www.facebook.com/gaming/

https://store.steampowered.com/app/730/CounterStrike_Global_Offensive
https://playoverwatch.com/en-us/about
https://www.dota2.com/play/
https://na.leagueoflegends.com/en/game-info
https://www.twitch.tv/
https://www.youtube.com/
https://www.facebook.com/gaming/
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enrich the linear video stream with interactive elements, such as informative

overlays, mini-games or audience voting [108, 31, 48]. This enabled broad-

casters to develop interactive interfaces [16] that allow audiences to choose

when and how information is displayed to them [21]. Subsequently, previous

research has explored the design of interactive spectator experiences in es-

ports, highlighting a range of benefits brought to viewers through interactive

elements alongside linear video streams, including the ability to personalise

one’s viewing experience, discovering additional insights, and facilitating en-

hanced emotional engagement with the live event [87, 10, 82, 21, 165]. How-

ever, despite the identified benefits, there is still little understanding and evi-

dence of how the use of interactive elements practically entwine with existing

passive consumption patterns, nor suitable definitions and methodology for

analysing active viewing behaviour.

This paper presents the first large-scale naturalistic study of interactive

viewing in esports, drawing on detailed telemetry data collected from over

300,000 unique viewers in the context of a large international esports tourna-

ment. Collaborating with one of the world’s largest esports company (ESL),

we designed and developed the The Dota 2 Twitch Extension, an interactive

twitch extension for Dota 2, one of the top three most popular esports world-

wide [159, 158]. This extension gives Twitch viewers the ability to display

on-demand game statistics, highlight recaps, match (game) status and more.

The contribution in this paper is two-fold. After a review of related work,

this paper introduces the The Dota 2 Twitch Extension, describing the 2 year

iterative design process and the resulting experience for viewers, aiming to

bring out design patters, UI challenges and means of integrating with lin-
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ear video stream. Secondly, this paper presents the results of a longitudinal

large-scale audience study of how the extension was used in a real tourna-

ment environment, providing new methodology for the analysis of interactive

spectator experiences, validating various aspects of the design, and provid-

ing a detailed characterisation of observed interaction patterns. Finally, a

discussion on the findings, and design implications are outlined. This work

seeks to inform the design of interactive viewing more broadly, establish-

ing foundations for design of interactive viewing experiences, and discuss

the wider application of the findings to traditional sports and entertainment

more broadly.

E.2 Related work

Esports is a rapidly growing field and the associated academic and industrial

research domain is diverse, quickly evolving but also somewhat fragmented

in the diversity of research available [136, 10, 82]. There is also a related

cross-disciplinary body of research surrounding traditional sports and broad-

casting, consumer research and behavioural analytics [130, 79, 44, 33, 82].

The case study presented here operates across a number of these lines of

investigation, chiefly the interplay between data, audiences and experiences.

Therefore, this section explores a range of previous work available in the

literature in a range of domains. Firstly a review of previous work explor-

ing audience needs for esports (and sports) is outlined. Secondly, this paper

summarizes some of the existing work in providing advances to data-driven

esport audience experiences.
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E.2.1 Understanding Esport Audience Needs

Understanding the needs of audiences and their varied knowledge and inter-

ests is crucial to be able to deliver engaging experiences. In traditional sports,

data-driven content has become more common in recent years, with visualisa-

tions of player position and ball tracking data across multiple sports, increas-

ingly relying on GPS-based tracking data and 3D-visualisations [32, 61, 196].

For esports, there is an even greater need to break down the complexity of the

gameplay and facilitate insights to the audiences [52, 87]. Indeed, consumer

needs research has found that understanding the in-game actions, the skill

and decisions of the cyberathletes, is a key motivator for watching because

many viewers are also players [52, 87, 184, 150]. This emphasizes the poten-

tial for data-driven storytelling to provide engagement points for audiences

[52, 10, 82].

Within culture, the esports literature has outlined a clear need for con-

tinued research [160, 171]. Previous work within this field has outlined

several aspects of consumers that are particularly relevant for esport au-

diences. This includes a range of features, such as the perception on spon-

sorship [143], methods of engagement [171, 104] and an evolving trend of

consumer needs which outlines the importance of interactive and audience

focused experience [83, 133]. At the same time, consumer research in sports

and esports have also highlighted the possibility space for interactive con-

tent, with data-driven content forming one venue for delivering such con-

tent [10, 116, 132, 111].
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E.2.2 Data Driven Audience Experiences

Broadcasting and streaming of esports share many similarities with physi-

cal sports. Footage is captured through an in-game camera and transmitted

in near real-time. In esports, camera position is flexible due to the virtual

nature, e.g. viewing through player perspective - such as in CS:GO8 - or

through an isometric top-down spectator view - such as in Dota 29. Previ-

ous work has sought to optimise esports interfaces for spectators using data

[16, 172, 21, 19, 176]. One of the underlying motivations being to create

‘Information Asymmetry’, in which the audience has more information than

players [21]. This helps generate suspense in esports in the same way as in

physical sports, where audiences can have a better overview of the game.

A range of products introduce some form of data-driven visualisations or

overlays that augment linear broadcasts [156, 45]. Prior work have shown

that data-driven content can measurably invoke emotional responses from

audiences [10] and improve the range and diversity of storytelling in esports

broadcasting, leading Kokkinakis et al. [82] to coin the term Data-driven

Audiences Experience (DAX). Most esports content producers, such as

ESL [45] and PGL [156] use solutions that present key statistics to the audi-

ence in overlays on top of the main broadcast view. One example by Jonathan

“PimpmuckL” Liebig [67], provides a graphics engine for Dota 2 that adds

non-interactive statistical information onto the spectator interface. Simi-

larly Block et al. [10] introduced a system which utilized machine learning

to identify top performances during a live match, and generate correspond-

ing audience-facing graphics. Research in esports analytics has also focused

8https://store.steampowered.com/app/730/CounterStrike_Global_Offensive
9https://www.dota2.com/play/

https://store.steampowered.com/app/730/CounterStrike_Global_Offensive
https://www.dota2.com/play/
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on providing augmented maps to illustrate high-level gameplay [176], similar

to the visual overlay of tactical formations in e.g. football. However, these

solutions are predominantly controlled by broadcasters, and are typically

delivered as part of a linear - one size fit all - broadcast feed.

Conversely, live viewing experiences that are interactive are compara-

tively rare. Examples include Charleer et al. [19], who introduced interactive

data-driven dashboard for League of Legends and CS:GO. These give viewers

access to live in-game statistics, including some performance measures which

aim to be understandable to a non-expert audience. A range of commercial

mobile apps exist and have been investigated in the literature [82]. These

apps most commonly give users access to statistics, match schedules and

simple match recaps. Similarly, major traditional sports leagues use apps to

provide statistics, such as FIFA, NFL, and Soccer [42, 115, 167, 153]. Fur-

thermore, web-based post-game analysis services also exist, which provide

statistics or map-based analyses, e.g. Dotabuff 10 and TrackDota11. While

these services provide a more customisable user experience, they are most

commonly detached from the main broadcast platform, accessible via a com-

panion app or a separate website. This creates a separation from the linear

feed - introducing extra hurdles imposed in the audience - impacting reach,

thus reducing the overall benefit associated with the experience they provide.

Despite this clear need for more interactive, audience focused, data driven

experiences, no work in literature found at present has evaluated a compre-

hensive study of audience behaviour within an active broadcasting environ-

ment. This study aims at filling this gap by conducting the first large scale

10https://www.dotabuff.com
11https://www.trackdota.com/

https://www.dotabuff.com
https://www.trackdota.com/
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longitudinal case study of user behavioural data within a seamlessly inte-

grated user experience deployed alongside a linear broadcasting feed. Fur-

thermore, this study provides a design framework and its evaluation - through

the implementation of the Dota 2 Twitch Extension - aimed at informing and

advising the development of further similar features.

E.3 Case Study: The Dota 2 Twitch Extension

The contributions in this paper build on a two year long process of co-design

between the authors and one of the world’s largest independent esports com-

pany (ESL), producing an interactive twitch extension that was deployed at

a leading international esports tournament. This section describes the con-

text of the case study, the underlying design process and the resulting Dota

2 Twitch Extension. The user evaluation and data analysis will be presented

in Section E.4.

E.3.1 Dota 2

Dota 2 is one of the most established and popular esports titles, attracting

record price pools and consistent viewership [159, 158]. This title is a compet-

itive fantasy game, in which two teams of five players compete for resources

in a large battle arena. Each player controls a unique hero, picked during

the “draft” phase (directly before the match starts) from a pool of over 100

available heroes. Each hero has unique strengths and abilities. Both teams

tactically pick their heroes to create synergies within the team and counter

their opponents strengths. Once the match starts, heroes start at their base
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- or ancient. Each base is heavily guarded by several perimeters of defences.

The aim of the game is to defend one’s own ancient, while breaking down

the opponent’s defences and destroy their ancient. Heroes start at a low

power level and with minimal gear and need to increase their strength before

attacking the enemy base. To do so, both teams collect resources within

the battle arena to level up heroes and acquire new gear that gives players

additional abilities. Resources are scattered around the arena in form of non-

player character called creeps, which yield gold and experience when slain by

a player. Throughout the process of levelling their heroes, both teams fre-

quently clash, leading to spectacular engagements and team fights [146, 168]

that yield gold to the winning team. When a hero dies, it re-spawns at its

base after a time penalty, giving the winning team a further advantage in

progressing their siege.

Dota 2 provides a rich environment for the experimentation with inter-

active viewing elements. Gameplay in Dota 2 is fast-paced and involves fre-

quent occurrence of multiple important events taking place at once. Heroes

are usually dispersed across the arena to maximise resource extraction, and

clusters of player frequently clash with their opponents. Broadcasters, how-

ever, can only capture a small portion of the battle arena at a time, leaving

many important actions and events hidden from viewers [168]. As a con-

sequence, commentators and audience members commonly need to draw on

live statistics and additional layers of information about player performance

to fully understand the unfolding action. Dota 2 provides a wealth of open

data, both live and historical, that lends itself to the creation of interactive

spectator experiences. The commercial significance and large viewership,
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combined with its tactical depth and opportunities to reveal additional lay-

ers of information to viewers through it’s available data interfaces make Dota

2 a conducive environment for the design and study of interactive viewing.

E.3.2 Design Process

The case study presented here is the outcome of a two year long innovation

project between the authors and ESL, one of the world’s largest independent

esports company. Building on our prior work in esports [10, 29, 82, 22, 119,

30, 142, 168, 81], the iterative design process included consultations with se-

nior stakeholders at the company and close co-design with fans. Key decision

makers and stakeholders were identified by the company leadership. The de-

sign process involved over 20 design iterations throughout a 24 month period,

including focus groups, surveys and interviews with hundreds of fans. Com-

pany stakeholders were consulted through regular focus group sessions, in

which designs and prototypes were presented throughout the iterative design

process. Participants of the focus groups were identified by the company’s

leadership team based on their involvement in tournament production. The

sessions were shadowed by all researchers, and observer notes were aggregated

and translated into design requirements. We also drew on on the outcomes

from surveys and interviews with fans from our prior work [10, 82], which

were conducted on-site at 5 major international tournaments produced by

ESL. The process generated a suite of interactive fan experiences, includ-

ing an experimental mobile app and various virtual reality experiences. The

Dota 2 Twitch Extension presented in this paper is the product of the col-

laboration, reflecting learning from previous design iterations and user eval-
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uations. However, in contrast to the other apps and VR experiences, which

were standalone experiences accompanying the main broadcast, the Dota 2

Twitch Extension was tightly embedded with the primary live broadcast of

the event, delivered via Twitch. For instance, any information displayed on

the Twitch extension would occlude the video feed and compete with viewers

attention. This created a series of new design challenges, which the research

team translated into design guidelines together with senior experts at the

company from across broadcast, product and innovation divisions. The de-

sign guidelines encompass elements of user experience and usability, as well

as aspects of the content of the interactive experience, i.e. what types of

additional on-demand information is most suited to be delivered embedded

alongside the live video stream. The final set of design principles guiding our

design are as follows:

• Unintrusive: It is important that the user experience does not dis-

tract or obstruct main (linear) coverage permanently. Spectators need

to be in full control of showing or hiding interactive content, while

maintaining focus in the main coverage content at all times. This is

particularly relevant for quick and time sensitive events of high narra-

tive importance.

• Discoverable and controllable: Fans need to be able to easily gauge

what is offered by the extension, and the mechanism for discovering

interactive feature needs to be easy to learn. Users should also be able

to personalise content to their specific interests, even if they diverge

from the primary commentary.

• Game status and highlight tracking: Esport titles are complex and
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it often hard for fans to judge the state of the game and each player’s

performance. Interactive content should aim to advice and explain to

audiences the key moments as well as core indicators in order to break

down the state of the game in a understandable manner. A comprehen-

sive status overview also allows the viewers to better anticipate what

will happen, and sets the stage for surprise.

• Providing context: Due to the high complexity and varied nature of

esports, it can be challenging to fully judge key events. For instance,

in Dota 2 heroes can pick up certain items that dramatically alter

the power of a hero. The timing of pick-up - whether it is early or

late in the game - is crucial to provide meaning to fans. Interactive

overlays provide opportunity to offer such context (for instance, by

taking into account historical match data), allowing fans to develop

deeper understanding of key events.

• Facilitate catch-up: Esports audience commonly tune in late and

consume live esports alongside other activities (e.g. playing games)

and across different devices (e.g. through mobile devices while on the

move). Interactive experience should be utilised to allow fans to catch

up after missing parts of the match, provide key highlights and facilitate

transition of focus between watching the live action and competing

activities.

• Tournament status: Tournament standings and schedules are impor-

tant to fans, but often located on separate website. Interactive overlays

allow the provision of such information in close proximity to the actual
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coverage.

• Visual integration with tournament style and game UI: The

extension had to conform to the tournament’s style guide, including

colour palettes, fonts and tournament branding. Similar to visual

broadcast graphics, the extension also needed to be visually distin-

guishable from the game’s visual style and user interfaces to clearly

separate interactive components from the underlying non-interactive

video feed.

The set of identified design principles were then translated into concrete

design and working prototypes by the esports company’s technical team.

The extension was trialled at three international tournaments, with minor

refinements being implemented following focus groups with fans. The final

design and large-scale deployment are the basis for the case study presented

in this paper.

E.3.3 The Dota 2 Twitch Extension: Description

The Dota 2 extension broadens the video stream with a set of interactive

information panels that can be accessed any time before, during or after live

matches. In order to adhere to the the “Unintrusive” principle, all panels

are initially closed, and the extension presents itself to users as a collapsed

column of five navigation button floating in the centre-left area on top of

the video feed (Figure E.1). This specific placement location has been se-

lected as it does not interfere with existing elements on the video streams,

such as bottom halves or in-game displays. Each button is associated with

a separate information panel, which can be opened and closed at any time
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by the user. This allows the user to take control over what and when infor-

mation is displayed (“Controllable”). When opened, the panel itself has a

semi-transparent background to further minimise disruption from the linear

broadcast.

When loading the extension, the top-most button - Live Recap - presents

a tooltip that makes viewers aware of the Live Recap function and marks

unread notifications as red dots (“Discoverable”). Clicking the button opens

the Live Recap panel (Figure E.2). The panel consists of a scroll panel

that chronologically lists important highlights from the match, as well as

periodically providing match summaries (‘This match so far’). The Live

Recap is designed to highlight notable events and performances to viewers

that are usually invisible to viewers, as well as to allow viewers who join the

stream at any point to catch up with the live match (“Highlight Tracking”,

“Facilitate catch up”). Furthermore, key moments of the match provide

contextual information. For instance, when a key item is picked up, the

summary states if this is “fast”, “average” or “slow”, by comparing timings to

historical matches of the current season (“Providing context”).

The second button opens the Player Performance panel (Figure E.3). On

the top, both teams logos and their win probability are shown, which is

calculated by taking into account hundreds of key performance indicators

(Section E.3.4 will provide details on how data-driven content is generated).

In lieu of a reliable “score” (equivalent of goals in football), the win proba-

bilities give viewers a more refined birds-eye view on “Game status” and

help viewers “Catch up” after a break to gauge the overall state of the

game. Below the win prediction, the panel lists a head-to-head comparison
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Figure E.1: In its initial state, the Dota 2 Twitch extension provides a column
of five yellow buttons on the centre left portion of the game footage. The top
button - Live Recap - can present push notifications, informing users of key events
during the match.

of team and players performances, highlighting important key performance

indicators and showing how well each player performs on a normalised scale

from 0% (poor performance) to 100% (top performance), providing crucial

context for judging each player’s performance. The performance indicator is

explained in detail in the previous work by Demediuk et al. [30]. The perfor-

mance indicator is calculated by taking into account a range of contextual

factors (the chosen hero, their role, time of the match) as well as 13 different

Key Performance Indicators, such as gold earned or kills scored [30]. For

each player, the top three most impactful Key Performance Indicators are

listed, giving viewers insights into which aspects of the players’ performance

determine their performance index.

The third panel the Player HUD - presents in-depth status information

about each player (Figure E.4). At the top, the HUD shows the players hero,

name and level, alongside primary KPIs, such as the number of kills and

the effectiveness in earning gold. Underneath, the HUD visualises how each

player develops the talents and skills of their in-game characters as well as
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Figure E.2: The live recap provides a chronological list of important highlights
and outstanding performances as well as offers periodic match recaps that allow
viewers who have tuned in late to catch up on the action.
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Figure E.3: The performance tab shows an overall win probability for each team,
and lists key performance indicators of each player alongside their contribution
to the team’s chance of winning.



236 From Passive Viewer to Active Fan

provides a status of their health and resources (green and blue bars). Lastly,

the HUD shows the items each player has in their positions (giving characters

important power boosts), as well as their performance in obtaining gold.

Some elements in the HUD allow for additional interaction that reveals more

layers of information. For instance, moving the mouse over a skill or item

provides a tooltip with details about the item. The provided information

gives viewers more insights and ability to explore performance beyond what

is normally covered in the linear video feed (“Game status”).

Figure E.4: The player Heads-up-display (HUD) provides detailed status infor-
mation about each player.

The last two interface panels provide information about standings and

schedule of matches, this covers the further information needed which has

been highlighted in the “Tournament status” requirement. The Standings

panel provides a tree view of the group or knock-out stage, depending on the
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stage of the tournament. If a live match is on, the current match is high-

lighted visually within the standings. The final panel - schedule - provides

information about upcoming matches. Both panels provide convenient access

to information otherwise only found disparately, across multiple web-sources

and apps. Both standings and schedule are available any time during the

tournament (before, during and after matches).

Overall, the Dota 2 Twitch Extension creates a rich interactive experience

that accompanies the live broadcast. The extension presents highlights to

the viewers that might have been missed on the primary coverage, and gives

individual viewers a broad range of on-demand content.

E.3.4 Implementation

The extension is developed in HTML and JavaScript, utilising the Twitch

API [31] to integrate with the live video stream. The twitch extension receives

its content through a dedicated data link with a bespoke data service, which

was designed and implemented by the authors (a detailed description of the

data analytics and machine learning techniques can be found in [82, 29, 30]).

The data service has access to the live match data, which it receives from

the tournament operator. The data service compares the live match data to

thousands of matches from the current season, and automatically generates

highlights, status overviews, analyses of performance and match predictions,

which are then broadcast in form of a structured JSON packages to all viewers

via Twitch’s content delivery network. The extension runs in the browser of

each viewer and translates the data packages into the described interactive

user experience.
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E.4 User Evaluation

The Dota 2 Twitch extension extension was used during the DreamLeague

Season 15 DPC Western Europe for both Upper and Lower division for the

period between Apr 24 2021 to May 22 2021. The 4 week event provided an

opportunity to study how audiences engaged with the interactive features in

an ecologically valid setting. For this purpose, the extension was modified

to collect anonymised telemetry data for each individual user. Full ethics

approval was granted by the University of York’s ethics committee. The aim

of the data collection was to characterise general usage patterns of interactive

features as well as validate our design principles. Specifically, the study

sought to identify how do passive consumption of the linear video stream

and active engagement with interactive content entwine depending on various

stages of the tournament, and phases of live coverage.

In order to draw observations and comparisons from the data, several

steps were followed to allow for data validation and synchronisation, in ad-

dition to analysing user activity and defining interactions between user and

extension. This section first outlines the steps utilised in pre-processing user

data, including steps taken for collecting data, followed by a general analysis

of user interactions and how it relates to real world events, and ending on

an analysis of user consumption patterns which assist in defining how an

interaction behaviour can be observed across users.

E.4.1 User Analytics Capture

In order to collect usage data, the Dota 2 Twitch extension utilised the

Google Analytic API [47] that allowed for several aspects of user interaction
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Table E.1: Dataset feature overview

Feature Description

User ID A unique ID that relates to a single user

Time Human readable time of interaction

Delta Time difference between two consecutive interactions

Category A category defining the event, used to identify the event

Label Additional context for the event when available

Value The numerical value associated with the event when available

Action The textual value associated with the event when available

Unix
Timestamp

The time in Unix Index (seconds) that the event was performed
by the user

to be collected for analysis. Table E.1 contains a breakdown of all of the

features present in the usage dataset.

The Dota 2 Twitch extension deployed during the DreamLeague Season

15 DPC Western Europe, from the period starting Apr 24 2021 to May 22

2021. During this period, the Dota 2 Twitch extension covered 60 matches

for the upper and lower divisions, which generated data from 306,545 unique

users. Data was collected for all users who enabled Twitch extensions. Some

browser settings prevent google analytics from collecting data. Packet loss

was also commonly observed (see next subsection). Users who did not ac-

tively engage with the extension did not generate active log entries. However,

the delivery of the push notifications (the little red number flag on the “live

recap” button) was recorded for all user, regardless of their activity.
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E.4.2 Data Validation and Cleaning

Of the 306,645 total users, 101,729 users (~33%) engaged with the extension

directly. The rest received push notifications, but did not otherwise engage

with the extension and are therefore excluded from further data analysis.

In order to evaluate interactions across the different stages of broadcast,

exact timings of the different matches and their phases were collected. The

two main phases of a Dota 2 match consist of the Draft Phase (in which

teams pick their heroes) and the Game Phase (the actual match). This

process was automated using the OpenDota API [25]. Additionally, timings

of the different phases within a match were determined utilising the Clarity

Parser [155] library - a open source Java library for parsing and processing

Dota 2 replay files.

All times were converted into UTC times so the information could be syn-

chronised with the Goggle Analytics data. An artificial delay of five minutes

was added to all game times, as live video of the event, as well as the data

received by the extension was delayed by that amount by the tournament

organiser. This is a common anti-cheat technique in esports broadcast, par-

ticularly during the COVID-19 pandemic in which players competed from

home.

In order to assess and validate the dataset further, the usage dataset was

pruned of errors, such as faults caused by network traffic or other similar

technical issues. This was achieved by investigating the sequence of actions

performed by any given user, particularly the “Category” of the events. The

event categories relate to the type of event, including:

• OpenWidget: when a panel has been opened.
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• CloseWidget: when a panel has been closed.

• Hover: when a user hovers their mouse over any relevant UI elements,

which reveals additional textual information in the form of tooltips.

• Scroll: when the user scrolls through text.

• Tab Open: when the user opens an additional window within a panel.

• RecapNotification: when the user receives a push notification indi-

cating there is a new live recap story element that can be read.

By identifying possible sequence of events, a simple finite state diagram - as

depicted in Figure E.5 - can be reproduced to validate and identify any unex-

pected behaviour and remove it from the dataset. For example, a user path

of “OpenWidget -> Hover -> Scroll -> CloseWidget” would be a valid path,

whereas a path of “OpenWidget -> CloseWidget -> CloseWidget” might in-

dicate a problem with the logged data due to two consecutive close events.

Finally, after removing users that did not engage with the extension, and

discarding faulty interactions (i.e. that have reached unexpected states) a

total of 101,729 unique users were included in the data analysis.

E.4.3 Data analysis

In total the cleaned dataset contains 1,628,017 distinct interactions within

the four week period of Apr 24 2021 - May 22 2021. Figure E.6 depicts

the average distribution of activity events per user. Outliers above the upper

quartile range were removed due to a large deviation of values between max-

imum and remaining values. A series of observations can be made. Given
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Figure E.5: A graphical representation of the Finite State Machine used to parse
through and join user interactions. States indicating a unexpected sequence of
actions have been underlined.

that we had removed ’passive’ users from the dataset, the majority of log in-

formation relates to “active” interactions that require user input - the mean

for the “passive” RecapNotifcication was comparably low. Secondly, users

commonly inquire deeper into the interactive feature than just opening and

closing the extension, with a wide range of interactions recorded (e.g. Hover

and Tap Open). Both Second Level interactions - switching to new panel

when the extension is already open, Third Level interaction - switching sub-

panels - and Fourth Level interactions - inspecting additional information in

the sub-panels via “Hover” as well as “scroll” - are commonly observed.

Note that across all users, the average was 8 actions combined. This

average number is relatively low, given the data was collected across a four

weeks period (but see Commercial Implications in Section E.5). Figure E.7

shows a histogram of number of interactions per user. From the 101,729

users that have engaged with the extension, 15,302 have interacted 20 or
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Figure E.6: A box diagram depicting the distribution of user interactions per
category - outliers have been removed for display purposes

Figure E.7: A histogram that displays the amount of user interactions per users
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more times. Conversely, a large proportion of the population has interacted

fewer than 10 times. Consequently, the majority of interactions are generated

by a minority of “power users”. This distribution of engagement is well known

from other observational studies [9], splitting users into a large portions of

“shoppers” (displaying only shallow engagement), and “power users” (show

prolonged engagement and fully explore the interactive offerings).

Longitudinal Analysis

We analysed engagement with the extension across different stages of live

coverage by synchronising log telemetry data, as well as match and game-

phase timings. The majority of interactions (68.5%) occurred during the live

match phase. 5.2% of interactions took place during the relatively short draft

phases (15 - 20 minutes). The remaining 26.3% of interactions happened in

the time period between matches. Note that the extension’s full functional

capacity was only available during the live match. Between matches and

during the draft phase, the extension only provides tournament schedule and

standings. However, the data suggests that viewers were aware of the ex-

tension during all stages of the tournament, and increased their engagement

during the primary game phase. This also provides evidence that the pri-

mary data-driven content presented in the extension - providing context and

in-depth analysis - provides additional value during the game phase.

Figure E.8 displays user activity for the duration of the final match, dur-

ing which a peak number of concurrent users can be observed. The example

illustrate the slow build-up of engagement with the widget before the match

(white background) and during the draft phase (light blue). In both cases,
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only tournament status and schedule are populated, all other tabs remain

inactive until the match starts. During the live match (green background),

activity across all types of interactivity increases, with notable peaks and

troughs. Usage of the extension builds up over the course of the example

game, then drops a few minutes before the end of the match. Dota 2 involves

variable gameplay, creating both quiet periods of no conflict and short bursts

of intensive team encounters, which may explain the peaks and troughs in

active use. The last minutes of a match usually involves substantial action,

as one of the teams invades the enemy base, which may explain the drop-off.

Similar patterns could be observed across the other matches. While further

analysis is required, the data suggest that the observed patterns of interac-

tion may correlate with the cadence of the match. This is further discussed

in Section E.5.

Figure E.8: A demonstration of user activity in one-minute intervals for Upper
Division last week final Game 1 with 30 minutes offsets

Usage of the extension also increased over the four week period, peaking

during the final weekend (Figure E.9 depicts). This is expected, as it follows

general viewership, which typically increases over the course of a tournament.
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The authors did not have access of match-level data on total viewership

(Twitch only provides aggregate statistics of daily peak viewership), therefore

a full comparison was not possible.

Figure E.9: A histogram displaying the number of users active at all games
covered in the series

Active vs. Passive Engagement

Previously described analysis has focused on aggregate numbers of discrete

activity entries. This section focuses on analysing sequences of actions per-

formed by individual users, and how phases of “active engagement” can be

further qualified. The aim is to provide additional insight of how the viewers’

focus switches between active use of the extension and passive consumption



E.4 User Evaluation 247

of the video stream. We define active engagement as periods of time in which

the user is predominantly focused on the extension. For instance, a sequence

of actions where the user opens the extension, selects the Heads-up-display,

a player and then hovering the mouse over an item to get a tooltip. During

this time, it is likely that the user is fully focused on interacting with the

extension. In an alternative scenario, a user opens the extension and leaves

the live recap open for one minute, then switches to another panel, and sub-

sequently closes the extension. In this scenario, while the extension is visible,

the user is likely to split their attention between the extension’s information

displays and the live video stream.

The challenge of characterising “active engagement” in our telemetry data

is in identifying a suitable time threshold that links individual actions into

sequences of active use. If time lapsed between two subsequent activity

events is below the threshold, it would link them into a period of active

use. Multiple subsequent events that all fulfil this criteria form a larger

active period. If the time lapsed between two subsequent activity events

is above a certain threshold, it is assumed that the engagement is passive,

in which the user may not be fully focused on the extension. Literature

suggests that user attention retention is unlikely to be maintained over long

periods [148]. Particularly as the information being consumed by users is

displayed alongside a Dota 2 game, which increases the amount of overall

information displayed on screen [10]. Furthermore, it is known that sports

can modulate and impact audience attention retention [3], however the effects

of esports has not been tested. Similarly, single interaction performed by the

users are expected to retain their attention for a limited, but non-zero length
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of time.

To determine a suitable threshold, a histogram showing the distribution of

time lapsed between any two subsequent events in the dataset (Figure E.10)

has been plotted. The first bar shows that around 270,000 log entries oc-

curred less than 1 seconds from each other. Of the 768,309 total interactions,

155,145 (approximately 20%) were separated by more than 30 seconds. The

distribution focuses on time scales that are reasonable to consider for an

activity threshold.

Figure E.10 provides a visual representation of usage patterns, displaying

the number of times that users performed two consecutive actions (X) seconds

apart. The data shows that the time between interactions plateaus relatively

quickly at approximately 8 seconds, thus user patterns past this threshold

are roughly equally distributed. By utilising the Elbow technique [34], a

threshold of 5 seconds can be established, as this the most pronounced curve

in the data distribution. This time period can then be used as an approximate

duration for which users are actively engaging with the extension. While

this is an approximate value, it suggests that a large number of subsequent

actions happen within that time period. This could assist further analysing

the data and provides a starting point for quantifying user interaction based

on engagement patterns.

Using the active threshold outlined, it is then possible to identify all

sequences of active usage. This can be defined by a sequence of actions where

all log entries succeed each other within 5 second. A sequence can contain

a single interaction, if it is isolated from previous and subsequent log entries

by more than 5 seconds. Using this method a total of 121,101 sequences
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Figure E.10: A histogram displaying the time difference between any two con-
secutive interactions capped at 30 seconds
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were identified across all users. Figure E.11 shows a distribution of number

of interactions per active sequence. The distribution shows that a large

number of sequence only consist of a single isolated action. However, a total

of 74,643 sequences (62% of all sequences) contain two or more interactions.

The distribution also shows that the number of interactions per sequence is

varied.

Figure E.11: A histogram depicting the number of interactions for active engage-
ment

Figure E.12 shows the distribution of users based on the percentage of

time spent actively engaging with the extension as per our measure. This

was achieved by calculating the duration of each chain of interactions, and

compared with the overall time the extension was visible. The maximum
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Figure E.12: A histogram displaying the proportion of time users spend actively
engaging with the extension in relation to the time the extension remained opened
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value was calculated by measuring the time difference between the cumula-

tive time between all pairs of “OpenWidget” interaction and the subsequent

“CloseWidget”. The data shows that a large number of users spent less than

10 percent of their time ’actively’ engaging with the extension - as depicted

by a large peak in the “<10%” bin. However, a similarly large number of

users spent the vast majority of their time (>90%) actively engaged with the

extension. This usage pattern seems substantial, given that the extensions

competes for attention with the live match. Additionally, the data shows

that the rate of occurrence and duration of active usage may correlate with

the cadence of gameplay. Figure E.13 displays all active sequence performed

by all users within the upper bracket Game 1 final. In this graph, every user

is depicted as a thin horizontal row on the Y-axis, with active sequences be-

ing connected in blue. Longer horizontal lines mean longer active sequences.

Short lines or dots represent short bursts of activity. All users are stacked

vertically. The X-axis represents time from the start of the draft phase to

the end of the match.

As depicted in Figure E.13, the active engagement periods clearly cluster

around certain time of the match (see regions that are more intensely blue).

Other regions of the figure are mostly white and devoid of active usage,

suggests that little interaction occurred across all users during this time of the

match. While more in-depth analysis is required, this provides an indication

that in-game aspects may affect how the extension is used, and consequently

how the audience attention can shift during the match.
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Figure E.13: User activity performed in the Upper Division last week final Game
1 as chained by the Active period threshold of 5 seconds. The X-axis represents
chronological time from start of the draft period until the end of the match.
The Y-axis represent user activity where each unique user has been assigned a
horizontal value in the axis.

E.5 Discussion

The data analysed in this paper draws a detailed picture of how users inter-

acted with the interactive content provided by the Dota 2 Twitch extension.

The following sub sections discuss the major findings of the analysis, with

a specific focus on validating the principles underlying the design of the ex-

tension. Finally, this section outlines limitations of the presented study and

identifies areas for future work.

E.5.1 Overall Characterisation of Usage

The Dota 2 Twitch extension introduced novel interactive content alongside

the video stream. Despite not being actively advertised or explained as part

of the video coverage, the extension organically attracted a substantial num-

ber of viewers. Roughly one third of all viewers captured by the telemetry

data actively engaged with the extension. Of those that did engage with the

extension, the depth of interaction was varied. 55% of users displayed only

“shallow” engagement, dipping in an out of the extension only once and never

returning. However, 20% of active viewers can be considered “power users”

who displayed active prolonged engagement, and explored the full functional
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depth of the extension over the course of the tournament. In between shal-

low and power users is a varied gradient of engagement. However, while this

distribution of engagement is not new in the context of prior research (e.g.

visitor studies in museums [9]), this study is the first to quantify large-scale

adoption of interactive offerings in the context of live esports and sports.

While engagement will depend on the specific design of the interactive offer-

ing (see Limitations & Future Work), this study observed a high “organic”

uptake (without additional advertisement or incentives) and good levels of

engagement considering the added experiences compete with action-packed

live coverage. Consequently, the data provides clear evidence that interac-

tive content is in demand, and can help conversion of audience from passive

consumers to active viewers. The varying levels of engagement and evidence

for systematic functional exploration across users suggest that the design was

successful in being “Discoverable and controllable”. However, based on

the data, it remains uncertain if every user was able to discover the func-

tionality. The design was purposefully subtle, only showing five buttons in

a marginal area of the screen when inactive. Two thirds of viewers never

engaged with the extension, suggesting the design was also successful in be-

ing “Unintrusive”. Unintrusiveness and discoverability are at obvious odds

with each other. The measured engagement characteristics can likely swayed

towards higher adoption rates by deploying animation or active guides to

encourage usage. Additionally, explaining and encouraging use of the inter-

active extension in the main video feed (e.g. through panellists) may result

in increase adoption rates.
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E.5.2 Contextualising Interaction

The study showed that levels of engagement varied depending on the tour-

nament stage and on the stages of live coverage during each day. Since this

extension provides most of its content during live matches, this stage saw the

highest usage. Viewers consistently opened tournament schedule and stand-

ings throughout the broadcast, validating our “Tournament status” design

criteria. Within the live match, usage tended to build up as time progressed

suggesting that the relevance of the provided information displays increased

to viewers. A possible explanation for this observation is that judging perfor-

mance and strategy in Dota 2 matches becomes increasingly complex as the

match progresses. The extension was purposefully designed to show “Game

status and highlight tracking” as well as “Providing Context”. The

data-driven insights provided by the extension (such as win prediction and

performance indicators) may thus become more valuable as the match enters

later stages.

E.5.3 Active vs. Passive Usage

We introduce a mechanism for identifying “active” use, defined as a sequence

of interaction happening in short succession, based on a 5 second threshold.

This analysis brought out two common forms of interactions across users.

By analysing those behavioural patterns, a set of three engagement levels

can be determined. In a large number of cases, users engage with the ex-

tension in bursts of connected interactions. This can be commonly observed

when users open the extension and navigate through several panels utilising

features and engaging with the extension in varying ways. This interactions
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typically occur within short intervals of times - commonly within the high-

lighted threshold of 5 seconds. During this period, it is expected that the

user is actively engaging and consuming the information being displayed. In

another common behaviour of interaction, users open a panel that remains

open for a long period of time. During this time users perform actions spo-

radically, with large periods of inactivity in between actions. In this case,

information is being displayed and it is expected that the user is passively

consuming the information with limited attention, as this is being shared

with the linear coverage feed in the broadcast. Lastly, it is important to note

that there are periods of time during which the extension is closed completely.

This provides an insight into a third behavioural pattern, during which users

and not engaging with the extension, neither passively nor actively.

E.5.4 Interaction with In-Game Events

The data included various indicators that usage of the interactive features

and events happening in the virtual game worlds correlated. First, a sharp

drop in engagement with the interaction in the final minutes of each match

can be observed. This stage often entails intense action that audiences follow

closely. Secondly, there were also clear peaks and troughs in usage of the

extension throughout the live match across all users. These fluctuations in

collective usage are likely linked to particular in-game events as well as the

general cadence of the match. However, a statistical link could not yet be

established and should be explored further in continued work. Identifying

key events and measures for such a “cadence” are non-trivial, involving the

detailed analysis of replay data. Esports such as Dota 2 provide rich match
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recordings for each match, enabling the detailed correlation between audience

telemetry and game analytics. This can be subject to future research.

E.5.5 Commercial Implications

It is important to contextualise the findings from this paper within the com-

mercial drivers of the esports ecosystem. Most esports broadcasts are free

to watch. The majority of esports revenue comes from sponsorship [111],

which have been shown to have had a positive impact on brand awareness

and image [39]. Consequently, the addition of new audience experiences,

such as the one presented here, is ultimately driven by generating additional

revenue. The collected data and presented methodology has various commer-

cial implications. While not all viewers utilise the extension, those viewers

who do, engage actively and receive added value through the contents of

the extension. This can positively impact the effectiveness of advertising, as

more disruptive forms for brand placements (such as rolling unskippable ads)

can lead to negative impact on users, less disruptive forms have comparable

brand effectiveness while reducing the negative impact to audiences [121, 5].

Sponsorship embedded in interactive experience is thus prone to generate a

different depth of engagement with fans and a clearer perception of added

value than traditional “passive” sponsorship displays embedded in the linear

video feed [6, 74]. Even for the majority of fans who only click a handful of

elements in the twitch extension over the course of the four week tournament,

the short burst of interaction creates a moment of focused and measurable

attention. From a sponsorship perspective, this interactive engagement is

different to usual product or logo placements in the passive video, of which
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no metrics of exposure exists. Such ’interaction with brands’ - similar to

advertising placed within virtual game worlds - was considered valuable to

the tournament organisers we worked with and deemed to create new spon-

sorship offerings that compliment existing inventories. It is also important

to note that such interactive engagement lends itself to being personalised

to each individual fan, which has been shown to offer similar levels of brand

retention while reducing the negative impact to audiences [6]. Furthermore,

interactive content generates detailed information about fans. While in this

paper we deployed offline analysis of the telemetry data after the tournament,

similar techniques could be utilised to collect real-time data about fans. A

tournament organiser or brand could leverage such data to know when there

is a downtime in the cadence of the match, when fans are active in the ex-

tension and what they are interested in (e.g. what player they have selected

in the HUD). This could create numerous possibilities for the delivery of

tailored advertisement or merchandise. Lastly, interactive extension could

be leveraged to deliver premium content to fans and be monetised through

subscriptions or micro-transactions.

E.5.6 Limitations & Future Work

The presented study provides the first large-scale analysis of how interactive

audience experiences in esports are used in an ecologically valid environment.

Many of the presented findings are specific to the design of the Dota 2 Twitch

extension, and generalisation will require additional study of engagement

across different esports titles and applications. The the presented design

principles and methodological foundations for our analysis, including the
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addressed challenges of log analysis and definition of active use seek to inform

future design and evaluation of interactive audience experience in esports.

Additionally, as explored in Commercial Implications, the analysis pre-

sented was performed post event. A possible extension of this work could

be the use of real-time telemetry data to further drive fan engagement ’in

situ’, creating a series of interesting creative and commercial opportunities,

as well as generating additional insights into audience behaviour. Combining

real-time and historical engagement data from each user alongside genera-

tive AI, for instance, could enable much more sophisticated penalisation’s an

tailored content delivery. This, in turn, could enable better live customisa-

tion of data, catering to individual users needs and preference - ultimately

generating value for fans and commercial opportunities for content creators.

Similarly, analysis of live viewer engagement could also be leveraged to im-

prove other elements of the broadcast, including social media engagement,

or post-match analysis. For instance, the highlights treated during the post-

match analysis could be informed by spikes in the use of the extension and

automatically generate social media short-form content. This could also be

further enhanced by continued work to investigate live usage with in-game

“cadence” as explored in Interaction with In-Game Events.

Future work needs to also focus on greater customization in appearance

and presentation. While the design language of the extension followed the

“Unintrusive” general patterns, users may choose to customize the look to

better suit their needs and preferences. Additionally, the extension also ad-

hered to the overall tournament style guide, dictating several aspects of the

look and feel. While this was a limitation in this study, future work in the do-
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main could explore the effects of greater customization for appearance and

presentation with continued engagement, in line with the “Discoverable

and controllable” criteria discussed in this paper. Additional customiz-

ability could also have accessibility implications, allowing users to adjust

the extension to suit their needs. This greater customization in addition to

Real-Time Viewer Engagement Analysis could also serve to provide greater

insights into why some users opted out of engaging with the app.

Lastly, it needs to be recognised that the behaviour of esports audiences

- particularly of analysis-focused and data-heavy game titles such as Dota

2 - may not generalise of the wider esports viewership. Future work has to

focus on applying the analytical methods proposed here to other interactive

audience experiences to generalise our understanding of audience behaviour

and associated creative and commercial opportunities beyond this first case

study. Similarly, the translation of interactive audience experiences to tradi-

tional sports needs to be subject to further study.

E.6 Conclusion

This paper presented the first large-scale case study of esports viewing con-

sumption patterns an interactive, data driven audience experience in esports,

used by over 101,729 people during the 2020 DreamLeague Season 15 DPC

Western Europe tournament. By investigating sequences of user interac-

tions, this paper proposes an active period threshold of 5 seconds. This in

turn allows for a more refined investigation of how users engage with interac-

tive overlays. By studying user activity in conjunction with the active period

threshold proposed in this study, this paper documents methods for detecting
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behavioural user patterns. Future work will investigate additional details in

the potential relationship between user telemetry and in-game events, which

may help explain the observed interactions. The contributions raised by this

paper can also be used to assist the understanding of future challenges and

opportunities in interactive viewing across sports and entertainment.
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