Investigations into the reduction of soft
tissue artefacts using projection of
markers and microwave imaging

Vignesh Radhakrishnan
PhD

University of York
School of Physics, Engineering and Technology

September 2024



Abstract

Movement analysis is a widely applied clinical tool for the diagnosis of neurologi-
cal and musculoskeletal pathologies and in the evaluation of surgical interventions.
The clinical gold standard for movement analysis is skin-mounted marker-based
systems, whose clinical usability in computing the underlying movement of bones
are impeded by soft tissue artefacts (STA). STA are discrepancies in bone move-
ment calculated from skin-mounted markers, and are caused by the interposition
of soft tissues.

Multibody kinematic optimisation (MKO) methods are the most widely applied
solution to reduce STA. However, the efficacy of MKO methods varies between
subjects and investigated motions, with most MKO methods not validated on
participants with higher body mass index (BMI) scores.

This thesis proposes a practical solution to reduce the deleterious effects of STA.
Two novel marker projection schemes, wherein the markers are projected onto the
bone surface, are proposed. The projection schemes are validated on a dataset
containing both skin-mounted marker trajectories and reference kinematics, of
participants with varying BMI scores performing a wide variety of movements.
Additionally, a novel imaging modality for biomechanics, microwave imaging, is
investigated to project the markers onto the bone surface during both static and
dynamic motion. The feasibility of this application of microwave imaging is inves-
tigated using both human models and tissue-mimicking phantoms.

Our results indicate that the projection schemes reduce errors in rotations
most affected by STA, and also improves the quality of computed kinematics for
all subjects and investigated motions. Additionally, the location of the bone can
be detected using microwave imaging and a wearable system, in both static and
dynamic situations. Our findings underscore the efficacy and generalisability of our
multidisciplinary solution to reduce the effects of STA on computed kinematics,
and represent a potential solution to improve the clinical usability of skin-mounted
marker-based data.
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Chapter 1

Introduction

1.1 Background and motivation

Human walking, or human gait, is a complex pattern of limb movements involv-
ing the nervous, musculoskeletal and cardiorespiratory systems. A deviation from
typical development of these systems, pain or fatigue can disrupt normal gait, re-
sulting in pathological or abnormal gait [154]. For example, cerebral palsy (CP),
a group of lifelong neurological disorders occurring in 2-3 per 1000 livebirths [246],
can result in various forms of pathological gait, such as intoeing gait. This is one of
the most common gait abnormalities, occurring in >60% of children with CP [261]
and can lead to pain, discomfort, and severe functional issues such as difficulties
with foot clearance and tripping [186, 260]. Another example of pathological gait
is miserable malalignment syndrome (MMS), an abnormality caused by a combi-
nation of excessive proximal femoral anteversion and external tibial torsion, which
can result in knee pain and functional issues [89].

Gait analysis — the most widely applied clinical branch of human movement
analysis — is the study of the factors which disrupt typical gait, and is extensively
used to assess and treat individuals with conditions affecting their ability to walk,
such as CP and MMSJ[53, 226]. For example, treatment for intoeing gait is achieved
through femoral derotation osteotomy, which is an orthopedic surgical procedure
wherein a cut (osteotomy) is made to the upper part of the femur with the femur’s
alignment subsequently corrected. The success of femoral derotation osteotomies
are dependent on pre-operative, intra-operative and post-operative factors. The
criteria for performing surgery are dependent on variables computed during gait
analysis, such as passive internal rotation greater than 50° , external hip rotation
less than 30° and at least 15° of internal hip rotation during the stance phase of
gait [83, 186].

One of the key outputs of a clinical gait analysis are the computed linear
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and angular positions (and their time derivatives) of the skeletal system, which is
referred to as kinematic analysis. The clinical gold standard systems for performing
kinematic analysis are optoelectronic systems. These systems utilise reflective
markers which are placed on specific anatomical landmarks on the human body,
and their recorded trajectories are analysed to calculate the position and velocities
of the underlying bones. Whilst commercial optoelectronic systems offer accuracies
of a tenth of a millimeter in tracking of the reflective markers, the clinical usability
of computed kinematics are undermined due to soft tissue artefacts (STA) and
marker-misplacement errors [54].

STA are errors in bone movement computed from the reflective markers when
compared with actual bone movement, and are caused by the interposition of soft
tissues between the reflective markers and the underlying bone. For example, the
recommendation of 15° for performing femoral derotation osteotomy for intoeing
gait was to account for inaccuracies in computing hip rotation angles in clinical
gait analysis due to STA [228], with McGinley [163] reporting that the hip in-
ternal/external rotation angle had the most error in clinical 3-D gait analysis,
undermining pre-operative planning for femoral derotation osteotomies.

STA are considered the most critical source of error in gait analysis [58, 141,
194]. Due to their deleterious effect on computed kinematics, STA have been
extensively studied, with several solutions proposed to compensate for, or mitigate,
their effects. However, despite the plethora of solutions proposed to mitigate the
effects of STA on kinematic analysis, no single solution has been proven to be
effective for all analysed motions and for all individuals. In addition, the majority
of the experimental research undertaken in the field of STA have used participants
with a healthy body mass index (BMI) score [194], despite evidence of a direct
correlation between higher BMI scores and increased magnitudes of STA [54].

With the prevalence of obesity increasing in both adults and children over the
last few decades [34, 61] [75% of adults between the ages of 45 and 74 and 25%
of children below the age of 11 are obese in England [34]], this thesis investigates
the impact of STA on computed kinematics in clinical gait analysis and proposes
solutions to mitigate these effects. The thesis aims to enhance the accuracy of
clinical gait analysis by addressing the challenges posed by STA.

1.2 Problem Statement

STA has been termed the most critical source of error in clinical gait analysis, due
to the difficulty in compensating for STA. The main reasons for this difficulty, are
that STA are marker-location-, subject- and task-specific, and vary during a gait
cycle. For example, one study [27] reported that STA affecting thigh markers is
maximum at the stance phase of the gait cycle, with STA at the shank markers
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reaching its maximum in the swing phase. Additionally, they also reported that
the magnitude of STA at the thigh is greater than the magnitude of STA at
the shank. Another study [74] reported that different locations of thigh marker
underwent different magnitudes of STA during the same motion and affected the
computed kinematics differently. For example, the authors reported that proximal
thigh markers produced lesser knee varus-valus range and smaller hip rotation
range than distal thigh markers, indicating lesser influence of STA. STA has also
reportedly been affected by the motion and the subjects: [240] reported that a
hopping motion produced more STA than walking and [54] reported that subjects
with higher BMI had greater magnitudes of STA.

In addition to being dependent on the task, subject and marker-location, STA
have a similar frequency content (around 6 Hz) to that of actual movement, thereby
rendering traditional filtering techniques ineffective [141]. Due to the aforemen-
tioned reasons, developing a generalisable solution to compensate for STA has
been difficult, as most of the existing solutions have been tailored towards a spe-
cific motion, marker-location or specific source of STA.

Amongst the various solutions proposed, multibody kinematic optimisation
(MKO) methods are the most widely applied, and are incorporated in commonly
used musculoskeletal modelling software. The efficacy of MKO methods are de-
pendent on the: joint models of the underlying musculoskeletal model, marker
placements and marker weights. Furthermore, studies have shown that MKO
methods are optimal only when subject-specific joint models and subject- and
task-specific marker weights are incorporated necessitating the development of
subject-specific models, which do not allow for the development of a generalisable
solution [57, 242]. In addition to optimal MKO methods not being generalisable,
the majority of MKO methods are predominantly analysed using participants with
healthy BMI scores [42], therefore not indicating their potential to be applied to
the general population and therefore improve the accuracy of clinical gait analysis.

In this thesis we propose and validate a generalisable (applicable to individuals
with varying BMI scores) and practical solution to reduce the impact of STA on
clinical gait analysis and improve the accuracy of computed kinematics. Specif-
ically, this thesis proposes two marker-projected MKO methods to reduce joint
angle error caused by STA. Marker-projection is enabled by the application of mi-
crowave imaging: a safe, cost-effective, and operator-independent imaging modal-
ity.

The decision to analyse the projection of markers was informed by studies re-
porting that complementing optoelectronic systems with actual bone movement
— obtained using intracortical pins, percutaneous trackers or imaging modalities
such as fluoroscopy, magnetic resonance imaging or computed tomography — re-
duces the effect of STA[72, 173]. The decision to investigate microwave imaging



Introduction

was undertaken to overcome the limitations of ultrasound imaging, which has been
previously been investigated to reduce STA [129, 160].

We present evidence that our proposed, multi-disciplinary solution — which is
designed to complement optoelectronic systems — not only reduces the deleterious
effects of STA on computed kinematics, but also improves the quality of computed
kinematics for clinical gait analysis.

1.3 Thesis outline and contributions

The thesis follows a chapter-based structure, where each chapter explores a key
aspect of the problem statement with sequential chapters building and exploring
on the results of the previous chapters. The thesis structure and the contributions
are listed below:

e Chapter 2 provides a comprehensive review of the existing methods to re-
duce STA, emphasizing the difficulty of developing a generalisable solution
to reduce STA. In addition, it reviews imaging modalities currently applied
in biomechanics. Ultimately, it introduces the principle underpinning mi-
crowave imaging and reviews studies leveraging microwave imaging to image
the object of interest. The key objectives of this chapter are to: empha-
sise the difficulty of reducing the effects of STA and the ineffectiveness of
existing MKO methods, introduce different imaging modalities applied in
biomechanics, and introduce microwave imaging and the advantages of ap-
plying microwave imaging in biomechanics

e Chapter 3 proposes and investigates a new metric — residual error — to
evaluate the efficacy of MKO methods in the absence of ground-truth bone
movement data. It investigates the factors which affect residual error and
the relationship between residual error and joint angle errors in the presence
of increasing body fat. The main objectives of this chapter are: to propose
residual error as a metric to evaluate MKO methods in the absence of ground
truth data, to evaluate the efficacy of MKO methods in the presence of
increasing body fat, and to evaluate their generalisability

e Chapter 4 proposes two novel marker projection techniques to reduce the
effect of STA on clinical gait analysis. Joint angles obtained from our novel
marker projection techniques are compared with ground truth joint angles
(obtained using fluoroscopy) and joint angles obtained using conventional
(un-projected) markers. The main objectives of this chapter are: to propose
and experimentally validate our marker-projection schemes, and highlight
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the improvement in joint angle accuracy obtained from our marker-projection
schemes for clinical gait analysis

e Chapter 5 introduces and investigates the feasibility of applying microwave
imaging in the field of clinical gait analysis, through simulations. Specifically,
the efficacy of microwave imaging in determining the location of the bone
from the skin surface — to enable marker projection which was described in
the previous chapter — under specific conditions is investigated. The main
contributions of this chapter are to show the efficacy of microwave imaging in
detecting the location of the bone in models of varying BMI scores, in both
static and posed states, with data collected under specific conditions. The
results support the potential application of microwave imaging as an alter-
native imaging modality to ultrasound imaging in the field of biomechanics

e Chapter 6 expands on the investigations discussed in the previous chap-
ter, by moving to experimental validation of microwave imaging. Tissue-
mimicking phantoms of bone and muscle are developed to represent the
thigh. Microwave imaging, using novel antennas and with data collected
under the same conditions of the previous chapter, is applied to detect the
location of the bone in the phantom. The main contributions of this chap-
ter are: to discuss the development of a novel multi-layered solid phantom
representing the bone; to validate the efficacy of incorporating microwave
imaging in biomechanics experimentally.

e Chapter 7 summarises the results and conclusions of the thesis. It discusses
clinical implications and the improvement in accuracy in clinical gait analysis
obtained from our proposed solutions. It further discusses limitations of the
research undertaken and the potential future directions of this research.
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2.1 Introduction

As discussed in Chapter 1 soft tissue artefacts (STA) are considered the most
critical source of error in stereophotogrammetry systems [58, 141] due to the diffi-
culty in compensating or ameliorating their effects on kinematic analyses. Errors
in joint angle calculation due to STA can invalidate the clinical interpretability
of clinical gait data. For example, errors due to STA can affect the pre-operative
planning of surgical interventions such as femoral derotation osteotomies.

Whilst multiple solutions have been proposed to reduce the deleterious effect
of STA on kinematic analyses, no single solution has been proven to be effective
for all investigated motions, participants and marker locations.

In this review chapter we aim to highlight the magnitude of joint angle errors
caused due to STA and the joint angles most affected by STA. We additionally
review existing methods to reduce STA, including multibody kinematic optimiza-
tion (MKO) methods. This chapter reviews these methods, highlighting their
strengths and limitations, and identifies gaps that the proposed solutions aim to
address. Through this review section, we aim to provide a comprehensive back-
ground on the research undertaken to quantify the effects of STA and research
done in reducing their effects.

Furthermore, in this chapter we review studies which have leveraged different
imaging modalities to study the movement of bones, highlighting the benefits and
drawbacks of different imaging modalities. The chapter finally introduces and
reviews research done in the field of microwave imaging, a novel, non-ionising and
cost-effective imaging modality, which we have investigated as a potential imaging
modality to image the bone and as a potential alternative to the previously reviews
imaging modalities.

The structure of this chapter is as follows:
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e Section 2.2 provides a brief introduction to movement analysis and describes
the basic principles of kinematic analysis

e Section 2.3 reviews the research undertaken in the field of STA: Subsection
2.3.1 covers the studies quantifying STA, Subsection 2.3.2 reviews studies
proposing novel approaches to reduce the effect of STA, and papers validating
existing and novel methods proposed to reduce the effect of STA, with the
conclusions and key-takeaways provided in Subsection 2.3.3

e Section 2.4 discusses the different imaging modalities which have been ap-
plied in movement analyses, specifically fluoroscopy, computed tomography;,
magnetic resonance imaging and ultrasound. Subsection 2.4.1 discusses our
conclusion and key-takeaways from this section

e Section 2.5 introduces microwave imaging and reviews studies which leverage
the basic principles of microwave imaging to detect the object of interest.
Subsection 2.5.1 reviews work done in quantitative microwave imaging with
qualitative microwave imaging reviewed in Subsection 2.5.2. Subsection 2.5.3
reviews papers proposing novel antennas and papers analysing the sensitivity
of microwave imaging algorithms. Our conclusion and key-takeaways are
provided in Subsection 2.5.4

e Section 2.6 discusses our conclusion and key-takeaways from this chapter

2.2 Kinematic Analyses

Variations in gait and/or movement associated with activities of daily living are
often manifestations of neuromuscular pathologies, pain or fatigue. Therefore,
clinical gait analysis is widely applied to aid in the diagnosis of musculoskeletal
and neurological pathologies, to quantify dysfunction and to assess the outcomes
of a rehabilitation or surgical procedure [53].

Clinical gait analysis is predominantly described in three planes (Figure 2.1):
the sagittal plane, which divides the body into left and right symmetrical parts,
the frontal plane, which divides the body into anterior and posterior parts, and
the transverse plane, which divides the body into superior and inferior parts.
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Figure 2.1: Pictorial representation of the three anatomical reference frames of
movement: Sagittal plane, Frontal/Coronal plane and Transverse plane [13]

Clinical gait analysis can be performed either qualitatively using video vec-
tor technology — which comprises of interpreting variations in gait by visually
analysing movement acquired using video cameras in the sagittal and/or frontal
plane — or quantitatively using 3 dimensional (3-D) gait analysis. Whilst, visual
analysis of gait in the sagittal plane can be accurate, visual analysis of gait in
the frontal and transverse plane using a frontal camera is prone to errors due to
the small magnitude of movement in these planes. Therefore, 3-D gait analysis is
required for a quantitative analysis of movement in all three planes.

Stereophotogrammetry systems are the clinical gold standard for 3-D gait anal-
ysis (and biomechanics) and work by placing reflective (or active) markers on spe-
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cific landmarks on the human body; the marker’s recorded trajectories are then
analysed to evaluate the motion of the body (Figure 2.2). Stereophotogrammetry
systems typically require a designated area which is spanned by multiple infrared
cameras to record the markers, and are often used in conjunction with force plates.
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Figure 2.2: Skin-mounted markers placed at specific anatomical locations on the
human body. For example in the above picture the markers are placed at anatom-
ical landmarks stated in Vicon’s full body markerset [2, 3]. Marker labels can vary
from system to system with the location and number of markers generally consis-
tent between markersets. For example, in the above picture: RFHD and LFHD
are the right and left head markers, C7 is the cervical marker, RSHO and LSHO
are the right and left shoulder markers, CLAV is vertebrae cervical marker, STRN
is the sternum marker, T10 is the vertebra thoracic marker, RUPA and LUPA
are the right and left upper arm markers, RELB and LELB are the right and left
elbow markers, RARM and LARM are the right and left arm markers, RWRB,
RWRA and LWRB, LWRA are the right and left wrist wand markers, RFIN and
LFIN are the right and left finger markers, REFWT and LEWT are the right and
left anterior iliac spine markers, RBW'T and LBW'T are the posterior iliac spines,
RTHI and LTHI are the right and left thigh markers, RKNE and LKNE the right
and left lateral epicondlye markers, RLEG and LLEG are the right and left shank
markers, RANK and LANK are the right and left lateral malleoli markers, RHEE
and LHEE are the right and left heel markers, RMT5 and LMT5 are the right
and left fifth metatarsal marker, RTOE and LTOE are the right and left first
metatarsal markers. Marker locations are determined based on markersets where
are designed for specific purposes. A snapshot of a gait cycle observed using the
marker trajectories is shown on the right.

Clinical gait analysis includes three main components [212]:

e Kinematic analysis, which quantifies the linear and angular positions of the
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body, and is the study of motion without regard for the causes of motion

e Kinetics, which is the study of why the observed motion occurs and examines
the underlying linear forces and rotational torques that dictate the kinematic
motion

e Electromyography, which is the study of muscle activation and recruitment
of muscles

The work described in this thesis and therefore the studies reviewed in this
chapter are focused exclusively on kinematic analyses. However, since the outputs
of kinematic analyses are used in the study of forces and muscle recruitment, the
impact of the research is not purely limited to kinematic analyses. For example,
uncertainties in kinematics have been reported to affect calculation of moments,
forces and muscle activation [172, 174, 179, 252] with uncertainties in kinematics
found to contribute more to dynamic residuals than uncertainties in force plate
data [172].

Kinematic analysis is the study and calculation of linear and angular positions
of every body segment with respect to one another. Joint angles are calculated as
the orientation of one segment with respect to another segment, with the latter
segment considered the reference segment. For example, hip angles are computed
as the variation of the thigh segment with respect to the pelvis, with the pelvis
considered as the reference segment (Figure 2.3). One exception are the pelvic
angles, which are computed against the laboratory coordinate system (described
below). The segment and reference segment for the lower-body joint angles are
provided in Table 2.1.

11
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Sagittal Plane

a) b)

Figure 2.3: Pictorial representation of hip joint rotations in the three planes at
the hip and knee. a) Hip extension measured in the sagittal plane. b) Hip flexion
measured in the sagittal plane. ¢) Hip abduction measured in the coronal/frontal
plane. d) Hip adduction measured in the coronal/frontal plane. e) Hip external
rotation measured in the transverse plane. f) Hip internal rotation measured in
the transverse plane. All hip joint rotations are measured between the femur and
pelvis.

12
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Joint angle Plane Segment Reference segment

Pelvic tilt Sagittal Pelvis Global/Lab coordinate system

Pelvic Obliquity Frontal/Coronal | Pelvis | Global/Lab coordinate system

Pelvic rotation Transverse Pelvis Global/Lab coordinate system
Hip Flexion/Extension Sagittal Thigh Pelvis
Hip Abduction/Adduction Frontal/Coronal | Thigh Pelvis
Hip Internal/External Rotation Transverse Thigh Pelvis
Knee Flexion/Extension Sagittal Shank Thigh
Knee Varus/Valgus Frontal/Coronal |  Shank Thigh
Knee Internal/External Rotation Transverse Shank Thigh
Ankle Dorsiflexion/Plantarflexion Sagittal Foot Shank
Ankle Inversion/Eversion Frontal/Coronal Foot Shank
Ankle Internal/External Rotation Transverse Foot Shank

Table 2.1: Definition of segment, observing plane and reference segment for lower
body joint angles.

Body segments, in biomechanics, are represented as rigid segments, with in-
teraction between two segments described by joint models which permit between
zero to six degrees of freedom (DoF) motion between the two segments. A col-
lection of rigid segments constitutes a biomechanical model [212], with each rigid
segment associated with a local coordinate system (LCS). The global coordinate
system (laboratory coordinate system, GCS) is described by the stereophotogram-
metry system. The orientation and position of rigid segments are described as
transformations from the GCS to the LCS, with the orientation between two seg-
ments (LCSs) is defined by rotations about their axes. LCSs for each segment
on the lower body are defined using anatomical landmarks and vector definitions
[59, 262, 263 which are listed in Table 2.2. Typically, three non-collinear markers
(pink marker in Figure 2.3) are required to describe and track a segment (LCS),
with the definition and determination of LCSs performed during a standing static
trial. For example, for computation of hip joint angles, the markers on the thigh
are used to track the thigh LCS, with the markers on the pelvis used to track
the pelvic LCS. Hip joint angles are defined as the rotation and translation of the
thigh LCS with respect to the pelvis LCS.

Algorithms implemented to determine the pose (the position and rotation) of
a LCS can be broadly classified into three main categories and have been labelled
for the sake of this review as follows: [153, 212]:

e Category 1: Direct pose estimation
e Category 2: Segment optimisation methods

e Category 3: MKO methods

13
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Whilst the three categories differ in their approaches for calculating segmental
poses, they share a principle assumption: that the markers are rigidly attached to
the body segments i.e. the location of the marker in the LCS remains constant.

Direct pose estimation (Category 1 algorithms) computes the orientation and
position of each segment using the LCS at every frame of a motion trial, with the
LCSs redefined at every frame using the same markers and unit vector definitions
employed during the static trial (Table 2.2). This enforces the requirement that
the same markers used for creating the LCS are tracked during a motion trial.
This removes the possibility of either redundancy in the number of markers used
or of leniency in marker placement. This approach also enforces that the required
markers are visible in all frames. As a result of the above requirements, direct
pose estimation is extremely prone to marker misplacement errors (errors in the
placement of markers) and STA, with any error in marker location directly reflected
in the computed kinematics. Other limitations of direct pose estimation are the
propagation of errors from distal to proximal segments (due to segments below
the pelvis sharing a virtual joint centre created by the proximal segment), and
the inability of direct pose estimation to measure joint translations as each distal
segment shares a common point with the proximal segment [212]. Direct pose
estimation is used by the Conventional Gait Model (CGM) [79, 142].

14
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Table 2.2: RASIS and LASIS are the right and left anterior iliac spine markers.
RPSIS and LPSIS are the right and left posterior iliac spine markers. RLK and
RMK are the lateral epicondyle marker and medial epicondyle marker for the
right thigh. RLA and RMA are the lateral malleoli and medial malleoli for the
right shank. RMH5 and RMH1 are the markers at the fifth metatarsal and first
metatarsal respectively. The same conventions are used for the left leg markers.
P is the position of the marker and O is the origin of the segment.

Category 2 algorithms, in contrast to category 1 algorithms, computes both
joint rotations and joint translations, and are referred to as segment optimisation
methods (six degrees of freedom [6-DoF| methods, SOM). They estimate all six
variables — three position and three rotation — to determine the pose of a seg-
ment. The methods do not assume any explicit linkage between segments, with the
movement of endpoints between the proximal and distal segments directly com-
puted from the motion capture data [212]. SOM use the same LCSs definitions
as direct pose estimation (Table 2.2), and therefore require markers at the same
anatomical landmarks during the static trial. However, segment poses during the
motion trial are determined using three or more additional markers (tracking mark-
ers) attached rigidly to each segment. This enables less rigidity in the placement
of anatomical markers required for the static trial and provides more flexibility in
the placement of tracking markers for the motion trial. Notably, areas with less
soft tissues are predominantly chosen to reduce the impact of STA on calculated
kinematics [212]. SOM determines the orientation and position of each segment
at every frame by minimising the sum of squared errors (Equation 2.1) subject to
orthonormal constraints (Equation 2.2).
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E =) (P - RspeP) - Osge)’ (2.1)

i=1

subject to orthonormal constraint:

Where:

e [7: The total error to be minimized
e m: Number of markers

° ]3Z € R™: Position of the marker as computed from the optoelectronic system
in the global coordinate system

o ]5;’ € R™ Position of the marker in the local coordinate system acquired
during the static trial

o Ripe € R™™: Estimated rotation matrix of the segment
e Ogpc € R™ Origin of the segment

Various implementations of SOM have been proposed to determine the rigid
body transformations, with the most widely applied SOM implementations pro-
posed by Spoor and Veldpaus [239] and Soderkvist [247]. Spoor and Veldpaus
[239] promoted the use of Lagrangian multipliers and eigen value decomposition
to determine the optimal rotation and translation matrices, a method which was
subsequently improved by Veldpaus and Woltring [257], who avoided the compu-
tation of eigenvectors thereby reducing the computational load. This improved
method is incorporated in Visual3d [1]. Soderkvist [247] proposed the use of sin-
gular value decomposition (SVD) instead of eigen value decomposition, with the
proposed method observed to improve stability and performance in ill-conditioned
problems. This implementation has been applied in pycgm2 [143]. Whilst SOM
overcomes the drawbacks of direct pose estimation, by assuming that the segments
are linked implicitly (and not explicitly using a shared joint centre) and by provid-
ing flexibility in terms of marker placement, the excessive movement of markers
(due to STA) may still result in non-physiological joint translations, dislocations
and unreliable joint kinematics [141, 153].

Multibody kinematic optimisation (MKO) methods (MKO, Category 3 algo-
rithms) [153] were proposed to overcome the limitations of SOM (computing non-
physiological kinematics) by simultaneously computing the optimal pose of all seg-
ments of a multi-link model to best match the motion capture data at each frame.
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The first MKO method proposed was the global optimisation method (GOM)
[153], whose underlying principle was that by incorporating physically realistic
joint constraints and simultaneously minimising the difference between measured
and model-derived marker positions across the entire body, the impact of STA
and measurement error on pose estimation will reduce [141, 153, 212]. GOM was
initially proposed by Lu and Connor [153], who demonstrated the superior per-
formance of their proposed algorithm (GOM) over SOM by using simulated gait
trials with artificial noise added to the marker trajectories. GOM was reported
to produce higher fidelity kinematics and reduce the effect of artificial noise when
compared to SOM.

GOM was further extended to generalised coordinates by Van-den Bogert [256],
where generalised coordinates are a minimum set of independent variables which
can be used to describe the pose of the model. The formulation proposed by Van-
den Bogert [256] is applied in OpenSim, a widely used musculosekeletal modelling
software [81, 231] for performing kinematic analyses.

Whilst the initial GOM method proposed by Lu and Connor [153] was based
on least-squares formulation and incorporated spherical joint models, several algo-
rithms leveraging the underlying principle of GOM — simultaneously minimising
the difference between measured and model-derived marker positions across the
entire body to compute the optimal joint angle — have since been proposed. These
algorithms employ different joint models, initial conditions and cost functions to
improve kinematic accuracy. They can also be based on either the least-squares
formulation or kalman filters. All algorithms, including GOM, which calculate
joint angles by simultaneously minimising the difference between measured and
model-derived marker positions across the entire body, have been termed as multi-
body kinematic optimisation (MKO) methods to ensure consistency across litera-
ture [42]. In this thesis, we will leveraging the MKO method proposed by Lu and
Connor: GOM.

Another advantage MKO methods have over SOM methods are that fewer than
three markers may be incorporated per segment — as the incorporated joint models
reduces the number of DoFs — providing greater flexibility in marker placement.

2.3 STA

Whilst stereophotogrammetry systems are extremely accurate — capable of ob-
taining sub-millimeter accuracy — the fidelity of their data is affected by four
main errors [54]:

1. Kinematic measures and processing errors

2. Errors in measurement and processing of ground reaction forces (GRF)
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3. Errors in determination of joint model parameters

4. Errors in estimation of inertial parameters

Pertinent to our work, kinematic measures and processing errors (kinematic
errors) — which encompass apparent marker movements (errors caused by the
resolution of the camera system), STA and marker-misplacement errors (system-
atic and mutually-dependent errors primarily caused by the interposition of soft
tissues between the skin-mounted markers and the underlying bones [54]) — re-
sult in the invalidation of skin-mounted marker-based data [54]. Whilst apparent
marker movements can be compensated through the use of digital filters or splines,
and marker-misplacement errors can be reduced through both improved clinician
training and the use of digital pointers, compensating for STA is difficult due to its
task-, subject-, and location- dependent nature. Additionally, STA has a similar
frequency content to that of actual bone movement, making traditional filtering
methods ineffective. These challenges with compensating for STA have resulted
in it being recognised as a critical source of error in clinical gait analysis using
stereophotogrammetry systems [58, 141, 194].

Consequently, a significant amount of research has been undertaken to quantify
STA and its effects on joint kinematics; to develop novel approaches to ameliorate
STA; and to validate the proposed approaches. The following subsections aim
to provide a comprehensive review of the scientific literature concerning STA, to
highlight the magnitude of errors caused by STA and to highlight the strengths
and limitations of the existing solutions to reduce the effect of STA.

2.3.1 Quantification of STA

The following subsection will review literature concerning the quantification of
STA. Through this subsection we aim to highlight the magnitude of errors caused
by STA, the variation in errors due to differing motions, participants and marker-
location, and the joint angles most effected by STA.

The three classes of algorithms leveraged to determine the pose of the body
(direct pose estimation, SOM and MKO methods, see previous section for further
details) assume that each body segment is rigid. I.e the location of the marker in
the LCS remains constant throughout the motion trial. Therefore, any deviation
from this reference position during the motion trial is attributed to STA and is
used to quantify STA [108, 141].

Studies quantifying STA have primarily reported their results using two met-
rics:
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1. Errors in joint kinematics (calculated by comparing kinematics computed
using skin-mounted markers with ground-truth kinematics or joint angles of
the actual bones)

2. Magnitude of marker (cluster) deformation and displacement in the segment
LCS. I.e magnitude of marker movement from the reference location in the
LCS.

For the latter metric (displacement and deformation in the segment LCS), the
impact of STA on individual markers and a cluster of markers is determined using
the rigid movement of the marker (or cluster of markers) in the LCS, and the
non-rigid deformation of a clusters of markers. To standardise the latter metric,
the following metric were proposed by Grimpampi[108]:

1. Metrics for a single marker were described as peak-to-peak displacement of
the marker position in the LCS

2. Metrics for a cluster of markers were described as the variation in position,
orientation, size and shape of the cluster during the motion trial

Another important requirement to quantify STA is ground-truth kinematics or
the true joint angles of the underlying bones, henceforth referred to as artefact-free
bone movement. To acquire artefact-free bone movement studies have incorpo-
rated both invasive (intracortical pins and percutaneous trackers) and noninvasive
(imaging modalities) methods. This review covers research leveraging both meth-
ods to acquire artefact-free bone movement.

Benoit [45, 46] quantified STA during walking and cutting motions leveraging
intracortical pins to determine artefact-free bone movement, with STA quantified
as errors in joint kinematics. They authors observed that joint errors were larger
during the cutting motion compared with walking, and that STA patterns were
repeatable within-subject but not between-subjects [46]. Additionally, they also
reported that internal/external and abduction/adduction rotations were signifi-
cantly impacted by STA. In their subsequent study, the authors leveraged both
bi-planar radiographs and intracortical pins to define the LCS, and calculated the
displacement of the marker in the LCS to quantify STA. They reported that the
rigid component of STA was more significant than the non-rigid component of
STA [45].

Similarly, intracortical pins were also used to quantify STA in the shoulder
and arm complex during functional motions of daily life and sport by Blache [48].
STA was quantified as marker displacements in the LCS, with authors reporting
that STA varied between participants and motions and that the rigid component
contributed the most to STA.
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Another invasive method used to determine artefact-free bone movement are
percutaneous trackers. They are metal devices which are rigidly attached to bony
segments using a number of halo pins [141] and are instrumented with four reflec-
tive markers. Percutaneous trackers were designed to provide artefact-free bone
movement through minimally invasive methods compared to intracortical pins.
These devices were used by Holden [118] to quantify STA in the shank during
walking. The authors observed longitudinal rotation errors of 8° due to STA, which
were comparable to the true internal /external knee rotations. They also observed
different STA patterns and magnitudes between subjects, a finding echoed by the
above studies.

The application of invasive methods to calculate artefact-free bone movement
had the following limitations: bending of intracortical pins thereby adding addi-
tional errors to artefact-free bone movement, restricted motion of the participant
and the need for surgical procedures to affix the pins to the underlying bone. To
overcome the above operational limitations in additional to technical ones, a non-
invasive method of quantifying STA at the knee was undertaken by Sati [224].
The authors quantified STA using fluoroscopy and stainless steel balls attached to
the skin. They observed that STA (quantified as marker movement in the LCS)
varied significantly with marker position, with magnitudes twice as large as actual
marker movement; markers on the joint lines also exhibited larger magnitudes of
STA. Following on their research [224], fluoroscopy has been extensively applied
to quantify STA.

Stagni [242] quantified STA at the thigh and shank using data acquired simul-
taneously from both fluoroscopy and stereophotogrammetry systems. Data was
obtained from two subjects with total knee replacements, across a variety of tasks,
with the LCS defined using the fluoroscopy-tracked prosthesis components. The
authors reported that STA nullified the clinical usefulness of computed abduc-
tion/adduction and internal /external rotation angles, with the largest magnitudes
of STA reported at the proximal thigh markers. Additionally, they observed that
markers on the thigh were affected more by STA than markers on the shank.
Similarly, fluoroscopy was also leveraged to quantify STA and analyse variations
between rigid and non-rigid components of STA across a large number of partic-
ipants with total knee prosthesis [39]. Simultaneous data from fluoroscopy and
skin-mounted marker-based system were acquired for 19 participants while walk-
ing on a treadmill. The authors reported that the rigid component of STA was
significantly greater than the non-rigid component. Similar to the results of the
previous study, the authors observed that both the internal/external and abduc-
tion/adduction rotations were greatly affected by STA. A subsequent study (by
the same authors Barre [40] and using the same dataset) analysing the spatial
distribution of STA on the thigh and shank found that the proximal and lateral
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aspects of the thigh had the greatest and lowest magnitudes of STA respectively,
a similar result to that reported by Stagni [242].

Artefact-free bone movement acquired using fluoroscopy have also been used
to quantify STA using metrics such as deviations in clinically relevant factors such
as: estimated joint centre positions, calculated instantaneous helical axes, and
computed kinematics and moments [19, 27, 95, 96, 136]. Fiorentino [95] observed
that hip joint centres (HJCs) computed using skin-mounted markers — a prac-
tice widely applied in clinical gait analysis — were found to deviate significantly
when compared with HJCs computed using dual-fluoroscopy. Additionally, they
also observed that hip kinematics computed using skin-mounted markers were sig-
nificantly underestimated when compared with dual-fluoroscopy based kinematics
[96]. Underestimation of kinematics computed using skin-mounted markers were
also observed by Kuo [136], who compared kinematics computed using fluoroscopy
and skin-mounted markers during sit-to-stand motion. They also reported that
the effect of STA was largest at peak joint angles and moments. Contrary to the
trend of underestimation observed in kinematics, Ancillao [27] observed that the
computed instantaneous helical axes rotation and distances were overestimated
when computed using skin-mounted markers when compared to those obtained
using dual-fluoroscopy. However, inline with studies reviewed in the previous para-
graphs, all three studies observed greater magnitudes of STA at the thigh, with
STA being dependent on the anatomical direction, dynamic activity and subject
being considered.

In summary, the studies reviewed in this subsection indicate that STA:

1. Is dependent on motion-, participant- and location of the marker

2. Pertinently to clinical gait analysis, STA has a significant negative impact
on internal/external and abduction/adduction angles

3. The rigid component of STA has a greater effect/contribution than the non-
rigid component

The magnitude of errors reported by the above reviewed studies are listed in
Tables 2.3- 2.7. The findings summarised by our review is also echoed in two two
review papers, who have comprehensively covered research undertaken in quanti-
fying STA [141, 193]. These authors summarised that STA is task- and subject-
specific, with STA accounting for more errors than other kinematic errors. They
also reported that the majority of the participants included in the studies quantify-
ing STA had BMI scores < 25 (indicating a healthy weight for their height) [194].
Notably, our review includes studies which have quantified STA in participants
with BMI > 25 (see Tables 2.3- 2.7).
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Paper Participants | Task Metrics Reference STA Magnitudes
Kinematics
[46] 8 male sub- | Walking, Errors Intracortical Flexion/Extension:
jects, Age: | cutting- in joint | pins 2.63° (Walk), 4.15°
22-32, Avg. | motion kinematics (Cutting-motion)
BMI: 24.5 Adduction/Abduction:
3.33° (Walk), 8.57°
(Cutting-motion)
Internal /External:
2.46° (Walk), 5.33°
(Cutting-motion)
Medial/Lateral:
6.17mm (Walk),
9.03mm (Cutting-
motion)
[45] 8 male sub- | Walking, Marker Intracortical Position: 22mm
jects,  Age: | cutting- displace- pins (Walk), 15mm (Hop),
21-31, Avg. | motion ment, 20mm (Cutting-
BMI: 24.5 orientation motion)
Orientation: 8°
(Walk), 12° (Cutting-
motion)
[48] 4 male partic- | Functional Marker Intracortical Clavicle: Position:
ipants, Age: | arm  move- | displace- pins [20%-80%)], Orienta-
27-41, Avg. | ments ment, tion: [10%-20%]
BMI: NA orientation
[118] 3 healthy | Level walking | Errors Percutaneous Displacement: 3.4mm
male,  Age: in  shank | skeletal tracker | (anterior/posterior),
28-36, Avg. kinematics 4.76mm (medial/lat-
BMI: NA eral)

Table 2.3: Summary

of STA magnitudes - Part A

22



Background

Paper Participants | Task Metrics Reference STA Magnitudes
Kinematics

[224] 3 healthy | Dynamic Marker Fluoroscopy Marker movement
males, Age: | knee flexion | displace- (RMS):  [2.5mm -
NA, Avg. ment 17mm]
BMI: NA

[39] 19  subjects | Treadmill Marker Fluoroscopy Thigh: [0-60% gait cy-
(8 men, 11 | gait displace- cle]:  5.4mm (rigid),
women) with ment 2.7mm (non-rigid)
total knee
prosthesis,
Age:  64-76,
Avg. BMI: 28

[40] 19  subjects | Treadmill Cluster po- | Fluoroscopy Thigh: [4.4-24.9mm],
(8 men, 11 | gait sition Shank: [2.5-15.3mm]
women) with
total knee
prosthesis,
Age:  64-76,
Avg. BMI: 28

[242] 2 female with | Stair climb- | Marker Fluoroscopy Subject 1:  Thigh:
knee arthro- | ing, step | displace- 9.7mm (Stair climb-
plasty, Age: | up/down ment ing)
58-60, Ave.
BMI: 23

Table 2.4: Summary of STA magnitudes - Part B
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Paper Participants | Task Metrics Reference STA Magnitudes
Kinematics

[136] 10 subjects | Sit-to-stand Marker Fluoroscopy Thigh markers: -8mm
with total displace- (anterior/posterior)
knee replace- ment
ment, Age:

71-84, Avg.
BMI: 28.9

[27] 6 subjects | Level walking | Marker Fluoroscopy Thigh:  9° (Stance),
(5 male, 1 displace- 18mm (Stance)
female) with ment
instrumented
total knee
arthroplasty,

Age:  63-73,
Avg. BMIL
29.4

[95] 11 healthy | Standing, Marker Fluoroscopy Static STA: 15.7mm
subjects (6 | hip  abduc- | displace- (ASIS markers),
male, 5 fe- | tion/adduc- ment 26.6mm (PSIS mark-
male), Age: | tion ers)

21-25,  Avg.
BMI: 21.1

[96] 11 healthy | Standing, Marker Fluoroscopy Dynamic STA:
subjects (6 | level walk displace- Greater  trochanter
male, 5 fe- ment marker: 5.2cm (ante-
male), Age: rior /posterior)

21-25,  Avg.
BMI: 21.1
Table 2.5: Summary of STA magnitudes - Part C
Paper Participants | Task Metrics Reference STA Magnitudes
Kinematics

[19] 4 healthy | Open-chain Marker po- | MRI 4  Fluo- | Thigh markers: Open-
males, Age: | knee flexion, | sition error | roscopy chain knee flexion:
27-33, Avg. | hip axial 6.8mm (anterior/pos-
BMI: 22.6 rotation terior)

[143] 13 subjects | Treadmill Mean Fluoroscopy Marker misplacement
with total | gait absolute MAE: 0.1° (hip sagit-
knee pros- errors tal angle)
thesis, Age:

62-74, Avg.
BMI: 27.3

Table 2.6: Summary of STA magnitudes - Part D
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Paper Participants Task Metrics Reference Kinematics | STA Magnitudes

[240] 5 healthy sub- | Level walking Errors in hip and | Nominal hip joint centre | Hip Angles: 1° (Flex-
jects (2 male, knee joint angles | position ion/extension), 0.5° (Ab-
3 female), Age: and moments duction/adduction),  0.5°
[25-29], Avg. (Internal/external)
BMI: NA

[54] 5 healthy sub- | 8 static postures: | Marker posi- | MRI STA amplitude:  LASIS:
jects (3 male, | orthostatic, star- | tion differences, [3.3-33.8] mm, RASIS: [2.4-
2 female), Age: | arc movement, | pelvic  orienta- 52.1] mm, LPSIS: [1.9-29.4]
[37-48], Avg. | mid-stance tion errors mm, RPSIS: [2.6-25.9] mm,
BMI: 26.92 SACR: [0.1-20.2] mm

Table 2.7: Summary of STA magnitudes - Part E

2.3.2 Existing solutions to reduce STA

As illustrated in the previous subsection, STA is task-, subject-, and marker
location-dependent, which results in kinematic errors of 15° and 40mm, invalidat-
ing the clinical applicability of skin-mounted marker data. Due to the significant
effect of STA on computed kinematics, various methods have been proposed to
minimise the effect of STA.

Studies have proposed different methods to reduce the effect of STA: STA
models [49, 56, 84], novel SOM pose estimators [71, 248], novel MKO methods
[43], various markersets [35, 36] and protocols and subject-specific modeling and
marker weights [44]. In this subsection we shall review these methods, highlighting
their strengths and limitations and identifying gaps.

2.3.2.1 STA models

Modelling the dynamic behavior of STA has been proposed as a potential method
to understand how they impact computed kinematics and therefore compensate
for STA. Different STA models have been proposed in literature, with modelling
STA based on joint angles being the most widely applied approach.

Both, Camomilla [56] and Bonci [49] proposed STA models, as a function of
joint angles, to minimise a specific source of STA: skin-stretching and skin-sliding
respectively. Camomilla leveraged the quasi-linear relationship between STA and
hip angular displacements to develop a model which produced realistic estimates
of STA at the thigh due to skin-stretching. Similarly, Bonci proposed a STA model
which was a linear function of joint angles to model skin-sliding at the thigh, and
reported that observed errors in predicted and measured STA was lower than 25%.
However, both the models had drawbacks which limit their usability in clinical gait
analysis: determination of a large number of subject-specific parameters (the STA
model is not generalisable), requiring knowledge of the time histories of the hip
and knee angles in addition to the STA measured during a selected calibration
movement, and that the model only compensated for a specific source of STA.
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To overcome the above limitations, Dumas [84] proposed a generic STA model
which could replicate both rigid and non-rigid components of STA. The model
leveraged a modal approach which ranked modes based on their deformation energy
and only selected modes which cumulatively contributed to a preset threshold.
This proposed modal approach was leveraged by Camomilla [55] who modelled
the rigid component of the STA at the thigh and reported significant improves in
joint angles calculated after removing errors caused due to STA. Pertinently, the
STA models reduced errors in joint angles most affected by STA: internal /external
and abduction/adduction. Despite promising results, incorporation of the above
model in clinical gait analysis is hampered by: the determination of large subject-
specific parameters (24), increase in computational demand of the pose-estimation
due to increases in variables requiring convergence.

2.3.2.2 Pose estimators

STA models — proposed by the above reviewed papers — have indicated their
potential suitability in modelling the dynamic behavior of STA, from a specific
source, and in reducing the errors in computed joint angles. However, their appli-
cation in clinical gait analysis is limited due to:

1. Lack of generalisability: Each model requires determination of parameetrs
which are subject- and task- specific, with above proposed STA models re-
ducing in efficacy when applied to a different subject or motion

2. Requires specific calibration routines: The STA models require a specific
motion for calibration which may not be viable by majority of the clinical
population

3. Increase in computational demand: Majority of the above reviewed STA
models incorporate optimisation parameters into the pose estimators thereby
increasing computational demand for convergence of the pose estimators

The above factors invalidate the generalisability of STA models as a potential
solution to reduce joint angle errors due to STA in clinical gait analysis. Therefore,
they have not been further investigated in this thesis.

Pose estimators are already an integral aspect of clinical gait analysis and
biomechanics in general. Therefore, extensive research has been undertaken to
improve the above described pose estimators to improve their STA reduction ca-
pability. In this subsection we shall review novel pose estimators, both SOM and
MKO methods, which have been proposed to reduce the effects of STA. How-
ever, as MKO methods were proposed to overcome the limitation of SOM, this
subsection shall mainly focus on the strengths and limitations of existing MKO
methods.
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Addendum to the SOM proposed by Soderkvist [247] was proposed to address
issues regarding cluster deformation effects (the non-rigid component of STA) and
to identify erroneous frames [71]. The proposed method determined three optimal
marker positions which best fit a solid triangle that was least perturbed during the
entire motion trial, with the three optimal marker positions subsequently used for
kinematic analysis. Numerical simulations with artificial noise added to marker
trajectories were used to assess the efficacy of the proposed method, with the
authors reporting that their proposed method was able to recover nominal knee
kinematics which were comparable to those obtained from SOM leveraging SVD
[247].

Similarly, another method proposed to reduce the effects of the non-rigid com-
ponent of STA in a cluster of markers was the point cluster technique (PCT)
20, 31]. PCT is based on a cluster of markers uniformly distributed on the limb
segment, with each marker assigned a variable mass. The mass of each marker is
adjusted at every step to reduce the difference between eigenvalues (of the inertial
tensor of the cluster of markers) at the first time step with that of the current time
step, with variation in eigenvalue attributed to the non-rigid component of STA.
The authors reported that the method improved computed kinematics and marker
position estimates on both simulated and in-vivo data [31]. An enhancement to
PCT, wherein a functional form was imposed on marker trajectories (based on a
priori knowledge of the motion to be studied), was proposed to compensate for
segment deformation [20]. The enhanced method was observed to reduce error of
the overall pose by 25%.

The above reviewed studies proposed novel SOMs for further reducing the effect
of STA on computed kinematics. However, despite the increase in the accuracy
of computed kinematics, their application in clinical gait analysis is limited due
to the additional operational steps required compared to traditional SOMs pro-
posed by either Soderkvist [247] and Spoor and Veldpaus [257]. For example,
Cheze’s method requires selection of three optimal markers while PCT requires
prior knowledge of the functional form of marker trajectories. Additionally, both
the above methods reduce the non-rigid components of STA, which has been shown
to have a significantly lesser impact than the rigid component of STA (refer to
the quantification of STA subsection). MKO methods (encompassing both con-
strained least-squares formulations and kalman filter formulations) were developed
to compensate for both the rigid and non-rigid components of STA in addition to
overcoming the shortcomings of SOM (which are described in the previous section).

Various studies have proposed novel MKO methods which differ in: their for-
mulation, initial conditions, joint models and cost function. Additionally, a general
implementation of an MKO method follows the below pipeline (Figure 3.1): scal-
ing of a generic musculoskeletal model (segment scaling), registering model-derived
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markers to their experimental counterparts (marker-registration) and calculating
joint angles using an MKO method, with the option of altering marker weights.
Consequently, studies have also investigated and proposed addenda to each aspect
of the pipeline, to reduce the effects of STA.

Extended kalman filters based MKO methods were proposed and applied for
real-time pose estimation and to reduce the effect of STA on kinematics [63, 64,
65]. The pose-estimator (named local motion estimation) leveraged an underlying
biomechanical model with hinge joints, extended kalman filters, and an objective
function minimising the distance between points measured on a TV camera with
the corresponding back-projected points, with the underlying principle being that
the extended kalman filter decoupled local motion of markers from their global
motion through filtering, thereby removing STA. The authors reported that this
proposed method provided a more accurate kinematic estimation compared with
SOMs. However, the limitation of LME was the determination of filter parameters
such as the order of the Taylor series expansion and the covariance factor of the
process noise. Additionally, the method was only tested on simulated movement
and not real-human movement data.

Similarly, Bonnet [51] reported significant improvements in the accuracy of
computed kinematics, model parameters and intersegmental moments when ap-
plying extended kalman filters compared to a classical estimation method. The
authors additionally reported that adding constraints to the state variables of the
kalman filter resulted in more accurate kinematics and intersegmental moments
when compared to classical estimation methods. However, the improvements in ac-
curacies of computed kinematics, and intersegmental moments were calculated on
a 2D model and only using movement in the sagittal plane, which has been shown
to be least affected by STA. Extending the proposed algorithm to 3D movements
would require more parameters to compute and calibrate. Another novel MKO
method ,which enhanced the local marker enhancement estimation method pro-
posed by Cerveri [63] through the integration of a kalman smoother, was proposed
by Groote [80]. The proposed method was reported to improve the smoothness
and accuracy of computed kinematics when compared to both local marker esti-
mation method and the global optimisation [153] method. when applied to data
with both instrumental errors and STA errors added to the markers. Additionally,
their method produced lower residual errors compared with global optimisation.

As stated studies have also proposed novel addenda to each aspect of the generic
MEKO pipeline — scaling of a generic musculoskeletal model, registration of model
markers to experimental markers, joint models and marker weights — to reduce
the effects of STA on computed kinematics.

Novel joint models were proposed to improve kinematics computed using MKO
methods. Artefact-free movement data of the knee joint for walking, hopping and
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cutting tasks were combined to develop adaptive knee joint models with maxi-
mum physiological boundaries, which were then integrated into musculoskeletal
models in OpenSim [198]. Significant differences in computed knee joint kinemat-
ics were found between models with and without adaptive boundary conditions
[198]. A subsequent study analysing how well adaptive knee boundary conditions
aid the analysis of ACL injuries observed reasonable reductions in STA and im-
proved knee kinematics in models with adaptive knee boundary conditions when
compared with knee models without adaptive boundary conditions, particularly
in the transverse plane [236]. Another novel joint model was proposed by Fo-
hanno [98], wherein an upper extremity model with personalised axes of rotation
was investigated. The authors reported that the model improved estimation of
the pronation-supination angles, as indicated by lower residual errors. Similarly,
a new upper limb model, which incorporated closed-loop kinematic chains and
subject-specific modelling was proposed by Laitenberger [137]. The model was
reported to produce improved kinematic estimates when compared with four con-
ventional models, as indicated by lower residual errors. Clement [73] proposed
subject-specific modelling of knee joints in combination with parallel mechanism
to reduce the effect of STA on computed kinematics. Subject-specific models of
the knee were constructed using information obtained for both motion-capture
system and a fluoroscopy system. The authors reported that subject-specific mod-
els were effective in reducing the effect of STA, especially in reducing errors for
abduction/adduction and internal/external rotations.

However, despite the above studies reporting that kinematics computed using
subject-specific models or through novel joint models, studies have reported the
contrary. For example, Andersen [29] reported that the addition of spherical and
revolute joint constraints at the knee increased joint angle error when compared
with models with no joint constraints (6 DoF) and therefore exerted no overall
improvement. Similarly, a comparison of the kinematics obtained using models
with different joint models at the hip, knee and ankle indicated variable model
performance depending on the movement analysed. Notably, joint angle error was
relatively large despite STA compensation by multi-joint models [72]. Additionally,
studies by Gasparutto [101], Richard [211] and Pomarat [195] indicated that no
significant improvement in kinematics were obtained with anatomically accurate
joint models or joint models with hinge, parallel, coupling and elastic constraints
when compared to spherical joint models.

Studies have also researched optimising other aspects of the MKO pipelines to
reduce the effect of STA: marker-registration, segement scaling, marker placement
and marker weights. For example, Dunne [86] proposed a novel marker-registration
method, orientation-registration, wherein the model is initially posed using an-
gles computed using anatomical markers, with the virtual markers subsequently
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registered to their experimental counterparts. The proposed method was found
to produce lower marker residual errors than user-registration methods and also
indicated no inter-user variability when compared to user-registration methods.
However, their proposed method was only tested on a humanoid robot, with the
authors not accounting for marker-registration errors due to STA.

Two novel scaling and marker-registration methods were proposed [155], to re-
duce the need for manual adjustment during scaling and marker-registration. The
authors proposed two methods, anatomical landmark scaling (scaling performed
using a static trial and radial basis functions) and kinematic scaling (which lever-
ages an optimisation routine and a functional trial), and compared their methods
against linear scaling (which used a gait trial to scale the model and register
the markers). They reported that no method could be chosen over another due
to similar residual errors computed for linear and kinematic scaling with similar
kinematics computed in the saggital plane for all three methods [155]. Similarly,
Puchaud investigated [199] different scaling and marker-registration pipelines pro-
posed to improve the fitting of a generic musculoskeletal model to subject-specific
dimensions [155] to evaluate their efficacy in reducing STA. Specifically, the au-
thors compared five scaling methods — three marker-based scaling methods with
and without optimisation and two image-based scaling methods with and without
optimisation — and indicated that the scaling pipeline leveraging marker-based
segment scaling with optimisation-based marker-registration produced both, low-
est residual errors and kinematics similar to that of reference kinematics [199].
Additionally, they reported that adding segment lengths to the optimisation rou-
tine led to over-fitting of the model [199]. Despite the improvements in marker-
registration and scaling indicated in the above studies, translating them to clinical
practice is difficult, as most of the clinical population would not be able to per-
form the optimisation-routines required to apply the above methods. Additionally,
none of the above methods leveraged datasets from subjects with large BMI scores,
underscoring the need for a generalisable protocol for clinical validation.

Other aspects of the MKO pipeline investigated were the placement of markers
(markersets) and marker weights. The optimal placement of thigh markers —
which are more susceptible to STA than other markers — were investigated by
comparing kinematics obtained using lateral thigh markers placed at two different
heights [74]. The authors found that different thigh marker locations resulted in
significant differences in hip rotation, knee flexion and knee varus-valgus angles,
with thigh markers placed at the proximal-third height exhibiting significantly less
STA compared with markers at the distal-third height. Studies have also indicated
that the removal of thigh markers does not significantly affect kinematics [36, 235].
In particular, when using a shape-scaled model, Bakke [35] found that kinematics
obtained by the removal of thigh segment markers were similar to those obtained
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using a contemporary markerset. Similarly, removal of thigh and shank segment
markers were reported to produce saggital plane kinematics which were in strong
agreement with those obtained using a complete markerset: which was used as
reference. However, the removal of thigh and shank markers were reported to
adversely impact estimation of knee joint centre kinematics and consequently knee
load [235].

However, neither Slater[235] or Bakke[35], reported the effect of removing thigh
markers on coronal and transverse plane kinematics, which are the most affected by
STA and which are leveraged for surgical planning for children with CP. Addition-
ally, studies analysing the effects of various markersets [T3Df (Total 3D Gait), PiG
(Plug-in Gait), SAFLo (Servizio di Analisi della Funzione Locomotoria), CAST
(Calibration Anatomical System Technique) and LAMB (Laboratorio per I’Analisi
del Movimento nel Bambino)] on their ability to reduce STA and improve kinemat-
ics, and in their within- and between-sessions repeatability [75, 93, 157], reported
that the consistency of the underlying model plays a greater role than the location
of markers. They also reported that whilst the markerset widely applied in clinical
gait analysis, PiG, exhibited greater within-session repeatability for the pelvis in
all three planes, it produced a greater range of motion in the frontal and trans-
verse planes compared to other markersets. Again, the above studies only used
data obtained from subjects with healthy BMI scores.

Studies have also investigated marker-weighting, a key aspect of MKO pipelines
and SOMs. Three novel weighting schemes — progressive weighting, conditional
weighting and posture preservation weighting — were proposed to overcome er-
rors due to missing/occluded markers and STA [32]. Progressive weighting and
conditional weighting schemes reduced the weight of a marker or activated addi-
tional driving conditions respectively, when a marker was missing/occluded. The
posture preservation weighting scheme constrained the relative position between
bodies when the pose of the bone could not be determined due to STA. The
authors reported that the three weighting schemes were observed to successfully
reconstruct the pose in the presence of missing markers or implausible poses.

Studies have also investigated the feasibility of determining optimal weights for
reducing the effect of STA. For example, Begon [44] analysed the effects of optimal
weights whilst applying SOM for upper-extremity movement, and reported that
optimal marker weightings reduced kinematic errors significantly. However, they
also observed that optimal weights could not be generalised between subjects or
between movements, with marker redundancy also effective at reducing STA in
the application of SOMs. Similarly, Lefebvre [145] also found that optimal marker
weighting were task- and subject-specific with optimal marker weighing improving
computed scapular kinematics.

Despite the above studies regarding marker-weights underscoring the benefits
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obtained from subject-specific weighting or task-specific weighting, they are diffi-
cult to implement in clinical settings.

As stated previously, majority of the above reviewed studies use data obtained
from participants with healthy BMI scores, despite evidence of a direct correlation
between higher BMI scores and increased magnitudes of STA [54]. For example,
a study comparing the different classes of pose estimators found that the frontal
plane kinematics of obese children were significantly different when computed using
direct estimation method or MKO methods, with no significant differences found
for children with healthy BMI scores [119, 120]. These discrepanices can affect the
outcome of surgical interventions.

To overcome this gap, studies have proposed solutions to reduce STA in par-
ticipants with varying BMI scores. For example, an obesity-specific markerset was
proposed to overcome the difficulty in palpating anatomical landmarks for marker
placement, and to reduce the effects of subcutaneous fat on STA [147]. Specifi-
cally, a digital pointer — an instrumented pointer with reflective markers — was
depressed until the underlying bone was reached to locate the anterior-superior
iliac spine (ASIS), with the underlying ASIS locations registered in the software.
The ASIS locations are subsequently tracked using the relative information be-
tween the digitally-registered point and other skin-mounted markers. The authors
reported that kinematics obtained using this proposed obesity-specific markerset
and a conventional markerset were similar for non-obese participants; however,
higher fidelity pelvic tilt angles and significantly smaller muscle forces were com-
puted using the obesity-specific markerset when compared to the conventional
markerset, when applied to obese participants.

Similarly, studies have also proposed incorporating wobbling masses (additional
mass to emulate movement of subcutaneous fat and soft tissues) into MKO meth-
ods to compensate for STA. However, kinematics computed using models with and
without wobbling masses indicated no significant differences, despite reductions in
residual error obtained for models with wobbling masses [250]. In contrast, Masters
[158] observed higher fidelity hip joint power (calculated using inverse dynamics)
in models with wobbling masses incorporated when compared with models with
no wobbling masses. Additionally, the authors stated that the differences between
the models (with and without wobbling masses added) become more extreme when
the virtual leanness of the model decreases, underscoring the need for either in-
corporating wobbling mass into the MKO pipeline or in developing generalisable
methods applicable to subjects with varying BMI scores.

Whilst the above reviewed studies have reported novel pose estimators and
novel steps in the MKO pipeline to reduce the effect of STA, the clinical impact
and the efficacy of pose estimators is still questioned. For example, Stagni [241]
compared the performance of the three classes of pose estimators in reducing the
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effects of STA. Double calibration, single calibration (CAST, Calibration Anatom-
ical System Technique) and global optimisation were compared to evaluate their
suitability for clinical gait analysis [241]. Using fluoroscopy and skin-mounted
marker data from various tasks, the authors found that joint kinematic curves
varied between the three methods; in particular, abduction/adduction and inter-
nal /external curves varied between global optimisation and double calibration,
with larger kinematic errors observed with global optimisation.

However, an innovative constrained least-squares MKO method, which pro-
jected all or selected markers onto an axis of the LCS, stated that MKO meth-
ods reduce kinematic errors compared to non-MKO methods [43]. The proposed
marker-projection method was validated using intracortical pins and was investi-
gated on models with different joint constraints. The results indicated that the use
of MKO improved accuracy by 40-50% compared with SOM, and that the projec-
tion of markers increased the accuracy by a further 20%. However, the projection
of a subset of markers was found to be more accurate than the projection of all
markers; the loss of information (from the coordinates made 0 on the projected
axis) was attributed to the decrease in accuracy.

Therefore, despite a significant amount of research undertaken to reduce joint
angle errors due to STA, a generalisable solution which can be applied to different
participants, motions has not been proposed. Additionally, a consensus of which
method is most suitable for clinical gait analysis has not been established, with
current clinical gait analysis leveraging the PiG model, despite multiple studies
showing its limitations. Furthermore, the existing solutions in general are not
validated against subjects of varying BMI scores, which is representative of the
clinical population.

Therefore, there is a need for a generalisable solution which can improve the
joint angles computed in clinical gait analysis, which forms the basis for the solu-
tions proposed in this thesis.

In addition to the papers reviewed in this section, two literature reviews of
note [42, 140] have extensively reviewed MKO methods and the underlying mod-
els, and have indicated similar observations to our review. Their reviews suggest
that MKO is a key step in musculoskeletal modelling, specifically in kinematic and
dynamic analysis where it is incorporated to compensate for STA (especially the
rigid component). Their study reviews MKO methods with different implemen-
tations based on the design variables, objective function, constraints and initial
proposed guesses. They report that the results of MKO methods are highly cor-
related with the quality of joint models chosen, with anatomical models providing
better results once the model parameters can be identified; this is particularly
important in pathological joints. Their review also indicates that MKO methods
have the potential for considerable STA compensation.
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2.3.3 Summary and key takeaways from STA

The previous subsections have shown the breadth and depth of studies undertaken
in quantifying STA, in proposing novel methods to reduce STA and in validating
existing and novel methods proposed to reduce the effects of STA. Despite the
substantial number of solutions provided, there is no generalised method which
has been found effective for all subjects and all investigated motions. Based on
our review, these are our key takeaways:

STA has a deleterious effect on computed kinematics with the potential to
clinically invalidate skin-mounted marker-based data

STA is task-, subject- and marker location-dependent. STA is generally
intra-subject repeatable but not inter-subject (although few studies have
shown results in contrary to this)

Among the proposed solutions to reduce STA, MKO methods, SOM methods
and markersets seem to be the most widely accepted, with STA models not
commonly incorporated

MKO methods have produced more realistic kinematics while reducing STA.
Their improved performance over SOM or DK depends on the task and
subject being analysed

Joint models, a key aspect of MKO methods (part of the underlying model),
play a significant role in the fidelity of the produced kinematics. Joint models
which are subject-specific, more anatomically accurate and with adaptive
boundary constraints, seem to produce better results. However, as of now,
spherical joints seem to be more widely used as their performance does not
differ greatly compared with more complicated joints.

Marker weights and marker placements also play an important role in reduc-
ing STA, with marker placement being the most important

Reducing the effect of STA, by incorporating artefact-free bone movement by
either digitising anatomical landmarks or projecting markers onto an axis,
has shown to improve kinematics

The limitations and gaps in current existing solutions form the basis for the
solutions proposed in the following chapters.
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2.4 Techniques to image the bone

The previous section illustrated the deleterious effect STA has on kinematics com-
puted using skin-mounted markers and underscored the fact that, although many
solutions have been proposed to ameliorate the effect of STA on computed kine-
matics, there is no single solution which can be applied globally for all observed
motions and participants. Amongst the studies reviewed above, some incorporate
artefact-free bone movement (actual bone movement) to improve kinematics and
have been reported to be effective in reducing the deleterious effect of STA on both
obese and non-obese participants [43, 147]. In this section we will briefly review
imaging modalities, both ionising and non-ionising, which have been applied to
determine artefact-free bone movement.

Artefact-free bone movement obtained using intra-cortical pins, percutaneous
trackers or through imaging are considered as error-free (reference, gold-standard)
bone movement, as skin-mounted marker-based systems are affected by kinemat-
ics errors (please refer to the previous section). As discussed in the previous
section, artefact-free bone movements are used for quantifying the effect of STA
on computed kinematics and for determining the efficacy of a proposed solution
to reduce the impact of STA. In addition, studies have suggested that replicating
or incorporating artefact-free bone movement in kinematic analysis can reduce the
effect of STA [43, 198]; therefore, underscoring the advantages of incorporating
artefact-free bone movement into kinematic pipelines. Whilst the widespread use
of intra-cortical pins or percutaneous trackers are limited by the need for surgical
interventions and the discomfort to the participants, imaging modalities have been
widely applied to obtain artefact-free bone movement, which are reviewed below.

Fluoroscopy is a medical ionising imaging modality that uses X-rays to visu-
alise internal organs and tissues moving in real-time, and has been widely applied
in movement analysis. In particular — as described in the previous section — fluo-
roscopy has been used to obtain artefact-free bone movement which has then been
leveraged to quantify STA ,and to obtain reference kinematics for musculoskele-
tal model validation and/or validation of methods proposed for STA reduction
(38, 39, 72, 95, 101, 242, 249]. Artefact-free kinematics obtained using fluoroscopy
have also been applied to study the mechanical behavior of knee joints [225], in-
vestigate the correlation between physical measures of femoral skeletal alignment
with those obtained using imaging [259], and to compare total knee anthroplasty
(TKA) designs during walking [173]. In addition to obtaining artefact-free bone
movement, incorporating fluoroscopy into study designs enables the analysis of
individual bone movement, which may be difficult to obtain using skin-mounted
markers or multi-segment bone models [128].

Computed-tomography (CT) is another ionising imaging modality which has
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been applied to study motion of bones, which are difficult to analyse using skin-
mounted markers. CT imaging uses a combination of x-rays and computer technol-
ogy to produce cross-sectional slices of the interior of the body and is extensively
applied in clinical settings to image bones, muscles, fat, organs and blood vessels.
In biomechanics, Rowe [216] leveraged weight-bearing CT (WBCT) to determine
the position of tallonavicular and calcaneocuboid joints during eversion and inver-
sion of the subtalar joint. Results from their study indicated that motion through
the two joints was more complex than previously described using skin-mounted
marker systems. Similarly, Lin [150] used axial CT scans to determine the clin-
ical significance of both patella tilt angle of sasaki and of patella misalignment,
in limb alignment procedures used to reduce patellofemoral pain. They leveraged
axial C'T images of the knees in extension, with quadriceps in both relaxed and
extended states, to observe the influence of femoral rotation relative to the tibia
on patella tilting, with their results indicating that the readings were dependent
on the method used to measure the patella tilt angle, and that patella tilt angles
of sasaki remained stationary with changes in femoral rotation, tibial rotation and
femoral rotation relative to tibia.

Incorporating fluoroscopy or CT images in biomechanics can elucidate greater
details on how the internal bone structure moves: information which is either too
small to be captured by skin-mounted marker-based systems, or is masked by errors
such as STA. However, despite the advantages these systems offer in movement
analysis, incorporating fluoroscopy or CT in regular clinical movement analysis is
restricted by their cost and ionising nature. For example, in one study investigating
the effect of STA on hip joint kinematics through the use of fluoroscopy and skin-
mounted markers, the authors noted that the amount of radiation participants
were exposed to during a single session of data collection was equivalent to what
they would be exposed to in four years from natural radiation [94, 96].

To reduce the exposure of participants to harmful radiation, studies have in-
vestigated the feasibility of incorporating non-ionising imaging modalities—such
as magnetic resonance imaging (MRI) and ultrasound — for acquiring artefact-
free bone movement. MRI is a non-ionising medical imaging modality which uses
a combination of radio waves and strong magnetic fields to create images of or-
gans, bones, muscles and blood vessels. Whilst closed-MRI systems (MRI systems
which feature a capsule-like space where the patient lies down) are commonly
used for regular MRI scans, open-MRI systems (MRI systems which are open on
four sides with magnetic bottom and top sides) have been applied in movement
analysis. For example, Higuchi [117] investigated the biomechanics of the me-
dial patellofemoral ligament (MPFL) during knee extension and flexion using an
open-MRI system. Their results indicated that the length change of the MPFL
observed using MRI was contrary to that observed in cadavers, with inferences
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obtained using cadavers commonly applied in biomechanics [49, 56]. These re-
sults highlighted the benefit of using MRI for in-vivo biomechanical studies [117].
Similarly, Nomura [177] reported that different MPFL injury patterns could be
observed using MRI with analysis using MRI able to correctly diagnose 81% of
MPFL injuries. They state that their findings indicate that MR imaging is a
acceptable method of diagnosing MPFL injuries when direct observation is not
possible or recommended. Open-MRI was also leveraged to investigate cam and
spincer morphologies, with subject-specific kinematics computed using MRI, re-
sulting in accuracies of 1.1° and 0.5° (acceptable error in biomechanics is 5° ) for
squatting and sitting motions, respectively [166].

Whilst MRI may be beneficial for in-vivo biomechanics, MRI systems are ex-
tremely expensive, scans are time-consuming and have a limited field of view,
restricting which motions can be studied. Another non-ionising imaging modality
— whose application in biomechanics has been extensively investigated and which
offers a flexible field of view when compared with MRI— is ultrasound imaging.
Ultrasound imaging uses high-frequency sound waves to generate images of the
interior of the body with images able to capture movement of the body’s internal
organs including blood flow. Advantages of ultrasound imaging over MRI, in ad-
dition to providing a flexible field of view, are: providing finer details, real-time
dynamic imaging, the flexibility to image different locations and to image patients
with surgical hardware. Due to these advantages, ultrasound imaging has been
used as an alternative to MRI [175]. One study comparing ultrasound imaging
and MRI of the patella position in patients with patellofemoral pain syndrome,
found no statistical differences in the performances of the two imaging modalities
[116].

Systems incorporating ultrasound imaging have also been proposed to reduce
the effects of STA. A computer-aided tracking and motion analysis system with
ultrasound (CAT & MAUS) was proposed to reduce the effect of STA and improve
the fidelity of hip joint kinematics [129]. Specifically, the authors developed an
automatic bone segmentation protocol to reconstruct the 3d bone surface from
ultrasound images. In-vivo and in-vitro validation of the CAT & MAUS sytem
indicated it was capable of achieving errors in femur position of less than 1.2° . An
augmentation to the system, to dynamically locate the greater trochanter during
gait was proposed by Jia [130]. Results from the augmented system indicated that
the error produced by the CAT & MAUS system in reconstructing the femur shape
was 1/10th of those obtained using skin-mounted markers alone. The drawbacks of
the current system, as identified by the authors, are that the system is only capable
of imaging the greater trochanter and that an ultrasound probe needs to be held
to the surface of the greater trochanter during motion. One additional limitation
is that manual segmentation is required for images where the bone surface is not
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clearly identifiable, thereby requiring radiologist expertise.

Similarly, an intelligent skin-mounted marker system incorporating ultrasound
was proposed to reduce the effect of STA [159, 160, 161]. The underlying principle
of their proposed system was that the incorporated ultrasound transducers would
determine the distance of the bone from the skin, thereby enabling calculation of
movement errors due to soft tissue movement. The authors validated their pro-
posed system on a femur, whose internal structure was kept visible, and obscured
by an opaque balloon, embedded in a water-filled container which simulated the
behaviour of muscle tissue, and reported high accuracies within 0.1mm and 0.1° .
In their subsequent investigations they proposed an improvement to the calibra-
tion procedure, involving a novel calibration setup that reduced the number of
slices required during calibration, thereby reducing the computational complexity
of their system. However, they have not validated their system ex-vivo nor have
they proposed how to make the system wearable thereby limiting its application
in its current form [159].

The above studies have shown that acquiring and analysing artefact-free bone
movement data — acquired using non-invasive imaging modalities such as fluo-
roscopy, CT, MRI and ultrasound — can help to reduce the effects of STA, and
can enable the undertaking of biomechanical studies which may not be viable or
accurate using traditional skin-mounted marker-based systems. Whilst the regular
use of fluoroscopy and CT are impeded by their cost and ionising nature, MRI and
ultrasound are non-ionising alternatives. However, the use of MRI is restricted due
to its high operational cost, limited field of view and time-consuming nature.

Ultrasound imaging, on the other hand, provides the versatility and cost-
effectiveness to be applied in regular movement analysis, and studies have in-
vestigated its potential to reduce STA. However, despite promising results, the
use of ultrasound imaging has not been explored beyond the greater-trochanter,
requires radiologist training (or additional resources for automatic detection) and
the need for an ultrasound probe to be held at the location of the bone to be ob-
served. These factors may somewhat limit the broader application of ultrasound
imaging in clinical movement analysis. For example, studies analysing the effect
of attaching an ultrasound probe to the body has found significant differences in
kinematics in both typically developing children and in children with CP [171].
This further limits their application in clinical gait analysis.

The following section will introduce a new imaging modality which is also non-
ionising, cost-effective and additionally does not require any specialised training
for analysing the images generated. Whilst this imaging modality has not been
applied in biomechanics, its potential for image acquisition using wearable sensors
makes it a promising alternative to ultrasound in the challenge of reducing the
effects of STA. Despite, it having a lower spatial image resolution than ultrasound
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imaging, it offers benefits which overcome the above limitations of ultrasound
imaging and thereby could potentially be applied in clinical gait analysis.

2.4.1 Summary and key takeaways from bone imaging tech-
niques

The previous section has reviewed research which has incorporated various imaging
modalities to determine artefact-free bone movement. Based on our review and
analysis, these are our key takeaways:

e Fluoroscopy is the most widely applied imaging modality to determine artefact-
free bone movement. Studies using fluoroscopy have been used to quantify
STA and to analyse movements which would not be possible using skin-
mounted markers.

e WBCT is another ionising imaging modality which has been applied to deter-
mine artefact-free bone movement. However, its applications is also limited
due to its ionising nature

e MRI, a non-ionising imaging modality, has been proposed as an alternative
safe imaging modality to determine artefact-free bone movement. Open-MRI
systems have been widely applied in patellofemoral studies

e Despite the benefits of incorporating artefact-free bone movement in biome-
chanical studies, neither fluoroscopy, WBCT, or MRI are cost-effective, thereby
limiting their application in clinical gait analysis

e Ultrasound imaging has been proposed as a safe, cost-effective alternative
modality, with systems incorporating ultrasound imaging proposed to reduce
the effects of STA and to determine artefact-free bone movement. However,
these systems have not yet been tested on human movement and/or have
only been optimised to identify one part of the skeleton

These studies illustrate the advantages of incorporating artefact-free bone move-
ment into kinematic pipelines, with research to develop a safe and cost-effective
system still ongoing.

2.5 Microwave imaging
The previous section highlighted the advantages of incorporating artefact-free bone

movement into biomechanics, specifically in reducing the effects of STA, and in
investigating motions which may not be viable using skin-mounted marker-based
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systems. The previous section also briefly touched upon different non-invasive
imaging modalities, which can be used to acquire artefact-free bone movement.
Amongst the imaging modalities reviewed, ultrasound imaging is advantageous as
it does not expose the participant to harmful radiation, it provides a flexible and
wide field of view, and it can be applied in real-time dynamic motions. Studies
have leveraged these advantages to propose systems which can be used to reduce
the effects of STA [129]. However, despite promising results, the application of
ultrasound imaging in conjunction with skin-mounted marker-based systems are
limited due to the need for coupling liquid, the need for the probe to be held at
the location to be imaged and for specialist knowledge to read ultrasound images
[130].

In this section we review a new imaging modality, namely microwave imaging,
which offers the same advantages of ultrasound imaging (non-ionising nature and
flexible field of view) but is also cost-effective and does not require the need for
a trained radiologist. This section will cover the basic principles of microwave
imaging and review studies which have leveraged microwave imaging to visualise
internal organs and tissues. This section will also review the imaging algorithms
and the hardware that have been proposed to improve the resolution of the images
generated by microwave imaging.

Biomedical microwave imaging (MI) uses non-ionising electromagnetic waves
at microwave frequencies (300 MHz - 300 GHz) to create images of internal organs
and tissues. Microwave imaging leverages the differences in electrical properties
(permittivity and conductivity) between various tissues, and between diseased and
healthy tissues to generate images. The differences in electrical properties cause the
incident electromagnetic field to scatter and this scattering is then used to generate
images. Subsequently, many studies have quantified the electrical properties of
different tissues at microwave frequencies (Figure 2.4) [100].

Biomedical MI has primarily been applied to detect and localise breast tu-
mours, and to image the brain for strokes and cerebral edema. However, it has
also been used to image joint tissues and fractures. Commercial companies, such
as EMTensor [14] and Micrima [8], have developed systems based on biomedical
MI to image the brain and breast respectively, with the principles of microwave
imaging also leveraged in applications such as through-the-wall imaging, ground
penetrating radars and in-airport scanners.

In general, MI systems are usually low cost and constitute of the following:
an array of antennas which act as transmitters and receivers of microwave sig-
nals, a vector network analyser, and a radio-frequency switch to alternate between
different antennas (Figure 2.5), with the antennas and the object to be imaged
immersed in a coupling liquid.

The typical operation of the MI setup is for each transmitter antenna to trans-
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mit a pulse consecutively, with the scattered signals recorded by all receiving anten-
nas. The data recorded by the antennas are scattering parameters (S-parameters)
which may be defined as the operator which maps the incident power waves to
that of the reflected power waves. S-parameters observed by the same antenna as
the transmitting antenna (when receivers and transmitters are collocated) are re-
ferred to as reflection parameters, and S-parameters observed by antennas different
to that of the transmitting antennas are referred to as transmission parameters.
The general naming convention for reflection and transmission parameters are Sii
and Sji respectively, where i is the transmitting antenna and j the receiving an-
tenna. For example, S11 are the reflection parameters observed by antenna 1 when
antenna 1 is transmitting and S21 are the transmission parameters observed by
antenna 2 when antenna 1 is transmitting.

S-parameters are influenced by the frequency of operation, the design of anten-
nas, and the permittivity and shape of the surrounding environment. Any variation
in this environment results in changes to the S-parameters, which has been lever-
aged in microwave imaging. For example, variation in transmission parameters
(S21) from two on-body dual-patch antennas placed on either side of the wrist were
analysed to detect the presence of osteoporosis [156]. This analysis found that the
magnitudes of S21 parameters recorded for osteoporotic and osteopenic patients
were greater than those of healthy controls, and were correlated with dual-energy
x-ray absorptiometry (DXA) or bone densitometry measurements. The increase in
S21 magnitude was ascribed to the increase in bone porosity due to osteoporosis
and osteopenia.

Variation in transmission parameters (S21) have also been utilised to assess
the feasibility of a MI system (the Muscle Analyzer System) to detect muscle
deterioration [162]. The proposed system was verified using both laboratory and
clinical data, with the S21 parameters of deteriorated muscle exhibiting shifts of
30Hz when compared with healthy muscle. Similarly, studies have also indicated
that variation in S-parameters can be leveraged to detect fractures [47] and to
detect changes in blood flow during pathological conditions [229].

Whilst the aforementioned studies have indicated that MI can be applied to
detect the object of interest (a fracture, tumour or deterioration of muscle) they
do not provide the location of the object of interest i.e they do not generate a 2-D
or 3-D image to localise the object of interest. Such applications, where no image
is generated but variations in S-parameters are leveraged to detect the object of
interest, are sometimes referred to as microwave-sensing applications [67]. MI
applications which generate a map (an image) to determine the location of the
object of interest, not only require the recorded scattered signals but also the
location of the antennas.

Algorithms applied to generate an image can be broadly classified into two cat-
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egories: Qualitative (or radar-based imaging) and Quantitative (or tomographic-
based imaging). Radar-based imaging algorithms are used to detect the presence
of a strong scatterer (e.g., a tumour, stroke, or fracture) in the imaging domain,
without determining the electrical properties of the scatterer. Tomographic imag-
ing provides both the location of a scatterer as well as a map of the distribution
of electrical properties in the image. Tomographic imaging algorithms are based
on inverse scattering problems, while radar-based imaging leverage radar-like tech-
niques to locate the scatterer. The following subsections will review the two classes
of imaging algorithms.

2.5.1 Quantitative or microwave tomographic imaging

Microwave tomographic (MWT) imaging algorithms generate an image mapping
the electrical properties (permittivity and conductivity) of the imaged body in
addition to the location of the scatterer [68, 170]. A general configuration for
microwave tomography imaging is shown in Figure 2.6, wherein the body to be
imaged lies in a bounded domain D, with antennas located in the measurement
domain S. The setup is generally immersed in a homogeneous medium with known
permittivity (eb), with the object of interest (OI) successively illuminated by some
antennas and the scattered field recorded by other antennas [68, 170]. MWT can
either reconstruct images at a single frequency or at multiple frequencies wherein
reconstructed images at lower-frequencies are used as starting points for image
reconstruction at higher frequencies [104].
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Figure 2.6: General configuration for microwave tomographic imaging studies.
The body to be imaged lies in a bounded domain D with antennas located in the
measurement domain S [169].

The formulation of the MW'T problem can be broken down into two equations,
Equations 2.3, 2.4. The objective of the MWT problem is to determine x(r)
in D by solving the two equations. The equations are ill-posed and non-linear
due to the dependence of E**** on x(r), with commonly applied approximations
such as Born or Rytov (linearising the equations with a constant value for Etal )
approximations not feasible due to the large contrast in dielectric properties of
tissues. Therefore, a large number of algorithms have been proposed, to solve
the non-linear problems, with these algorithms broadly classified into iterative
algorithms (wherein the forward equation|2.3] is solved at every iteration using an
updated value of the contrast) or non-iterative algorithms [68].

Escatt(p> _ kg /D G(p, ") x(r) Etotal<,r/> dv(r') (2.3)
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Where:

o E*"(p): Scattered electric field at the observation point p

ky: Background wavenumber

D: Bounded domain where the object of interest lies

G(p,7’): Green’s function of the background medium

x(r'): Contrast function

Ettal(y/): Total electric field at location 7’/

B () = B"(r) + K [ G(rv") x(r) B) du(r) (2.4)
D
Where:
o Etl(p): Total electric field at location r

E"(r): Incident electric field at location 7

ky: Background wavenumber

D: Bounded domain where the object of interest lies

G(r,7'): Green’s function for the background medium

x(r'): Contrast function
e E'tal(y/): Total field at integration point 7’

As mentioned above, linearisation of the non-linear relationship between EScatt
and x(7) through Born or Rytov approximations are not feasible in biomedical
microwave imaging. Therefore, two methods were proposed to calculate the total
electrical field (E**! ) in the data equation (Equation 2.3) at every iteration using
the updated value of contrast: Born Iterative method (BIM) and Distorted-Born
Iterative method (DBIM). BIM was proposed by Wang [258], who developed an
iterative algorithm which provided better approximations of the total field inside
the imaging domain based on the contrast from the previous iteration. The initial
guess was taken as the contrast obtained using Born approximation. In their pro-
posed method, the Green’s function in the integrand remains unchanged at every
iteration. A modification of BIM, known as DBIM, was proposed by Chew [69],
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who in addition to updating the total electric field also updated the Green’s func-
tion at every iteration. Compared to BIM, the proposed DBIM method converged
faster, but was less tolerant to noise.

Various enhancements and novel implementations of BIM and DBIM have sub-
sequently been proposed. For example, an enhanced version of BIM was pro-
posed by Costa-Batista [76], who leveraged quadratic programming optimisation
to solve the inverse scattering problem. The novelty of their proposed method was
based on four novel features: suitable mechanism to enforce a priori information,
efficient implementation, integration of different regularisation strategies and a
multi-frequency approach. The authors reported that their proposed method out-
performed the original BIM in 14 out of 19 cases; specifically, it was more robust
and able to image objects of large contrast with respect to the background.

Similarly, a modified version of DBIM (the DBIM-IMATCS algorithm) was
proposed to visualise the dielectric contrast between cortical bone and trabecu-
lar bone, in order to differentiate diseased trabecular bones from healthy bones
(23, 24]. The proposed DBIM-IMATCS algorithm was tested both numerically
(using a simulated two-layer bone immersed in a coupling liquid) and experimen-
tally (using a bone phantom built using tissue-mimicking liquids), with results
indicating that the DBIM-IMATCS method was able to differentiate between os-
teoporotic and osteoarthritic bones based on differences in reconstructed complex
permittivity. Similarly, another version of DBIM, the DBIM-TWist (a two-step it-
erative shrinkage/thresholding algorithm), was proposed and leveraged for stroke
imaging in numerical brain models and in stroke imaging phantoms [134]. The
DBIM-TWist algorithm was reported to be able to identify both the location and
permittivity of strokes, even when the background permittivity had uncertainties
in its values. Another variation of the DBIM algorithm have also been applied for
functional microwave imaging, where permittivity changes due to flow reduction
and compartment syndrome were studied [230].

Another widely applied MI algorithm, sharing similar principles to the DBIM,
is the Gauss-Newton inversion (GNI) algorithm. The GNI algorithm is based on
Newton optimisation, where the cost function is approximated using a quadratic
form [169]. Variations of GNI has been widely applied in microwave imaging ap-
plications. For example, the multiplicative regularised Gauss-Newton inversion
method (MR-GNI) was leveraged to successfully reconstruct the electrical prop-
erties of human forearms immersed in a background medium of high permittivity
(77.3 +j8.66) [167], with improvements to the MR-GNI algorithm proposed by
Ostadrahimi [185]. The improvements were mainly focused on the incorporation
of prior-information in the optimisation function, with prior information regarding
the ratio of imaginary and real parts and that of the contrast value reported to
reduce artefacts in the reconstructed image.
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Another version of the GNI algorithm, which incorporated soft-priors and
variance-stabilising logarithmic transformation [164], was applied to study the ef-
ficacy of microwave imaging to detect permittivity changes in the bones of two
patients required to reduce weight-bearing exercise on an injured leg for several
weeks [165]. CT-images of the heel were used to provide structural information
as soft-priors to the reconstruction algorithm. The heel was immersed in a back-
ground medium of high permittivity (23.2), with results indicating that the bones
were clearly identifiable. In addition, the permittivity changes in the bone (due to
the lack of weight-bearing exercise) were observed when using soft-prior regulari-
sation [165].

The BIM, DBIM and GNI algorithms reviewed above converge in less number of
iterations. However, they require the forward equation (Equation 2.3) to be solved
at each iteration making them computationally demanding, which limits their
applicability, especially in full 3-D vectorial inversion. An alternative microwave
tomography imaging approach, which does not require the forward problem to be
solved at every iteration, are the contrast source inversion (CSI) methods [255].
In CSI methods the tomography problem is formulated in terms of contrast and
contrast sources (the product of contrast and field) with the cost function for the
CSI method given in Equation 2.5. At every step of the CSI method, the contrast
source is updated assuming the contrast is constant, and then the contrast is
updated assuming the contrast source is constant.
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Where:

e [: The total cost function to be minimized

>_; A summation over j field points

e f;: measured scattered field at point j

. Gf : Green’s function in the measurement domain (S)
e w;: contrast source

e X,: contrast function

u;“: the incident field at point ]

G%: Green’s function in the image domain D
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Whilst many variations of CSI have been applied in electromagnetics and acous-
tics, one proposed version of the CSI algorithm, the MR-CSI method, has been
investigated for biomedical imaging applications [16]. MR-CSI incorporates multi-
plicative regularisation to improve both the stability and outcome of CSI methods
with the proposed algorithm validated using both experimental data — compris-
ing of image reconstructions of a cylindrical phantom, human arm phantom and
a human forearm — and simulated data, comprising of models of a human fore-
arm and neck. The MR-CSI method was found to effectively determine both, the
locations and complex permittivity of the object of interest. However it failed to
reconstruct tissues with dimensions less than half the wavelength of the incident
frequency. Another limitation of the MR-CSI method was the requirement for the
background medium to be homogeneous, which was essential for the computation
of the Green’s function. In order to overcome these limitations and apply MR-CSI
to applications incorporating heterogeneous background medium, Abubakar [16]
proposed the finite-difference formulation of MR-CSI (FD-MR-CSI), wherein the
finite difference operator was used in-lieu of the Green’s function. Through numer-
ical simulations, the proposed FD-MR-CSI method was reported to successfully
reconstruct unknown objects in applications such as through-the-wall imaging and
biomedical imaging, with an improved performance observed when compared with
the MR-CSI method. The FD-MR-CSI method was also reported to perform bet-
ter in applications requiring reconstruction of object with a high-contrasts when
compared with background medium.

A finite-element formulation of CSI (FEM-CSI) was proposed [266] in order
to overcome the following limitations of FD-MR-CSI: difficulty in modelling arbi-
trary shaped boundaries and including a priori information about the target when
working with structured rectangular grids. The proposed FEM-CSI method was
subsequently applied to reconstruct images of the human forearms and human legs
[22, 105], with the thickness of the adipose tissue reported to affect the accuracy
of the reconstructed image.

Whilst, the above reviewed CSI algorithms do not require a forward solver at
each iteration, the number of unknowns are larger than the Newton-based ap-
proaches, therefore requiring a larger number of iterations to converge [68].

The tomographic methods reviewed above — both Newton-based methods
and CSI methods — primarily work on electric field (E-field) values of the scat-
tered field and incident field (Equations 2.3-2.5). However, data collected experi-
mentally, or collected in simulations using full-antenna models, are S-parameters,
thereby necessitating the conversion of S-parameters to E-field values [184]. These
methods are commonly referred to as calibration methods, as they also aim to re-
solve the disparity between experimental and simulation setups used in the forward
model.

49



Background

Two main classes of calibration methods have been proposed: the conversion of
S-parameters to E-field values [184], and the modification of Equations 2.3-2.4 to
directly leverage S-parameters [113, 114]. Two different calibration methods were
proposed for converting S-parameters to E-field values [184]: incident calibration
and scattered field calibration. Coefficients for conversion were either calculated
based on the ratio between measured incident S-parameters and modelled incident
field measurements, or the ratio between measured scattering S-parameters and
modelled scattering field values using a canonical reference object. The results
indicated that, for an air-based microwave tomography system, the scattered field
calibration method produced better results even when an inaccurate incident field
was used. These calibration methods have subsequently been applied in numerous
studies [24, 170].

Modifying Equations 2.3-2.4 to directly leverage S-parameters has been pro-
posed as an alternative calibration method [41, 91, 112, 114]. The dyadic Green’s
function in Equation 2.3 was modified to directly provide S-parameters, by in-
corporating an antenna model based on the source-scattering matrix formulation
[113, 114]. This formulation was successively applied to reconstruct the permit-
tivity of different objects from experimental data by using BIM, with the antenna
characterisation performed using Ansys HESS [112].

Another calibration method which modifies the Green’s function to directly
leverage S-parameters has been proposed by Haynes [112]. Specifically, this method
replaces the Green’s functions with field values computed using a high fidelity
simulation (simulations incorporating exact antenna models, coupling liquid etc)
[91, 115]. This method has been applied to detect the permittivity and location of
strokes in a head phantom using experimentally collected S-parameters [91], and
also been applied to successfully reconstruct the changes in permittivity due to
temperature alterations [115].

2.5.2 Qualitative microwave imaging

The quantitative tomographic methods discussed in the previous subsection aim to
recover both the location and the permittivity of the object of interest. However,
the equations solved in tomographic methods are ill-posed, nonlinear and require
computationally expensive algorithms [16, 112, 170, 266]. Conversely, qualita-
tive (or radar-based) imaging algorithms which aim to purely detect the presence
(location) of a scatterer, are computationally inexpensive and can be applied in
real-time. These algorithms do not compute the permittivity of the object of in-
terest; and have been widely applied in breast and brain tumour imaging studies.
The following section will review the two main classes of qualitative algorithms:
radar-based imaging algorithms applied to scattered signals obtained from ultra-
wide band (UWB) antenna systems, and imaging algorithms built on the principle
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of time-reversal. All qualitative algorithms can be directly applied to recorded
S-parameters without requiring any conversion to E-field values.

As stated radar-based imaging algorithms have been primarily applied to de-
tect and locate tumours in the breast and brain [90, 233]. One type of radar-based
imaging algorithms are the confocal imaging algorithms, wherein the collected
scattered signals (at every antenna) are artificially time-delayed and focused to
detect the location of a scatterer. Scattered signals collected from regions with-
out a scatterer cancel out each other while scattered signals from region with a
scatterer constructively add up. The feasibility of applying confocal imaging algo-
rithms to detect tumours was initially investigated by Fear [90] through numerical
simulations. Specifically, they probed planar and cylindrical models of the breasts
(emulating patients lying supine and prone) using bowtie antennas, and focused
the collected S-parameters using the Delay and Sum (DAS) confocal imaging al-
gorithm (Equation 2.6). Their results indicated that DAS was able to successfully
detect tumours in both the models.

1(r) = [Z bi (ﬂ(ﬂ)] (2.6)

where:

1. b; is the scattered signal

2. 1; is the time delay computed from 7 antenna to location 7
3. M is the number of observation points (antennas)

To further validate the aforementioned confocal imaging method on experimen-
tal data, Fear [90] incorporated the DAS algorithm and UWB antennas into the
Tissue Sensing Adaptive Radar (TSAR) system to detect tumours in the breast,
and performed initial feasibility studies on phantoms consisting of polyvinyl chlo-
ride (PVC) pipes with wooden hemispheres of 2.5 cm [90]. The PVC pipe rep-
resented the skin in the phantom, the spheres represented the tumors, and the
breast tissue was represented by air. The phantom was probed using a monopole
antenna, with the phantom and antennas immersed in a coupling liquid. The
collected signals were pre-processed using the Woody averaging method to reduce
the reflection caused by the skin. The authors reported that the DAS confocal
imaging algorithm was able to detect tumours in both simulations and physical
experiments.

An enhancement of this TSAR system (namely the second generation TSAR
system) was subsequently proposed. The second generation TSAR system incor-
porated a Wu-king monopole antenna and a novel pre-processing step, and has
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been experimentally tested on a breast phantom immersed in a coupling liquid
[233, 234]. The novel pre-processing step incorporated both the Woody skin aver-
aging algorithm and an adaptive filtering method based on recursive least squares.
The phantom was made using silicone sheets and a mixture of canola oil and flour,
with the tumours made using alginate powder. This second generation TSAR sys-
tem was reported to be able to locate tumours with spatial errors of 0.1cm. The
second generation TSAR system was also employed to detect tears in the menis-
cus [222]. Salvador [222] initially validated whether microwave imaging can detect
tears through simulations, by probing a healthy meniscus and a meniscus with
a tear using an antipodal vivaldi, with results indicating that the reconstructed
images could detect tears. The authors further validated it experimentally on a
bovine menisci (with and without a tear) and the second generation TSAR system,
with results indicating that the tear could be identified in the differential image
generated.

Whilst the TSAR system uses the DAS confocal imaging algorithm, other
variations of DAS have been proposed to reduce artefacts in reconstructed images,
to improve resolution and enhance accuracy. One widely-applied variation of DAS
is the Delay-Multiply and Sum (DMAS) algorithm [149], where the backscattered
signals at all antennas are first time shifted (similar to the DAS algorithm) and then
pair multiplied before being summed to create a synthetic focal point (Figure 2.7).
The efficacy of the proposed DMAS algorithm was validated using a variety of
numerical breast phantoms, with images produced using DMAS found to have
lesser image artefacts and improved localisation errors when compared with images
generated using DAS.
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Figure 2.7: Pictorial representation of delay multiply and sum algorithm [149].

A novel iterative DAS/DMAS method was proposed by Reimer [207], who com-
pared its performance with conventional DAS/DMAS using the following metrics:
signal-to-clutter ratio (SCR; the ratio of the maximum response in the region
known to belong to the tumour to that of the maximum response outside the tu-
mour region) and signal-to-mean ratio (SMR; the ratio of the maximum response
in the region known to belong to the tumour to that of the mean response in the
region outside the tumour). SCR and SMR values above 0 denote the presence
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of a scatterer; with negative values being reported for tumour detection in denser
breasts. The proposed and conventional confocal imaging algorithms were applied
to scattering data obtained from breast phantoms of different sizes and with dif-
ferent percentages of fibroglandular volume, with higher SMR and SCR observed
for all images reconstructed using the proposed algorithms. However, no signifi-
cant differences were observed in the localisation error between the four imaging
algorithms.

The same authors also conceptualised the radar-based reconstruction method
into an optimisation problem, and proposed an optimisation-based radar-reconstruction
(ORR) algorithm [208]. The ability of the proposed ORR algorithm to detect tu-
mours in breast phantoms was compared with DAS and DMAS algorithms. They
found that DMAS and ORR algorithms had higher SCR than DAS. Notably, ORR
was the only algorithm capable of detecting tumours of 15mm diameter and was
also the only algorithm which did not produce a hot-spot artefact (a localized
high-intensity region within a reconstructed image that does not correspond to
any physical phantom feature).

Similarly, Elahi [88] compared the performance of different data-independent
and data-adaptive confocal imaging algorithms on patient data. Specifically, six
different imaging algorithms [DAS; DMAS; improved DAS; coherence factor DAS;
channel ranked DAS; and robust Capon beamformer (RCB)| were tested on pa-
tient breast tumour data. The results indicated that, whilst conventional DAS
was able to detect most malignancies, it also generated multiple artefacts in the
reconstructed image. Conversely, improved DAS and coherence factor DAS im-
proved image quality but failed to correctly localise the malignancy, especially
in the presence of multiple lesions and heterogeneous breast tissue. Pertinently,
DMAS performed the best amongst the six algorithms and RCB performed the
worst, suffering severe degradation.

An alternative to the confocal imaging used in the TSAR system, is the mi-
crowave imaging via space time (MIST) beamforming algorithm proposed by Bond
[50]. In the MIST system, the patient lies in a supine position with imaging per-
formed over the naturally flattened breast, in contrast to TSAR, where the patient
lies in the prone position with the breast imaged using a hole in the examination
table [233]. Whilst the MIST beamforming also works with UWB antennas (sim-
ilar to the TSAR system), the spatial focusing is achieved by first time shifting
the received signals to align the scattered signals from every candidate location.
The time-aligned signals are then passed through a bank of finite-impulse response
(FIR) filters, one for each antenna channel, and summed to produce the beam-
former output. The summed signals are then time-gated, after which the energy at
each location is calculated [50]. Weights for the FIR filters are determined using a
least squares approach. The MIST system has been reported to successfully locate

o4



Background

tumours in heterogeneous medium, and has been shown to be robust to noise. Li
[148] extended MIST to reconstruct 3D images and to demonstrate its efficacy us-
ing experimental data. The experimental phantom consisted of a thin layer of skin
stimulant separating the breast phantom from the antenna immersion medium.
Breast and tumours were made of normal and malignant tissue stimulants, with
image artefacts removed using a data adaptive algorithm which subtracted the
signal received at each location from a filtered combination of signal received at
other locations. Results indicated that the tumours were detected within 2mm of
the actual edge of the tumour. MIST was further successfully applied to detect
strokes and tumours in a phantom and simulated brain phantom using a wearable
antenna system [221].

The qualitative imaging algorithms reviewed above are commonly applied to
signals acquired from UWB systems. Data collected from UWB antennas encom-
pass scattering data collected across a wide range of frequencies, which are then
shifted and focused to generate an image. However, developing UWB antennas
for each application is not feasible, therefore qualitative imaging algorithms which
primarily work on a single frequency have been proposed to detect the location of
scatterers. These algorithms leverage the Green’s function — an integral part of
quantitative algorithms — to time-reverse the acquired signals and determine the
location of the scatterer.

Mathematically, in time-reversal imaging, the location of one or more scatter-
ers is found to correspond, in a one-to-one manner, with the eigenvectors of the
hermitian time-reversal matrix (Equation 2.7) [82]. The hermitian time-reversal
matrix is computed using Equation 2.7.

Kjr = (o, ap)

— Z TG (X, &) G (X, i) (2.7)

where:

1. Kj is the multistatic time reversal matrix

2. ¢ (o, o) is the scattered field when antenna oy, acts as a transmitter and
antenna oy acts as the receiver

3. T, is the scattering coefficient

4. G (X, o) is the Greens’s function computed at point x,, when antenna o,
is the receiver

5. G (X, o) is the Greens’s function computed at point x,, when antenna oy,
is the transmitter
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However, time-reversal imaging has been reported to fail when the targets are
not well-separated, or when the antenna array is sparse, a situation typical in
biomedical imaging [82]. These factors have resulted in the proposal of multiple
variations of time-reversal imaging algorithms which can overcome the shortcom-
ings of the traditional time-reversal imaging algorithm. One such variation is the
Multiple Signal Classification (MUSIC) algorithm, which was initially proposed to
determine the direction of arrival (DOA) of signals [227]. Devaney [82] compared
the performance of the MUSIC algorithm and time-reversal imaging to detect scat-
terers which were both well separated and which were located close to each other
in an inhomogeneous medium. The authors reported that MUSIC was successfully
able to determine the position of scatterers in both scenarios whilst time-reversal
imaging could only determine their location when the scatterers were well sepa-
rated. They also indicated that the performance of both MUSIC and time-reversal
degraded when the wrong Green’s function was used.

Variations of time-reversal and MUSIC algorithms have been hence proposed
such as beamspace-decomposition of time reversal operator (beamspace-DORT)
and beamspace-time reversal-MUSIC (beamspace-TR-MUSIC). These two meth-
ods were proposed to overcome the low imaging resolution of DORT and the
degradation of MUSIC when signal correlation between antennas increases [122].
The proposed methods were reported to locate tumours in simulations of highly
dense breasts, obtaining higher SCR than DORT or MUSIC.

Compared to time-reversal imaging algorithms, MUSIC has been more widely
applied in microwave imaging applications [187, 190, 218|. For example, in one
study, the shape and location of anomalies in the imaging domain were detected by
applying MUSIC at a single frequency [187, 190]. The authors reported that whilst
the existence (location) of all anomalies and the shape of small anomalies were
accurately detected using MUSIC, the full shape of an extended (large) anomaly
was not reconstructed. Anomaly size in the above study was determined based on
their size with respect to the wavelength of the incident waveform.

Similarly, an algorithm inspired by MUSIC, interferometric-MUSIC (I-MUSIC),
was investigated for the detection of breast tumours [218, 219, 220]. I-MUSIC uses
a multifrequency approach — where images reconstructed at each frequency is
multiplied with each other to reduce the artefacts in the final image — with reflec-
tion S-parameters (S11), collected in a multi-monostatic configuration, provided
as input. The proposed I-MUSIC algorithm was tested on data collected using a
simulated antipodal vivaldi antenna and a simulated cylindrical breast phantom
immersed in a coupling liquid. The reconstructed images using [-MUSIC were also
compared with reconstructed images using non-coherent migration and wideband
MUSIC. Reportedly, the I-MUSIC algorithm was able to detect single and multi-
ple tumours in breast tissues with and without fibroglandular structures. Authors

o6



Background

additionally reported a maximum localisation error of 2.8mm for tumours located
close to the skin with localisation errors less than 1.5mm for tumours located in the
centre of the imaging domain. Additionally, I-MUSIC also reportedly produced
images with greater SCR and SMR when compared with other algorithms and
located tumours with smaller errors. When applied to experimental data, spatial
errors of 26mm were obtained using I-MUSIC. The proposed [-MUSIC algorithm
was also successfully leveraged to image the bones of a pig shank immersed in
a coupling liquid. Localisation errors of 2.78, 2.85 and 4.23cm were obtained at
different heights of the bone [217].

Qualitative imaging algorithms, which are neither based on the principle of
time-reversal nor leverage radar-based techniques (like the algorithms reviewed
above), have also been proposed for biomedical microwave imaging, such as algo-
rithms based on huygens principle and the wave-migration algorithm. In one study
reconstructed images, obtained by applying huygens principle to multi-bistatic
(S21) measurements, were able to detect and localise hemorrhagic strokes in both
simulations and a brain phantom [237]. Similarly, huygens principle has also been
successfully applied to detect and localise skin cancer in a phantom mimicking the
human forearm using novel artefact-removal algorithms [135].

Another qualitative algorithm applied to biomedical imaging is the wave-migration
algorithm, which was proposed in conjunction with a non-contact, coupling liquid-
free system, to detect fractures in a bone phantom [223]. Data fed to the wave-
migration algorithm are S11 parameters collected at multiple locations on the bone
using a vivaldi antenna, with the antenna moving on a cylindrical surface over the
bone. The collected signals are then filtered using a novel regional filter. The al-
gorithm and system were leveraged to detect fractures in the bone [223]. However,
the proposed algorithm has not been shown to detect fractures which do not break
the skin surface.

The above reviewed qualitative algorithms — radar-based, time-reversal based,
huygens principle and wave-migration — are computationally inexpensive when
compared with quantitative algorithms, and can therefore be applied in real-time.
However, the majority of the qualitative imaging algorithms have been applied
to detect the location of small scatterers, and their performance typically de-
grades in the presence of extended scatterers. In addition, qualitative imaging
algorithms based on time-reversal requires the Green’s function to be computed,
which requires both a priori knowledge of the background medium and (ideally)
a homogeneous background medium, as computation of Green’s function for an
inhomogenous medium is computationally demanding. However, as reviewed in
the previous subsection, studies have proposed novel methods to overcome the
limitations of the Green’s functions [115]. However, these methods have not been
integrated with qualitative imaging algorithms.
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2.5.3 Antennas and sensitivity of algorithms

The accuracy and efficacy of both quantitative and qualitative imaging algorithms
depend on several factors: the hardware used, the magnitude of coupling of the
electric field with the object to be studied, and the sensitivity of the imaging al-
gorithm to factors such as the presence of fibroglandular tissues, Green’s function
(or propagation speed of wave) and artefact removal methods; Therefore, research
has been undertaken to develop novel antenna models and artefact removal meth-
ods, and to understand the sensitivity and specificity of the imaging algorithms to
various factors.

Novel antenna designs have been proposed to either remove the need for cou-
pling liquid or to improve coupling with the object of interest. For example, fern
antipodal vivaldi antennas [180], metamaterials based antennas [121, 125, 127, 267]
and cavity-backed antennas [60] have been proposed to improve the coupling of
the electric field with the human body. The proposed designs have been able
to improve the efficiency and gain of the antennas markedly, generating recon-
structed images with reduced artefacts. Another novel antenna — which uses a
dielectric medium matching the permittivity of dense breast tissues — was pro-
posed to improve coupling into the human body and to eliminate the need for
coupling liquid [25, 26]. The authors demonstrated the improved ability of their
proposed antenna to detect tumours in the breast when applied in raster scanning
applications. Similarly, a dual-patch antiphase antenna [156] was also proposed
to improve coupling with the human body and remove the need for a coupling
liquid. This antenna design resulted in greater penetration when compared with
contemporary antennas, and has been applied to detect changes in bone permit-
tivity due to osteoporosis and osteopenia. Guerrero-Orozco [109] proposed a novel
monopole antenna (surrounded by a lossy-gel) to remove the need for a coupling
liquid and to reduce multipath reflections and improve image quality. Simulated
and measured data indicated that the gels reduced multipath signals, and the re-
constructed images indicated that a muscle rupture was successfully imaged (with
lesser image artefacts) using the proposed antenna.

Other studies have investigated the sensitivity and specificity of the imaging
algorithms. For example, with the increasing uptake of microwave imaging for
breast cancer detection, and the diversity in breast composition and tumour shape
(and size) found in the general public, O-Loughlin [181] investigated the sensitivity
and specificity of confocal imaging algorithms to the permittivity of breast mod-
els. Specifically, the authors evaluated the efficacy of patient-specific estimation
of propagation speed within the breast by assessing three idealised permittivity
estimation methods: 1). fixed-value permittivity estimation, where the fixed-value
represents the population mean; 2). glandular-dependent permittivity estimation,
where the reconstruction permittivity varies based on the glandular content of the
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breast phantom; and 3). patient-specific permittivity estimation, where the recon-
struction permittivity varies based on each subject. Their results indicated that,
in phantoms mimicking purely healthy tissues, an increase in breast density was
positively correlated with the number of false-positives for fixed-value estimation;
specificity was neither improved nor impaired for glandular-dependent and patient-
specific estimation for the most dense breast phantoms. Increased breast density
was also associated with reductions in the sensitivity of all three estimation meth-
ods; however, the overall sensitivity was higher using both glandular-dependent
and patient-specific estimation than it was for the current standard, fixed-value
estimation.

Similarly, Yavuz [265] investigated the sensitivity of time-reversal imaging algo-
rithms to model perturbations. Three perturbations were analysed: performance
under clutter and additive noise, variation in performance due to losses in in-
tervening medium, and effects of translation perturbations on the time-reversal
array. Two time-reversal imaging algorithms, DORT and MUSIC, were investi-
gated in both narrow-band and ultrawide-band operation. The results indicated
that in homogeneous medium, narrowband-MUSIC and UWB-MUSIC outperform
the DORT method, both in terms of range and cross-range resolution. However,
under increased clutter and noise levels, DORT methods were more robust than
MUSIC methods. Additionally, both UWB-MUSIC and time domain-DORT pro-
duce stable images due to their incorporation of multiple frequencies.

Another study investigating factors which may affect microwave imaging re-
sults, studied the impact of the shape and size of human models used in simula-
tions on the performance of a dual-band antenna [66]. Specifically, four virtual
population models and three homogeneous models in Sim4Life [11] were compared
based on S11 parameters and the variation in antenna gain and efficiency. The
results indicated that variation in the shape and size of human models had a
greater influence on antenna characteristics than the influence tissue permittivity
and thickness had.

2.5.4 Summary and key takeaways from microwave imag-
ing
The previous section has shown the breadth of research undertaken in the field

of microwave imaging. Based on our review and analyses, these are our key take-
aways:

e Microwave imaging, which leverages the difference in electrical properties of
various tissues and between healthy and diseased tissues, has been widely
applied in breast and brain tumour detection
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e Microwave sensing, an application of microwave imaging which does not
generate a map but studies the difference in S-parameters, has been used to
detect the location of fractures and to investigate variation in bone properties
due to osteoporosis and osteopenia

e Generation of an image using microwave imaging can be classed into quan-
titative and qualitative imaging algorithms

e Quantitative imaging algorithms provide both the location and dielectric
properties of the object of interest. However, they are computationally heavy,
require iterative algorithms to determine the solution and might require a
forward solver at every iteration. In addition, they require conversion from
the collected S-parameters into electric field values

e Qualitative imaging algorithms only provide the location of a scatterer, but
are computationally inexpensive and work directly on S-parameters

e Microwave imaging has been applied to study the bone in human forearms
and legs, and to image the breast and brain

e In general, microwave imaging requires the object of interest to be immersed
in a coupling liquid to improve penetration of the electric field. However,
studies proposing novel antennas and algorithms have been undertaken to
remove the need for coupling liquid

The studies reviewed above indicate that microwave imaging is a viable biomed-
ical imaging modality, as it is safe (non-ionising) and potentially more cost-effective
than contemporary imaging modalities such as fluoroscopy, MRI and CT. Addi-
tionally, microwave imaging has been applied to image bones and muscles with
better clarity than ultrasound. Although it has not yet been applied within the
biomechanical field, microwave imaging has been successfully applied to locate and
image the bone, and has the potential to be applied in a wearable fashion.

2.6 Conclusion and key-takeaways

The research reviewed in this literature review highlighted the following;:

1. Soft tissue artefacts (STA) are one of the critical sources of error in movement
analysis, and have a deletrious impact on kinematics computed from skin-
mounted marker-based systems
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2. Numerous methods have been proposed to reduce the impact of STA on
computed kinematics; however none of the proposed solutions are effective
for all motions or for all participants

3. Amongst the proposed solutions, multibody kinematic optimisation (MKO)
methods are the most widely applied solution to reduce the effects of STA.
However, majority of MKO methods (and other solutions in general) have
only been validated on subjects with healthy BMI scores

4. Artefact-free bone movement acquired through imaging methods, intracor-
tical pins, or percutaneous pins are considered as true bone movement.They
have been leveraged in multiple studies to improve computed kinematic ac-
curacy or to quantify STA

5. Fluoroscopy, computed-tomography (CT), magnetic resonance imaging (MRI)
and ultrasound have been widely applied in biomechanical research to de-
termine artefact-free bone movement. However, the ionising nature of fluo-
roscopy and CT, in addition to the high cost of MRI, fluoroscopy and CT
prevent their regular use in biomechanics. As an alternative, biomechanical
systems incorporating ultrasound imaging have been proposed as a safe and
cost-effective solution

6. Microwave imaging, an imaging modality leveraging non-ionising radiation
and the differences in electrical properties between various tissues and healthy
and diseased tissues, has been proposed as a viable imaging modality in
breast and brain tumour imaging. Studies have also used microwave imag-
ing to detect bones in human forearms and legs

7. Microwave imaging has been shown to be more robust and to provide more
information than ultrasound imaging. In addition, microwave imaging does
not require specialised knowledge and can be applied using off-the shelf an-
tennas

8. Algorithms for microwave imaging can be classed into quantitative imaging
(which is computationally expensive but provides both the location and elec-
trical properties of the object of interest) and qualitative imaging (which is
computationally inexpensive but only provides the location of a small scat-
terer)
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Chapter 3

Influence of body fat on the
accuracy of MKO methods and
the investigation of residual error
as a goodness-of-fit metric

3.1 Introduction

This chapter evaluates the efficacy of multibody kinematic optimisation (MKO)
methods when applied to participants of varying body fat or to data with varying
magnitudes of soft tissue artefacts (STA). As highlighted in the previous chapter
(Chapter 2), of the numerous solutions proposed for reducing the effect of STA,
MKO methods are the most widely applied. However, they have only been val-
idated on data obtained from participants of healthy body weight, or from data
with small magnitudes of STA — neither of which are representative of the clinical
population. Therefore, the results from this chapter will underscore the need for
a generalisable method to reduce STA and improve the accuracy of clinical gait
analysis: the challenge this thesis aims to address.

This chapter will also explore the feasibility of using residual error as a metric
to evaluate the accuracy of computed kinematics, and therefore the viability of
the pose estimation algorithm, in the absence of ground-truth data (artefact-free
data) or a normality dataset.

Section 3.2 provides background on residual errors and MKO methods, and
introduces the problem we investigate in this chapter. Section 3.3 describes the
methods used to investigate the problem with the results reported in Section 3.4.
The results are discussed in Section 3.5 with the conclusion and key takeaways
from this chapter presented in section 3.6 .
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3.2 Background

STA are discrepancies in bone movement computed using skin-mounted markers
when compared with actual bone movement (artefact-free bone movement), and
are subject-, task-, and marker-location specific [55]. As illustrated in the previous
chapters (Chapters 2 and 2), STA has a large deleterious effect on the accuracy of
kinematics computed using optoelectronic systems, often invalidating the usability
of clinical gait analysis in pre-operative planning and post-operative assessment.
For example, joint angle errors due to STA can affect the accuracy of femoral
derotation osteotomy, a surgical intervention for in-toeing gait for children with
CP.

Due to the significant impact of STA on computed kinematics, numerous so-
lutions (STA models, novel segment optimisation methods, subject-specific joint
constrains, etc) have been proposed to reduce the impact of STA on computed
kinematics. However, none of the proposed solutions effectively reduce STA for all
participants and for all investigated motions.

Multibody kinematic optimisation (MKO) is widely applied to reduce the ef-
fects of STA on computed kinematics [80, 131, 141, 153], with MKO approaches
implemented in commonly used musculoskeletal modelling software such as Open-
Sim [81] and Anybody [78]. By incorporating rigid body and kinematic constraints,
joint angles which minimise the difference between measured and model-derived
(calculated) skin-marker trajectories are calculated (Equation 3.1). The following
pipeline is commonly applied when leveraging MKO methods (Figure 3.1): scaling
of a generic musculoskeletal model (incorporating joint models) to subject-specific
dimensions (segment scaling), registering model-derived markers to experimental
markers (marker-registration) and calculating joint angles using an MKO method,
with the option of altering marker weights. Global optimisation [153], the MKO
method incorporated in OpenSim, will be the MKO method investigated in this
study.

N
min Y w; ||pret(q(t)) — poP ()| (3.1)
q(t) Py

Where:

e q(t) = vector of generalized coordinates (joint angles, translations, etc.) at
time ¢

e N = total number of markers

e w; = weight assigned to marker ¢
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model

e poe(q(t)) = position of marker i predicted by the model at time ¢, based
on joint angles q(t)

exp

e p;P(t) = experimentally measured position of marker i at time ¢

Joint angle
Experimental Data Underlying model ﬂ L

.....

Phenotype Joint constraints Marker Marker weights
registration and
segment scaling

Residual error

Figure 3.1: Experimental data from subjects of varying body fat or data with
varying magnitudes of soft tissue artefacts are used as input to the pipeline. The
impact of joint constraints is investigated by incorporating underlying models with
differing joint constraints. Impact of errors during scaling (marker registration er-
rors and segment scaling errors) are investigated. Markers (LASI: Left anterior
superior iliac spine, RASI: Right anterior superior iliac spine, LPSIS: Left poste-
rior superior iliac spine, RPSIS: Right posterior superior iliac spine, LTH1, LTH2,
LTH3: Left lateral thigh cluster, LKNE: Left lateral femoral epicondyle, LTTB:
Left tibial tuberosity, LSHN1, LTIB : Left shank cluster, LANK: Left lateral malle-
olus, LHEE : Left posterior distal aspect of the heel, LTOE: Left forefoot, LD1IMT:
Left heads of first metatarsals, LDSMT: Left heads of fifth metatarsals) with dif-
ferent weights are analysed to understand their influence on residual error and
joint angles [9].

As detailed in Chapter 2, extensive research has been undertaken to investi-
gate MKO methods, with multiple different MKO formulations [85], novel joint
boundary conditions [198], design variables [33] and optimisation methods [80],
proposed to improve kinematic estimation. However, the majority of these studies
either use simulated data or experimental data from participants with a healthy
body mass index (BMI) score. Despite the wide application of MKO methods to
reduce the effects of STA, and evidence that a higher BMI score is associated with
a greater magnitude of STA [54], a review indicated that only 6 out of 24 studies
investigating MKO methods used experimental data which included participants
with BMI scores > 24.9 (the threshold for overweight) [42]. The lack of represen-
tation of participants with high BMI scores in studies employing MKO methods is
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a significant knowledge gap, and one which has not been adequately investigated
or addressed. This problem is further exacerbated as many studies employ the
exact same MKO method to investigate kinematic, kinetic and muscle activation
differences in obese and non-obese participants [146].

In this study we evaluated the efficacy of global optimisation: 1). On data col-
lected from participants with varying BMI scores and 2). and on simulated data
with varying magnitudes of STA added to it. Specifically, we compared residual
errors obtained from participants with higher BMI scores (and on simulated data
with large magnitudes of added STA) with residual errors obtained from partici-
pants with lower BMI scores (and on simulated data with smaller magnitudes of
added STA).

Residual errors (the optimised difference between measured and model-derived
skin-marker trajectories)(Equation 3.2) derive from the MKO method and are
often used to evaluate the MKO pipeline. For example, different scaling methods
(segment scaling and marker-registration) were evaluated using residual errors as
a metric [155, 199], with optimisation-based scaling reported to be more effective
than linear scaling due to smaller residual errors observed. Similarly, residual errors
were leveraged to evaluate different MKO formulations [52] with extended kalman
filters (EKF) incorporating an STA model reported to reduce residual errors and
joint angle errors. Studies have also reported that residual errors are sensitive to
the MKO method [178] employed.

r;(t) = py ot (q(t)) — pi(t) (3.2)
Where:

e 1;(t) = residual error vector for marker i at time ¢

model

e p°®(q(t)) = position of marker ¢ predicted by the model at time ¢ (based
on joint angles q(t))

exp

e p.P(t) = experimentally measured position of marker i at time ¢

Residual errors have also been used as a goodness-of-fit metric between the
underlying model and the experimental data [42, 178, 235]. Lower residual errors
have been reported as an indicator of: superior pose reconstruction capability of
the proposed model [137], improved STA compensation [30] and higher accuracy
in joint centre estimation [195]. In general, lower residual errors are indicative of
lower kinematic errors, supporting the existence of a causal relationship between
residual errors and kinematic errors.

However, the validity of residual errors as a goodness-of-fit metric has been
questioned, with some studies reporting lower kinematic errors for higher residual
errors [236], significant changes in computed kinematics with no change in residual
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errors [86, 99] and, conversely, no significant change in kinematics with significant
variation in residual errors [250].

Whilst the availability of true bone movement — acquired using intracortical
pins, fluoroscopy or MRI — has allowed some studies to reduce kinematic un-
certainty [29], acquiring true bone movement is impractical in general settings,
thereby necessitating the need for a viable metric to evaluate the fidelity of com-
puted kinematics. This need is further underscored by evidence that uncertainty
in computed kinematics can significantly affect the reliability of subsequent biome-
chanical analysis [172, 174, 179].

Therefore, in this chapter, we also aim to further ascertain the viability of
using residual errors as a goodness-of-fit metric. Specifically, we investigate: 1)
The impact of the MKO pipeline (marker-registration, segment scaling, marker
weights and joint models) on residual errors (Figure 3.1) ;2) The existence of a
consistent causal relationship between residual errors and kinematic errors.

Through our dual investigations: residual error as a goodness-of-fit metric (and
the impact of the MKO pipeline on residual errors) and efficacy of MKO methods
on data with increased magnitudes of STA; we aim to further existing knowledge
on the use of MKO methods to ameliorate the effects of STA, and to ensure their
validation incorporates data from a wide variety of participants.

3.3 Methods

As stated above, two investigations were carried out in this chapter. The first inves-
tigation (Investigation 1) determined the validity of residual errors as a goodness-
of-fit metric, and the second investigation (Investigation 2) analysed the efficacy
of global optimisation (an MKO method) when applied to simulated data with
varying magnitudes of STA, and to experimental data acquired from participants
with varying ranges of BMI scores. Since the data and models for the two investi-
gations are different, the methods for Investigation 1 are described first, followed
by the methods used for Investigation 2.

3.3.1 Analysis of residual error: Investigation 1

3.3.1.1 Simulation Data

Data used in Investigation 1 were taken from the study conducted by Lamberto
[138] and include 500 STA-affected marker trajectories of a single gait cycle. Ref-
erence marker trajectories were created by applying the point kinematics tool in
OpenSim to joint angles of a single healthy gait cycle. STA were added (herein
referenced as Added-STA) to the reference marker trajectories based on the models
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listed in Table 3.1. Briefly, STA models for markers on the pelvis (RASIS, LA-
SIS, RPSIS, LPSIS), shank (LSHN1, LTIB, LTTB, LANK), foot (LTOE, LHEE,
LDIMT, LD5MT) and lateral epicondyle (LKNE) are sinusoidal functions of time
with amplitudes varied non-uniformly using ranges reported in existing literature.
STA models for the thigh markers (LTH1, LTH2, LTH3) are linear functions of
hip and knee angles with mean values derived from the study undertaken by Bonci
[49]. Further details regarding the marker trajectories can be found in the study
by Lamberto [138].
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STA Model Marker Acronym Segment Equations Range of parameters
A 17, AT = 20, A% = 26,
ACL_ 3 ABCL _ g A99Cl _ ¢
STAx = Ax esin(wet+9) | pemad o0
S
Sinusoidal RASIS, LASIS, RPSIS, LPSIS Pelvis )
STAy = Ay esin(w e+ )
STA; = Agesin(wet+y) |47~ 1Ay =847=12
APCE _ o p9B%CT _ o 495%CT _ |
A 2,4 A2
Amplitude < 52522 ¢ < 27
s
STA ctory = b hE®
s Wz Wyrs W, Mrm
R x hpN 4 B« h)P
Kinematics-dependent LTHI, LTH2, LTH3 Left thigh L R PO . X B
+h? « knee™ + Y,
s Wrps Wyrs: Wiras, Wi
fori=u,y,2
rad
A<30,w< 255 p<on
s
1< 15,0< 2 o <o
) A<15,w<25™d <o
STAx = Ax esin(w et + ) = =Y =
Sinusoidal LKNE, LSHN1, LTIB, LTTB, LANK, LHEE, LTOE, LDIMT, LD5MT | Left thigh, left shank and left foot | _, ) rad
STAy = Ay esin(w et + ) A<43w< 28 s <o
s
STA, = Agesin(wet+) rad
A<256,w< 2520 p<on
s
_rad
A<18lw< 2l o <o
s

Table 3.1: STA model added to reference marker trajectory. Equations for the
STA models are acquired from literature [138]

3.3.1.2 Baseline model and MKO framework

The baseline model used was a 4-segment model (pelvis, thigh, shank and foot)
with three joints (hip, knee and ankle). The baseline model was based on the
musculoskeletal model, gait2354, in OpenSim [264] and contains an articulated
joint with three degrees of freedom (DoF) for the hip (spherical joint model), a
coupling joint for the knee, and a joint with one DoF for the ankle (hinge joint).
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The baseline model was scaled based on the static trial provided, with scaling
errors below the guidelines recommended by OpenSim (Root mean square error
(RMSE) < lem and maximum marker error < 2cm).

To analyse the impact of each step of the MKO pipeline on residual errors,
models differing from the baseline model were created to emulate possible errors/-
variations at each step of the pipeline. Joint angles and total residual errors for
the 501 trajectories (500 STA-affected trajectories and 1 reference marker trajec-
tories) were calculated for every model using the inverse kinematic (IK) analysis
in OpenSim. Total residual error was defined as the RMSE of all the markers and
was calculated at every frame. All markers for the IK analyses were given an equal
weight of 1 unless specified.

3.3.1.3 Model generation

Models emulating possible errors/variations at each step of the MKO pipeline were
created as follows:

1. Models with marker registration errors and segment scaling errors: Models
emulating errors during the marker registration and segment scaling steps
were created following the pipeline outlined by Uchida [252]. Briefly, models
emulating marker registration errors were created by altering the marker
location (in the segment coordinate system, LCS) of the baseline model by
adding a random perturbation. The models were verified to check if the new
location of each marker was within a maximum allowable deviation from
its original position. To simulate segment scaling errors, models differing
from the baseline model only in their scale factors were generated. For each
model, the scale factors for every segment were selected at random from the
range [90%-110%] of the baseline scale factors. The model was posed using
IK to verify that each marker on the new model was within the maximum
allowable deviation (stated below) from its original position.

Three models of increasing maximum allowable deviation (d) were generated
for each (marker-registration and segment scaling) error. Maximum allow-
able deviation of d < 0.5cm, 0.5cm < d < 1.25cm and 1.25cm < d < 2cm
were chosen as thresholds to reflect human-error during the processes [252].

2. Models with different marker weightings: Three marker weighting strategies
were chosen. Weighting Strategy 1 (WS1), where all markers are given an
equal weight (of 1 in this study). This weighting scheme is commonly ap-
plied in studies investigating marker weights [94, 235]. Weighting strategy 2
(WS2), where markers on anatomical landmarks such as on the pelvis (LA-
SIS, RASIS, LPSIS, RPSIS), lateral epicondyle and lateral malleoli (LKNE,
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LANK), and foot and heel markers (LTOE, LHEE, LDIMT, LD5MT) are
given a weight of 5 with thigh and shank markers given a weight of 1. This
strategy is recommended to ameliorate the effect of STA by under-weighting
markers most affected by STA [28, 153]. Weighting strategy 3 (WS3), where
thigh markers are excluded and remaining markers are given a weight of 1.
The exclusion of thigh markers has been proposed to reduce the effect of
STA [36, 235]. Marker names are listed in Figure 3.1.

3. Models with different joint models: Two models, incorporating joints with
differing DoF to that of the baseline model, were created. The first model
(Ball) had articulated joints at the hip, knee and ankle, and the second model
considered every segment to be a free body (each segment having 6 DoF).

3.3.1.4 Data comparison and statistical analysis

Total residual errors of each of the models were compared with that of the baseline
model. One-way repeated measures analysis of variance (ANOVA) tests (signif-
icance level 0.05) were conducted to investigate the effect of the MKO pipeline
on residual errors. Post-hoc analyses using paired t-tests were performed with
a corrected significance level based on Bonferroni corrections. Additionally, joint
angles computed using each model were compared with that of the baseline model.
Comparisons between joint angles were performed using paired {-tests (significance
level 0.05). Additionally, a regression analysis between joint angle errors at every
frame and mean total residual errors was performed.

For every significant result, Cohen’s d effect sizes were calculated to determine
the significance of the result. For all tests, Cohen’s d < 0.2 was considered small,
< 0.5 medium and > 0.8 large; Cohen’s d was only calculated for frames with
significant differences.

ANOVA, paired t-tests and regression analysis were performed using statistical
parametric mapping (SPM, [191, 192]). SPM utilises the entire one-dimensional
time series data to make probabilistic inferences. Non-parametric tests were con-
ducted if normality could not be assumed with normality tests in SPM done using
the D’Agostino-Pearson K2 test..
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3.3.2 [Efficacy of global optimisation when applied to data
with varying magnitudes of STA (simulated and ex-
perimental): Investigation 2

3.3.2.1 Simulated data

The same simulated data used in Investigation 1 were also leveraged to investigate
the relationship between magnitude of Added-STA and residual errors. Added-
STA at each segment was calculated as the sum of RMSE errors between the
artefact-affected trajectory and the reference trajectory for each marker in the
relevant segment. Individual marker residual errors were computed as the RMSE
difference between model-derived marker position and experimental-marker (tra-
jectory) position at every frame. Total residual errors were defined as the RMSE
of all the markers, and was calculated at every frame, and overall Added-STA was
computed as the sum of individual segmental Added-STAs.

3.3.2.2 Experimental data

Skin-mounted marker gait data were collected from 50 healthy participants with
varying BMI scores (Table 3.2). All participants provided written consent based on
their understanding of the study with ethics for the study provided by the ethics
committee at the School of Physics, Engineering and Technology, University of
York, UK. Height, weight and body fat at the thigh and pelvis were recorded for
each participant; body fat was acquired using skin-callipers (Table 3.2).

Characteristics | Low body fat (N=10) | High body fat (N=12) | Overall (N=>50)
Age (years) 24.3£3.84 30+10.40 26.67£7.07
Height (cm) 180.8+4.97 178.08+8.23 175.46£8.78
Weight (kg) 67.44+7.53 91.75+11.46 75.734+15.04
BMI (kg/m?) 20.60135+1.85 28.85+2.13 24.47+3.76
Body fat (%) 13.63£3.47 30.85545.13 24.05+7.724

Table 3.2: Characteristics of the participants who took part in the gait study. Age,
height, weight, body mass index (BMI) and body fat were collected or computed.
Values presented are mean + standard deviation

Treadmill gait data were captured using Motive 2.4 and 10 Flex 3 cameras
from OptiTrack. Reflective markers were placed on each participant at specific
anatomical landmarks on the lower body, as specified by lower body Helen Hayes
biomechanical marker-set (Figure 3.2). As part of the data collection protocol,
participants were asked to stand stationary in a "T” pose followed by walking on
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the treadmill at a speed of 0.3m/s. This speed value reflected the average self-
selected walking speed of the participants.

Figure 3.2: Marker placement based on lower body Helen Hayes biomechanical
markerset as described in OptiTrak’s Motive 2.4 [6].

Missing data frames in the raw data were filled by using either the cubic in-
terpolation function, or the pattern fill function (based on the number of missing
frames) in Motive 2.4 [10]. Data from 28 participants were discarded due to the
following errors in data collection which affected subsequent processing: differ-
ences in marker position between static and motion trials due to marker falling
between the two trials, or substantial amount of missing frames in a marker due
to occlusion or clothing.
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BMI scores were calculated for all participants using Equation 3.3. Participants
were split into 2 groups based on their BMI: Group 1 (n=10, BMI < 24.9 [threshold
for healthy BMI score]) and Group 2 (n=12, BMI > 24.9) [Table 3.2].

BMI = weight(kg)/height(m?) (3.3)

3.3.2.3 Residual Error Calculation

The static trials were used to scale a generic musculoskeletal model, Rajagopal2015
[205], to subject-specific dimensions, with scaling errors below the guidelines rec-
ommended by OpenSim (RMSE < lem and maximum marker error < 2cm). Total
residual errors were calculated using the inverse kinematics (IK) analysis in Open-
Sim, with marker-specific residual errors computed as the RMSE difference be-
tween model-derived marker positions and experimental-marker positions at every
frame. All markers for the IK analysis were given an equal weight of 1.

3.3.2.4 Data comparison and statistical analysis

As described earlier, efficacy of the global optimisation was analysed using residual
errors. Accordingly, the following analyses were performed:

1. Simulated data: Regression analysis between residual errors and Added-STA
at each segment and for the overall body was performed. R? values and
correlation values were calculated for each regression analysis using the fitting
tool in MALTAB. In addition, total residual errors and joint angle errors (as
computed in the previous investigation [Investigation 1]) acquired using the
top 50 and bottom 50 artefact-affected trajectories were compared with the
trajectories grouped based on the magnitude of Added-STA. A multi-linear
mixed model analysis was also performed to evaluate the effect of residual
error and Added-STA on joint angle errors.

2. Experimental data: Median and spread of total residual errors and marker-
specific residual errors were compared between the two groups using scalar
statistical tests. Additionally, the trajectories of total residual errors and
marker-specific residual errors were compared using ¢-tests in SPM (signif-
icance level 0.05). Non-parametric tests were conducted if normality could
not be assumed with normality tests in SPM done using the D’Agostino-
Pearson K2 test.
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3.4 Results

3.4.1 Analysis of residual error: Investigation 1

3.4.1.1 Impact of MKO pipeline on residual errors

Our results indicate that every step of the MKO pipeline (marker registration,
segment scaling, marker weights and joint models) had a significant effect on com-
puted residual errors. For the sake of brevity, only cases for which at least one
variation had a large effect size (Cohen’s d > 0.8) are shown in this chapter; figures
with smaller effect sizes are available in Appendix A.

Errors in the marker registration step of the MKO pipeline had a significant
effect on total residual errors (F = 4.744, p=0.001, ANOVA; Figure 3.3 I) as
indicated by the one-way repeated measures ANOVA test. Total residual errors
computed using the 3 models (models with with increasing magnitudes of marker
registration error) emulating errors in the marker registration step were greater
than that of the baseline model for the entire duration of the gait cycle (p=0.001,
paired t-tests; Figure 3.3 Ila—c). Cohen’s d indicated a large effect for the model
with marker registration errors > 0.5cm and < 1.25cm at frames 1-20 and 40-113,
and for the model with marker registration error > 1.25cm and < 2cm for the
entire duration of the gait cycle (Figure 3.3 IId). Median total residual errors were
greater for the three models compared to the baseline model (Figure 3.3 III).
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Relationship between marker registration errors and total residual errors
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Figure 3.3: How to read SPM figures: The red lines (upper and lower for t-tests)
indicate the critical threshold set at the respective alpha values (0.05 for ANOVA
and 0.01 for post-hoc analyses). For ANOVA tests, if the critical f-statistic field
vector (the thick black line) is above the critical threshold, the independent vari-
ables have a significant effect on the dependent variables. For paired t-tests if the
t-statistic field vector (the thick black line) is either below or above the critical
thresholds , the null hypothesis of equal means is rejected for those frames. The
t-values are differences between the mean of the two sample sets and the variation
that exists within the sample sets. For post-hoc analyses, if the t-statistic field
vector is above the upper critical threshold, then (meanA>meanB) and vice versa
if it is below the lower critical threshold. For all the post-hoc analyses, meanA was
the mean of the baseline model and meanB the mean of the error incorporated
model.

I) Results of a nonparametric one-way repeated measures ANOVA analysis be-
tween total residual errors acquired using the baseline model and three models
with marker registration errors. The shaded area indicates marker registration
has a significant effect on total residual errors (p=0.001). II) (a—c) Results of the
post-hoc analyses using paired t-tests in SPM between total residual errors ac-
quired using the baseline model and each of the models with marker registration
errors. The shaded area shows a significant difference (p=0.001) in total residual
errors with models with marker registration errors having statistically greater total
residual errors. d) Cohen’s d effect sizes between baseline model and three models
with marker registration errors. III) The box plot shows the median total residual
error between the four models. SPM: Statsitical parameteric mapping
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Segment scaling errors also has a significant effect on computed residual errors
(F = 4.768, p =0.001, ANOVA), with greater total residual errors obtained for
the models with segment scaling errors 0.5cm < d and < 1.25cm, and 1.25cm <
d < 2cm compared with the baseline model for the entire duration of the gait
cycle. Model with maximum segment scaling errors < 0.5cm had greater total
residual errors compared with the baseline model between frames 0-30 and 45-113.
However, none of the differences indicated a large effect size (Cohen’s d < 0.8;
Figure A.1).

Similarly, despite marker weighting strategies having a significant impact on
residual errors (F = 5.960, p=0.001, ANOVA), with total residual errors of WS2
(16mm) greater than those of WS1 (13.5mm) and WS3 (14mm), none of the
differences had a large effect size (Cohen’s d < 0.8; Figure A.2).

Joint models incorporated in the underlying musculoskeletal model had a signif-
icant impact on total residual errors (F = 5.654, p =0.001, ANOVA; Figure 3.4 I).
The Ball model (spherical constraints) had the greatest residual errors (p=0.001,
paired t-tests; Figure 3.4 Ia,c), with the baseline model having greater residual
errors than the 6 DoF model (p=0.001, paired t-tests; Figure 3.4 IIb). Cohen’s d
indicated large effects between the baseline and 6 DoF model and between the Ball
and 6 DoF model for the entire duration of the gait cycle, with large effects ob-
served at frames 1-22 and 42-113 between the baseline and Ball model (Figure 3.4
I1d).
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Relationship between joint constraints and total residual errors
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Figure 3.4: How to read SPM figures: The red lines (upper and lower for ¢-
tests) indicate the critical threshold set at the respective alpha values (0.05 for
ANOVA and 0.02 for post-hoc analyses). For ANOVA tests, if the critical f-statistic
field vector (the thick black line) is above the critical threshold, the independent
variables have a significant effect on the dependent variables. For paired t-tests if
the t-statistic field vector (the thick black line) is either below or above the critical
thresholds , the null hypothesis of equal means is rejected for those frames. The
t-values are differences between the mean of the two sample sets and the variation
that exists within the sample sets. For post-hoc analyses, if the t-statistic field
vector is above the upper critical threshold, then (meanA>meanB) and vice versa
if it is below the lower critical threshold.

I) Results of a nonparametric one-way ANOVA analysis between total residual
errors acquired using the three models. The shaded area indicates the choice of
joint models have a significant effect on total residual errors (p=0.001). II) Post-
hoc analyses using paired t-test in SPM between total residual errors acquired
using each of the models. a) Results indicate that the Ball model had significantly
greater total residual (p=0.001) errors compared to the baseline model. MeanA
is the baseline model and meanB is the Ball model. b) The shaded area shows
that the baseline model had statistically higher (p=0.001) total residual errors
compared to the 6 DoF model. MeanA is the baseline model and meanB is 6 DoF
model. ¢) The plot indicates that total residual errors for the Ball model were
significantly higher (p=0.001) than those for the 6 DoF model. MeanA is the Ball
model and meanB is the 6 DoF model. d) Cohen’s d effect sizes between baseline,
Ball and 6DoF models. III) The box plot shows the median total residual errors
acquired using the three models. SPM: Statsitical parameteric mapping
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3.4.1.2 Relationship between residual errors and joint angles

For brevity, we have only reported joint angle variation for marker registration
errors and joint models as their residual error variations had large effect sizes
(Cohen’s d > 0.8). The remaining results are available in Appendix A.

Joint angles computed using each of the models with marker registration errors
differed significantly from those of the baseline model (p=0.001, paired ¢-tests;
Figure 3.5 a—0). Large effect sizes were indicated by Cohen’s d for the model
with maximum marker registration error 0.5cm < d < 1.25cm for hip rotation
angle (frames 45-90; Figure 3.5 q), and for ankle flexion angle (entire gait cycle;
Figure 3.5 t); for the model with maximum marker registration error 1.25cm <
d < 2cm for hip rotation angle (frames 1-8 and 50-113; Figure 3.5 q), for hip
adduction angle (frames 18-23; Figure 3.5 r), for knee flexion angle (frames 20-25;
Figure 3.5 s) and for ankle flexion angle (entire gait cycle; Figure 3.5 t).
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Figure 3.5: How to read SPM figures: The red lines (upper and lower) indicate the
critical threshold set at the alpha values of 0.05. For paired t-tests if the t-statistic
field vector (the thick black line) is either below or above the critical thresholds ,
the null hypothesis of equal means is rejected for those frames. The t-values are
differences between the mean of the two sample sets and the variation that exists
within the sample sets. For paired t-tests, if the t-statistic field vector is above
the upper critical threshold, then (meanA>meanB) and vice versa if it is below
the lower critical threshold. For all the paired t-tests, meanA was the mean of the
baseline model and meanB the mean of the error incorporated model.

a—e) Paired t-tests between joint angles acquired using baseline model and model
with maximum marker error of < 0.5cm. Shaded region indicates significant vari-
ation in joint angles (p=0.001). f-j) Paired ¢-tests between joint angles acquired
using baseline model and model with maximum marker error of < 1.25cm with
shaded region indicating significant variation between joint angles (p=0.001). k—o)
Paired t-tests between joint angles acquired using baseline model and model with
maximum marker error of < 2cm. Shaded region indicates significant variation
in joint angles (p=0.001). p-t) Cohen’s d effect sizes between the three models
for hip flexion, hip rotation, hip adduction, knee flexion and ankle flexion. The
columns are for hip flexion, hip rotation, hip adduction, knee flexion and ankle
flexion joint angles respectively. SPM: Statsitical parameteric mapping

Similarly, kinematics obtained using models with differing joint models differed
significantly from one another (p=0.001, paired t-tests; Figure 3.6 a—o). Large
effect sizes (Cohen’s d > 0.8) were observed between Base-Ball models for hip
flexion angles (frames 38-58; Figure 3.6 p), hip rotation angles (entire gait cycle;
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Figure 3.6 q), knee flexion angles (frames 10-82; Figure 3.6 s) and ankle flexion
angles (entire gait cycle; Figure 3.6 t). Large effect sizes were also observed between
Ball-6 DoF models for ankle flexion angle (frames 20-46; Figure 3.6 t).

Comparison of joint angles acquired using models with different joint constraints
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Figure 3.6: How to read SPM figures: The red lines (upper and lower) indicate the
critical threshold set at the alpha values of 0.05. For paired ¢-tests if the t-statistic
field vector (the thick black line) is either below or above the critical thresholds ,
the null hypothesis of equal means is rejected for those frames. The t-values are
differences between the mean of the two sample sets and the variation that exists
within the sample sets. For paired t-tests, if the t-statistic field vector is above
the upper critical threshold, then (meanA>meanB) and vice versa if it is below
the lower critical threshold.

a—e) Paired t-tests between joint angles acquired using the baseline model and Ball
model. Shaded region indicates significant variation in joint angles (p=0.001).
MeanA was the baseline model and meanB the Ball model. f-j) Paired ¢-tests
between joint angles acquired using the baseline model and 6 DoF model with
results indicating significant variation between joint angles (p=0.001). MeanA was
the baseline model and meanB the 6 DoF model. k—o) Paired t-tests between joint
angles acquired using the Ball model and 6 DoF model. Shaded region indicates
significant variation in joint angles (p=0.001). MeanA was the Ball model and
meanB the 6 DoF model. p-t) Cohen’s d effect sizes between the three models
for hip flexion, hip rotation, hip adduction, knee flexion and ankle flexion. The
columns are for hip flexion, hip rotation, hip adduction, knee flexion and ankle
flexion joint angles respectively. SPM: Statsitical parameteric mapping

Whilst segment scaling errors and marker weighting strategies did not have
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large effect sizes in their variations of residual errors, joint angles computed using
these models differed significantly (p=0.001, paired ¢-tests) when compared with
those of the baseline model with large effect sizes observed for the ankle flexion
angle and knee flexion angle (Appendix A, Figures A.3-A.4).

The results of a regression analysis between total residual errors and joint
angle errors indicated significant positive correlations between: hip flexion angle
errors and total residual errors (frames 48-53, 68-72; p=0.014; Figure 3.7 a), hip
adduction angle errors and total residual errors (frames 51-54; p=0.022, p=0.014;
Figure 3.7 ¢), knee flexion angle errors and total residual errors (frames 5-9, 48-60
and 80-86; p=0.006, p=0.004, p=0.006; Figure 3.7 d) and between ankle angle
errors and total residual errors (frames 32-87; p=0.002; Figure 3.7 e).
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Regression of joint angle errors with residual errors
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Figure 3.7: How to read SPM figures: The red lines indicate the critical threshold
set at the respective alpha values (0.05 for regression tests). For regression tests
if the t-statistic field vector transverse the critical threshold (shaded region), the
null hypothesis of no relationship is rejected. For regression analyses, if the t-
statistic field vector transverses the upper critical threshold, then there is a positive
relationship between continuous variable (joint angle errors) and discrete variable
(median total residual errors) and vice versa if it transverses the lower critical
threshold.

Regression analysis between joint angle errors and total residual errors for: a)
hip flexion angle errors. b) hip adduction angle errors. c¢) hip rotation angle
errors. d) knee flexion angle errors. e) ankle angle errors. The shaded regions
show statistically significant positive correlations. SPM: Statsitical parameteric

mapping
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3.4.2 Efficacy of global optimisation when applied to data
with varying magnitudes of STA (simulated and ex-
perimental): Investigation 2

Our results indicate a strong positive relationship between Added-STA and residual
errors, with higher residual errors obtained for data with greater magnitudes of
Added-STA (Figure 3.8). Spearman-Pearson correlation and R? are provided in
Table 3.3. Highest correlation and R? values of 0.8291 and 0.698 were observed
between overall Added-STA and the total residual errors. Minimum R? value of
0.003 was obtained between Added-STA to the foot markers and foot residual
errors, with a weak correlation of -0.07. Marker residuals at the thigh, pelvis
and shank indicated statistically significant (p < 0.05) positive correlations with
Added-STA at the respective segments (Table 3.3).
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Added-STA vs residual errors

a) Pelvis residual errors vs Added-STA to the pelvis b) Thigh residual errors vs Added-STA to the thigh
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Figure 3.8: Regression analysis between Added-STA and computed residual errors
for: a). The pelvis, b). The thigh, C). The shank, and d). The foot. e). Total
residual errors vs the total Added-STA for all markers. STA: Soft tissue artefacts.

Segment R? | Correlation
Pelvis STA vs pelvis residual errors | 0.6255 | 0.7915*
Thigh STA vs thigh residual errors | 0.67 0.8173*
Shank STA vs shank residual errors | 0.4273 | 0.6492*
Foot STA vs foot residual errors 0.003 | -0.07
Total STA vs total residual errors 0.698 | 0.8291*
*p < 0.05

Table 3.3: R? and correlation values between Added-STA and segment residual
errors
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Comparison of total residual errors and joint angle errors calculated for simu-
lated data — grouped based on the magnitude of Added-STA — indicated signifi-
cantly greater errors for the data with larger magnitudes of Added-STA (p < 0.05;
Figure 3.9 a,b). Statistics based on SPM indicated that residual errors were sig-
nificantly greater for the entire duration of the gait cycle (p < 0.05, paired ¢-tests;
Figure 3.9 ¢) with joint angle errors obtained using the top-50 affected trajectories
significantly greater than those obtained using the bottom-50 affected trajectories
at frames 8-12 and 42-82 (p < 0.05, paired ¢-tests; Figure 3.9 d).
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Comparison of residual errors and angle errors between bottom and top 50 subjects
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Figure 3.9: How to read SPM figures: The red lines indicate the critical threshold
set at the respective alpha values (0.05 for ¢-tests). For t-tests if the t-statistic
field vector (the thick black line) is either below or above the critical thresholds ,
the null hypothesis of equal means is rejected for those frames. The t-values are
differences between the mean of the two sample sets and the variation that exists
within the sample sets. For post-hoc analyses, if the t-statistic field vector is above
the upper critical threshold, then (meanA>meanB) and vice versa if it is below
the lower critical threshold.

Comparison of total residual errors and joint angle errors between bottom-50 and
top-50 artefact-affected trajectories. a) Median and spread of total residual errors
between bottom-50 and top-50 artefact-affected trajectories; b) Median and spread
of joint angle errors between bottom-50 and top-50 artefact-affected trajectories.
¢) Comparison of total residual error trajectories between bottom-50 and top-50
artefact-affected trajectories using SPM. d) Comparison of joint angle error tra-
jectories between bottom-50 and top-50 artefact-affected trajectories using SPM.
SPM: Statsitical parameteric mapping
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Comparisons of marker-specific residual errors between subjects with low and
high BMI scores (threshold of 24.9) revealed higher residuals for all markers for
participants with higher BMI scores (Figure 3.10); significantly greater residual
errors were found for the left-thigh markers (p < 0.05; Figure 3.10 d). However,
comparison of individual marker residual error trajectories between participants
with low- and high-BMI scores, using paired t-tests in SPM, did not indicate any
significant differences (Figure 3.11).

Comparison of residual errors between low and high BMI participants
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Figure 3.10: Comparison of median and spread of marker-specific and total residual
error between participants with low- and high-BMI. a) Right hip marker specific
residual error. b) Left hip marker specific residual error. c¢) Right thigh marker
specific residual error. d) Left thigh marker specific residual error. e) Right shin
marker specific residual error. f) Left shin marker specific residual error. g) Total
residual error. BMI: Body mass index score
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Comparison of residual errors between low and high BMI participants using SPM
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Figure 3.11: How to read SPM figures: The red lines indicate the critical threshold
set at the respective alpha values (0.05 for t-tests). For t¢-tests if the t-statistic
field vector (the thick black line) is either below or above the critical thresholds ,
the null hypothesis of equal means is rejected for those frames. The t-values are
differences between the mean of the two sample sets and the variation that exists
within the sample sets. For post-hoc analyses, if the t-statistic field vector is above
the upper critical threshold, then (meanA>meanB) and vice versa if it is below
the lower critical threshold.

Comparison of marker-specific and total residual error trajectories between partic-
ipants with low- and high-BMI. a) Right hip marker specific residual error. b) Left
hip marker specific residual error. c¢) Right thigh marker specific residual error.
d) Left thigh marker specific residual error. e) Right shin marker specific residual
error. f) Left shin marker specific residual error. g) Total residual error. BMI:
Body mass index score, SPM: Statsitical parameteric mapping

88



Influence of body fat on the accuracy of MKO methods and the investigation of
residual error as a goodness-of-fit metric

3.5 Discussion

Results from our dual investigation indicated that: Residual errors can be used as
a goodness-of-fit metric, supporting the existence of a causal relationship between
residual errors and joint angles, and that every step of the MKO pipeline has a
significant effect on residual errors. Additionally, the efficacy of global optimisation
reduces when applied to data with large magnitudes of STA, or on data acquired
from participants with high BMI scores. The reduction in efficacy was observed
by increases in residual errors with increasing magnitudes of STA.

Marker registration and segment scaling are key steps in a MKO pipeline.
Uchida [252] reported that errors in these steps lead to variation in computed peak
joint angles; however, they observed no effect on marker residual errors. Contrast-
ing this, our results indicate that errors in these steps lead to a 35% increase in
residual errors (p < 0.05; paired t-tests) with large effect sizes observed for er-
rors in marker registration. Discrepancies between our results and Uchida’s [252]
is likely attributable to differences in marker residual calculations. Specifically,
they computed marker residuals as the RMSE difference between model-derived
marker locations in their uncertainty-generated model and their baseline model,
whilst ours were computed as the RMSE difference between model-derived marker
position and input data.

Our findings, specifically the effect of marker registration errors, are similar to
other studies investigating scaling methods [199]. We leveraged a marker-based
segment scaling and optimisation based marker-registration method with a static
trial employed in both. A study comparing five scaling methods indicated that
the scaling pipeline used in our investigation, albeit with dynamic trials, produced
both, lowest residual errors and kinematics similar to that of reference kinematics
[199]. Additionally, they indicated optimising segment lengths resulted in over-
fitting of the model, with marker-registration having a greater effect on residual
errors and joint angles [199].

Conversely, another study comparing three scaling methods reported that no
method was superior over another with similar saggital kinematics obtained for all
three methods and similar residual errors computed for the linear and kinematic
scaling methods [155]. Key differences in our study compared to the above are:
the use of SPM, the analysis of the effect of errors in the scaling pipeline and the
use of static trials. We hypothesise that leveraging SPM and exploring the effects
of errors might elucidate which scaling pipeline is superior. However, we believe
using standing trials are the clinical standard, with functional trials infeasible for
most clinical populations.

Marker weightings are used to reduce the impact of markers more prone to
STA on computed kinematics, with marker weighting leveraged to reduce dynamic
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residuals [172]. Despite up-weighting anatomical markers or determining subject-
and task-specific optimal marker weights being the recommended practice [44, 145],
the variation in residual errors due to different weighting strategies has not been
investigated. Our results indicate that up-weighting anatomical markers (WS2)
resulted in the greatest residual errors whilst assigning markers with equal weights
(WS1) resulted in the least residual errors (13.5mm). However, the effect sizes
were only small to moderate.

Constraints and joint models are an integral part of the MKO pipeline with
residual errors being leveraged as a metric to investigate the effect of various con-
straints on the MKO pipeline [51, 97, 152]. For example, soft, hard and loop
closure constraints were found to increase residual errors in both KF- and GO-
based MKO methods [97] with loop closures found to affect residual errors when
the constraint formulation was modified to a penalty-based formulation [152]. Sim-
ilarly, a study reported reduction in residual errors when an STA model was added
in the constraint equation [51] for both KF- and GO-formulations.

However, despite studies investigating the effect of differing joint models on
computed kinematics [87, 101, 211], none investigated the variation in residual
errors. Our results indicate that joint model types have a significant (p <0.05;
one-way repeated measures ANOVA) effect on computed residual errors with the
least residual errors obtained for the 6 DoF model (11mm) and the Ball model
resulting in the greatest residual errors (17mm). These results are in-line with
results reported by Pomarat [195], who observed that the lowest residual errors
were obtained for a model incorporating 6 DoF joints.

Whilst our investigation does not incorporate additional constraints and our
joint models are defined using mobilisers [231], we hypothesise (based on our re-
sults and the above studies) that different formulations of joint types would affect
residual errors with addition of any constraints having a significant impact on
residual errors.

The above results indicate that every step of the MKO pipeline has a signifi-
cant effect on computed residual errors. Mathematically, residual errors and joint
angles are linked: with optimal joint angles obtained for lower residual errors,
supporting a causal relationship. Therefore, variations in residual errors due to
the MKO pipeline may indicate uncertainties in computed kinematics which could
result in misclassification of pathologies [243, 252] or affect subsequent analyses.
Uncertainties in kinematics have been reported to affect calculation of moments,
forces and muscle activation [172, 174, 179, 252] with uncertainties in kinematics
found to contribute more to dynamic residuals than uncertainties in force plate
data [172].

However, despite the mathematical relationship, studies have questioned the
existence of a causal relationship. Our results indicated that significant (p < 0.05;
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paired t-tests) variations in residual errors from the baseline were generally re-
flected in significantly (p < 0.05; paired ¢-tests) different computed joint angles.
Furthermore, large effect sizes in residual error variation resulted in large effect
sizes in joint angle variation. Additionally, the regression analysis indicated that
when employing the same MKO pipeline, increases in residual errors were pos-
itively correlated with increases in ankle flexion, hip flexion, hip adduction and
knee flexion joint angle errors. These two results (variation and regression analy-
sis) support the existence of a causal relationship between residual errors and joint
angle errors.

Although our results support the existence of a causal relationship, a consis-
tent causal relationship could not be established. Whilst in general, variations
of large effect sizes in residual errors resulted in variations of large effect sizes in
joint angles, their relationship was not always one-to-one at every frame. Addi-
tionally, effect sizes also varied between joint angles; and large effect sizes in joint
angle variation were observed for small to moderate variations in residual errors
(Appendix A).

The above findings are echoed in other studies. For example, whilst incorpo-
rating an STA model in the MKO pipeline resulted in smaller residual errors, only
the formulation leveraging KF had a subsequent decrease in joint angle errors [51].
Similarly, differing markersets reported similar residual errors for different joint
angles [99]. The inconsistent causal relationship reported in these and our results
could be attributed to the MKO formulation, where the least-squares minimisation
problem can result in a local minima, resulting in different kinematics depending
on the initial state. This can be visualised in Figure 3.4 p, wherein the effect of
differing marker registration errors results in differing effect sizes and joint angles
across the gait cycle. This can be attributed to the algorithm spreading the marker
error to find optimal joint angles, which could result in a local minima at every
frame.

The general finding of a causal relationship and the nonlinear behavior shown
in our results, and contrary to previous results, can be attributed to us leveraging
the entire time-series data, rather than data condensed to a singular value. Infor-
mation may be lost when analysing time-series data using a single value, leading
to obscuring of variations and patterns. For example, greater residual errors with
moderate effect sizes would not be observed by condensing residual errors to a
singe value [box plots, (Figure 3.2 III)]. Additionally, despite significant variations
reported in both joint angles and residual error variations using SPM, regression
analysis using mean residual error values (scalar) could not capture the variation

Leveraging the results discussed above (results from Investigation 1), we evalu-
ated the efficacy of global optimisation (the MKO method incorporated in Open-
Sim) on data of varying magnitudes of STA (Investigation 2). Our results indicate
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that the efficacy of global optimisation reduces when applied to data with higher
magnitudes of STA or on data obtained from participants with high BMI scores.
Despite the fact that MKO methods are widely applied to reduce the effect of STA
on computed kinematics, and evidence that a higher BMI score are associated with
a greater magnitude of STA [54], very few studies have validated their proposed
MEKO methods on subjects with high BMI scores or on data with large magnitudes
of STA.

The reduction in efficacy was indicated by the higher magnitudes of residual
errors observed in data with higher magnitudes of STA when compared with data
with lower magnitudes of STA. Segmental residual errors were positively corre-
lated with segmental Added-STA, with marker-specific residual errors obtained for
subjects with higher BMI scores greater than those obtained for subjects with
lower BMI scores. Additionally, computed residual errors and joint angle errors
were significantly greater when global optimisation was applied to data with larger
magnitudes of Added-STA. The results of the mixed-effect linear model also showed
that the joint angle error for data with higher Added-STA were significantly higher,
with an average increase of 5.89 times compared with errors obtained from data
with lower magnitudes of Added-STA. Combining this with the results from In-
vestigation 1 — which indicated that increases in residual errors are linked to
increases in joint angle errors (for the same MKO pipeline) — our results indicate
that global optimisation fails to determine the optimal pose when applied to data
with large magnitudes of STA. In other words, the optimal pose computed for data
with higher magnitudes of STA differs from the ground truth by a large extent.
This could be in part due to the MKO method searching for the local optimum
at every frame, resulting in spreading of errors and sub-optimal joint poses being
computed.

Whilst results obtained from SPM indicated the significant increase in resid-
ual errors and joint angle errors for simulated data with higher magnitudes of
Added-STA, results obtained from SPM for experimental data did not indicate a
significant increase in residual error, despite higher residual errors visualised in
box plots for subjects with higher BMI scores. This could be attributed to the
small sample size or the small number of participants available for both small and
higher BMI scores.

In summary, in this chapter we investigated and reported that the efficacy of
MKO methods — the solution most widely applied to reduce the effect of STA
on computed kinematics — reduces when applied to data obtained from subjects
with higher BMI scores or to data with large magnitudes of STA. We additionally
reported that residual errors is a suitable metric to evaluate the quality of the MKO
pipeline and subsequently the quality of computed kinematics, in the absence of
ground-truth bone movement data. Results from this chapter highlight the need
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for a more generalisable solution which can improve the quality of clinical gait
analysis for all clinical populations. The subsequent chapters aim to develop the
generalisable solution.

3.6 Conclusions, technical novelty and take-away
messages

The investigations described in this chapter were driven by the fact that the effi-
cacy of MKO methods — a widely applied method to reduce STA — have not been
extensively validated on data with large magnitudes of STA. With studies showing
that participants with higher BMI scores have greater magnitudes of STA, coupled
with global increases in adult and child obesity rates (a complex disease defined as
body mass index BMI > 30) over the last few decades [[34, 61]], the importance
of analysing the efficacy of MKO methods on data with large magnitudes of STA
cannot be understated. In addition, we also investigated the validity of residual
errors as a goodness-of-fit metric or as a metric to evaluate the quality of computed
kinematics in the absence of artefact-free bone movement (actual bone movement).
The above investigations were driven by: the lack of studies incorporating partic-
ipants of higher BMI scores in MKO studies; and that a validated global metric,
which can be leveraged to analyse the efficacy of MKO studies, does not exist when
artefact-free bone data or a database of age-, BMI- and gender-matched normative
database is absent.
Our results indicate that:

1. Residual errors can be used as a goodness-of-fit metric, as increases in resid-
ual errors are linked to increases in joint angle errors for the same MKO
pipeline. Additionally, every step of the MKO pipeline has a significant ef-
fect on residual errors, with variation in residual errors leading to variations
in computed joint angles, supporting the existence of a causal relationship.

2. Higher residual errors are obtained when global optimisation is applied to
data with larger magnitudes of STA, or on data acquired from participants
with higher BMI scores. This indicates a reduction in the efficacy of global
optimisation to ameliorate the effects of STA when applied to data from

participants with varying BMI scores or to data with large magnitudes of
STA.

The novelty of our results are:

1. Investigation 1: We were first to investigate the effect of each step of the
MEKO pipeline on residual errors and we reported that each step has a sig-
nificant effect on computed residual errors, specifically marker registration
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and joint models (Cohen’s d ; 0.8). Additionally, when the same MKO
pipeline was leveraged, higher residual error resulted in higher joint angle
errors. This analysis was done using a novel statistical approach: Statistical
parametric mapping. This investigation has been published in the Journal
of biomechanics [201].

2. Investigation 2: We investigated the effect of higher magnitudes of STA
and higher magnitudes of BMI on residual error. Our results indicated that
higher magnitudes of STA are highly correlated with higher residual errors.
Additionally, higher BMI is correlated with higher residual error. Our study
was the first to investigate the variation of residual error due to STA and
BMI. The results were published in Clinical Movement Analysis Society Con-
ference,2023 [202].

3. By combining the results of the two investigations, we show that MKO pro-
duces higher residual errors for subjects with higher BMI or larger magni-
tudes of STA. Additionally, higher residual errors indicate higher magnitude
of joint angle errors. Therefore, the efficacy of MKO methods reduce when
applied to subjects of higher BMI or for data with larger magnitudes of STA.

The limitations of our investigations have been critical in shaping the lessons
learnt. In particular, we made errors in our experimental data collection which
resulted in the majority of the participant data being unusable. However, this
helped us to develop protocols for accurate skin-mounted marker data collection.
Unfortunately, the updated protocols could not be applied to this investigation as
the trial period for the software (Motive 2.4) used to collect data had ended.

In addition, the absence or lack of artefact-free bone movement implies that
joint angle errors are relative (and not absolute) and are dependent on the accuracy
of the baseline data. The baseline data also produces residual errors albeit with a
magnitude smaller than other residual errors. Whilst acquiring artefact-free bone
data requires specialised equipment, an age-, BMI- and gender-matched normative
database would have helped alleviate these limitations.

Lastly, whilst we have reported the results of a mixed effect linear model anal-
ysis for Investigation 2, we also explored the application of mixed effects linear
models for Investigation 1. However, in Investigation 1, we studied the variation
of residual error due to each step of the MKO pipeline independently, with the
other steps kept constant. For example, the effect of marker registration error
on residual error was investigated keeping segment scaling errors, marker weight-
ing strategy and joint models constant. This was done to effectively decouple
and highlight the effect of just marker registration variations on residual errors.
Furthermore, whilst a dependent analysis of each step using mixed effects linear
models can be done, we believe this would take away from the results we obtained

94



Influence of body fat on the accuracy of MKO methods and the investigation of
residual error as a goodness-of-fit metric

using SPM, which is critical to Investigation 1. We believe SPM takes into ac-
count the variation in the previous time step to compute significant difference,
which would be lost when the values are averaged for mixed effects linear model
analysis.

In conclusion, this chapter has explored a gap in existing literature in movement
analysis: the efficacy of MKO methods when applied to data with large magnitudes
of STA. We have shown that the most widely applied method to ameliorate STA
reduces in efficacy when applied to data with large magnitudes of STA or on data
from participants with high BMI scores, thereby necessitating the development of
methods which can be applied to a wide variety of data and participants. We have
also shown that residual errors can be applied to evaluate the quality of computed
kinematics in the absence of artefact-free bone data, i.e as a goodness-of-fit metric;
however, care must be taken as residual errors are affected by the MKO pipeline.
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Chapter 4

Evaluating the fidelity of
projection of markers to improve
computed kinematics

4.1 Introduction

In this chapter we propose two novel marker-projection schemes and investigate
whether our marker-projection schemes and other projection schemes reduces the
effects of STA and improves the accuracy of computed kinematics when com-
pared with conventional (un-projected) skin-mounted markers. Background for
this chapter is provided in Section 4.2 with the methods described in Section 4.3.
The results obtained are discussed in Section 4.4 with conclusions and take-away
messages described in Section 4.5.

4.2 Background

Clinical gait analysis is a necessary step in the pre-operative planning for surgical
interventions for children with CP [83, 186]. Joint angles computed from clini-
cal gait analysis, specifically internal/external rotation, are used for computing
the magnitude of femoral derotation osteotomy required to assist children with
in-toeing gait, a common gait pathology occurring in children with CP. How-
ever, as highlighted in Chapter 2 STA negatively impacts the clinical usability of
the computed joint angles, specifically the internal/external rotation and abduc-
tion/adduction angles.

In the previous Chapter 3 we have shown that the most widely applied method
to reduce STA, multibody kinematic optimisation (MKO) methods, reduces in
efficacy when applied to data with large magnitudes of STA or on data from par-
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ticipants with high body mass index (BMI) scores (higher residual errors obtained
with increased magnitudes of STA), who represent a significant portion of the
clinical population.

Despite the plethora of solutions proposed to mitigate the effects of STA on
computed kinematics, no single solution has been proven to be effective for all anal-
ysed motions and for all individuals. In addition, the majority of the experimental
research undertaken to determine solutions to compensate for STA has used par-
ticipants with a healthy BMI [194] score, despite evidence of a direct correlation
between higher BMI scores and increased magnitudes of STA [54].

Amongst the numerous solutions proposed, some studies have indicated that
incorporating artefact-free bone movement (true bone movement) into kinematic
pipelines helps to reduce the effect of STA [43, 129, 147, 198]. For example, incor-
porating adaptive joint boundary conditions — obtained using intracortical pins
— in musculoskeletal models resulted in significantly different kinematics when
compared with kinematics obtained using conventional joint boundary conditions
[198]. These differences in computed kinematics acquired using adaptive joint
boundary conditions were found to reduce errors in joint rotations used to iden-
tify risk factors for musculoskeletal injuries [236]. Similarly, an obesity-specific
markerset, which used a digital pointer to identify and track the underlying bony
anatomical landmarks, produced similar results to a conventional markerset on
non-obese participants, but produced higher fidelity pelvic tilt angles and signifi-
cantly smaller muscle forces, compared to a conventional markerset, when applied
to obese participants [147].

Whilst not directly leveraging artefact-free bone movement, a marker projec-
tion scheme was proposed to reduce the effects of STA [43]. Skin-mounted markers
were projected onto a requested axis of the local coordinate system (LCS) to cancel
out the deleterious effect of STA on computed kinematics. For example, the local
coordinates of the upper-arm skin-mounted markers (x,z), except those along the
longitudinal axis of the segment (axis parallel to the humerus, y), were set to 0.
The results from the study indicated that projection of a subset of markers, or
projection of all the markers on the cuff, reduced kinematic errors by 20% when
compared with conventional (un-projected) skin-mounted markers. However, the
authors also observed that the projection of all skin-mounted markers increases
kinematic errors for some investigated motions. This was attributed to the loss of
information when setting coordinates equal to 0 [43].

An alternative method of obtaining artefact-free bone movement, often ap-
plied to investigate small bone movements which are masked by STA, are imaging
modalities such as fluoroscopy, MRI, computed tomography (CT) and ultrasound
(128, 173, 177] (additional review available in Chapter 2). Two notable studies
[129, 161] incorporated ultrasound imaging — a safe and cost-effective imaging
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modality — to compensate for STA. One study proposed an intelligent ultrasound
sensor which would be capable of determining the distance between bone and
skin during motion and thereby reduce the effects of STA on computed kinematics
[161]. The proposed sensor was reported to reduce kinematic errors in in-vivo tests
comprising of a femur model immersed in a collagen solution and rotated using a
motor. However, the proposed sensor has not been validated on tissue-mimicking
phantoms nor on humans, with the STA compensation scheme yet to be validated
[159]. The other study developed a system which combined ultrasound imaging
with a skin-mounted marker-based system (CAT & MAUS) to determine the lo-
cation and track the underlying greater trochanter landmark during motion: to
reduce the effects of STA [129, 130]. Specifically, an automatic bone segmentation
protocol was developed to reconstruct the 3d bone surface from ultrasound images
during motion. The proposed system was validated using in-vivo and in-vitro tests
with results indicating that the system was capable of achieving errors of less than
1.2° in estimating femur position, with errors of reconstructing the femur shape
1/10th of those obtained using just skin-mounted markers. However, the system is
only capable of imaging the greater trochanter with an ultrasound probe required
to be held at the surface of the greater trochanter during motion. Additionally, the
system requires coupling liquid to improve image resolution and radiologist input
to ensure that images can clearly discriminate between bones and soft tissues.

In this chapter we investigate a novel approach of reducing the effects of STA on
kinematics, and which can be incorporated into the above reviewed studies. In
this chapter we investigate whether projecting the markers onto the bone surface
(rather than the longitudinal axis) improves kinematic accuracy and reduces the
effect of STA when compared to conventional (un-projected) skin-mounted mark-
ers. We additionally compare kinematics computed using markers projected onto
the bone surface with those obtained by projecting markers onto the longitudi-
nal axis. We propose and evaluate two projection schemes: offset-projection and
closestPoint-projection.

4.3 Methods

4.3.1 Data

Data used in this study were obtained from the dataset leveraged in studies [94, 96,
with permission provided by the authors. The dataset contains skin-mounted
marker trajectories and artefact-free trajectories of bony landmarks recorded us-
ing dual-fluoroscopy (and presented as virtual dual-fluoroscopy markers) for 11
subjects, of varying BMI scores, performing five activities: standing, level walk,
incline walk, internal hip rotation to end range of motion and external hip ro-

98



Evaluating the fidelity of projection of markers to improve computed kinematics

tation to end range of motion. Reflective markers were placed on the following
landmarks: anterior-superior iliac spines (ASIS), posterior-superior iliac spines
(PSIS), iliac crests (ILC), lateral epicondlye, greater trochanter and a cluster of
four markers on the lateral thigh. Bony landmarks recorded using dual-fluoroscopy
(DF) were: ASIS , PSIS, ILC, lateral and medial epicondlyes, greater and lesser
trochanter. Only the pelvis and thigh of the ipsilateral side were imaged, therefore
the dataset only contains trajectories of skin-mounted markers and DF-markers of
the pelvis and thigh of the imaged side [94, 96]. The dataset also contained setup
files for segment scaling and marker registration on OpenSim [81] for all subjects.

4.3.2 Musculoskeletal modelling and projection of markers

A publicly available generic rigid-body musculoskeletal model [205] was used in
OpenSim [81]. As only the pelvis and femur data are available, other body seg-
ments were removed from the generic model. The generic model was scaled to
subject-specific dimensions using the DF-markers of the pelvis and femur of the
standing trial. Skin-mounted virtual markers and DF-virtual markers were regis-
tered to their experimental counterparts using the standing trial. Errors for the
scaling process (segment scaling and marker registration) were below the guidelines
recommended by OpenSim (Root mean square error [RMSE] < 1lcm and maximum
marker error < 2cm).

Three projection schemes were implemented for the cluster of markers at the

thigh:

1. Setting the anterior-posterior (x), lateral-medial (z) coordinates of each thigh
marker in the LCS to 0. This scheme was proposed in paper [43]. This
projection is henceforth called Begon-projection

2. Shifting the entire cluster of thigh markers radially to the bone surface.
The location of the bone in the LCS was determined using the DF-markers.
The lateral-medial (z) coordinate of the cluster of markers in the LCS was
assigned the value of that of the bone. This projection is henceforth called
Offset-projection

3. Projecting each marker of the thigh cluster to the closest point on the bone
surface. The bone surface was determined in the LCS and each marker of
the cluster was projected to the closest point on the bone surface in the LCS.
This projection is henceforth called closestPoint-projection

The coordinates of the markers in the LCS were determined using the scaled
model in OpenSim. The trajectories of the projected markers in the global (lab)
coordinate system were computed using the PointKinematics tool in OpenSim
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wherein the kinematics computed using just the DF-markers were leveraged to
calculate the location of each projected marker in the global coordinate system
at each time step. These trajectories were then combined with the un-projected
skin-mounted marker trajectories of the pelvis to calculate joint angles.
Offset-projected markers have similar movement to conventional (un-projected)
skin mounted markers in the anterior-posterior (x) and superior-inferior (y) direc-
tions with the lateral-medial movement restricted due to projection. ClosestPoint-
projection restricts the movement in all three planes compared to conventional
(un-projected) skin-mounted markers. The five different markersets: DF-markers,
skin-mounted markers, Begon-projected markers, Offset-projected markers and
closestPoint-projected markers, are shown in Figure 4.1.
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Dual-fluoroscopy markers Skin-mounted markers

DFRPsIS DILPSIS

DFKneeMedial = ~ DFKneelateral

b)

Begon-projected markers Offset-projected markers

Figure 4.1: a) Dual-fluoroscopy markers of the pelvis and thigh.  The
marker names are DFRASIS: Dual-fluoroscopy based right anterior-superior il-
iac spine, DFLASIS: Dual-fluoroscopy based left anterior-superior iliac spine,
DFRPSIS: Dual-fluoroscopy based right posterior-superior iliac spine, DFLP-
SIS: Dual-fluoroscopy based left posterior-superior iliac spine, DFRILC: Dual-
fluoroscopy based right iliac crest, DFLILC: Dual-fluoroscopy based left iliac
crest, DFGT: Dual-fluoroscopy based greater trochanter, DFLT: Dual-fluoroscopy
based lower trochanter, DFKneeLateral: Dual-fluoroscopy based lateral epicondyle
and DFKneeMedial: Dual-fluoroscopy based medial epicondyle. b) Skin-mounted
markers on the pelvis and thigh. c¢) Begon-projected thigh markers and skin-
mounted markers on the pelvis. d) Offset-projected thigh markers and skin-
mounted markers on the pelvis. e) closestPoint-projected thigh markers and
skin-mounted markers on the pelvis. The skin-mounted markers are RASIS:
Right anterior-superior iliac spine, LASIS: Left anterior-superior iliac spine, RP-
SIS: Right posterior-superior iliac spin, LPSIS: Left posterior-superior iliac spine,
RILC: Right iliac crest, LILC: Left iliac crest, LTHIS, LTHI,LTHIA, LTHIP: Left
thigh cluster of markers, LKNE: Lateral epicondlyle.
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Hip joint angles and total residual errors (the difference between model-derived
marker location and experimental marker location) for level walking, incline walk-
ing, internal and external hip rotation were calculated using the inverse kinematic
(IK) analysis in OpenSim. Hip joint angles and total residual errors were computed
for the following cases:

1. DF-markers were given a weight of 1. All projected and conventional (un-
projected) skin-mounted markers were given a weight of 0.

2. Conventional (un-projected) skin-mounted markers were given a weight of 1.
All DF-markers and projected markers were given a weight of 0.

3. Begon-projected markers, the conventional (un-projected) lateral epicondlyle
skin-mounted marker and pelvis conventional (un-projected) skin-mounted
markers were given a weight of 1. Conventional (un-projected) skin-mounted
markers on the femur, DF-markers and other projected markers were given
a weight of 0.

4. Offset-projected markers, the conventional (un-projected) lateral epicondlyle
skin-mounted marker and pelvis conventional (un-projected) skin-mounted
markers were given a weight of 1. Conventional (un-projected) skin-mounted
markers on the femur, DF-markers and other projected markers were given
a weight of 0.

5. closestPoint-projected markers, the conventional (un-projected) lateral epi-
condlyle skin-mounted marker and pelvis conventional (un-projected) skin-
mounted markers were given a weight of 1. Conventional (un-projected)
skin-mounted markers on the femur, DF-markers and other projected mark-
ers were given a weight of 0.

The hip joint in the generic musculoskeletal model is modelled as a ball joint
(only contains 3 degrees of freedom [DoF]). To investigate the effect of projection
of markers on different joint models, the above steps were repeated for the hip
joint modelled as a 6 DoF joint i.e no joint constraints between the pelvis and
femur.

4.3.3 Data comparison and statistical analysis

Joint angles computed using just the DF-markers were taken as reference joint
kinematics. Cross-correlation coefficients and RMS errors (joint angle errors)
were calculated between joint kinematics computed using just the DF-markers
and those computed using conventional (un-projected) skin-mounted markers and
conventional (un-projected) skin-mounted markers with projected markers. Paired
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t-tests between joint angle errors acquired using conventional (un-projected) skin-
mounted markers and projected markers were performed for all joint angles.

In addition to comparing joint angle errors, residual errors computed using
the different approaches (using just DF-markers, conventional [un-projected] skin-
mounted markers and different projected markers) were compared. Residual errors
are used as a goodness-of-fit metric between the model and the underlying data
[42, 178, 179] in the absence of artefact-free bone movement.

All statistics tests were performed in MATLAB. Non-parametric tests were
conducted if normality could not be assumed. Normality was tested using the
Andersen-darling test in MATLAB..

4.4 Results

Substantial reductions in joint angle errors were obtained for both the models
(Ball and 6DoF) using offset-projected and closestPoint-projected markers during
all investigated motions (Figure 4.2-Figure 4.5) with the performance of each pro-
jection scheme (determined by the degree of joint angle error) compared with the
performance of conventional (un-projected) skin-mounted markers for each studied
motion.

Hip rotation errors computed using offset-projected markers significantly (p <
0.05, Figure 4.2 a) reduced during level walking for both the Ball model (reduction
in error by 67.3%) and the 6DoF model (reduction in error by 78.8%). Considerable
but non-significant reductions in hip rotation joint angle errors were obtained for
level walking using closestPoint-projected markers and the Ball model (reduction
in error by 11%) with significant (p < 0.05) hip rotation joint angle errors obtained
when the 6DoF model was leveraged (reduction in error by 33.7%, Figure 4.2 a).
Hip rotation errors obtained using Begon-projected markers increased by 1.9% for
the Ball model and reduced by 2% for the 6DoF model with neither of the changes
significant (Figure 4.2 a).

In addition to reduction in hip rotation joint angle errors, the correlation
(the degree of similarity) between hip rotation angles computed using offset-
projected skin-mounted markers and those obtained using artefact-free bone move-
ment increased from 0.59 (conventional [un-projected] skin-mounted markers) to
0.91 (offset-projected markers, Table 4.1) during level walking for the Ball model
and from 0.60 (conventional [un-projected] skin-mounted markers) to 0.89 (offset-
projected markers, Table 4.1) for the 6DoF model. However, the correlation values
reduced for hip rotation angles computed using closest Point-projected markers and
Begon-projected markers (Table 4.1).

Whilst the projection of markers resulted in lower hip flexion and hip adduction
joint angle errors when compared with conventional (un-projected) skin-mounted
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markers, none of the reductions were statistically significant (Figure 4.2 b,c). The
RMS joint angle errors and R2 values for level walking is given in Tables 4.1.

Comparison of hip joint angle errors for level walking
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Figure 4.2: Comparison of median and spread of joint angle errors computed us-
ing four different projection methods (conventional (un-projected) skin-mounted
marker, Begon-projection, offset-projection and closestPoint-projection) during
level walking: a) Hip rotation joint angle errors. b) Hip flexion joint angle er-
rors. ¢) Hip adduction joint angle errors.

104



Evaluating the fidelity of projection of markers to improve computed kinematics

‘ Model ‘ Joint Angles ‘ Hip Flexion ‘ Hip Rotation ‘ Hip Adduction ‘
| | Projections |RMSE ()| B> | RMSE() | R* |RMSE()| R? |
Skm—mount'ed markers 39 0.994 7 0.592 14 0.967
(No projections)
| Ball joint | Begon Projection | 25 | 0.995 | 8 0391 11 [0.975 |
Offset Projection 24 0.995 (p=5 2‘5546_5)* 0.912 1.1 0.977
| | Closest Point Projection | 2.7 | 0.993 | 6.2 | 046 | 1.1 |0.976 |
Skin-mounted markers 31 | 0.991 7 0.605| 16 | 0973
(No projections)
| 6 degree of freedom joint | = ooy projection | 2.8 | 0.989 | 8.5 0217 15 | 0957 |
Offset Projection 2.6 0.993 (p=5 3;]99_5)* 0.889 1.5 0.966
. — 4.6
Closest Point Projection 2.8 0.992 (p=0.0309)* 0.247 1.5 0.954

\ bold and * : p <0.05 |

Table 4.1: Joint angle root mean square errors (RMSE) and correlation coefficients
(R?) for hip flexion, rotation and adduction angles computed using the different
projection methods for level walking. Significance was computed as a comparison
between joint angle errors obtained conventional (un-projected) markers and joint
angle errors obtained using various marker projection schemes. RMSE, Root-
mean-square-error; 22, Correlation index

Similar results to those obtained during level walking were also obtained during

incline walking with significant (p < 0.05) reductions in hip joint angle errors ob-
tained using offset-projected markers and closest-point projected markers for both
the models (Ball model: reductions of 71.0% using offset-projected markers and of
42.2% using closestPoint-projected markers; 6DoF model: reductions of 75.1% for
offset-projected markers and reductions of 44.2% for closestPoint-projected mark-
ers) (Figure 4.3 a). Hip rotation errors obtained using Begon-projected markers
reduced by 11.9% for the Ball model and significantly (p < 0.05) by 24.9% for the
6DoF model (Figure 4.3 a). Reductions in hip flexion joint angle errors and hip
adduction joint angle errors were not significant (Figure 4.3 b,c).
Correlation of kinematics computed using offset-projected markers increased from
0.7094 (conventional [un-projected] skin-mounted markers) to 0.82 (offset-projected
markers) during incline walking for the Ball model and from 0.71 (conventional
[un-projected] skin-mounted markers) to 0.83 (offset-projected markers) for the
6DoF model. Correlation values computed using closestPoint-projected markers
and Begon-projected markers were similar to or lesser than those obtained using
conventional (un-projected) skin-mounted markers (Table 4.2).
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Comparison of hip joint angle errors for incline walking
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Figure 4.3: Comparison of median and spread of joint angle errors computed us-
ing four different projection methods (conventional (un-projected) skin-mounted
marker, Begon-projection, offset-projection and closestPoint-projection) during in-
cline walking: a) Hip rotation joint angle errors. b) Hip flexion joint angle errors.

c¢) Hip adduction joint angle errors.
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‘ Model ‘ Joint Angles ‘ Hip Flexion ‘ Hip Rotation ‘ Hip Adduction ‘
\ \ Projections | RMSE (") | R* | RMSE(") | R* | RMSE(") | R? |
Skin-mounted markers
(No projections) 3.4 0.996 9.2 0.709 1.7 0.96
Ball joint 7.0 1.4
Begon Projection 2.4 0.997 (p:l.?;2e-6)* 0.521 (p:d.04)* 0.97
Offset Projection 2.5 0.996 (p—lzéi;e-(i)* 0.823 1.6 0.967
. L 5.6
Closest Point Projection 2.7 0.996 (p=2.586-5)* 0.528 1.6 0.966
Skin-mounted markers
(No projections) 2.9 0.995 8.9 0.706 2.3 0.969
6 degree of freedom joint 74
Begon Projection 2.5 0.995 (p=5 '2e-5)* 0.406 1.9 0.963
Offset Projection (p:%j)l)* 0.996 (p:4.25'ie-7)* 0.832 1.9 0.962
) . Lo 2.8 4.8
Closest Point Projection (p=0.01)* 0.995 (p=5.566-T)* 0.35 1.9 0.959

‘ bold and * : p <0.05 ‘

Table 4.2: Joint angle root mean square errors (RMSE) and correlation coefficients
(R?) for hip flexion, rotation and adduction angles computed using the different
projection methods for incline walking. Significance was computed as a comparison
between joint angle errors obtained conventional (un-projected) markers and joint
angle errors obtained using various marker projection schemes. RMSE, Root-
mean-square-error; 22, Correlation index

For internal and external hip rotation motions, hip rotation joint angle errors
computed using offset-projected markers significantly (p < 0.05) reduced by 63.5%
and by 79.6% respectively for the Ball model (Figures 4.4 a, 4.5 a, p < 0.05) and
by 33.5% and 85.2% respectively for the 6DoF model (Figures 4.4 a, 4.5 a, p <
0.05). Non-significant reductions in hip rotation joint angle errors were computed
using closestPoint-projected markers for internal hip rotation (Ball model: reduc-
tions of 59.4%; 6DoF model: reductions by 82.8%, Figure 4.4 a), with significant
reductions obtained for external hip rotation (p < 0.05, Figure 4.5 a). Significant
reductions (p < 0.05) in hip rotation angle errors during external hip rotation
were obtained using Begon-projected markers with reductions of 78.6% obtained
for the Ball model and reductions of 73.0% for the 6DoF model (Figure 4.5 a).
Non-significant reductions of 34.7% (Ball model) and 18.7% (6DoF model) were
obtained using Begon-projected markers during internal hip rotation (Figure 4.4).
Additionally, correlation with artefact-free bone movement increased for hip ro-
tations computed using offset-projected markers for both the Ball model (0.80-
>(0.89) and the 6DoF model (0.78->0.88) during external hip rotation (Table 4.4).
For internal hip rotation, correlation of hip rotation angles computed using offset-
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projected markers increased for the 6DoF model (0.80->0.81) but decreased for the
Ball model (0.90->0.87, Table 4.3); no improvements were observed when using
closestPoint-projected markers or Begon-projected markers (Table 4.3 - 4.4).
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Figure 4.4: Comparison of median and spread of joint angle errors computed us-
ing four different projection methods (conventional (un-projected) skin-mounted
marker, Begon-projection, offset-projection and closestPoint-projection) during in-
ternal hip rotation: a) Hip rotation joint angle errors. b) Hip flexion joint angle
errors. ¢) Hip adduction joint angle errors.
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‘ Model

Joint Angles

‘ Hip Flexion

Hip Rotation

‘ Hip Adduction ‘

| | Projections | RMSE () | R* | RMSE () | R* |RMSE()| R* |
Skin-mounted markers 27 | 0971 6.2 0.002| 14 | 0.964
(No projections)
| Ball joint | Begon Projection | 27 0954 52  |0.666] 1.8 |0.965 |
Offset Projection 24 0.969 (p—20.%)3)* 0.87 1.6 0.968
‘ ‘ Closest Point Projection ‘ 2.3 ‘ 0.971 ‘ 3.9 ‘ 0.605 ‘ 1.5 ‘ 0.967 ‘
Skin-mounted markers 23 | 0.967 6.5 0.809 | L8 | 0.937
(No projections)
| 6 degree of freedom joint | = pooon projection | 25 [ 0.905| 4.8  |0657| 14 | 0.046 |
Offset Projection 2.3 0.967 (p—42.59e-7)* 0.818 1.5 0.947
. Lo 2.8
Closest Point Projection 2.2 0.964 (p=0.022)* 0.422 1.6 0.945

bold and * : p <0.05

Table 4.3: Joint angle root mean square errors (RMSE) and correlation coefficients
(R?) for hip flexion, rotation and adduction angles computed using the different
projection methods for internal hip rotation. Significance was computed as a com-
parison between joint angle errors obtained conventional (un-projected) markers
and joint angle errors obtained using various marker projection schemes. RMSE,
Root-mean-square-error; R?, Correlation index
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Figure 4.5: Comparison of median and spread of joint angle errors computed us-
ing four different projection methods (conventional (un-projected) skin-mounted
marker, Begon-projection, offset-projection and closestPoint-projection) during ex-
ternal hip rotation: a) Hip rotation joint angle errors. b) Hip flexion joint angle
errors. ¢) Hip adduction joint angle errors.
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‘ Model ‘ Joint Angles ‘ Hip Flexion ‘ Hip Rotation ‘ Hip Adduction ‘
\ \ Projections | RMSE (") | R* | RMSE(") | R* | RMSE(") | R? |
Skin-mounted markers
(No projections) 3.3 0.709 16.6 0.809 3.7 0.706
Ball joint 3.3 2.9
Begon Projection 2.5 0.693 (p:l.?;2e-6)* 0.663 (p:d.04)* 0.772
Offset Projection 2.1 0.767 (p—lgéée-(i)* 0.893 2.3 0.779
. L 5.6
Closest Point Projection 2.1 0.629 (p=2.586-5)* 0.649 2.3 0.757
Skin-mounted markers
(No projections) 44 0.46 16.3 0.782 4.1 0.682
6 degree of freedom joint 4.9
Begon Projection 2.9 0.117 (p=5 '28_5)* 0.649 3.7 0.614
Offset Projection (p=20'.101)* 0.591 (p:4.25'ie-7)* 0.887 3.1 0.731
) . L 2.2 2.7
Closest Point Projection (p=0.01)* 0.477 (p=5.566-7)* 0.542 3.4 0.64

‘ bold and * : p <0.05 ‘

Table 4.4: Joint angle root mean square errors (RMSE) and correlation coefficients
(R?) for hip flexion, rotation and adduction angles computed using the different
projection methods for external hip rotation. Significance was computed as a com-
parison between joint angle errors obtained conventional (un-projected) markers
and joint angle errors obtained using various marker projection schemes. RMSE,
Root-mean-square-error; R?, Correlation index

Reductions in hip flexion angle errors and hip adduction angle errors were
not significant for internal and external hip rotations using any marker projec-
tion schemes. Of note, hip flexion joint angle errors computed using conventional
(un-projected) skin-mounted markers and 6DoF model was lower for the internal
hip rotation motion when compared with offset-projected markers and Begon-
projected markers(Figure 4.4 b). Hip adduction joint angle errors computed using
conventional (un-projected) skin-mounted markers and the Ball model was lower
when compared with offset-projected markers and Begon-projected markers for
both internal and external rotation (Figure 4.4 - 4.5 ¢). The RMS joint angle
errors and correlation (R?) values for internal and external hip rotations are given
in Tables 4.3 - 4.4.

Residual errors computed using projected markers were lesser than those com-
puted using conventional (un-projected) skin-mounted markers for all investigated
motions and for both the Ball and 6DoF model (Figure 4.6).
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Comparison of marker resiEduaI errors
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Figure 4.6: Comparison of residual errors between five markersets obtained for all
investigated motions. Top left are the residual errors during level walking, top
right the residual errors for incline walking, bottom left the residual errors for
internal rotation and bottom right the residual errors for external rotation.

4.5 Discussion

The results of our study indicate that the projection of skin-mounted markers
onto the bone surface reduces joint angle errors when compared with conventional
methods of movement analysis (un-projected skin-mounted markers), thereby im-
proving kinematic accuracy. In addition, we also observed an increase in corre-
lation between kinematics computed using artefact-free bone movement and pro-
jected markers when compared with the correlation obtained using conventional
(un-projected) skin-mounted markers, indicating an increase in the quality of the
computed kinematics. Both joint angle errors and correlation were computed by
leveraging kinematics obtained from artefact-free bone movement acquired using
dual-fluoroscopy which do not suffer from STA and thereby indicate the efficacy
of our method in reducing the influence of STA on computed kinematics. Fur-
thermore, the data used in this study incorporated skin-mounted marker data
obtained from participants of varying BMI scores, with our proposed marker-
projection schemes reducing joint angle errors for all participants, underscoring its
applicability and generalisability.

Previous studies quantifying STA and its impact on kinematics have indicated
that internal/external rotation and abduction/adduction are significantly affected
by STA, with the magnitude of joint angle errors comparable to that of actual
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bone movement [39, 45, 46]. In their study using the same dataset as the one used
in this study [94, 95, 96], the authors reported that hip joint angles computed us-
ing conventional (un-projected) skin-mounted markers were underestimated when
compared with kinematics computed using DF-markers, and that neither the DoF
of the model (joint model) nor the marker configuration reduced joint angle errors
during walking or hip rotation activities [96]. Additionally, they reported hip ro-
tation joint angle errors of 8° , 9°, 12° and 8° using conventional (un-projected)
skin-mounted markers during level walking, incline walking, internal abduction
and external abduction respectively [94, 96]. Their findings, one of the first to
report the effect of STA on hip kinematics, underscored the need for a solution to
ameliorate the effects of STA.

Whilst we obtained similar hip rotation errors using conventional (un-projected)
markers, we noted a significant (p < 0.05) decrease in internal/external rotation
errors during level walking, incline walking and internal and external hip rotations
using markers projected on to the bone surface. Additionally, we observed lower
hip flexion and adduction errors during most activities using projected markers
compared with conventional (un-projected) markers; however, these differences
were not significant. These results underscore the efficacy of our proposed meth-
ods to reduce the effects of STA on computed kinematics, specifically in rotations
most affected by STA.

We also obtained lower kinematic errors, through projection of markers, for
models incorporating different joint models. The efficacy of various methods pro-
posed to reduce the effects of STA have been reported to vary based on the joint
model incorporated [43], with the 6DoF and ball joints reported to produce kine-
matics and kinetics with higher accuracy than anatomically realistic joint models
[29, 195, 211, 211]. We tested our projection schemes on models incorporating
both, 6DoF and ball joints, with our results indicating improvements in computed
hip rotation, flexion and adduction angles for both the models, underscoring the
generalisability and applicability of our proposed method.

Our results also indicate that improved joint angle estimation is obtained when
markers are projected onto the bone surface, compared with markers projected
onto the longitudinal axis of the segment [43]. Whilst the projection of a subset
of markers (or markers on the cuff) was reported to reduce joint angle errors in
the upper extremity body during activities of daily living [43], the projection of
all markers onto the longitudinal axis increased joint angle error. The cause of
this increase in joint angle error was attributed to a loss of 3d information, which
occurs when the coordinates of two axes were set to 0 [43].

In our study, we observed that, whilst the projection of markers onto the longi-
tudinal axis does improve kinematic accuracy, it is also associated with a reduction
in correlation with the actual bone movement when compared with conventional
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(un-projected) skin-mounted markers. These issues were ameliorated by project-
ing markers onto the bone surface, with offset-projected markers improving the
quality of joint angle estimation (as indicated by improved correlation compared
with skin-mounted markers) and closestPoint-projected markers indicating a sim-
ilar correlation to those obtained using markers projected onto the longitudinal
axis.

Linking this study to the findings of the previous chapter (Chapter 3), our
results additionally indicate that projecting skin-mounted markers onto the bone
surface produces lesser residual errors. Residual errors are used as a goodness-of-
fit metric between the underlying model and the experimental data [42, 178, 235],
with lower residual errors reported to be an indication of : superior pose recon-
struction capability of the proposed model [137] and improved STA compensation
[30]. Therefore, our results indicate that projecting the markers onto the bone
surface improves kinematic accuracy as indicated by lower joint angle errors and
lower residual errors.

Whilst there are currently no methods to reduce STA which are incorporated in
clinical practice, the reductions in joint angle errors computed using our proposed
marker projection schemes were observed to be greater than those obtained using
various non-marker projection STA compensation methods reported in literature
such as novel pose estimators [80], novel joint constraints [211, 236] or STA models
[49, 54]. The comparison between our marker projection schemes and some key
examples are provided in Table 4.5.

cightPaper Root mean square error (*)/ Marker residual error (mm) Remarks

Begon [43] 147-5.3° Evaluated humerus rotational kinematics
-

Bonnet [52] U RO L

Clement [73] 251.7 - 6.04

Richard [211] Knee kinem 5 d be

Error reduction was obtained when an STA model was incorporated

Analysed U

tations
0-2" and 13.2° Had a wide discrepanc o Kinematics models and motor tasks

Swmale [236] Siguificant differences in comput iha ut adaptive kuce jomt boundaries und truth ki

De Groote [80] | Marker residual errors of 0.03 tnm compared to 1027 mm for global optimisation and 1027 mm for local marker estimation No ground truth kuce Kiner

s
110 RMSE was computed

Table 4.5: Comparison of joint angle errors/marker residual errors as reported by
other studies proposing soft tissue reduction solutions.

The reason why our marker-projection schemes outperform other marker-projection
schemes and other STA reduction strategies, could be attributed to the fact that
our marker projection schemes ensure that the true motion of the bones, which are
reflected in the movement of markers, are conserved or retained, with the projec-
tion removing the excessive movement obtained due to soft tissues. For example,
in Begon-projection, by setting the markers coordinates to 0 except on the lon-
gitudinal axis, we lose information relating to the movement of bones. This has
been alleviated in our marker projection schemes.

An application which would benefit from our proposed marker projection schemes
is the pre-operative planning and criterion determination for performing femoral
derotation osteotomies in children with CP as highlighted in the introduction.
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Joint angles computed using our marker-projection schemes show a significant re-
duction in joint angle errors, and improved quality of computed kinematics in hip
rotations — specifically internal/external hip rotation. These angles are leveraged
in pre-operative planning and criterion determination for femoral osteotomies, and
are the angles which are generally most affected by STA. Furthermore, the reduc-
tion in joint angle errors and increase in correlation with ground-truth kinematics
were obtained for a wide variety of participants performing various tasks, thereby
underscoring the potential generalisability clinical usability of both our proposed
marker projection schemes.

Our proposed projection schemes may also be used to expand and validate the
idea that projection of markers on to the bone surface may ameliorate the effects
of STA on kinematics [129, 160, 161]. As discussed in the introduction, two no-
table methods leveraging ultrasound imaging were proposed to reduce the effects
of STA on kinematics [129, 160, 161]. Although the proposed ultrasound meth-
ods were validated on either phantoms or through in-vitro experiments [161], no
improvement in kinematic accuracy during movement analysis has been reported.

In Chapter 3 we highlighted how the most widely used method to reduce STA,
MKO methods, reduces in efficacy when applied to data with high magnitudes of
STA or to data obtained from subjects with high BMI scores. The reduction in
efficacy was found to increase joint angle errors, reducing the usability of clinical
gait analysis. In this chapter, we have proposed two marker projection schemes,
which reduces joint angle errors for various motions and for subjects with varying
BMI scores. Additionally, the a significant reduction in error was obtained for joint
angles most affected by STA and which is leveraged in pre-operative planning. Our
results highlight the generalisability and efficacy of our proposed solutions. In the
subsequent chapters, we shall investigate methods to enable projection of markers.

4.6 Conclusion, technical novelty and take-away
messages

We investigated the efficacy of our proposed projection of markers schemes in re-
ducing kinematic errors and improving kinematic fidelity. Our results indicate
that projection of markers onto the bone surface reduces kinematic errors when
compared with conventional (un-projected) skin-mounted markers, and when com-
pared with other marker projection schemes proposed in literature. In summary;,
we have shown that:

1. Offset-projected markers reduces kinematic errors and also improves corre-
lation with artefact-free bone movement
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2. closestPoint-projected markers reduces kinematic errors. However, correla-
tion is in line with un-projected skin-mounted markers

3. Our proposed projection of markers methods outperforms conventional (un-
projected) skin-mounted markers and other projection schemes proposed in
literature, specifically, in joint angles significantly affected by STA

The novelty of our results are:

1. The marker projection schemes proposed in this chapter not only signifi-
cantly reduce errors compared with conventional (un-projected) markers and
other marker projection schemes, but also improve the quality of computed
kinematics

2. The reductions in joint angle errors and increase in quality of computed kine-
matics were most observable in internal/external joint rotations — the joint
rotations most affected by STA — which are clinically important, especially
in pre-operative planning for a variety of surgical interventions. The results
of this study have been published in Scientific Reports [203].

Our study has a few limitations. The challenges faced in marker projection
were in the method used to determine the actual bone location and in the method
employed to calculate the trajectories of projected markers. Whilst we endeav-
oured to determine the actual bone location using informed approximations based
on dual-fluoroscopy markers in the LCS, the location may not reflect real-world lo-
cations during motion. Secondly, the determination of the trajectories of projected
markers was based on kinematics computed using inverse kinematic pipelines ap-
plied to dual-fluoroscopy data, and may therefore be affected by model constraints
and the MKO method. Thus, in future investigations, we will aim to compare our
results with actual artefact-free bone movement.

In conclusion, we have proposed and validated a novel method to reduce the
deleterious impact of STA on computed kinematics, which can be applied for a
range of motions and participants. Our proposed marker projection schemes re-
duce kinematic errors significantly when compared to conventional (un-projected)
markers and outperform other marker projection schemes. Additionally, they im-
prove the quality of computed kinematics as evidenced by higher correlation values.
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Chapter 5

Investigating the feasibility of
applying microwave imaging in
biomechanical applications:
Simulation

5.1 Introduction

In this chapter we investigate the feasibility of applying microwave imaging to
detect the location of the bone from the skin surface using wearable antennas;
with the location of the bone used to facilitate projection of markers onto the bone
surface, which we have shown reduces joint angle errors in the previous chapter
(Chapter 4). Section 5.2 introduces the background for this chapter with Section
5.3 describing the methods used in this study. Section 5.4 presents the results
of the study with discussions of the results provided in Section 5.5. Section 5.6
concludes this study with our key-takeaways from this study.

5.2 Background

In the previous chapter (Chapter 4) we proposed two novel marker projection tech-
niques to reduce the effects of soft tissue artefacts (STA) on computed kinematics,
specifically internal/external hip rotations. Our results indicated that projecting
skin-mounted markers onto the bone surface reduces joint angle errors significantly
when compared with conventional (un-projected) skin-mounted markers. Further-
more, our results indicated that projection of markers onto the bone surface im-
proves the quality of computed kinematics when compared to kinematics computed
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using conventional (un-projected) skin-mounted markers (indicated by increased
correlation with artefact-free bone movement). The reduction in kinematic errors,
and the increase in correlation with actual bone movement (artefact-free bone
movement) for joint angles used for surgical planning for children with CP indi-
cates the potential clinical usability of our proposed marker projection schemes.
Specifically, our results indicated a significant reduction in errors for internal /ex-
ternal hip rotations, which are used for planning of femoral derotation osteotomies
[186, 260], with internal /external hip rotations greatly affected by STA as indicated
in Chapter 2. Furthermore, the reduction in kinematic errors and the increase in
correlation with artefact-free bone movement, was obtained for participants with
varying body mass, which is currently not achieved by clinically applied methods
for clinical gait analysis (Refer to Chapter 2 and Chapter 3).

In order to project the markers onto the bone surface, determining the location
of the bone in the global coordinate system (lab coordinate system) during static
and motion, is critical. The location of the bone in the global coordinate system can
be calculated from two vectors: the location of skin-mounted marker in the global
coordinate system (as acquired from optoelectronic systems) and the distance of
the bone from the skin surface [159]. This chapter and the next investigate a
method to compute the second vector: the distance of the bone from the skin
surface.

Whilst imaging modalities such as fluoroscopy, computed-tomography and MRI
[128, 173, 177] (which have previously been applied to determine artefact-free bone
movement as discussed in Chapter 2) can be leveraged to determine the distance
of the bone from the skin surface during motion, they are expensive, offer limited
field-of-view, and in the case of fluoroscopy and computed-tomography, expose the
subject to harmful (ionising) radiation.

Alternatively, two studies have proposed using ultrasound imaging [129, 130,
160, 161], which is a safe, real-time imaging modality, to determine the location
of the bone from the skin surface. Jia [129, 130] proposed a system combining
ultrasound imaging with an optoelectronic system (CAT & MAUS), to determine
the location of the greater trochanter in the global coordinate system, by plac-
ing an ultrasound probe above the greater trochanter during motion and imaging
the actual location of the greater trochanter during motion. Similarly, Masum
[159, 160] proposed an intelligent ultrasound sensor which would be capable of
determining the distance between bone and skin during motion and thereby re-
duce the effects of STA on computed kinematics. However, the intelligent sensor
proposed by Masum [159] has not been validated either on tissue-mimicking phan-
toms or on humans, with the system proposed by Jia [130] currently tailored for
only detecting the greater trochanter. Additionally, the system requires coupling
liquid to improve image resolution and radiologist input to ensure that images can
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clearly discriminate between bones and soft tissues.

As indicated in Chapter 2 ultrasound imaging has also been applied in clinical
gait analysis for applications other than imaging the underlying bone. Mainly,
ultrasound imaging has been leveraged to assess muscle and tendon lengths, and
muscle-tendon function during walking and other activities [77] in both typically
developing children/adults and in children with CP [37, 132]. Therefore, it can be
assumed that ultrasound imaging is a mature imaging modality in gait analysis.

However, whilst ultrasound imaging is a safe and cost-effective imaging modal-
ity when compared with MRI, fluoroscopy or CT, and has been integrated in gait
analysis for both typically developing children and children with CP, it has the
following limitations: the need for a probe to be held at the location to be imaged,
the need for coupling liquid to improve resolution and the need for a radiologist’s
input when images are unclear. Specifically, pertinent to our goal of improving
the quality of kinematics computed during clinical gait analysis, several practical
limitations have been associated with applying ultrasound imaging during gait
analysis: the tilt angle of the probe, the probe weight, and the associated muscle
compression.

Whilst the study which complemented optoelectronic systems with ultrasound
(CAT & MAUS, [129, 130]), as described above, did not explicitly detail the dif-
ficulties in attaching an ultrasound probe to the body during motion, a study
analysing the effect of probe weight on children with CP and typically developing
children, found significant differences in sagittal plane kinematics obtained with
and without the probe [171]. Specifically they reported that attaching a probe
(with holder) with an overall weight of 300g to the thigh, resulted in increased step
length, reduced hip extension, reduced knee flexion and reduced ankle plantarflex-
ion, when the probe was attached [171]. Similarly, a paper reported non-significant
differences in sagittal plane kinematics with and without a probe when tested on
adolescents and young adults [62].

Pertinent to our potential application of surgical planning for CP, the above
papers only reported results on sagittal plane kinematics: which are least effected
from any source of error (STA, marker placement etc). Therefore, we hypothesise
that the addition of an ultrasound probe on children would produce even greater
differences in coronal and transverse plane kinematics, which may negatively im-
pact surgical planning.

To overcome the limitations of ultrasound imaging as described above, in this
thesis we instead analyse the feasibility of leveraging microwave imaging to image
the bone. Microwave imaging, also a safe (non-ionising), low power (negligible
heating effects) and cost-effective imaging modality, is operator-independent with
the potential to be applied for imaging any part of the human body [232].Microwave
imaging leverages the difference in electrical properties (permittivity and conduc-
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tivity) between various tissues and between healthy and diseased tissues to detect
and image the object of interest, and has been extensively applied in breast and
brain tumour imaging [207, 219, 233] (a substantial review of different microwave
imaging algorithms and applications can be found in Chapter 2).

A typical microwave imaging system incorporates an imaging domain, a radio-
frequency switch, a vector network analyser and antennas. Antennas are placed
rigidly around the imaging domain, with both the antennas and imaging domain
immersed in a coupling liquid [170] (Figure 5.1). A large number of antennas
(minimum of 32) or scanning positions (when antennas are rotated around the
imaging domain) are generally used, in order to acquire sufficiently large amounts
of data to reconstruct the object of interest. The systems are generally static and
are of considerable size: an enclosure of radius 22.4 cm and height 44.4 ¢cm was
used to image human forearms [105]; a tank of height 8.2 cm and radius 2.7 cm
was used to validate a bone phantom [24].

Therefore, a typical microwave imaging system cannot be easily integrated
into biomechanical applications which ideally require a system which is portable,
wearable and has a small form-factor. Despite, guidelines being proposed for a
wearable microwave imaging system [21], the study focused on potential improve-
ments which could be achieved in the reconstructed images, and did not elucidate
how such a system may be applied in a portable fashion or be applied during
motion [21]. Hence, whilst microwave imaging has been applied to determine the
electrical properties of the bone in the human forearm [105], leg [22] and in the
heel [165], key developments in typical microwave imaging systems and their mode
of application need to be investigated prior to their incorporation in biomechanical
applications.

Our preliminary investigation using wearable antennas placed on the skin sur-
face of a thigh of a virtual population (ViP) model available in Sim4Life [70, 106],
without the use of coupling liquid, indicated that there were variations in scatter-
ing parameters obtained when the electrical properties of femur bone were varied
[204]. This indicated that scattering parameters were sensitive to the electrical
properties of the femur and that wearable antennas, in the absence of coupling
liquid, could be applied to image the underlying bone. As discussed in Chapter 2,
differences in scattering parameters, or S-parameters, are used to develop an im-
age of the object of interest. Therefore, in this chapter we aim to expand on our
initial investigation and assess the feasibility of applying microwave imaging in
clinical gait analysis, specifically to determine the distance of the bone from the
skin surface in order to enable projection of skin-mounted markers. We validate
the feasibility of applying microwave imaging by applying the following conditions
during data collection: no-coupling liquid (direct contact of the antenna with the
skin), reduced number of antennas and the need for the system to detect the loca-
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tion of the bone in both a static pose and in a gait mimicking pose. Through the
above analysis we aim to determine the potential of microwave imaging to be used
as an alternative imaging modality to ultrasound imaging, specifically in clinical
gait analysis.
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Figure 5.1: General setup of microwave imaging systems which consist of an imag-
ing domain, an array of antennas, vector network analyser and a radio-frequency
switch [126].

5.3 Methods

In order to investigate the feasibility of applying microwave imaging in biomechan-
ical applications, data was collected under specific conditions leveraging models of
antennas and models of humans of different BMI scores:

e No coupling liquid was to be used in the system with the antennas making
direct contact with the skin. This was to ensure that the system developed
could translate to a wearable and portable system, whilst also ensuring there
was sufficient coupling between the antennas and the human body (thereby
reducing the reflection of electrical field at the air-skin interface)
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e The number of antennas was restricted to 8. This was to ensure that the time
for data collection is minimal and can record data during different phases of a
gait /motion cycle i.e at each data collection instance the tissues encompassed
by the antennas can be considered to be static

e The location of the bone from the skin surface should be detected both in
static pose and in poses mimicking gait

The antennas and human models used for the investigation are described in
the following subsections.

5.3.1 Antennas investigated

As reviewed in Chapter 2, various antennas operating at different frequencies have
been proposed for microwave imaging. Even amongst microwave imaging studies
analysing the dielectric properties of the bone, different antennas have been lever-
aged: microstrip antennas operating in the frequency range of 1.5-4.5 GHz were
used to monitor bone health [24], monopole antennas operating in the frequency
range of 0.5-3 GHz were leveraged to detect variations in bone density due to in-
juries [165], and dipole antennas operating in the frequency range of 0.8-1.2 GHz
were used to study human forearms [105]. The frequency ranges were chosen to
optimise image resolution and penetration into the human body. Based on the
reviewed studies, we have determined the optimal frequency range — for both
image resolution and sufficient penetration into the human body — to be between
0.5-3 GHz.

Three antennas, tuned for different frequencies, were investigated in this study
(Figure 5.2 a): a dipole antenna tuned to resonate at 900MHz (in air) [12], a tri-
angular patch monopole antenna which was proposed for brain tumour detection
and was tuned to operate between 1-3GHz when immersed in a coupling liquid
[110], and a wideband monopole patch antenna proposed for brain stroke moni-
toring and tuned to operate in a frequency range of 1-1.75GHz when immersed in
a coupling liquid with dielectric permittivity of 20 [251].

The two patch antennas were further tuned for maximum coupling into the human
body (Figure 5.2 b) by parametrically altering the dimensions of the patch and
antenna size to determine the optimal shape for maximal coupling into a slab of
muscle in Sim4Life [11]. The dipole antenna was judged to have good coupling
with the human body based on its S11 (reflection) parameters.

The three different antennas are henceforth referred to as antennas types with
the dipole antenna referred to as Antenna A, the modified wideband monopole
antenna as Antenna B and the modified triangular monopole patch antenna as
Antenna C.
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Slab of muscle

Antenna to be tuned

Figure 5.2: a) The three antennas investigated in this study. The leftmost antenna
is the dipole antenna (antenna 1), the centre antenna is the modified triangular
monopole patch antenna (antenna 3) and the rightmost antenna is the modified
wideband monopole antenna (antenna 2). b) Method to tune the patch antennas
by maximiming coupling into a slab of muscle.

As indicated in the background section and in Chapter 2, most studies have
leveraged a large number of antennas or a large number of scanning positions
to image the object of interest. However, this would increase the time needed
to capture data and would increase the weight of the potential wearable system,
restricting its applicability in clinical gait analysis, which is the main goal of this
study. Theoretical studies have proposed that the number of antennas required
to successfully reconstruct an image and to avoid aliasing effects that can lead to
spurious artefacts is governed by Equation 5.1:

M = 2kR (5.1)
e M: Minimum number of antennas required for sufficient spatial sampling.

2
e k: Wavenumber in the imaging medium, defined as k = Tﬁ

e \: Wavelength of the electromagnetic wave in the medium.
e R: Radius of the reconstruction (or imaging) domain.

Using a frequency of 0.75 GHz, the minimum number of antennas required to
image the bone would be 15 antennas. However, in our study we decided to use 8
antennas of each antenna type. This was informed by two factors:

e Other studies operating at a similar frequency to our proposed antennas
[18, 134] have reported that using 8 antennas has provided images with
sufficient clarity
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e Findings from our initial investigation into the feasibility of microwave imag-
ing, wherein we aimed to image the femur, fibula and tibia using 5 antennas
placed around the thigh and shank respectively [200]. Specifically, whilst
the images produced using 5 antennas indicated the presence of all three
bones (Figure 5.3, the results for the femur were not repeatable for different
antennas or for different human models. No images were produced when the
number of antennas were reduced below 5.

Based on the above two factors, we determined that 8 antennas would provide
a balance between accuracy and time taken for capturing data (if potentially made
into a wearable device).

4
3
2
-

EoO

S

=

4
2
3
4

6
4
2
0
52
=
4
6
8

Normalised pixel intensity
Normalised pixel intensity

a) b)

Figure 5.3: a) Reconstructed image showing the femur located at (11.62 cm, 0.82
cm). Imaged femur is identified as pixels with high intensity values. The black
circles indicate the surface of the femur as calculated in Sim4Life. Red circles show
the centres of the dipole antennas. b) Reconstructed image of the tibia and fibula
located at (9.29 cm, 1.57 ¢cm) and (7.29 cm, -0.17 cm) respectively. The imaged
tibia and fibula are identified as pixels with high intensity values. The black and
white circles indicate the surface of the tibia and fibula respectively, as calculated
by Sim4Life. The red circles show the centres of the dipole antennas.

5.3.2 Virtual population models investigated

Four virtual population (ViP) models available in Sim4Life [70, 106] were leveraged
in this study. Duke, a male anatomical model, and Ella, a female anatomical
model, were the baseline models used in the study. Additionally, two morphed
models of Ella — where the fat and muscle content were increased to mimic humans
with different BMI scores, whilst preserving the internal organ placement and
tissue distribution [106] — were also leveraged. The characteristics of the four
anatomical models used in this study are given in Table 5.1.
The following investigations were carried out using the four models:
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e The antennas were placed around the thigh of the Duke model to image the

femur. The model was in a static (standing) pose

e The antennas were placed around the thigh for each of the Ella models —
Ella-22 (Ella with a BMI of 22), Ella-26 (Ella with a BMI of 26) and Ella-30
(Ella with a BMI of 30) — to image the femur. The models were in a static

pose (Figure 5.4 a)

e The antennas placed around the thigh for the Ella-22 and Ella-30 models
were rotated and translated with the thigh to image the femur in a pose
mimicking a phase of the gait cycle (the hip flexed by 40° followed by hip
internally rotated by 5° and with the knee flexed by 30° | Figure 5.4 b). The
two models (Ella-22 and Ella-30) were chosen since they represent humans

with a healthy and obese BMI score.

Anatomical model name | Age (years) | Sex | Height (m) | Mass (kg) | BMI (kg/m?)
Duke 34 | Male 1.74 70 23.1
Ella - 22 26 | Female 1.63 57.3 22
Ella - 26 26 | Female 1.63 69.4 26
Ella - 30 26 | Female 1.63 79.7 30

Table 5.1: Characteristics of the four anatomical models used in this study. Duke
is a male anatomical model with Ella-22 a female anatomical model of body mass
index (BMI) score of 22. Ella-26 and Ella-30 are morphed models of Ella-22 with

BMI scores of 26 and 30 respectively.

125




Investigating the feasibility of applying microwave imaging in biomechanical
applications: Simulation

Figure 5.4: a) Exemplar depiction of 8 antennas placed around Ella-30 model in
static (standing pose). b)Exemplar depiction of 8 antennas placed around Ella-22
model in a pose mimicking a phase of the gait cycle. ViP: Virtual population
models

In all the above cases, eight antennas of each antenna type (dipole, triangular
patch monopole and patch monopole) were placed at equidistant points around
the thigh. In order to ensure proper placement, a cylinder — whose circumference
matched that of the thigh to be imaged — was used to calculate the antenna lo-
cations. The cylinder was attributed with electrical properties of the skin, thereby
increasing the skin thickness in locations where the circumference of the cylinder
was larger than that of the thigh. This ensured that the antennas were making
direct contact with the skin.

Antenna locations for the posed model were determined based on a transforma-
tion matrix calculated using three points on the skin (the location of three points
during the standing pose and the location of the three points during the posed
state) rather than the rotation and translation of the underlying bone (femur).
This was to ensure that the deformations of the soft tissues and skin were ac-
counted for when the model is posed, as the deformations are different for Ella-22
and Ella-30 models (due to varying volumes of soft tissues).

The deformations of the soft tissues and skin — due to the model transitioning
from the standing pose to a pose mimicking a phase of the gait cycle (hip flexion
of 40° , hip rotation of 5° and knee flexion of 30° ) — were calculated based
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on a physics-simulation-based approach, wherein the user-prescribed motions of
the bone are used to perform a tissue mechanical simulation of the deformations.
These deformations also depend on the volume of soft tissues [106]. The above
steps were undertaken to ensure that the movement of antennas was similar to the
movement wearable antennas would undergo in similar situations i.e the antennas
would move based on soft tissue movement and not just the movement of bones.

5.3.3 Simulations

In total eighteen investigations were carried out, one investigation per antenna
type for each of the models: Duke-Femur, Ella-22-Femur, Ella-26-Femur, Ella-30-
Femur, Ella-22-Femur-Posed and Ella-30-Femur-Posed. For the first four inves-
tigations (performed on Duke-Femur, Ella-22-Femur, Ella-26-Femur and Ella-30-
Femur), the following two simulations were performed:

e Simulation 1: where the bone (cortical and cancellous femur) was attributed
with electrical properties of the muscle

e Simulation 2: where the bone (cortical and cancellous femur) was attributed
with electrical properties of the bone

The results of Simulation 1 were used as the reference scan or empty scan
data, which was then subtracted from the data of the second simulation prior to
being used as input into the imaging algorithms. In addition, electric field values
calculated using the first simulation were recorded at every pixel location inside
the thigh to be used in-lieu of the Green’s function for the MUSIC and Kirchhoff
migration algorithms. Empty scan data of Ella-22-Femur and Ella-30-Femur were
used for the the posed model investigations.

For all simulations, a Gaussian pulse centred at the resonant frequency for each
antenna and with a bandwidth of 3 GHz was used as the input waveform. The
models were voxeled using the automatic voxelling tool in Sim4Life [11].

5.3.4 Qualitative algorithms investigated

Four qualitative imaging algorithms were investigated: the confocal imaging algo-
rithm, Delay and sum (DAS)[233] and its variant delay multiply and sum (DMAS)
[149]; the multiple signal classification algorithm (MUSIC) [82, 220]; and the Kirch-
hoff migration algorithm [17, 238]. Implementations of DAS and DMAS found
in the Microwave Radar-based Imaging Toolbox (MERIT) [182] were leveraged.
Modifications were made to the functions used to determine the imaging domain
and the antenna delays, to tailor them for our purposes. Additionally, an offset
— determined using the breast tumour datasets provided in the toolbox — was
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subtracted from the true bone locations obtained from Sim4Life [11] whilst inves-
tigating the validity of the reconstructed images obtained using DAS and DMAS.

MUSIC is based on the principle of time-reversal imaging and has been exten-
sively applied in microwave imaging applications. In our study, the multi-frequency
variant of MUSIC was leveraged, where images reconstructed at each frequency
were non-coherently summed to produce the final image. This was done to reduce
artefacts in the reconstructed image and build on additional information obtained
at multiple frequencies [220]. In addition, electric field values inside the thigh
(computed in the simulations) were used in-lieu of the Green’s function as com-
putation of Green’s functions for an inhomogenous background (the thigh) would
be computationally expensive and inaccurate. Similarly, we have investigated a
multi-frequency variant of Kirchhoff migration in this study. Kirchhoff migration
has also been widely applied in microwave imaging applications [17, 238] and has
been reported to be a fast, stable and effective imaging technique for detecting
small scatterers [144]. The multi-frequency variation of Kirchhoff migration was
reported to produce better results than its single-frequency variations [188].

The above four qualitative algorithms were investigated due to their widespread
adoption in microwave imaging, their ability to generate images in real-time, and
as collected scattering parameters (S-parameters) can be directly applied to the
imaging algorithms without any need for conversion to electric-field values. Ad-
ditionally, only transmission parameters (S21 parameters) were provided to the
imaging algorithms. This was informed based on previous studies leveraging trans-
mission parameters collected from diametrically opposite antennas to the trans-
mitting antenna to generate images [102, 103], and from our initial investigation
into microwave imaging [200, 204].

Whilst the four qualitative algorithms have been previously applied in mi-
crowave imaging, none of the algorithms have previously been applied to image a
large scatterer, such as the bone. Additionally, for MUSIC and Kirchhoff migra-
tion, we substitute the Green’s function with electric field values computed from
Simulation 1. This is to overcome the limitations of inhomogenous Green function
computation and to increase the accuracy of the imaging algorithms [114, 115].

5.3.5 Metrics

Visual verification of the reconstructed images was initially done to determine if
a hotspot (indication of a scatterer) was present close to the true bone locations
determined using Sim4Life [11]. In addition, metrics commonly applied in breast
tumour detection were used to evaluate the accuracy of the reconstructed image
[208, 219]: Signal-to-cluster ratio (SCR), signal-to-mean ratio (SMR) and locali-
sation error. SCR compares the maximum response inside the object of interest
to the maximum response in the region outside the object of interest, and SMR
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compares the maximum response in the object of interest to the average response
outside the object of interest. Localisation error is the difference between the ex-
pected centre of the object of interest to that of the maximum response in the
image. A higher SCR and SMR indicates a high-contrast localised region within
the image. For example SCR and SMR values greater than 0 dB were obtained
for breast tumour studies [208], however negative SCR values were obtained for
breast tumour detection in heterogeneous breasts. For all our investigations the
object of interest was the bone (specifically, the femur).

5.4 Results

5.4.1 Antennas

The tuned antennas were observed to have good coupling with a slab of muscle
based on their reflection parameters (S11) parameters (Figure 5.5), with the reso-
nant frequencies for Antenna A at 0.6 GHz (black curve), Antenna B at 1.6 GHZ
(red curve) and Antenna C at 0.8 GHz (blue curve) when propagating into mus-
cle. Good coupling was indicated by S11 parameters being less than -10dB at the
resonant, frequencies. The overall dimensions of the tuned antennas are given in
Table 5.2.
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Figure 5.5: Reflection parameters (S11) for the three antennas when placed against
a slab of muscle

Antenna type Length (mm) | Breadth (mm) | Width (mm)
Antenna A (dipole antenna) 73.75 (half dipole) 1.8 (radius)
Antenna B (wideband monopole antenna) 105 54 1.6
Antenna C (microstrip triangular monopole patch antenna) 42 30 1.6

Table 5.2: Dimensions of the three antennas investigated in the study

5.4.2 Image reconstruction

Our results indicate that the location of the bone from the skin surface was deter-
mined for every anatomical model using each of the three antenna types through
microwave imaging. Additionally, the location of the bone was determined both,
in the static pose and a pose mimicking a phase of the gait cycle, using atleast one
antenna type.

For the sake of brevity, only reconstructed images obtained using Antenna C
are shown with the remaining reconstructed images found in Appendix B. Re-
constructed images of Antenna C were chosen due to two primary reasons: the
resonant frequency of Antenna C lies between Antenna A and Antenna B and
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therefore results obtained using Antenna C can be viewed as in-between those ob-
tained using Antenna A and Antenna B; reconstructed images using Antenna C
were able to detect the bone in both a static pose and a pose mimicking a phase
of the gait cycle. Simulations in the posed state were not possible using Antenna
A due to high computational demands on Sim4Life [11], and the reconstructed
images of the posed model and using Antenna B did not indicate the location of
the bone.

The images were reconstructed using four qualitative imaging algorithms: DAS,
DMAS, MUSIC and Kirchhoff migration. As detailed in the methods section, the
MERIT toolbox was leveraged to reconstruct images using DAS and DMAS with
an offset correction — calculated using the breast tumour dataset available in the
MERIT toolbox (Figure B.1) — applied to the true bone locations calculated in
Sim4Life [11].

The location of the femur in the Duke anatomical model was visually detected
using each of the four imaging algorithms (Figure 5.6). SMR was highest for the
image reconstructed using DMAS (SMR: 26.8214dB) and lowest for the image re-
constructed using MUSIC (SMR: 5.11dB). Images reconstructed using DAS had
the highest SCR (SCR: -0.3083dB) with images reconstructed using Kirchhoff mi-
gration having the lowest (SCR: -3.3dB). Localisation error was the lowest for im-
ages reconstructed using Kirchhoff migration (Localisation error: 0.69 cm), with
maximum error obtained using the DAS algorithm (Localisation error: 1.90cm,
Table 5.3).

Whilst reconstructed images using the other antennas successfully indicated
the location of the bone (Appendix B) — through visual verification — SMR,
SCR and localisation errors varied between the three antennas (Appendix B). An-
tenna A had higher SMR for images reconstructed using all imaging algorithms
with Antenna B having the least SCR for images reconstructed using all imaging
algorithms. Localisation errors were smaller for Antenna C and Antenna A com-
pared to Antenna B when using MUSIC and Kirchhoff migration while Antenna B
had the least localisation error when computed using confocal imaging algorithms
(DAS and DMAS). Localisation errors for all antennas and calculated using all
imaging algorithms were less than 2cm.
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| Anatomical model | Algorithm | SMR (dB) | SCR (dB) | Localisation error (cm)

|
| | DAS | 188088 | -0.3083 | 1.9008 |
| Duke | DMAS | 268214 | -0.6868 | 1.7946 |
| | MUSIC | 5114 | -2557 | 1.4052 |
| | Kirchhoff |  6.0287 | -3.3893 | 0.6969 |
| | DAS | 1398 | -27514 | 1.1133 |
| Ella - 22 | DMAS | 1457 | -7.5473 | 1.1752 |
| | MUSIC | 53665 | -2.7663 | 1.48 |
| | Kirchhoff |  2.0461 | -3241 | 0.9815 |
| | DAS | 188732 | -3.0647 | 1.0533 |
| Ella - 26 | DMAS | 233552 | -6.8105 | 1.0533 |
| | MUSIC | 8245 | -1.9048 | 1.75 |
| | Kirchhoff | 6.7864 | -1.3686 | 1.9332 |
| | DAS | 194456 | -3.7721 | 0.7647 |
| Ella - 30 | DMAS | 24641 | -6.179 | 0.7647 |
| | MUSIC | 71731 | -1.3928 | 2.85 |
| | Kirchhoff | 5145 | -1.2754 | 2.488 |
| ooas | - [ - : |
| Ella-22Posed | DMAS | - | - | - |
| | MUSIC | 28905 | -4913 | 2.6766 |
| | Kirchhoff | -0.1612 | -4.7139 | 2.0088 |
| B I : |
‘ Ella - 30 Posed ‘ DMAS ‘ - ‘ - ‘ - ‘
| | MUSIC | 7.8944 | -33131 | 1.6901 |
| | Kirchhoff | -1.2796 | -3.67141 | 1.202 |

Table 5.3: Metrics of reconstructed images computed using data collected from
Antenna C. Values with ’-” indicate the bone could not be determined in the re-
constructed image. SCR, signal-to-cluster ratio; SMR, signal-to-mean ratio; DAS,
delay-and-sum confocal imaging; DMAS, delay-multiply-and-sum confocal imag-
ing; MUSIC, multiple signal classification;
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Detection of femur in the Duke model

Figure 5.6: Reconstructed images of the thigh and femur using Antenna C and
the Duke anatomical model. The hotspot indicates the location of the bone. The
black dots indicate the true circumference of the bone as obtained from Sim4Life
and the red dots indicate the location of the antennas. a) Reconstructed im-
age obtained using delay-and-sum (DAS). b) Reconstructed image obtained using
delay-multiply-and-sum (DMAS). ¢) Reconstructed image obtained using multi-
ple signal classification (MUSIC). d) Reconstructed image obtained using Kirchhoff
migration. The colour scale represents the normalised magnitude of scattering cal-
culated using the imaging algorithms.

Reconstructed images of Ella-22 (Figure 5.7), Ella-26 (Figure 5.8) and Ella-
30 (Figure 5.9) visually indicated the location of the bone when imaged using
all four imaging algorithms. SMR and SCR values generally increased with BMI
scores for each imaging algorithm with maximum SMR (DAS: 19.4456dB, DMAS:
24.6410dB, MUSIC: 7.1731dB, Kirchhoff: 5.14dB) and SCR (DAS: -3.7721dB,
DMAS: -6.1790dB, MUSIC: -1.3928dB, Kirchhoff: -1.27dB) obtained for the Ella-
30 model. Localisation errors for images reconstructed using confocal imaging
(DAS and DMAS) reduced with higher BMI scores, with the smallest error ob-
tained for the Ella-30 model (DMAS: 0.7647mm). However, localisation errors
obtained using MUSIC and Kirchhoff migration increased with BMI scores (Ta-
ble 5.3). Within each model, SMR was highest for images reconstructed using
DMAS with highest SCR obtained using Kirchhoff migration for Ella-26 and Ella-
30 models. While comparable localisation errors were obtained between the four
algorithms for Ella-22, localisation errors obtained using the confocal imaging al-
gorithms were lesser than those obtained using MUSIC or Kirchhoff migration for
Ella-26 and Ella-30 models. Similarly, whilst images obtained using Antenna B
and Antenna A visually indicated the location of the bone (Appendix B), SMR
were highest for Antenna A when calculated using confocal imaging algorithms
and highest for Antenna B when calculated using MUSIC and Kirchhoff migra-
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tion (Appendix B). Localisation errors for Antenna B were generally higher than
Antenna A and Antenna C. Analogous to Antenna C, localisation errors reduced
for Antenna A and B with increased BMI scores when calculated using confocal
imaging algorithms and increased with BMI scores when calculated using MUSIC
and Kirchhoff migration (Appendix B).

Detection of femur in the Ella (BMI 22) model
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Figure 5.7: Reconstructed images of the thigh and femur using Antenna C and the
Ella-22 anatomical model. The hotspot indicates the location of the bone. The
black dots indicate the true circumference of the bone as obtained from Sim4Life
and the red dots indicate the location of the antennas. a) Reconstructed im-
age obtained using delay-and-sum (DAS). b) Reconstructed image obtained using
delay-multiply-and-sum (DMAS). ¢) Reconstructed image obtained using multi-
ple signal classification (MUSIC). d) Reconstructed image obtained using Kirchhoff
migration. The colour scale represents the normalised magnitude of scattering cal-
culated using the imaging algorithms.
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Detection of femur in the Ella (BMI 26) model
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Figure 5.8: Reconstructed images of the thigh and femur using Antenna C and the
Ella-26 anatomical model. The hotspot indicates the location of the bone. The
black dots indicate the true circumference of the bone as obtained from Sim4Life
and the red dots indicate the location of the antennas. a) Reconstructed im-
age obtained using delay-and-sum (DAS). b) Reconstructed image obtained using
delay-multiply-and-sum (DMAS). ¢) Reconstructed image obtained using multi-
ple signal classification (MUSIC). d) Reconstructed image obtained using Kirchhoff
migration. The colour scale represents the normalised magnitude of scattering cal-
culated using the imaging algorithms.
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Detection of femur in the Ella (BMI 30) model
a) DAS | b) DMAS
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Figure 5.9: Reconstructed images of the thigh and femur using Antenna C and the
Ella-30 anatomical model. The hotspot indicates the location of the bone. The
black dots indicate the true circumference of the bone as obtained from Sim4Life
and the red dots indicate the location of the antennas. a) Reconstructed im-
age obtained using delay-and-sum (DAS). b) Reconstructed image obtained using
delay-multiply-and-sum (DMAS). ¢) Reconstructed image obtained using multi-
ple signal classification (MUSIC). d) Reconstructed image obtained using Kirchhoff
migration. The colour scale represents the normalised magnitude of scattering cal-
culated using the imaging algorithms.

Reconstructed images obtained using MUSIC and Kirchhoff migration meth-
ods for the Ella-22-posed (Figure 5.10) and the Ella-30-posed (Figure 5.11) models
visually indicated the location of the bone. Localisation errors were within 2.5cm
for both models using both the imaging algorithms, with SMR calculated using
MUSIC greater than that calculated using Kirchhoff migration. Reconstructed
images obtained using confocal imaging algorithms (DAS and DMAS) and An-
tenna C failed to identify the bone with images produced using Antenna B and
any algorithm failing to to produce images of the bone.

136



Investigating the feasibility of applying microwave imaging in biomechanical
applications: Simulation

Detection of femur in the Ella (BMI 22) posed model
a) MUSIC b) Kirchhoff migration

1

08571

07143 07143

tensity

z

05714 £

05714 2

Y-coordinates (cm)

rmalised pixel i

>
Y-coordinates (cm)

01429

18 20
X-coordinates (cm) X-coordinates (cm)

18 20

Figure 5.10: Reconstructed images of the thigh and femur using Antenna C and
the Ella-22 anatomical model in a pose mimicking a phase of the gait cycle. The
hotspot indicates the location of the bone. The black dots indicate the true cir-
cumference of the bone as obtained from Sim4Life and the red dots indicate the
location of the antennas. a) Reconstructed image obtained using multiple signal
classification (MUSIC). b) Reconstructed image obtained using Kirchhoff migra-
tion. The colour scale represents the normalised magnitude of scattering calculated
using the imaging algorithms.

Detection of femur in the Ella (BMI 30) posed model
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Figure 5.11: Reconstructed images of the thigh and femur using Antenna C and
the Ella-30 anatomical model in a pose mimicking a phase of the gait cycle. The
hotspot indicates the location of the bone. The black dots indicate the true cir-
cumference of the bone as obtained from Sim4Life and the red dots indicate the
location of the antennas. a) Reconstructed image obtained using multiple signal
classification (MUSIC). b) Reconstructed image obtained using Kirchhoff migra-
tion. The colour scale represents the normalised magnitude of scattering calculated
using the imaging algorithms.
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5.5 Discussion

The results of our study indicate the femur can be successfully detected from the
skin surface — in both static and posed configurations— using microwave imaging,
with data collected from a limited number of wearable antennas in the absence of
coupling liquid. In addition to the above, the applicability and generalisability of
our results are underscored by our detection of the femur in anatomical models of
varying BMI scores and genders.

Various antennas have been proposed for microwave biomedical imaging ap-
plications, with a frequency range between 0.5-3GHz proposed for optimal pene-
tration into the human body and for optimal image resolution. We investigated
three antenna types operating in the above frequency range — a dipole antenna
[12], a triangular patch antenna [110] and a wideband patch antenna [251] — in
this study. The two patch antennas were originally designed to work when im-
mersed in a coupling liquid and proposed for brain tumour detection. The dipole
antenna was selected due to its availability with the software, Sim4Life, and due
to its resonant frequency being within the optimised range. We parametrically
altered the shapes of the two patch antennas — in order to apply them in the
absence of coupling liquid and whilst making direct contact with the human body
— to optimise coupling with the human body. Our results indicate that the three
antennas resonated at different frequencies, with all frequencies being within the
optimal range. Additionally, the three antennas had sufficient coupling with the
slab of muscle as indicated by S11 < -10dB. The three antennas were tested on
four anatomical models, representing different sexes and people of different BMI
scores.

Images were reconstructed using confocal imaging, DAS and DMAS, the MU-
SIC algorithm and the Kirchhoff migration algorithm. These imaging algorithms
have predominantly been applied to detect the location of small scatterers such
as tumours in the breast and brain [149, 206, 233] with very few studies investi-
gating the application of these algorithms to detect extended scatterers like the
bone (embedded in muscle) [187, 217]. Therefore, our successful application of the
above algorithms to detect the bone, with data collected under specific conditions,
underscore the novelty of our investigation and results.

For all images reconstructed using confocal imaging algorithms, we observed
maximum localisation errors of less than 2cm, with both SMR and SCR showing
the presence of a scatterer (femur is considered a scatterer in muscle due to the
difference in electric properties between muscle and bone). The localisation error
was in a similar range to those obtained for tumour detection [206, 234], and
bone imaging studies applying different imaging algorithms [217]. Additionally,
similar to other studies comparing DAS and DMAS confocal imaging algorithms,
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we obtained less artefacts and smaller localisation errors with DMAS compared
with DAS. Contrary to our initial assumption, localisation errors reduced with
BMI scores, with the smallest localisation obtained for the Ella-30 model. We
hypothesise that this may be attributed to a closer match between the calculated
velocity (to time-shift the signal) to that of the actual velocity, as the permittivity
of muscle is used to determine the velocity and the Ella-30 model has a higher
proportion of muscle (by volume) compared with other models.

We also observed that the reconstructed images, obtained using confocal imag-
ing algorithms, are not able to accurately represent the shape and size of the
underlying bone, with the reconstructed bone shown at the muscle-bone interface.
We hypothesise that this is a limitation of confocal imaging, which uses a simpli-
fied calculation of speed to time-shift the signal, thereby it only focuses on the
location of maximum scattering, which is ideal for small scatterers (such as tu-
mours) but not for extended scatterers (such as bones). Despite this, the location
of the scatterer is within 2cm of the actual bone centre, which is sufficient for the
projection of markers.

Results obtained from MUSIC were not only able to successfully determine the
location of the femur from the skin surface in all anatomical models, but were also
able to obtain the general shape and size of the bone. Similar to confocal imaging
algorithms, MUSIC has predominantly been applied for imaging small scatterers
218, 219]. However, Ruvio [217] leveraged a variation of MUSIC (interferometeric
MUSIC) to qualitatively image the bone. Specifically, they immersed a pig shank
(with muscle, fat and bone layers) in a coupling liquid alongside the antennas, and
reconstructed images at each frequency were multiplied with each other to reduce
image artefacts. The authors reported reconstruction errors (localisation errors)
of 2.78cm and 4.23cm, with no SMR or SCR values reported.

In our investigation, we leveraged a variation of MUSIC (wideband MUSIC)
wherein images reconstructed at each frequency were summed together to reduce
image artefacts. We obtained a maximum localisation error of 2.85cm across the
four anatomical models, with both SMR and SCR values indicating the presence of
a scatterer. We observed increases in SMR values with BMI scores, similar to the
trend observed in confocal imaging algorithms. However, localisation errors also
increased with BMI scores, in contrary to confocal imaging algorithms. Higher
SMR values with higher BMI scores may be attributed to a lower mean scattering
value in regions outside the object of interest (the bone) due to an increase in
volume of the region outside the bone. However, the increase in localisation error
with BMI scores when using MUSIC may be due to the decrease in the magnitude
of electric field values — a key component of the MUSIC algorithm — inside the
body with higher BMI scores, as there would be greater losses with higher volumes
of soft tissues.
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Similar results were obtained using Kirchhoff migration, with both the location
and the shape and size of the bone successfully reconstructed in all anatomical
models. Kirchhoff migration has been applied as an alternative imaging algorithm
to MUSIC, with results indicating that Kirchhoff migration is a fast, stable and
effective imaging technique for detecting both large and small scatterers [144],
although its efficacy does reduce for large scatterers. As applied above, Kirchhoff
migration, has not previously been investigated for bone imaging.

Our results indicate that Kirchhoff migration produces images with smaller re-
construction errors than MUSIC and comparable reconstruction errors to confocal
imaging, whilst also reconstructing the shape and size of the bone. Similar to
MUSIC, localisation errors increased with BMI scores. However, SMR values were
comparable across BMI scores. This difference could be attributed to the difference
in algorithms between MUSIC and Kirchhoff migration, wherein MUSIC detects
a scatterer based on projection of the scattering matrix onto the noise subspace,
whilst Kirchhoff migration utilises the entire scattering matrix to determine the
location of the scatterer.

Our results indicate that microwave imaging was able to detect the location
of the bone from the skin surface in models mimicking a phase of the gait cycle.
Validating the efficacy of microwave imaging in posed models was critical to eval-
uate the feasibility of microwave imaging for biomechanical applications. This is
because, as soft tissue deforms during motion, the distance of the bone from the
skin surface in a posed state would be different to that obtained at static poses.
Therefore, we also tested microwave imaging on the posed Ella-22 and Ella-30
models, as different magnitudes of soft tissue deformations were obtained from
the two models for the same pose, due to their differences in soft tissue volume.
The reconstructed images obtained using both MUSIC and Kirchhoff migration
clearly indicate the location of the bone, with localisation errors obtained using
MUSIC and Kirchhoff migration less than 2.8cm. Neither of the confocal imaging
algorithms, DAS or DMAS, were able to successfully reconstruct the bone, with
their reconstructed images showing a number of artefacts. Whilst we cannot say
for sure, we hypothesise that the efficacy of confocal imaging algorithms may be
affected by the computed imaging domain, with the angled imaging domain ob-
tained in posed models potentially affecting the back-scattering ability of confocal
imaging algorithms.

Whilst the results discussed above were primarily of those obtained using An-
tenna C, reconstructed images obtained using Antenna A and Antenna B also
visually indicated the location of the femur within the thigh (Appendix B). In
general SMR values for Antenna A were higher than Antenna B and Antenna C
for all anatomical models and for all imaging algorithms; notable exceptions were
for images reconstructed using MUSIC and Kirchhoff migration for Ella-26 and
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Ella-30 models wherein Antenna B had the highest SMR value. For images re-
constructed using confocal imaging algorithms, Antenna B had the smallest SCR
values, with no specific trend observed for images reconstructed using MUSIC and
Kirchhoff migration. Similar to Antenna C, localisation errors for Antenna A and
Antenna B reduced with increasing BMI scores when computed using confocal
imaging algorithms and increased with BMI scores when computed using MU-
SIC and Kirchhoff migration, with localisation errors obtained using Antenna B
generally higher than Antenna A and Antenna C. This may be attributed to the
decrease in electric field penetration obtained from Antenna B due to its higher
frequency of operation, resulting in greater scattering at the boundary of muscle
and fat rather than muscle and bone. Lesser penetration of electric field may also
attribute to increased power losses thereby reducing the magnitude of scattered
signals picked up at diametrically opposite antennas. With images reconstructed
using transmission parameters (S21 parameters), factors affecting S21 parameters
would affect the reconstructed image. The reduction in electric field penetration
could also be the reason why reconstructed images obtained using Antenna B failed
to successfully indicate the location of the bone for the posed models using any
of the imaging algorithms. Simulations using Antenna A and the posed models
could not be performed due to high computational demands.

In Chapter 3 we highlighted the reduction in efficacy of the most widely used
method to reduce STA, MKO methods, when applied to data with high magnitudes
of STA or to data obtained from subjects with high BMI scores. In Chapter 4, we
proposed a generalisable solution wherein markers were projected onto the bone
surface. Our results highlighted the potential clinical suitability and generalisabil-
ity of our proposed solution. Combining the results from the previous chapter and
this chapter, we have proposed a safe and cost-effective method to reduce joint
angle errors — specifically on hip joint angles most affected by STA — which may
have clinical applications. A potential prototype of our system would incorporate
a circular ring of wearable antennas[139] placed around the thigh with reflective
markers (or cluster of markers) attached on the ring. The absolute position of
the ring would be provided by the optoelectronic system, with the distance of the
bone from the ring computed using microwave imaging. This would enable the
projection of the cluster of markers onto the bone surface to reduce the effects of
STA. In the next chapter, we will expand our investigation of microwave imaging
to experimental validation.
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5.6 Conclusion, technical novelty and take-away
messages

In conclusion, our results have indicated that microwave imaging can be success-
fully applied in biomechanical applications, specifically to determine the location
of the bone from the skin surface. Our results were obtained under specific condi-
tions to evaluate the feasibility of microwave imaging: lesser number of antennas
and no coupling liquid. The conditions are pertinent for the development of a
wearable system, which is crucial for both the reduction of STA. In summary we
have shown that:

e Microwave imaging can be leveraged to locate the bone from skin surface
using wearable antennas. This is crucial for projecting skin-mounted markers
onto the bone surface to reduce the effects of STA

e Images were reconstructed under very stringent conditions underscoring the
viability of microwave imaging. The conditions were: lesser number of an-
tennas and no coupling liquid

e The femur was successfully located in anatomical models emulating different
BMI scores and in poses mimicking standing and a phase of the gait cycle

The novelty of our results are:

1. We were able to detect the femur for different ViP models mimicking various
BMI scores in both a standing pose and a pose mimicking a phase of the gait
cycle

2. The scattering data were collected under stringent conditions: No coupling
liquid and 8 antennas

3. The localisation error was less than 2cm in all locations

4. We believe this was the first study which applied the four investigated qual-
itative imaging algorithms (DAS, DMAS, MUSIC and Kirchhoff Migration)
to detect the location of the bone (a large scatterer)

The results of this chapter have been published in Scientific Reports [203], with
the two initial studies published in international conferences [200, 204].

The limitations of our study were primarily in the metrics utilised: SMR,
SCR and localisation error. These metrics were predominantly created for small
scatterers, such as breast tumours, which have a higher permittivity than the
surrounding medium. Whereas, in our investigation, the object of interest (the
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bone) is an extended target and is of a lower permittivity to that of the background
medium. Additionally, the imaging domain is made of heterogeneous layers — skin,
fat,muscle and bone — resulting in scattering at various boundaries. The above
reasons may have contributed to the negative SCR values and varying SMR values.
Whilst positive SCR. scores have been used as an indicator of tumours in breast
imaging studies, Reimer [208] reported negative SCR values for heterogeneous
and denser breasts. Similarly, localisation error has predominantly been applied
for small scatterers. Localisation error is calculated as the distance between the
location of the maximum intensity in the image to that of the expected location
of the scatterer. Therefore, localisation errors can be affected by: large hotspots,
wherein the maximum intensity may not be at the centre of the hotspot or the
maximum intensity may be obtained at a different hotspot than that of the object
of interest.

Another limitation in our microwave imaging investigation is the spread of the
high-intensity region in the reconstructed images. The spread of hotspots in the
reconstructed images obtained using MUSIC and Kirchhoff migration may also be
attributed to scattering obtained at multiple interfaces. Additionally, hotspots at
locations different to that of the bone may be caused by scattering at fat/muscle in-
terfaces, or by scattering from muscle/blood vessel interfaces. These interfaces are
more pronounced in images reconstructed using MUSIC and Kirchhoff migration
than images obtained using confocal imaging algorithms, as confocal imaging al-
gorithms do not leverage electric field values to generate images. To visually verify
if the reconstructed hotspots represented the bone, images were reconstructed for
simulations where the bone was attributed with electric properties of the muscle,
thereby removing the presence of the bone. This was also recommended by Reimer
[209] to determine locations of hotspot-artefacts, which are high-intensity regions
created at areas where there are no scatterers. Images in the supplementary data
(Appendix B) indicate reconstructions of both healthy scan data and data with
the bone present. Whilst healthy scan reconstructions using Kirchhoff migration
and confocal imaging algorithms are empty due to the nature of the algorithms,
healthy scan images reconstructed using MUSIC indicate scattering by fat/muscle
interfaces and muscle/blood vessel interfaces.

Therefore, despite the above limitations of applying metrics designed for de-
tecting small scatterers to applications with extended scatterers, we have shown
that microwave imaging can be applied in biomechanical applications, specifically
to locate the location of the bone from the skin surface.
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Chapter 6

Investigating the feasibility of
applying microwave imaging in
biomechanical applications:
Experimental

6.1 Introduction

In the previous chapter (Chapter 5) we determined the feasibility of applying
microwave imaging in clinical gait analysis; in this chapter we expand our in-
vestigation to experimental verification. The study carried out in this chapter
aims to expand and complement the simulation results obtained in the previous
chapter (Chapter 5). Section 6.2 provides the background for this chapter with
the methodology for the development of on-body antennas and tissue-mimicking
phantom detailed in Section 6.3. Results of the study are presented in Section 6.4
with the results discussed in Section 6.5. Section 6.6 concludes this chapter with
the key-takeaways from this study.

6.2 Background

Results from the previous chapter (Chapter 5) indicated that microwave imaging
can be applied to determine the location of the bone from the skin surface us-
ing wearable antennas, to enable the projection of skin-mounted markers onto the
bone surface, which we have shown aids in reducing joint angle errors (Refer to
Chapter 4). The scattering data for generating the images were obtained without
the use of coupling liquid and through the use of a limited number of antennas (8
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antennas). In addition, the bone was successfully located in the reconstructed im-
ages of anatomical models mimicking humans of varying body mass index (BMI)
scores and was also detected in models emulating a static pose and a pose mim-
icking a phase of the gait cycle. The results underscored the viability of leveraging
microwave imaging in gait analysis, specifically to determine the position of the
bone from the skin surface.

The primary aim of detecting the location of the bone from the skin surface is to
project markers onto the bone surface, to reduce the deleterious effect of soft tissue
artefacts (STA, refer to Chapter 4) on computed kinematics. Our investigation
described in Chapter 4 indicated that our proposed marker projection schemes
— wherein a cluster of markers is projected onto the bone surface — reduces
joint angle errors significantly, specifically in joint angles (internal/external hip
rotation) which are leveraged in surgical planning for children with CP [186, 260]
and which are most affected by STA (Refer to Chapter 2).

As previously reviewed, various imaging modalities can be applied to determine
the distance of the bone from the skin-surface. Amongst the imaging modalities,
two notable studies have proposed incorporating ultrasound imaging — a non-
ionising and cost-effective imaging modality compared to MRI, CT and fluoroscopy
— to determine the location of the bone and hence compensate for STA [129, 130,
160, 161].

However, in order to overcome the drawbacks of ultrasound imaging, specifi-
cally in gait analysis — the need for a probe to be held at the location to be imaged,
the need for coupling liquid to improve resolution and the differences in gait caused
by the weight of the probe and associated cables [77, 171] — we proposed lever-
aging microwave imaging, also a safe (non-ionising), low power (negligible heating
effects) and cost-effective imaging modality [67].

Our results from the previous chapter (Chapter 5) indicated the viability of
applying microwave imaging in clinical gait analysis, wherein the femur was de-
tected on simulated, dielectrically accurate human models of varying body mass
index (BMI) scores. The data was collected under conditions aimed to emulate a
wearable system: limited number of antennas and antennas making direct contact
with the skin (no coupling liquid).

In this chapter we aim to expand our investigation to experimental phantoms,
wherein the goal is to detect a bone mimicking phantom by applying microwave
imaging to data collected without coupling liquid and through the use of a limited
number of antenna/scanning positions.
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Figure 6.1: The general setup of microwave imaging systems, which consist of an
imaging domain, an array of antennas, a vector network analyser and a radio-
frequency switch [126].

6.3 Methods

6.3.1 Antenna development

The antennas developed for this study were based on the dual-patch antiphase
antennas, proposed to work in the absence of any coupling medium whilst making
direct contact with the skin [156]. The original design of the antennas incorporated
a balun (180° phase and power splitter) with probe feeds placed on the opposite
and far-side of the patches, to increase the penetration of the electric field into the
human body. However, the balun leveraged in the initial [156] study (ZFSCJ-2-232-
S+, Mini-circuits [4]) did not allow for the development of a wearable device, with
the baluns and matching circuit connected via cables (Figure 6.2 a). Therefore,
the following changes were made to the antenna proposed in the initial study [156]
to tailor it for our investigation:

e The incorporation of a surface mount (SMT) balun (SYPJ-2-222+, Mini-
circuits [5]) to allow for the development of a wearable antenna

e The use of varying patch and substrate sizes to develop three antennas op-
erating at different frequency ranges
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Balun (ZFSCJ-2-232-5+, Mini-circuits) Balun (SYPJ-2-222+, Mini-circuits)  SMA connector {input to antenna)

Dual-patch antiphase antenna Dual-patch antiphase antenna

Figure 6.2: Comparison of antenna proposed by Makarov [156] and our antenna.
a) The dual patch antiphase antenna proposed by Makarov [156] where the balun is
connected by cables. b) Front and back sides of our modified dual patch antiphase
antenna with a surface mount balun and SMA connector. SMA: SubMiniature
Version A

The antenna structure (printed circuit board [PCBJ, land design and traces
on the antenna) were re-developed to incorporate an SMT balun. Probe fields
were placed on the near-side (and opposite) of the patches to reduce power losses
(Figure 6.2 b).

To investigate the effect of varying frequency ranges on reconstructed images,
three dual-patch antiphase antennas operating at differing frequency ranges were
developed. Three different resonant frequency ranges were chosen: < 0.750 GHz,
0.750 GHz — 1.2 GHz and > 1.5 GHz. These frequency ranges were chosen to op-
timise both, penetration into the human body and resolution of the reconstructed
image [24, 105, 165]. Using our SMT antenna as the base, a parametric study
was performed in Ansys High Frequency Simulation Software (HFSS) Electron-
ics Desktop 2023R2 [15], where the substrate height and patch sizes were altered
to maximise antenna efficiency (S11 and S21 parameters) at the requested centre
frequency. A high fidelity model of the antennas (including the traces, matching
circuits, SMA connector and balun) were developed in Ansys HFSS [15], with two
antennas placed on either side of a cuboid (block) attributed with the dielectric
properties of muscle (Figure 6.3). The conditions for determining the most efficient
antenna design were:

e Increased coupling with the muscle block, identified through lower S11 (re-
flection) levels. The condition was set as 'S11 (in dB) < -10dB’.

e Increased coupling with the antenna on the other side of the muscle block,
therefore increasing penetration into the human body. This was identified
through higher S21 (transmission) levels. The condition was set as ’S21 (in
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dB) >= -30dB’. The second condition had a greater weight than the first
condition.

The electrical properties of muscle were chosen for the cuboid as they are the
largest tissue by volume at the thigh, and muscle has an absorbing and highly
resistive nature to the flow of electrical field. The block was of a sufficiently large
size to prevent S21 parameters from being affected by surface currents (length: 18
cm, breadth: 18 e¢m, height: 6 cm). The three developed antennas are henceforth
referred to as the three antenna types.

Additionally, two antennas from each of the three developed antenna types were
fabricated using commercially available materials for experimental validation.
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Figure 6.3: Setup for the parametric study to optimise antennas. The block is
attributed with properties of muscle with the conditions of the study to determine
the best parameters which optimise coupling and transmission through the block.

6.3.2 Experimental phantom development

A two layer phantom of muscle and bone was developed to experimentally validate
the feasibility of applying microwave imaging to detect the location of the bone
from the muscle surface. The two layer phantom was designed to represent the
thigh of a human with an average BMI score where muscle makes up the largest
proportion of tissue.

Cylindrical moulds were 3d printed in acrylonitrile butadiene styrene (ABS), to
cast both the muscle and bone portions of the phantom. The bone and muscle were
designed to have a radius of 2.25 cm and 6.25 cm respectively, with both having
a height of 20 cm. The bone was fabricated using polyurethane impregnated with
carbon black powder to provide the requisite permittivity and conductivity [23].
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Isopropanol was added to the mixture to reduce the viscosity during the casting
stage, aiding in the removal of large voids. The ratios are provided in Table 6.1.

Once the mixture had settled, the bone phantoms were removed from the ABS
moulds and positioned in the moulds for the muscle. The muscle mixture was made
from a mixture of ethanediol, deionised water, and salt held together with gelatine
[214]. The mixture required heating to 60°C to ensure complete incorporation of
the gelatine. The ratios of the materials used for the muscle layer are provided
in Table 6.1. The muscle mixture was subsequently poured into the muscle mold
(with the bone phantom placed in it) when the gelatine had been completely
absorbed.

Dimensions
Height (cm) Radius (cm)

Tissue mimicking material Composition

Carbon black: 4% (specific volume)
Bone 20 2.25 Polyurethane: 96% (specific volume)
TIsopropanol: 3mL/100g

Ethanediol: 48%

Inner radius = 2.25 | Water: 40%

Outer radius = 6.25 | Salt: 2%

Gelatine: 10%

Muscle 20

Table 6.1: Dimensions and composition of leg phantom created to validate mi-
crowave imaging algorithms and the antennas

Three phantoms were created using the above steps with two phantoms con-
taining a bone layer and one phantom containing just the muscle-mimicking layer.

A layer of skin-mimicking material was not added to the phantom due to the
following reasons:

e Whilst the gelatinous nature of the muscle provided sufficient support for
the placement of antennas, it did not provide support for a solid layer of skin
to be added, as the weight of a skin layer is substantially higher than that
of the antennas.

e Alternative recipes for skin-mimicking phantoms required a higher temper-
ature, which would have resulted in the melting of the gelatinous layer.

The dielectric properties of the phantom materials were validated using the
principle of resonant cavity perturbation (RCP) [213]. Specifically, the system
contains a hollow metal cylinder, with holes in the top and bottom plates, which
resonates at approximately 1 GHz, with a Q-factor of 3000, when empty. When a
sample of dielectric material is inserted into the sensor (Figure 6.4), the resonant
frequency and Q-factor reduce. This variation in resonant frequency and Q-factor
is measured by a network analyser connected to the cavity, which determines the
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complex permittivity of the sample. Detailed descriptions of the setup is provided
in Appendix C.
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Figure 6.4: Schematic of the setup for the resonant cavity perturbation method
for determining dielectric properties of tissue-mimicking materials [213].

6.3.3 Data collection: Simulation

Three simulated phantoms — of the same dimensions and materials as the exper-
imental phantoms — were modelled in Ansys HFSS Electronics Desktop 2023R2
[15]. Two of the phantoms were modelled with bones, with the bone in one phan-
tom (simulation phantom 1) placed almost at a diametrically opposite location to
the bone in the other phantom (simulation phantom 2). The bones were modelled
as cuboids — to differentiate from experimental phantoms — with a width of 2.5
cm and height of 20 em. The third phantom (simulation phantom 3) only consisted
of the muscle layer and was used to obtain the reference or empty scan data.
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Figure 6.5: Simulation environment of simulated phantom 1, where the square
bone is embedded in a cylindrical muscle and 8 antennas are placed around and
in contact with the cylinder. Cylinder is of height 20 cm and radius 6.25 cm.

During simulation, 8 antennas (of a single antenna type) were placed equidis-
tant on a circle around the phantom, with the dual-patches of the antennas in direct
contact with the muscle layer (Figure 6.5). Three simulations were performed for
each of the three antenna types using: simulation phantom 1, simulation phantom
2 and simulation phantom 3 (empty phantom).

For all simulations, the model (a phantom and eight antennas) was surrounded
by a radiation boundary of appropriate size, to absorb the inward radiation incident
on it. Additionally, all simulations were performed at the resonant frequency of the
antenna with a maximum delta S value of 0.005, to ensure that both S21 and S11
parameters were accurate up to —60dB, with an additional interpolating sweep in
the frequency range of 0.5 — 2.3 GHz at steps of 0.01 GHz. The automatic adaptive
mesh setting with lambda refinement was chosen for all simulations.

S-parameters (both reflection and transmission) were recorded in each simula-
tion. Additionally, electric field values inside simulation phantom 3 were recorded
for each antenna type. A grid of 5 mm spacing was used to record the electric field
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values. The electric field was used in-lieu of the Green’s functions for the imaging
algorithms discussed below. Computation of Green’s functions for inhomogenous
background medium are computationally expensive, and whilst the phantom used
in this study has only muscle-mimicking material, the phantom is supposed to
represent the human thigh, which is inhomogenous.

To compare experimental and simulated models of the antennas, one antenna
from each of the three antenna types was also simulated radiating into air and into
muscle.

6.3.4 Data collection: Experimental

An antenna holder with eight slots was 3D printed to be placed around the ex-
perimental phantom to collect data. Two antennas of each type were fabricated.
The data from the antennas were collected using a vector network analyser (VNA,
8714ES Hewlett Packard) with the VNA calibrated prior to data collection. S-
parameters (S11 and S21) were collected in the frequency range of 0.5-2.3 GHz.

For each antenna type, the two fabricated antennas were slotted into the
antenna holder placed around the phantom, and reflection (S11) and transmis-
sion (S21) parameters were recorded (Figure 6.6). One of the antennas was
moved around the phantom (using the remaining slots) and 35 measurements
were recorded for each type of antenna and for each phantom. At each instant
only two slots had antennas in them with the other slots left unused. We assumed
that the effect of the unused slots on the overall transmission parameters were
minimal. Additionally, care was taken to not flex (bend) the coaxial cables during
data collection, thereby reducing the effect of flexed cables on S21 parameters.

Overall, each type of antenna had three sets of data (experimental phantom 1,
experimental phantom 2 and experimental phantom 3) with 35 measurements per
set of data.

In addition, reflection parameters (S11) were recorded for each antenna type
with the antenna radiating into air and when placed against the skin (radiating
into the human body). This was done to compare simulated and fabricated models
of the antenna.
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Figure 6.6: Data collection from the experimental phantom using the antenna
holder. The antenna slot closest to the camera is the location for antenna 1 and
the second antenna is rotated around the phantom

6.3.5 Imaging algorithms and metrics

Two qualitative imaging algorithms, the multiple signal classification algorithm
(MUSIC) [82, 218] and the Kirchhoff migration algorithm [17, 238] were inves-
tigated. MUSIC is built on the principle of time-reversal and has been exten-
sively applied in microwave imaging [190, 219]. In this study, the multi-frequency
variant of MUSIC was leveraged to reconstruct images at each frequency and
non-coherently sum them to produce the final image. This was done to reduce
artefacts in the reconstructed image and build on additional information obtained
at multiple frequencies [220]. In addition, electric field values inside the phan-
tom — computed in the empty phantom simulations (simulation phantom 3) —
were used in-lieu of the Green’s function. Similarly, a multi-frequency variant of
Kirchhoff migration was investigated in this study. Kirchhoff migration has also
been widely applied in microwave imaging [17, 238] and has been reported to be
a fast, stable and effective imaging technique for detecting small scatterers [144].
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The multi-frequency variation of Kirchhoff migration reportedly produces better
results than its single-frequency variations [188].

For both experimental and simulated S-parameters, data from a phantom con-
taining a bone were subtracted from data recorded using the empty phantom,
which were then fed to the imaging algorithm to reconstruct images and deter-
mine the location of the bone from the muscle surface. For all phantoms (both
simulated and experimental), the electric fields recorded using the empty simu-
lated phantom (simulation phantom 3) for each antenna type were used in lieu of
the Green’s function. For image reconstruction based on experimental data, two
analyses were pursued: for experimental phantom 1 reconstruction, the difference
in data collected from experimental phantom 1 and the simulation phantom 3 is
leveraged; for experimental phantom 2 reconstruction, the difference in data col-
lected from the experimental phantom 2 and experimental phantom 3 is used. This
was to validate whether simulated empty scans can be used in-lieu of experimental
empty scans. For both simulated and experimental phantom image reconstruc-
tions, only transmission data (S21) were leveraged. This was informed by both,
studies leveraging transmission parameters collected from antennas diametrically
opposite to the transmitting antenna [102, 103] to detect the object of interest,
and from our initial investigation into microwave imaging [200].

Visual verification of the reconstructed images was initially done to determine if
a hotspot (an indication of a scatterer) was present close to the true bone locations.
In addition to visual verification, three metrics were used to evaluate the accuracy
of the reconstructed image [208, 219]: Signal-to-cluster ratio (SCR), signal-to-
mean ratio (SMR) and localisation error. SCR compares the maximum response
within the object of interest to the maximum response in the region outside the
object of interest, and SMR compares the maximum response within the object of
interest to the average response outside the object of interest. Localisation error is
the difference between the expected centre of the object of interest to that of the
maximum response in the image. A higher SCR and SMR, typically > 0, indicates
a high-contrast localised region within the image. However, negative SCR values
have been reported for tumour imaging studies leveraging dense breasts [206]. For
all the metrics, the object of interest was the bone (specifically, the femur).

6.4 Results

6.4.1 Antennas

Three antennas incorporating an SMT balun and operating at different frequencies
were developed through the parametric study (Figure 6.7). Antenna 1 had the
same overall size as the antenna model proposed in the original study [156], but
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with a centre frequency at 0.653 GHz (whereas the antenna model proposed in the
original study resonated at 0.9 GHz). Antenna 2 resonated at 0.85 GHz and had
a smaller substrate thickness and smaller patch sizes compared with antenna 1.
Antenna 3 resonated at 1.75 GHz and had the same substrate thickness as antenna
1 but with smaller patch sizes. The dimensions of the three antennas are provided
in Table 6.2.

Antenna’l Antenna 1 Antenna g Antenna 2 Antehna 3 Antenna 3
| / 1 Y
0~ Back | Front

Figure 6.7: Three variations of antennas developed based on the dual-patch an-
tiphase antenna proposed by [156]

Antenna | Length (mm) | Breadth (mm) | Height (mm)
Antenna 1 ]E)Z?(fg; gg ]E)Z?(l:g; fg Board: 1.6
Antenna 2 ]E)Z?ég; 152 ]E)Z’?ES:: f(()) Board: 1.2
Antenna 3 ]E)Z?ég; i(L) ]E)Z’?ES:: f(()) Board: 1.6

Table 6.2: Dimensions of the three variations of dual-patch antiphase antennas
developed for this study

The three antennas were fabricated on commercially available FR-4 substrates
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of varying thickness (Table 6.2). All antennas were fabricated with outer copper
weight of loz. S11-parameters of the fabricated antennas closely matched the S11-
parameters of the simulated antennas when radiating into air (Figure 6.8 a-c) and
muscle (Figure 6.8 d-f).

Comparison of fabricated and simulated antennas
a) Antenna 1 radiating into air ,__b) Antenna 2 radiating into air 5 ___©) Antenna 3 radiating into air
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Figure 6.8: Comparisons of reflected parameters (S11) between simulated and
fabricated antennas when antennas are radiating into air (a-c) and muscle (d-f)

6.4.2 Phantom properties

Three tissue-mimicking multi-layered bone phantoms were created (Figure 6.9),
with two phantoms, experimental phantom 1 and experimental phantom 2, hav-
ing the bone located at two different locations; the third phantom (experimental
phantom 3) was made of just muscle-mimicking material, which was then used to
obtain the reference or empty scan data. Phantom 1 had the bone located on the
line connecting diametrically opposite antennas, antenna position 1 and antenna
position 5, with the position slightly closer to antenna position 5 (Figure 6.9 a).
Therefore, the bone was placed away from the centre position when viewed from
antenna position 1. Phantom 2 had the bone located in the region spanned by an-
tenna position 5 and antenna position 7. Therefore, the bone was located towards
the left and away from the centre when viewed from antenna position 1 (Figure 6.9
b). Experimental data were collected using the antenna holder and two antennas

of each antenna type (Figure 6.6).
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@ P )

Figure 6.9: Schematic vs manufactured phantoms. a) Schematic of phantom 1. b)
Schematic of phantom 2. ¢) Schematic of phantom 3. d) Manufactured phantom
1. e) Manufactured phantom 2. f) Manufactured phantom 3. The black circle in
the schematic represents the location of the bone, the blue circle that of muscle
and the orange rectangles the location of the antennas.

Cylindrical samples of length 40 mm and diameter 12 mm were created from
the bone and muscle phantoms. These samples were used to determine the di-
electric properties of each tissue-mimicking layer through the principle of RCP.
The permittivity of the bone and muscle samples, in addition to theoretical values
obtained from the IT’IS database [111] are provided in Table 6.3.

Tissue name Theoretical value at 1GHz Experimental value at 1GHz
Permittivity (F/m) | Conductivity (S/m) | Permittivity (F/m) | Conductivity (S/m)
Bone 12.4 0.2 12.5215 0.3414
Muscle 54 0.9 35 0.4

Table 6.3: Comparison of permittivity values between manufactured muscle and
bone mimicking tissues and theoretical values at 1 GHz

6.4.3 Image reconstruction

Our results indicate that the bone was detected — in both simulated and ex-
perimental phantoms — for the three antenna types (antennas resonating at dif-
ferent frequencies) and for all investigated imaging algorithms. The presence of
the bone (scatterer) was indicated by visual verification and through the three
metrics: SMR, SCR and localisation error. Images could not be reconstructed
for experimental phantom 2 using data collected from antenna 3, due to corrup-
tion of a subset of data. Subsequent data collection for experimental phantom 2
was impeded by shrinking of the phantom due to evaporation of water from mus-
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cle tissue-mimicking layer. Additionally, the outcome of experimental phantoms
could only be verified visually; metrics could not be computed as the true location
of the bone in the phantom could not be computed.

6.4.3.1 Image reconstruction: simulated phantoms

Bones were visually detected in both of the simulated phantoms (simulation phan-
tom 1 and simulation phantom 2) using all three antenna types and both the
imaging algorithms (Figures 6.10-6.12 a-d). Metrics indicated that images recon-
structed using antenna 3 detected the presence of the bone with higher fidelity
and accuracy than antennas 1 and 2. SMR values were maximum for images re-
constructed using antenna 3 for both the simulated phantoms and using both the
algorithms (MUSIC: 13.3 dB, 11.92 dB; Kirchhoff migration: 16.35 dB, 14.62 dB)
(Table 6.4) with images reconstructed using antenna 1 having the smallest SMR
values (MUSIC: 7.27 dB, 7.04 dB; Kirchhoff migration: 8.86 dB, 8.57 dB). Within
antenna SMR values for simulated phantom 1 were greater than for simulated
phantom 2, for both the imaging algorithms and all the antenna types (Table 6.4).
For images computed using MUSIC, localisation errors reduced from antenna 1 to
antenna 3, with maximum localisation errors less than 2.4 cm. For images com-
puted using Kirchhoff migration, comparable localisation errors were obtained for
all antennas, with maximum localisation error less than 2.4 cm (Table 6.4). SCR
values were between -1 and 1 dB for all reconstructed images.
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Antenna 1 results
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Figure 6.10: Reconstructed images of simulated and experimental phantoms using
antenna 1. a) Reconstructed image of simulation phantom 1 computed using MU-
SIC. b) Reconstructed image of simulation phantom 2 computed using MUSIC. ¢)
Reconstructed image of simulation phantom 1 computed using Kirchhoff migra-
tion. d) Reconstructed image of simulation phantom 2 computed using Kirchhoff
migration. e) Reconstructed image of experimental phantom 1 computed using
MUSIC. f) Reconstructed image of experimental phantom 2 computed using MU-
SIC. g) Reconstructed image of experimental phantom 1 computed using Kirchhoff
migration. h) Reconstructed image of experimental phantom 2 computed using
Kirchhoff migration. In all reconstructed images the red dots indicate antenna
locations and the black dots indicate the location of the bone.
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Antenna 2 results
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Figure 6.11: Reconstructed images of simulated and experimental phantoms using
antenna 2. a) Reconstructed image of simulation phantom 1 computed using MU-
SIC. b) Reconstructed image of simulation phantom 2 computed using MUSIC. ¢)
Reconstructed image of simulation phantom 1 computed using Kirchhoff migra-
tion. d) Reconstructed image of simulation phantom 2 computed using Kirchhoff
migration. e) Reconstructed image of experimental phantom 1 computed using
MUSIC. f) Reconstructed image of experimental phantom 2 computed using MU-
SIC. g) Reconstructed image of experimental phantom 1 computed using Kirchhoff
migration. h) Reconstructed image of experimental phantom 2 computed using
Kirchhoff migration. In all reconstructed images the red dots indicate antenna
locations and the black dots indicate the location of the bone.
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Antenna 3 results
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Figure 6.12: Reconstructed images of simulated and experimental phantoms using
antenna 3. a) Reconstructed image of simulation phantom 1 computed using MU-
SIC. b) Reconstructed image of simulation phantom 2 computed using MUSIC. ¢)
Reconstructed image of simulation phantom 1 computed using Kirchhoff migra-
tion. d) Reconstructed image of simulation phantom 2 computed using Kirchhoff
migration. e) Reconstructed image of experimental phantom 1 computed using
MUSIC. f) Reconstructed image of experimental phantom 2 computed using MU-
SIC. g) Reconstructed image of experimental phantom 1 computed using Kirchhoff
migration. h) Reconstructed image of experimental phantom 2 computed using
Kirchhoff migration. In all reconstructed images the red dots indicate antenna
locations and the black dots indicate the location of the bone.

Phantom Algorithm | SMR (dB) | SCR (dB) | Localisation error (cm)
7.27 -0.69 2.11
. MUSIC 11.12 0.14 1.45
Simulated phantom 1 13.30 0.39 0.39
8.86 -0.89 2.30
Kirchoft 14.48 -0.2072 2.30
16.35 -0.08 2.27
7.04 -0.31 2.11
. MUSIC 10.57 0.62 1.35
Simulated phantom 2 11.92 0.97 0.53
8.57 -0.78 2.31
Kirchoft 13.0 0.01 2.28
14.62 0.26 2.23

Table 6.4: Comparison of SMR, SCR and localisation errors between the three
antenna types, using the two imaging algorithms for the two simulated phantoms.
SCR, signal-to-cluster ratio; SMR, signal-to-mean ratio; MUSIC, multiple signal
classification;
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6.4.3.2 Image reconstruction: experimental phantoms

Bones were also visually located in reconstructed images of experimental phan-
toms. Through visual verification, our results indicated that reconstructed images
using antenna 2 showed the location of the bone with higher accuracy than antenna
1 and 3. For antenna 1, images reconstructed using MUSIC indicated the location
of the bone with greater clarity than images reconstructed using Kirchhoff migra-
tion (Figure 6.10 e-h). Specifically, reconstructed images of experimental phantom
1 using MUSIC accurately represented the location of the bone with images recon-
structed using Kirchhoff migration indicated a spread and an offset. Reconstructed
images of experimental phantom 2 using MUSIC and Kirchhoff migration repre-
sented the location to a high accuracy, with images reconstructed using MUSIC
affected by scattering at the edge of the domain and images reconstructed using
Kirchhoff migration again indicating spread and an offset (Figure 6.10 e-h).

Reconstructed images using data collected from antenna 2 (Figure 6.11 e-h)
indicated that the bone could be successfully located in both experimental phan-
tom 1 and experimental phantom 2 when MUSIC was leveraged with Kirchhoff
migration representing the location of the bone to high accuracy for experimental
phantom 1, and with lesser accuracy in experimental phantom 2.

Bones were again visually located in experimental phantom 1 (Figure 6.12
e-h) using data collected from antenna 3 and leveraging both MUSIC and Kirch-
hoff migration, with reconstructed images indicating that MUSIC produced lesser
artefacts and spread compared to Kirchhoff migration.

6.5 Discussion

The primary aim of this investigation was to validate — experimentally and in
simulation — the efficacy of applying microwave imaging in biomechanics, specif-
ically to determine the location of the bone from the skin surface. The data were
collected under specific conditions, with a limited number of antenna positions
and no coupling liquid, to mimic a wearable system. Our results indicate that
microwave imaging can be applied to determine the location of the bone from the
muscle surface, with the bone located successfully in reconstructed images of both
simulated and experimental phantoms.

Various antenna models have been proposed for microwave imaging applica-
tions, with the majority of the designs optimised to work when immersed in a
coupling liquid [210, 217, 219]. However, the need to incorporate coupling lig-
uid makes the development of a wearable system infeasible or not cost-effective
and cumbersome. Novel antennas — incorporating metamaterials [121, 125, 127],
custom-made materials [25] or unique designs [92, 156] — have been proposed to
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alleviate the need for coupling liquid. For example, one suggestion which removed
the need for a coupling liquid and provided direct contact with the imaged body
was an ultra-wide band horn antenna incorporating a substrate of dielectric value
equal to that of the average permittivity of the breast tissue [26]. However, the
antenna was fabricated using expensive materials, thereby increasing the cost and
reducing the cost-effectiveness of microwave imaging applications.

The novel on-body antenna design that was chosen as the baseline model in
this study, was designed to work in the absence of any coupling liquid and main-
tain direct contact with the skin [156]. The proposed antenna model incorporated
two patches, fed in antiphase through a balun, with the antennas fabricated using
commercially available materials (FR-4) and established fabrication techniques,
thereby making them a more cost-effective option. The antenna model was re-
ported to radiate lesser power into the body than a typical cellphone (radiating
0.1 W into the wrist [156]) and had been applied to distinguish transmission (S21)
parameters acquired from healthy and osteopenic bones. However, the components
used in the antenna were not conducive with a wearable device.

In our study, we built on this baseline antenna model [156] to develop wear-
able antennas which have the same form factor as the initial design, but with all
the components mounted on the antenna. This was accomplished by modifying
the existing design to incorporate an SMT balun, thereby requiring a change in
the overall design to reduce power loss. Additionally, we also developed three
antennas operating at different frequencies to evaluate the effect of frequency on
microwave imaging results. The development was done using a parametric study
to optimise both coupling into a slab of muscle and penetration into the muscle.
The developed antennas exhibited reasonable coupling and penetration, with the
three antennas resonating at three different centre frequencies. The three antenna
types were furthermore fabricated using commercially available materials, with
all antennas being lightweight allowing for the development of a wearable device
using 8 antennas. The experimental reflection (S11) parameters of the fabricated
antennas showed a good match to the simulated S11 parameters when the anten-
nas radiated in air and when the antennas were placed against a human body.
Furthermore, the S11 parameters also indicated that the antennas were optimised
to work when in direct contact with the human body.

The phantom developed in our study was a multi-layered solid bone phantom
comprising of muscle and bone layers. The bone phantom was made of carbon
black, graphite, urethane and isopropanol|23] with the muscle phantom made using
mixtures of ethanediol, deionised water and gelatine[214]. The developed tissue-
mimicking materials showed both a good match to theoretical values (specifically
the bone), but more pertinently indicated a large enough contrast between bone
and muscle layers, which is crucial for microwave imaging. The phantom also
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indicated good mechanical stability during data collection, as it was able to support
2 antennas and the antenna holder.

Reconstructed images of both the simulated phantoms and the experimental
phantoms indicated that the location of the bone could be identified. In simulated
phantoms, antenna 3 was able to visually detect the location of the bone with
higher accuracy than antennas 1 and 2. Notably, the images reconstructed using
antenna 1 had a significant spread and the images reconstructed using antenna 2
only detected the edges of the bone closest to the muscle surface. This was also re-
flected in the SMR and localisation metrics, as the reconstructed images produced
using antenna 3 had the highest SMR values and smallest localisation errors. The
smallest SMR and SCR values were obtained for images reconstructed using an-
tenna 1, which can be attributed to the hotspot artefact (a high-intensity region
that does not correspond to any known locations of scatterers [209]) observed close
to the center.

The poorer performance of antenna 1 can likely be attributed to the relationship
between lower frequencies and loss in image resolution. Antenna 1 resonates at a
frequency considerably lower than that of antenna 3 (0.63 GHz versus 1.65 GHz
respectively) and hence would have proportionally poorer image resolution. The
reason antenna 2 was only able to detect edges closest to the muscle surface, can
likely be attributed to the antenna model. Despite the antenna resonating at a
center frequency (0.8 GHz) which allows for both considerable improvements in
resolution and penetration, the S11 parameters of simulated antenna 2 indicated
that only 40% of the signal was being transmitted into the phantom. The improved
performance of Antenna 3 can be attributed to a high image resolution obtained
by its high resonant frequency and the considerable coupling achieved with the
phantom: as indicated by its S11 and S12 parameters (Figure 6.8).

The variation in the results between simulation phantom 1 and simulation
phantom 2 for each antenna type can be attributed to the difference in the location
of the bone in the muscle phantom. The bone phantom was located closer to the
surface in simulation phantom 1 compared to simulation phantom 2.

Our experimental results indicate that microwave imaging can be applied to
locate the bone from the surface of the phantom. Visual verification — which is
widely applied in microwave imaging applications [219, 253, 254] — indicates that
the bone was successfully located in both the phantoms. In contrast to the sim-
ulation results, reconstructed images of experimental phantom 1 using antenna 3
indicated an offset with considerable spread of the high-intensity region (when re-
constructed using both MUSIC and Kirchhoff migration). Whereas reconstructed
images using both antennas 1 (leveraging MUSIC) and 2 indicated a very high ac-
curacy in determining the location of the underlying bone in both the experimental
phantoms.
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Images of experimental phantom 1 were reconstructed using the difference be-
tween data collected using experimental phantom 1 and simulation phantom 3,
whilst images of experimental phantom 2 were reconstructed using the difference
between data collected using experimental phantom 1 and experimental phan-
tom 3. Electric field values recorded inside simulation phantom 3 were used
in-lieu of Green’s function for reconstructed images of both experimental phan-
tom. This may account for the differences in reconstructed images of the two
experimental phantoms when using data collected from the same antenna. As
our results indicate, the permittivity values of both experimental tissue-mimicking
layers varies from their respective theoretical (simulated) counterparts. Therefore,
Green’s function computed using simulated phantoms may not match the Green’s
function of the experimental phantom. As reconstructed images are sensitive to
the accuracy of the Green’s function[16, 123, 124, this discrepancy may affect the
reconstructed images of experimental phantoms.

The variation in antenna performance in reconstructed images of simulated
and experimental phantoms can, in part, be attributed to the differences between
fabricated and simulated antennas, coupled with the differences between simulated
and experimental phantoms as discussed above. Our results show that fabricated
antenna 2 had better coupling with human-tissue equivalent materials compared
to simulated antenna 2. This could have affected the performance of simulated
antenna 2. Antenna 3’s poorer performance on experimental phantoms could be
attributed to the differences in permittivity between simulated and experimental
phantoms, thereby affecting its performance.

Notably, our results indicate that images can be successfully reconstructed us-
ing experimentally collected data with reference (empty scan) data obtained from
simulations. Therefore, empty experimental phantoms do not need to be manufac-
tured for most applications, thereby underscoring the applicability of microwave
imaging in biomechanical applications.

Additionally, qualitative microwave imaging algorithms — MUSIC and Kirch-
hoff migration — were applied, to reduce computational demand and enable real-
time processing. These two algorithms have primarily been applied to detect
small scatterers[190, 219, 220]. Studies investigating the application of these al-
gorithms (and similar variations like direct sampling method[124], orthogonality
sampling method[133]) to extended scatterers (scatterers whose size is comparable
to the wavelength of the wave in the surrounding medium) have reported vary-
ing efficacies[151, 190], with results indicating that the full shape of an extended
scatterer may not be reconstructed[190] and that redesigning the imaging function
may improve the reconstructed images[123]. In addition, whilst microwave imag-
ing is primarily applied to detect scatterers with higher permittivity compared
to their background medium, the bone has a lower permittivity compared to its
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background medium (muscle) which has also been reported to affect the quality
of reconstructed images[189]. Compounding these challenges, the data was ob-
tained using a limited number of antennas which has been reported to reduce the
sensitivity and accuracy of the reconstructed image[133].

The above factors may have had an effect on our reconstructed images. Our
results obtained using MUSIC, particularly those from the experimental phantoms
using antenna 3, indicated a spread of high-intensity area which represents multiple
scattering inside the phantom instead of localising scattering at the boundary of
bone and muscle. Similar results were obtained in studies investigating extended
scatterers[190], who reported that whilst MUSIC can be successfully be applied
to determine the location of the scatterer, its ability to determine shape is less
effective for extended scatterers.

Our results obtained using Kirchhoff migration indicated that the quality of
reconstructed images — assessed visually in terms of detecting the location of the
bone — improved with higher frequencies, in both simulated and experimental
phantoms. Whilst Kirchhoff migration has been noted as a fast, stable and effec-
tive imaging technique [144], it is more sensitive to model assumptions and noise
compared with MUSIC. We hypothesise that this may explain our results obtained
using Kirchhoff migration, as they exhibit a greater spread and offset when com-
pared with images reconstructed using MUSIC. Despite the spread, the location of
the bone was successfully determined from images reconstructed using Kirchhoff
migration for all experimental phantoms.

This study has addressed the challenges posed by STA in gait analysis, as
outlined in Chapter 2, through the development and validation of novel solutions
detailed in Chapters 3 and 4. The implications of these findings for clinical practice
are discussed in Chapter 5, highlighting the potential for improved diagnosis and
treatment of gait disorders.In summary, Chapter 2 outlined the challenged posed
by STA with Chapter 3 highlighting the reduction in efficacy of the most widely
used method to reduce STA, MKO methods, when applied to data with high
magnitudes of STA or to data obtained from subjects with high BMI scores. In
Chapter 4, we proposed a generalisable solution wherein markers were projected
onto the bone surface. Our results highlighted the potential clinical suitability
and generalisability of our proposed solution. In Chapter 5 we investigated the
suitability of leveraging microwave imaging to detect the location of the bone from
the skin surface: to enable projection of markers (our solution in Chapter 4). Our
results from simulated models indicated that microwave imaging can be applied
in clinical gait analysis, with the femur detected in simulated models of varying
BMI scores and in different poses. Combining the results from Chapter 4 and
Chapter 5, a potential prototype of our system would incorporate a circular ring
of wearable antennas[139] placed around the thigh with reflective markers (or
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cluster of markers) attached on the ring. The absolute position of the ring would
be provided by the optoelectronic system, with the distance of the bone from
the ring computed using microwave imaging. In this Chapter, we expanded our
investigation from simulation to experimental validation. Our results indicate that
the bone was detected in tissue-mimicking phantoms using wearable antennas.
The results from this study underscore the potential applicability of our proposed
solution.

6.6 Conclusion, technical novelty and take-away
messages

In conclusion, this study has validated — both experimentally and in simulation
— the effectiveness of applying microwave imaging in gait analysis, specifically to
determine the location of the bone from the skin (muscle) surface. The proposed
solutions significantly enhance gait analysis accuracy, with promising implications
for clinical applications.

The data collected in this study were taken under specific conditions — fewer
number of antenna positions and no coupling liquid — to facilitate the development
of a wearable system. In summary we have shown that:

e Microwave imaging can be leveraged to locate the bone from skin surface
using wearable antennas in experimental phantoms. This is crucial for pro-
jecting skin-mounted markers onto the bone surface to reduce the effects of

STA

e Development of antennas — optimised to be used in the absence of coupling
liquid — is a crucial element for the successful implementation of microwave
imaging

e Our novel multi-layered bone phantom represents the dielectric contrast
found in an average human thigh - with large percentage of the thigh being
muscle tissue

e Both, MUSIC and Kirchhoff migration, can be leveraged to detect the loca-
tion of the bone. But images reconstructed using Kirchhoff migration may
contain additional artefacts and an offset

e Reference scan data obtained from simulations may be used in-lieu of ref-
erence scan data obtained from phantoms not incorporating the object of
interest. However, the simulations should incorporate high fidelity models of
the experimental setup
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The novelty of our results are:
1. We were able to detect the femur in experimental tissue-mimicking phantoms

2. The scattering data were collected under stringent conditions: no coupling
liquid and lesser number of antennas

3. The bone was also detected in analysis using data collected from simulated
empty phantom in-lieu of experimental empty phantom data. This highlights
the generalisability of the approach.

The two key limitations of this investigation were the mismatch between theoretical|7]
and experimental permittivity values of the muscle-mimicking layer, and the lack
of true bone position in experimental phantoms which rendered the computation
of imaging metrics for experimental phantoms infeasible. Two distinct recipes for
tissue-mimicking phantoms were leveraged to develop the multi-layered phantom,
with the muscle-mimicking layer having a large discrepancy in dielectric values
compared to theoretical values[7]. Whilst the difference in dielectric values be-
tween bone and muscle were sufficient to image the bone, the above discrepancy
could affect the reliability of the results. This may be alleviated in future investi-
gations by leveraging multi-layered recipes proposed for the knee[245].

The second limitation, of not determining the exact location of the bone phan-
tom in the muscle phantom, was an operational mistake which resulted in calcu-
lation of imaging metrics unfeasible. Whilst visual verification can be applied to
detect the accuracy of reconstructed images, future work would ensure that the
position is calculated to enable calculation of metrics.

An additional limitation of this study is that the metrics used for the detection
of point-like scatterers were applied to extended scatters. The metrics leveraged
were predominantly created for small scatterers, such as breast tumours, which
have a higher permittivity than the surrounding medium. Whereas, in our inves-
tigation, the object of interest (the bone) is an extended target and is of a lower
permittivity to that of the background medium. This may have attributed to the
negative SCR and varying SMR values, with negative SCR values been reported
for heterogeneous and denser breasts[208]. Additionally, localisation error which
is calculated as the distance between the location of the maximum intensity in the
image to that of the expected location of the scatterer, can be affected by large
hotspots or hotspots not centered at the location of the bone thereby producing a
large value.

We believe our results may be used to further research into the biomechanical
application of microwave imaging; in particular, as an alternative to currently used
imaging modalities such as ultrasound imaging.
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Chapter 7

Conclusions and future work

7.1 Introduction

In this chapter we discuss the results and findings of all the investigations carried
out in this thesis with the aim to provide a cohesive summary of the novelty and
breadth of work carried out in this thesis. We also highlight key areas for future
work which would enable further development of the key ideas proposed in this
thesis for clinical application.

7.2 Discussion and conclusion

The worldwide incidence of cerebral palsy (CP) is 2-3 per 1000 livebirths [246],
with intoeing gait one of the most common gait abnormalities in children with CP.
The surgical treatment for intoeing gait is femoral derotation osteotomy.

Femoral derotation osteotomy can be carried out proximally, diaphyseally or
distally [176], with success of the surgical intervention depending on pre-operative,
intra-operative and post-operative factors. Criteria for performing the surgery
varies [83, 186], with one proposed criteria suggesting passive internal rotation
greater than 50° , external hip rotation less than 30° and at least 15° of internal
hip rotation during the stance phase of gait.

The above joint angles are generally computed through clinical gait analysis,
wherein markers mounted on the patient’s skin are used to compute joint an-
gles during walking. Whilst the marker-based optoelectronic systems can provide
sub-millimeter accuracies in tracking of the markers, the clinical usability of the
computed joint angles are affected by soft tissue artefacts (STA).

STA are discrepancies in bone movement computed using skin-mounted mark-
ers when compared with actual bone movement, and are primarily caused by the
sliding, stretching and movement of active and passive soft tissues between the
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skin-mounted markers and the underlying bone. STA are subject- and task-specific
with a frequency similar to that of actual bone movement, rendering traditional fil-
tering methods ineffective [58]. Kinematic errors due to STA can be in magnitude
of 20° invalidating the clinical usability of skin-mounted marker based data [194].
For example, the recommendation of 15° was to account for inaccuracies in clinical
gait analysis due to STA [228], with McGinley [163] reporting that the hip inter-
nal/external rotation angle had the most error in 3-D gait analysis, undermining
pre-operative planning for femoral derotation osteotomies.

Various solutions have been proposed to reduce the impact of STA on computed
kinematics: STA models, novel segment optimisation methods, novel pose estima-
tors and novel multibody kinematic optimisation (MKO) methods. Amongst the
numerous solutions proposed, MKO methods are the most widely applied solu-
tion to ameliorate the impact of STA and have been integrated in commercially
available musculoskeletal modelling software [78, 81]. Despite their widespread
adoption, MKO methods (and most proposed solutions) have two main limita-
tions: no single solution has been found to be effective in reducing the impact of
STA for all studied motions and participants; most of the proposed methods have
been validated on participants with healthy body mass index (BMI) scores, despite
evidence indicating a positive correlation between STA magnitude and BMI scores
[54].

In this thesis we have proposed and investigated methods to reduce the impact
of STA on computed kinematics during clinical gait analysis, with a focus on joint
angles most affected by STA and which are leveraged in surgical planning for
children with CP.

Firstly in Chapter 3, our initial study, we evaluated the efficacy of MKO meth-
ods when applied to data obtained from participants of varying BMI scores. This
was to highlight the challenges posed by STA in gait analysis and the ineffective-
ness of current methods applied in clinical gait analysis. Both of these challenges
were highlighted through our literature review in Chapter 2.

Additionally, we also investigated the usability of residual error as a goodness
of fit metric. Residual errors, or marker residual errors, have been widely used
as a measure of kinematic accuracy with lower residual errors indicative of higher
kinematic accuracy [137, 195]. However, studies have questioned the validity of
residual errors as a goodness of fit metric.

We therefore investigated the impact of the MKO pipeline on residual errors
and determined if there was a causal relationship between residual errors and
joint angle errors. Through our study we aimed to: underscore the importance of
testing proposed MKO methods on subjects of varying BMI scores; and determine
whether residual errors can be used as a metric in the absence of artefact-free bone
movement. Our results indicated that residual errors are significantly affected by
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each step of the MKO pipeline, and an increase in residual errors is correlated with
increases in joint angle errors when employing the same MKO pipeline. Addition-
ally, we also reported that residual errors increase with BMI scores when MKO
methods are applied to data with varying magnitudes of STA or data obtained
from subjects of varying BMI scores, indicating that the efficacy of MKO methods
reduces when applied to data obtained from participants with higher BMI scores.
Through this study we underscored the importance of the investigations carried
out in the thesis and the necessity of an STA solution which can be applied to a
wide variety of participants.

With the results of our initial study (Chapter 3) underscoring the current
lack of a generalisable solution to reduce STA in gait analysis, we proposed and
evaluated two novel marker projection schemes to reduce the impact of STA in
Chapter 4. Our proposed marker projection schemes were built on the projection
scheme proposed by Begon [43], wherein we proposed projecting markers onto
the bone surface rather than on a requested axis as proposed by Begon [43]. We
hypothesised that our projection schemes would be able to overcome the limita-
tions of the projection scheme proposed by Begon [43] and additionally leverage
artefact-free bone movement to improve accuracy of computed kinematics. We
leveraged a dataset — containing both skin-mounted markers and artefact-free
bone movement acquired using fluoroscopy (which was used as reference) — to
evaluate our marker projection schemes. Our results indicated that our proposed
projection schemes not only significantly reduced kinematic errors in joint rota-
tions most affected by STA, but also improved the quality of computed kinematics,
as evidenced by a higher correlation with artefact-free bone movement when com-
pared with kinematics computed using un-projected markers. Additionally, our
results indicated that our proposed projection schemes performed better than the
one proposed by Begon [43]. With the dataset covering a wide variety of sub-
jects and motions, our findings also indicate that our proposed solution may be
generalisable. The results of this chapter — wherein errors in joint angles used
in surgical planning were reduced — highlighted the potential clinical usability of
our proposed solutions.

With our proposed, novel projection of markers schemes indicating its capa-
bility to reduce errors due to STA, we further investigated a novel method to
determine the location of the bone from the skin surface, to enable projecting
the markers onto the bone surface. As the soft tissues deform during motion,
the location of the bone from the skin surface would vary, thereby necessitating a
wearable system. Whilst MRI, fluoroscopy and CT have been previously applied
in biomechanics to visualise the movement of bones, they are not cost-effective nor
do they offer a wide field of view, with fluoroscopy and CT exposing the subject
to potentially harmful (ionising) radiation. Two studies have proposed ultrasound
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imaging as an alternative imaging modality [129, 159] to reduce the effects of STA.
However, incorporating ultrasound imaging in biomechanical applications have the
following drawbacks: the need for a probe to be held at the location to be imaged,
a radiologist’s input when images are unclear, and the need for a coupling lig-
uid. In addition, attaching an ultrasound probe to the body has found to alter
the gait of children with CP due to the weight of the probe and holder [171].
To overcome these limitations we investigated another safe, cost-effective imaging
modality: microwave imaging.

Microwave imaging has been widely applied in breast and brain tumour detec-
tion. Microwave imaging leverages the differences in electrical parameters (permit-
tivity and conductivity) between various tissues and between healthy and patho-
logical tissue to reconstruct images of the object of interest. Some applications
of microwave imaging determine both the location and electric properties of the
object of interest, with algorithms for such applications solving a nonlinear and
ill-posed problem. These algorithms, quantitative or tomographic imaging algo-
rithms, are computationally demanding and require significant a priori knowledge
[16, 165, 167] of the object to be imaged, the background permittivity and con-
ductivity and the value of the electric field at each point in the imaging domain
at every iteration. Another class of algorithms, qualitative imaging algorithms,
which work in real-time and are computationally less demanding, only locate the
object of interest and do not determine the electrical properties of the object of
interest. We investigated these algorithms as they are more suitable for biome-
chanical applications. However, these algorithms have only been applied to detect
small scatterers and have not been applied to detect extended scatterers, like the
bone embedded in muscle. Additionally, generic microwave imaging setups — for
both classes of algorithms — are static and require both the antennas and the ob-
ject to be imaged to be immersed in a coupling liquid. With these requirements,
microwave imaging has not been applied in biomechanical applications to the best
of our knowledge.

We investigated the suitability of applying microwave imaging in gait analy-
sis in Chapter 5. The suitability was verified by collecting data under specific
conditions, which we hypothesised would facilitate the development of a wearable
system. The conditions were: limited number of antenna (antenna positions) and
no coupling liquid. We performed two feasibility studies: a simulation study using
dielectrically accurate anatomical models of varying BMI scores in both a standing
pose and a pose mimicking a phase of the gait cycle; an experimental validation
where we developed a novel multi-layered bone phantom containing muscle and
bone layers to determine the location of the bone from the muscle surface. For
both the studies we proposed novel antennas which were based on pre-existing
designs but modified to work in the absence of coupling liquid and to optimise
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propagation into the human body.

Results from our simulation study (Chapter 5) indicated that microwave imag-
ing can be applied in gait analysis, with the reconstructed images visually indi-
cating the location of the femur for all anatomical models, both in the standing
pose and in a pose mimicking a phase of the gait cycle. The errors between the
reconstructed bone and actual bone location were less than 3cm.

Based on the promising results of Chapter 5, in Chapter 6 we expanded our in-
vestigation of applying microwave imaging in gait analysis to experimental valida-
tion. We fabricated antennas and tissue-mimicking phantoms, with the phantoms
consisting of a muscle-mimicking outer layer and a bone-mimicking inner cylinder.
Through data collected using the same conditions as the previous chapter — lim-
ited number of antenna (antenna positions) and no coupling liquid — our results
indicated that the bone phantom was detected in all tissue-mimicking phantoms.
Additionally, the antennas had a small form-factor with all the required compo-
nents mounted on the surface of the antenna, allowing for a wearable device, with
the weight of the overall system similar to EMG sensors commonly applied in
clinical gait analysis.

In conclusion, we proposed and investigated a method to reduce STA, which
not only reduced kinematic errors in joint rotations most affected by STA, but
also improved correlation with true bone movement. Our results, specifically the
marker projection schemes, significantly reduce errors in computed internal /exter-
nal hip rotation, with non-significant reductions in hip flexion/extension and hip
adduction/abduction. In addition, the results were obtained for a wide variety of
participants performing various tasks. The reduction in errors are in joint rota-
tions used for pre-operative planning for femoral osteotomies, thereby potentially
improving the clinical accuracy of optoelectronic data and improving the outcome
of femoral osteotomies. This underscores the clinical usability of both our proposed
marker projection schemes and the overall project.

We further complemented these findings by investigating an imaging modality,
not previously applied in biomechanics, which would allow for determination of
the bone location during motion. The imaging modality, microwave imaging, is
cost-effective and safe, with our results from both simulation and experimental
studies indicating that microwave imaging can be applied to detect the location of
the bone from the skin surface for subjects of varying BMI scores and that it can
be applied in a wearable fashion.

Combining the results from the thesis, we have proposed a safe and cost-
effective method to reduce joint angle errors — specifically on hip joint angles
most affected by STA — which may have the capacity to be applied clinically. A
potential prototype of our system would incorporate a circular ring of wearable
antennas[139] placed around the thigh with reflective markers (or cluster of mark-
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ers) attached on the ring. The absolute position of the ring would be provided by
the optoelectronic system, with the distance of the bone from the ring computed
using microwave imaging. This would enable projection of the cluster of markers
onto the bone surface to reduce the effects of STA.

7.3 Limitations and future directions

Whilst to the best of our knowledge, the investigations in this thesis are the first
to combine biomechanics and microwave imaging, we have identified areas wherein
future work would enable development and subsequent clinical implementation of
the ideas proposed in this thesis.

In each chapter, we have provided limitations of the methodology we adopted
and the assumptions we made. In this section, we shall expand on those limitations
with a focus on how future work could complement our findings and further validate
the effectiveness of our findings in solving issues in clinical gait analysis for a diverse
population.

In Chapter 3 where we investigated the efficacy of MKO methods and suit-
ability of residual marker errors as a metric, we leveraged a dataset containing
experimental data collected from healthy participants of varying BMI scores in
the lab, and a dataset containing simulated data wherein STA — modelled based
on published STA models — were added to the skin-mounted markers. We believe
that this investigation and our findings could be further enhanced by leveraging a
dataset containing both skin-mounted marker data and artefact-free bone move-
ment data from participants with a wide range of BMI scores. We believe findings
from such a study would not only underscore our results but also highlight the
deleterious effect of STA on clinical gait analysis and the effect higher BMI scores
could have on solutions currently implemented in clinical gait analysis to reduce
the effect of STA, specifically multibody kinematic optimisation methods.

Such a dataset would also aid the further validation of our marker projec-
tion schemes proposed in Chapter 4. Our current results highlight the benefit
our marker projection schemes may have on clinical applications such as surgical
planning for intoeing gait in children with CP. Validation of the proposed marker
projection schemes in locations other than the femur, and for a greater range of
motions and participant characteristics, may highlight other clinical benefits. We
therefore believe the development of such a database would benefit the field of
biomechanics, specifically clinical gait analysis.

In chapters 5 and 6, we investigated microwave imaging as a potential al-
ternative to ultrasound imaging. This was primarily to overcome the limitations
of attaching ultrasound probes to the subject, and to investigate a new imaging
modality with prior applications in breast and brain tumour imaging.
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Our investigation into the feasibly of applying microwave imaging in clinical
gait analysis was limited by several factors, not excluding time-constraints on soft-
ware and availability of ViP models, financial constraints limiting phantom devel-
opment, and equipment constraints limiting what investigations could be carried
out. Therefore, we believe the future work listed below could help take the research
forward and validate the effectiveness of applying microwave imaging in clinical
gait analysis.

In Chapter 5:

1. Investigating the feasibility of detecting the bone on different ViP models
and in poses mimicking the entire gait cycle

2. Analysing different antenna models such as antennas with coupling liquid
integrated into the design [109, 215]. Further investigation using antennas
developed for wearable applications such as those proposed for breast moni-
toring [196], may further aid the research

3. In our study, qualitative microwave imaging algorithms were investigated as
they were deemed the most suitable due to their applicability in real-time,
no need for a priori information and their less computationally demanding
nature. However, investigating different qualitative algorithms, time-domain
algorithms [197], quantitative algorithms and machine learning may comple-
ment our findings

In chapter 6:

1. Investigating the feasibility of imaging the bone using advanced phantoms
[245] would aid the research

2. Similarly to chapter 5, a comprehensive study using alternative antenna de-
signs may help identify ones which are optimal for application in clinical gait
analysis

3. Whilst the antenna developed in this thesis allowed for the development of
a wearable system, data were collected from a table-based vector network
analyser (VNA). We believe incorporation of portable VNAS and antennas
would allow for the further development and evaluation of a wearable device

Lastly, whilst we investigated microwave imaging as an alternative imaging
modality to ultrasound imaging, studies incorporating both ultrasound imaging
and microwave imaging have reported results with greater accuracy and with the
potential to image deep tissues [165, 168]. For example, a study has highlighted
the benefits of leveraging structural information acquired from ultrasound imaging
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with electromagnetic information acquired from microwave imaging to image fine
structural details[183]. This hybrid imaging modality may also be further explored
to aid subject-specific modelling for clinical gait analysis and provide not only the
location of the bone during motion but also the electrical properties of the bones
which maybe used for osteoporosis detection.

In conclusion, we believe our investigations have laid the foundations of a
solution which may be applied clinically to reduce the effect of STA and improve
the accuracy of clinical gait analysis. Specifically, our solution improves the quality
and reduces errors of joint angles which are used for pre-operative planning of
intoeing gait but which are also most affected by STA. Therefore, our solution
could potentially improve the clinical usability of the joint angles computed from
clinical gait analysis. However, further work based on the key areas listed above
would allow for further validation of the effectiveness of our proposed solution in
diverse populations and in real-world settings.
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Supplementary figures from
chapter 3

A.1 Impact of MKO pipeline on residual errors
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Supplementary figures from chapter 3

Relationship between segment scaling errors and total residual errors
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Appendix Figure A.1: How to read SPM figures: The red lines (upper and lower
for ¢-tests) indicate the critical threshold set at the respective alpha values (0.05
for ANOVA and 0.01 for post-hoc analyses). For ANOVA tests, if the critical
f-statistic field vector (the thick black line) is above the critical threshold, the
independent variables have a significant effect on the dependent variables. For
paired t-tests if the t-statistic field vector (the thick black line) is either below or
above the critical thresholds , the null hypothesis of equal means is rejected for
those frames. The t-values are differences between the mean of the two sample sets
and the variation that exists within the sample sets. For post-hoc analyses, if the
t-statistic field vector is above the upper critical threshold, then (meanA>meanB)
and vice versa if it is below the lower critical threshold. For all the post-hoc
analyses, meanA was the mean of the baseline model and meanB the mean of the
error incorporated model.

I) Results of a nonparametric one-way ANOVA analysis between total residual
errors acquired using the baseline model and three models with segment scaling
errors. The shaded area indicates scaling errors have a significant effect on total
residual errors (p=0.001). II) (a—c) Results of the post-hoc analyses using paired
t-tests in SPM between total residual errors acquired using the baseline model
and each of the models with segment scaling errors. The shaded area shows a
significant difference (p=0.001) in total residual errors with models with segment
scaling errors having statistically greater total residual errors. d) Cohen’s d effect
sizes between baseline model and three models with segment scaling errors. III)
The box plot shows the median total residual error between the four models.
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Appendix Figure A.2: How to read SPM figures: The red lines (upper and lower
for ¢-tests) indicate the critical threshold set at the respective alpha values (0.05
for ANOVA and 0.02 for post-hoc analyses). For ANOVA tests, if the critical
f-statistic field vector (the thick black line) is above the critical threshold, the
independent variables have a significant effect on the dependent variables. For
paired t-tests if the t-statistic field vector (the thick black line) is either below or
above the critical thresholds , the null hypothesis of equal means is rejected for
those frames. The t-values are differences between the mean of the two sample sets
and the variation that exists within the sample sets. For post-hoc analyses, if the
t-statistic field vector is above the upper critical threshold, then (meanA>meanB)
and vice versa if it is below the lower critical threshold.

I) Results of a nonparametric one-way ANOVA analysis between total residual
errors acquired using the three markersets. The shaded area indicates marker
weights have a significant effect on total residual errors (p=0.001). II) Post-hoc
analysis using paired t-tests in SPM between total residual errors acquired us-
ing each of the markersets. a) The shaded area indicates markerset with unequal
marker weights had a statistically higher total residual errors (p=0.001) compared
to the markerset with equal weights. MeanA is the WS1 and meanB is WS2. b)
Results indicate that total residual errors for the markerset with no thigh markers
is significantly higher (p=0.001) than the markerset with equal weights. MeanA
is the WS1 and meanB is WS3. ¢) Unequal marker weights resulted in statisti-
cally higher (p=0.001) total residual errors compared to markerset with no thigh
markers as indicated by the shaded region. MeanA is the WS2 and meanB is
WS3. d) Cohen’s d effect sizes between the three different weighting strategies.
[IT) The box plot shows the median total residual errors acquired using the three
markersets.
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A.2 Relationship between residual errors and joint

Comparison of joint angles acquired using models with segment scaling error compared to baseline model
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Appendix Figure A.3: How to read SPM figures: The red lines (upper and lower)
indicate the critical threshold set at the alpha values of 0.05. For paired t-tests if
the t-statistic field vector (the thick black line) is either below or above the critical
thresholds , the null hypothesis of equal means is rejected for those frames. The
t-values are differences between the mean of the two sample sets and the variation
that exists within the sample sets. For paired t-tests, if the t-statistic field vector
is above the upper critical threshold, then (meanA>meanB) and vice versa if it is
below the lower critical threshold. For all the paired ¢-tests, meanA was the mean
of the baseline model and meanB the mean of the error incorporated model.

a—e) Paired t-tests between joint angles acquired using baseline model and model
with maximum marker error of <0.5cm. Shaded region indicates significant vari-
ation in joint angles (p=0.001). f-j) Paired ¢-tests between joint angles acquired
using baseline model and model with maximum marker error of <1.25cm with
shaded region indicating significant variation between joint angles (p=0.001). k—o)
Paired t-tests between joint angles acquired using baseline model and model with
maximum marker error of <2cm. Shaded region indicates significant variation in
joint angles (p=0.001). p—t) Cohen’s d effect sizes between the three models for hip
flexion, hip rotation, hip adduction, knee flexion and ankle flexion. The columns
are for hip flexion, hip rotation, hip adduction, knee flexion and ankle flexion joint
angles respectively.
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Appendix Figure A.4: How to read SPM figures: The red lines (upper and lower)
indicate the critical threshold set at the alpha values of 0.05. For paired t-tests if
the t-statistic field vector (the thick black line) is either below or above the critical
thresholds , the null hypothesis of equal means is rejected for those frames. The
t-values are differences between the mean of the two sample sets and the variation
that exists within the sample sets. For paired t-tests, if the t-statistic field vector
is above the upper critical threshold, then (meanA>meanB) and vice versa if it is
below the lower critical threshold.

a—e) Paired t-tests between joint angles acquired using weighting strategy 1 and
2. Shaded region indicates significant variation in joint angles (p=0.001). MeanA
was WS1 and meanB WS2. f-j) Paired i¢-tests between joint angles acquired
using weighting strategy 1 and 3 with shaded region indicating significant variation
between joint angles (p=0.001). MeanA was WS1 and meanB WS3. k-o) Paired
t-tests between joint angles acquired using weighting strategy 2 and 3. Shaded
region indicates significant variation in joint angles (p=0.001). MeanA was WS2
and meanB WS3. p—t) Cohen’s d effect sizes between the three weighting strategies
for hip flexion, hip rotation, hip adduction, knee flexion and ankle flexion. The
columns are for hip flexion, hip rotation, hip adduction, knee flexion and ankle
flexion joint angles respectively.
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A.3 Joint angles computed from each model
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Appendix Figure A.5: Kinematic angles computed for 501 trials using the baseline
model and models emulating marker registration errors
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Appendix Figure A.6: Kinematic angles computed for 501 trials using the baseline
model and models emulating segment scaling errors
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(d) Knee Flexion Angle (e) Ankle Flexion Angle

Appendix Figure A.7: Kinematic angles computed for 501 trials using the baseline
model and models with different marker weights
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Appendix Figure A.8: Kinematic angles computed for 501 trials using the baseline
model and models with different joint constraints
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Supplementary data from
Chapter 5

B.1 Offset calculation for confocal imaging algo-
rithms
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Reconstruction of breast tumour using MERIT
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Appendix Figure B.1: Reconstructed image of a breast tumour obtained using
delay-multiply-and-sum (DMAS) confocal imaging algorithm. The breast tumour
datasets available in the MERIT toolbox [182] were leveraged to calculate the
offset. The black dot represents the expected location of the tumour and the red
dots indicate the location of the antennas.
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Supplementary data from Chapter 5

B.2 Antenna A results

Anatomical model | Algorithm | SMR (dB) | SCR (dB) | Localisation error (cm)
DAS 22.3 -0.7811 1.2644
Duke DMAS 33.66 -1.8504 1.2636
MUSIC 8.45 -1.3063 1.2251
Kirchoff 9.8599 -1.54 0.4567
DAS 25.8654 -1.2039 1.1259
Ella - 22 DMAS 34.4102 -2.7342 1.2423
MUSIC 5.5651 -2.2525 1.1798
Kirchoff 3.3058 -0.0879 2.822
DAS 23.349 -2.6896 1.1418
Ella - 26 DMAS 34.4086 -1.2473 0.9838
MUSIC 10.9836 -1.0424 0.6225
Kirchoff 8.9 -0.3356 3.6982
DAS 24.1648 -1.2733 0.6279
Ella - 30 DMAS 34.7851 -2.3189 -0.6279
MUSIC 11.8334 -0.6269 0.4949
Kirchoff 7.77551 -0.0206 3.1134
DAS NA NA NA
DMAS NA NA NA
Blla - 22 Posed MUSIC NA NA NA
Kirchoff NA NA NA
DAS NA NA NA
DMAS NA NA NA
Ella - 30 Posed MUSIC NA NA NA
Kirchoff NA NA NA

Table B.1: Metrics of reconstructed images computed using data collected from

Antenna A
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B.2.1 Duke

Duke Femur: Antenna 1

a) Without bone - DAS b) With bone - DAS ©) With bone - DAS - Offset corrected
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Appendix Figure B.2: Reconstructed image of the duke femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.
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Duke Femur: Antenna 1

Empty scan

Scan with bone
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Appendix Figure B.3: Reconstructed image of the duke femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.
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Duke Femur : Antenna 1 - Kirchoff

Empty scan Scan with bone

Y-coordinates (cm)
Y-coordinates (cm)

2 0 2 2 ] 2
X-coordinates (cm) X-coordinates (cm)

Appendix Figure B.4: Reconstructed image of the duke femur using the Kirchhoff
migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of
the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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B.2.2 Ella-22

Ella (BMI 22) Femur: Antenna 1

a) Without bone - DAS b) With bone - DAS ) With bone - DAS - Offset corrected
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Appendix Figure B.5: Reconstructed image of the Ella-22 femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.

191



Supplementary data from Chapter 5

Ella (BMI 22) Femur: Antenna 1 - MUSIC

Appendix Figure B.6: Reconstructed image of the Ella-22 femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.
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Ella (BMI 22) Femur: Antenna 2 - Kirchoff
Scan with bone
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Appendix Figure B.7: Reconstructed image of the Ella-22 femur using the Kirch-
hoff migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of
the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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B.2.3 Ella-26

Ella (BMI 26) Femur: Antenna 1
b) With bone - DAS
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Appendix Figure B.8: Reconstructed image of the Ella-26 femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.
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Ella (BMI 26) Femur: Antenna 1 - MUSIC

Empty scan

Scan with bone
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Appendix Figure B.9: Reconstructed image of the Ella-26 femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.
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Ella (BMI 26) Femur: Antenna 1 - Kirchoff

Empty scan Scan with bone
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Appendix Figure B.10: Reconstructed image of the Ella-26 femur using the Kirch-
hoff migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of

the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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B.2.4 Ella-30

Ella (BMI 30) Femur: Antenna 1
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Appendix Figure B.11: Reconstructed image of the Ella-30 femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.
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Ella (BMI 30) Femur: Antenna 1 - MUSIC
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Appendix Figure B.12: Reconstructed image of the Ella-30 femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.
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Ella (BMI 30) Femur: Antenna 1 - Kirchoff

Empty scan Scan with bone
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Appendix Figure B.13: Reconstructed image of the Ella-30 femur using the Kirch-
hoff migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of

the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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B.3 Antenna B results

Anatomical model | Algorithm | SMR (dB) | SCR (dB) | Localisation error (cm)
DAS 13.3602 -14.6164 1.101
DMAS 15.45 -25.4 1.1
Duke
MUSIC 8.0271 -4.2086 2.0798
Kirchoff 6.0287 -3.3893 2.7305
DAS 12.1513 -9.49 1.3062
Ella - 22 DMAS 17.8581 -14.14 1.0945
MUSIC 4.44 -2.6587 1.4424
Kirchoff 4.8225 -1.1626 1.9915
DAS 12.8605 -9.5323 1.2936
Ella - 26 DMAS 16.2551 -17.45 1.1665
MUSIC 11.0217 0.9914 2.7
Kirchoff 10.77 -0.151 3.84
DAS 14.11 -4.7 0.5764
Ella - 30 DMAS 20.4013 -9.8519 0.5764
MUSIC 9.9998 -1.2784 4.0728
Kirchoff 5.145 -1.2754 2.5728
DAS - - -
DMAS - - -
Ella - 22 Posed MUSIC - - -
Kirchoff - - -
DAS - - -
DMAS - - -
Ella - 30 Posed MUSIC - - -
Kirchoff - - -

Table B.2: Metrics of reconstructed images computed using data collected from

Antenna B
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B.3.1 Duke

Duke Femur: Antenna 2

a) Without bone - DAS b) With bone - DAS ©) With bone - DAS - Offset corrected
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Appendix Figure B.14: Reconstructed image of the duke femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.
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Duke Femur: Antenna 2
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Appendix Figure B.15: Reconstructed image of the duke femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.
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Duke Femur : Antenna 2 - Kirchoff
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Appendix Figure B.16: Reconstructed image of the duke femur using the Kirchhoff
migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of
the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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B.3.2 Ella-22

Ella (BMI 22) Femur: Antenna 2
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Appendix Figure B.17: Reconstructed image of the Ella-22 femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.
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Ella (BMI 22) Femur: Antenna 2
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Appendix Figure B.18: Reconstructed image of the Ella-22 femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.
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Ella (BMI 22) Femur: Antenna 1 - Kirchoff
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Appendix Figure B.19: Reconstructed image of the Ella-22 femur using the Kirch-
hoff migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of

the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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B.3.3 Ella-26

Ella (BMI 26) Femur: Antenna 2
b) With bone - DAS

) With bone - DAS - Offset corrected
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Appendix Figure B.20: Reconstructed image of the Ella-26 femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.
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Ella (BMI 26) Femur: Antenna 2 - MUSIC
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Appendix Figure B.21: Reconstructed image of the Ella-26 femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.

208



Supplementary data from Chapter 5

Ella (BMI 26) Femur: Antenna 2 - Kirchoff
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Appendix Figure B.22: Reconstructed image of the Ella-26 femur using the Kirch-
hoff migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of
the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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B.3.4 Ella-30

Ella (BMI 30) Femur: Antenna 2

a) Without bone - DAS b) With bone - DAS

) With bone - DAS - Offset corrected
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Appendix Figure B.23: Reconstructed image of the Ella-30 femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.
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Ella (BMI 30) Femur: Antenna 2 - MUSIC
Empty scan S
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Appendix Figure B.24: Reconstructed image of the Ella-30 femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.
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Ella (BMI 30) Femur: Antenna 2 - Kirchoff

Empty scan Scan with bone
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Appendix Figure B.25: Reconstructed image of the Ella-30 femur using the Kirch-
hoff migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of
the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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B.4 Antenna C results

Anatomical model | Algorithm | SMR (dB) | SCR (dB) | Localisation error (cm)
DAS 18.8088 20,3083 1.9008
Dike DMAS 76,8214 20,6868 17916
MUSIC 5114 2557 14052
Kirchoff 6.0287 73,3803 0.6969
DAS 13.08 27514 11133
S DMAS 157 75473 11752
MUSIC 5.3665 37663 143
Kirchoff 3.0461 3941 0.9815
DAS 18.8732 73,0647 1.0533
Ella - 26 DMAS 33,3552 6.8105 1.0533
MUSIC 8245 1.9048 175
Kirchoff 6.7864 13636 1.9332
DAS 19,4456 37721 07647
Ella - 50 DMAS 31641 6179 07647
MUSIC 71731 1.3928 5,85
Kirchoff 5115 12754 5,188
DAS - - -
DMAS - - -
Ella - 22 Posed MUSIC 5.8005 1913 3.6766
Kirchoff 0.1612 17139 5.0088
DAS - - -
DMAS - - -
Ella - 30 Posed MUSIC 78944 33131 1.6901
Kirchoff 12796 | 367141 1.202

Table B.3: Metrics of reconstructed images computed using data collected from

Antenna C
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B.4.1 Duke

Duke Femur: Antenna 3
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Appendix Figure B.26: Reconstructed image of the duke femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.
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Duke Femur: Antenna 3
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Appendix Figure B.27: Reconstructed image of the duke femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.
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Duke Femur : Antenna 3 - Kirchoff
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Appendix Figure B.28: Reconstructed image of the duke femur using the Kirchhoff
migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of
the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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B.4.2 Ella-22

Ella (BMI 22) Femur: Antenna 3
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Appendix Figure B.29: Reconstructed image of the Ella-22 femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.

217



Supplementary data from Chapter 5

Ella (BMI 22) Femur: Antenna 3 - MUSIC
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Appendix Figure B.30: Reconstructed image of the Ella-22 femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.
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Ella (BMI 22) Femur: Antenna 3 - Kirchoff
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Appendix Figure B.31: Reconstructed image of the Ella-22 femur using the Kirch-
hoff migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of

the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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B.4.3 Ella-26

Ella (BMI 26) Femur: Antenna 3
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Appendix Figure B.32: Reconstructed image of the Ella-26 femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.
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Ella (BMI 26) Femur: Antenna 3 - MUSIC
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Appendix Figure B.33: Reconstructed image of the Ella-26 femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.
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Ella (BMI 26) Femur: Antenna 3 - Kirchoff
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Appendix Figure B.34: Reconstructed image of the Ella-26 femur using the Kirch-
hoff migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of
the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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B.4.4 Ella-30

Ella (BMI 30) Femur: Antenna 3
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Appendix Figure B.35: Reconstructed image of the Ella-30 femur using confocal
imaging algorithms. a) Reconstructed image when no data is provided using DAS
(healthy scan - healthy scan). b) Reconstructed image of the femur using DAS.
No offset-correction has been applied to the true bone locations (black dots). ¢)
Reconstructed image of the femur using DAS. Offset-correction has been applied
to the true bone locations (black dots). d) Reconstructed image when no data
is provided using DMAS (healthy scan - healthy scan). e) Reconstructed image
of the femur using DMAS. No offset-correction has been applied to the true bone
locations (black dots). f) Reconstructed image of the femur using DMAS. Offset-
correction has been applied to the true bone locations (black dots). Red dots in
all images indicate the location of the antennas and black dots indicate the true
location of the bones as determined from Sim4Life.
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Ella (BMI 30) Femur: Antenna 3 - MUSIC
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Appendix Figure B.36: Reconstructed image of the Ella-30 femur using the MU-
SIC algorithm. a) Reconstructed image when no data is provided using MUSIC
(healthy scan - healthy scan). b) Reconstructed image of the femur using MUSIC.
Red dots in all images indicate the location of the antennas and black dots indicate
the true location of the bones as determined from Sim4Life.
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Ella (BMI 30) Femur: Antenna 3 - Kirchoff
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Appendix Figure B.37: Reconstructed image of the Ella-30 femur using the Kirch-
hoff migration algorithm. a) Reconstructed image when no data is provided using
Kirchhoff migration (healthy scan - healthy scan). b) Reconstructed image of the
femur using Kirchhoff migration. Red dots in all images indicate the location of
the antennas and black dots indicate the true location of the bones as determined
from Sim4Life.
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C.1 Dielectric Measurements on Phantom Ma-
terials (Unpublished work by Martin Robin-
son)

C.1.1 Introduction

This document details the methods used to measure the dielectric properties of
phantom materials, as part of Vignesh Radhakrishnan’s research into bone detec-
tion by microwaves. The methods for this particular application have not yet been
published. I hope that this information will be useful for future papers and thesis
chapters.

C.1.2 Method

The principle of the method is resonant cavity perturbation (RCP)[213], as shown
in Figure C.1. A hollow metal cylinder with holes in top and bottom plates
resonates, when empty, at approximately 1GHz, with a @ of about 3000. When
a sample of dielectric material is inserted into the sensor, this generally reduces
both the resonant frequency and the Q-factor. These changes are measured by
a network analyser connected to the cavity. A Matlab program calculates the
complex permittivity €* of the sample from the perturbation. The sensor must be
calibrated beforehand with materials of known permittivity. Both solid and liquid
samples can be measured.
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Appendix Figure C.1: Schematic of the setup for the resonant cavity perturbation
method for determining dielectric properties of tissue-mimicking materials [213].

C.1.3 Cavity

The sensor is a disc-shaped cavity formed in two parts from 10mm thick aluminium.
The outer diameter is 240mm and the height 47mm. The parts are tightly fixed by
24 screws, at distance 5Smm from the rim and equally spaced around it. Holes of
diameter 12.5mm in the centre of the two parts are aligned with the axis, to allow
the sample to be easily inserted. On the top plate are two SMA connectors on
opposite sides of the sample hole, at 55mm from the axis. The centre conductor
of each is attached to a 8mm vertical monopole antenna inside the cavity, i.e. a
short wire. By measuring the transmission coefficient S21 between the antennas
over an appropriate frequency range, the resonant peak in the frequency response
can be detected. A small depression in the cavity lid (not shown in figure) allows
a thermocouple to be inserted so that temperature can be read with a digital
thermometer (RS 52).

C.1.4 Network Analyser

Two SMA cables connect the cavity antennas to Ports 1 and 2 of a vector network
analyser (VNA, also called automated network analyser, ANA). The VNA sweeps
through a sequence of frequencies, at each one sending a signal out from Port 1, and
measuring what is received at Port 2 (reflection measurements are also possible).
The display is configured to show S21 in decibels against frequency (linear). A
cavity resonance shows, on the display, as a peak in the trace. The analyser is set
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up to find the resonant frequency f by continuously searching for the maximum S21.
The Q of the resonance can also be displayed by setting markers at the half-power
(-3dB) level; the VNA calculates @ from the ratio of f to bandwidth. The value of
f typically shifts negatively by 5 to 100MHz depending on the material. The Q can
be almost unchanged for a low-loss material, or fall to as low as 16. To perform
a measurement, the parameters for the empty cavity f0 and QO are first recorded.
The sample is then inserted through the holes, and the VNA display read again
for the ‘loaded’ f and Q. Temperature is also recorded. For the measurements on
phantom materials, the VNA was Hewlett Packard HP8753D, with initial settings:
frequency range 1020-1060MHz, 1601 points, intermediate frequency bandwidth
(IFBW) 300Hz, tracking on, search ‘max’, widths on, A-mode ‘Aref=1". If the
frequency shift ever became so large that the peak went out of range, the VNA
frequency span was temporarily increased.

C.1.5 Program

Data transfer is not yet automated, although this might be implemented in future.
The f and Q values from the VNA are copied into a Matlab m-file, which is then
run to output the required £*.

New m-files are created by copying an existing one and editing the parameters
therein. It is possible to have several measurements in one file, providing the
calibration constants are the same, or to split them over separate files.

The program first combines the changes in f and Q into a single quantity, the
complex frequency shift:

Af 1. 1
AQ 7 + QJA (Q) (C.1)

The complex permittivity is then obtained from the complex frequency shift

and two calibration parameters: A is ‘shape’; k is ‘sensitivity’:
AQ

R VN s (€-2)

The real part of ¢* is the (relative) real permittivity or dielectric constant. The
imaginary part (without the minus sign) is the loss factor. The ratio of these two
is the loss tangent. The conductivity (including dielectric losses) is given by:

o= —=2nfIm(e") (C.3)
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C.1.6 Solid and Liquid Samples

Solid samples should be machined or moulded into a cylindrical rod, length 40mm,
diameter 12mm. For such samples the calibration parameters are A=0.0038324,
k=0.0046842. Three plastic samples are available to perform a quality check.
These should yield permittivity measurements close to the following values: PTFE
2.0901 - 0.0004i, Perspex (acrylic) 2.7516 - 0.0206i, Nylon 3.1650 - 0.0460i. Liquid
samples need to be contained in a cylindrical vessel which has the same outer
diameter as the solid samples. Low-loss plastics are ideal for this purpose. The
‘empty’ measurement is made with the vessel in place but not yet filled. For
the measurements on phantom materials, the container was a hollow vial made
from ABS. The calibration parameters in this case are A= 0.017561, k=0.0028196.
Measurements on liquids can be checked by testing a material of known dielectric
properties. Water and saline (NaCl) solutions have been well characterised and
a parametric model has been published by Stogryn [244] that gives e* at the
required concentration and temperature. A Matlab function, stog3.m, has been
written to implement the Stogryn model. For example, distilled water at 20.8°C
has a concentration of zero, which gives an estimated permittivity of 79.56 - 4.41i.
Alternatively, data has been published by NPL [107] on the permittivity of several
liquids often found in laboratories, including methanol, ethanol and ethylene glycol
(ethanediol). It may be necessary to interpolate £* between the frequencies and
temperatures of the data tables in that report.

C.1.7 Calibration

The sensor has been calibrated by observing its output for several materials of
known £*, in order to optimise the values of A and k. A cost function is defined
as the rms absolute difference between ‘measured’ and ‘literature’ values.

feost = \/<|5*meas — %t ’2> <C4)

A simple parameter sweep of A and k is performed several times, with the
range being narrowed on each run until no further reduction in the cost function
is seen. It is not necessary to perform a full calibration, unless the size and shape
of the sample changes. Otherwise, it is sufficient to do a quality check with a test
sample as detailed above.
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