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Abstract

Deuteron photo-disintegration (γd → np) is a reaction that represents the simplest case in which

nuclear and hadron physics models can be tested. Despite this, associated polarisation analyses are

limited in terms of angular coverage and energy ranges, especially in observables related to the recoil

neutron. This is largely due to a lack in dedicated polarimetry equipment, and represents a roadblock

in global progress to understand high-energy phenomena such as hexaquarks, and quark-gluon degrees

of freedom.

To address this problem, this PhD thesis pioneers a new methodology for the parasitic measure-

ment of nucleon polarisation using kinematic reconstruction of (spin-dependent) nucleon-nucleus

scattering of reaction products, prior to their detection in large acceptance particle detector apparatus.

Following this novel approach, which requires no dedicated polarimeter, a determination of the double

polarisation observable, Cn
x′ , from deuteron photo-disintegration is presented, using Jefferson Lab’s

CLAS detector. The analysis utilises the (n,p) charge exchange reaction in CLAS’s "start counter"

(plastic scintillator) to determine the final state neutron polarisations. The results present the first

ever data for this observable above 0.7 GeV (photon beam energy) and significantly extend the

angular range of the world data set. This new data is largely statistically consistent with the previous

measurement of Cn
x′ by Bashkanov et al. [1] in the overlapping energy range of 0.4-0.7 GeV.

It is planned for the statistical accuracy of the presented result to be increased by the inclusion of

additional data. The analysis herein serves as a key proof of concept for future applications, including

a recommended similar analysis to be implemented with data from the more modern CLAS12 detector.

This paves the way for a plethora of additional analyses using existing data sets that would provide

crucial new constraints for hadron and nuclear physics.
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Chapter 1

Introduction

Understanding what our observable world is fundamentally made of is a seemingly basic pursuit

that has nonetheless grown at an accelerative pace, over millennia, into multiple deep and complex

scientific fields. Today, particle physics has spawned internationally collaborating laboratories and

facilities such as CERN, Fermilab, and Jefferson Lab, all with the shared goal of understanding the

sub-atomic world and the nature of matter.

As a PhD student, my first major contribution to this global effort is presented within this

thesis, in which I detail my analysis of a substantive sample of Jefferson Lab’s particle scattering

experimental data, and ultimately provide a measurement of recoil neutron polarisation in the reaction

of deuteron photo-disintegration, contributing to a lacking world data-set of associated observables.

More importantly, this analysis serves as a demonstration of a novel approach to measuring neutron

polarisation that bypasses the need for dedicated polarimetry equipment. It is hoped that this technique

paves the way for neutron polarisation to be measured in a plethora of other experiments and reaction

channels at Jefferson Lab, allowing for many high-impact analyses in the future.

Before delving into the specifics of my work and research, this introductory chapter will be focused

on covering the background knowledge required to understand the analysis and results presented

within this thesis; both my own work, and the results of previous measurements.

1
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1.1 The Standard Model

The standard model of particle physics defines elementary, fundamental particles (quarks and leptons)

which individually contribute to the known matter of the universe, each being replicated on an

astronomical scale. It also defines fundamental force-carrying particles (bosons) which individually

contribute to the fundamental forces. The model names and groups these particles into families and

generations as shown in Fig. 1.1.

Fig. 1.1 The standard model of fundamental particles, showcasing the currently known fundamental
contributors to matter and the fundamental forces; strong, weak and electromagnetic.

Each elementary particle has an indivisible and discrete (quantised) value of electromagnetic

charge, q, and spin, s (to be discussed later), as well as having an equivalent anti-particle, which

possesses equivalent mass yet opposite quantum values [2]. In particle physics, charge is given in

units of e, elementary charge, equal to the magnitude of charge carried by an electron (1.602×10−23

Coulombs). Anti-particles are usually denoted by a bar over their respective symbol (e.g. p̄), except

in cases such as the positron (the anti-electron) which is most commonly denoted by e+. Rest mass,

m, is given in units of eV/c2, useful for relativistic kinematics (see Appendix B for a brief overview).

As seen in the model (Fig. 1.1), all fundamental particles are either fermions or bosons. Fermions

come in "generations", with higher generation fermions having more mass, and being energetically

unfavourable, making them unstable and hence are less common in nature. For example, the electron
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(e−) has a mass of 0.511 MeV/c2, and does not naturally decay. The next generation’s equivalent

particle, the muon (µ−), is essentially a heavier electron, having a mass ∼ 200 times larger, and an

average lifetime of 2.2 µs before decaying into an electron [3]. Sequentially, the tauon (τ−) has a mass

∼ 17 times the mass of µ−, and an average lifetime around 7.6 million times shorter. This alludes to

some of the challenges particle physicists face when hunting for exotic matter.

The quarks come in 6 types, referred to as flavours, and contribute their properties to larger

particles (hadrons) that they constitute (to be explained more in the next section). To help keep track

of these properties, there are many quantum numbers associated with quarks, shown in table 1.1.

Table 1.1 Quark quantum numbers

quark flavour up (u) down (d) charm (c) strange (s) top (t) bottom (b)

charge (Q) +2
3 −1

3 +2
3 −1

3 +2
3 −1

3
Isospin (I) 1

2
1
2 0 0 0 0

Third component of Isospin (I3) 1
2 −1

2 0 0 0 0
Charm (C) 0 0 1 0 0 0
Strangeness (S) 0 0 0 -1 0 0
Topness (T ) 0 0 0 0 1 0
Bottomness (B′) 0 0 0 0 0 -1
Baryon number (B) 1

3
1
3

1
3

1
3

1
3

1
3

Hypercharge (Y ) 1
3

1
3 −2

3
1
3

1
3

1
3

Many quantum numbers first came about because it was observed that particle interactions seemed

to have rules, only permitting certain decays/exchanges, as if hidden properties were being conserved.

Many of the names first given to these observed strange properties have stuck, giving us the names

we have today. "Top" and "bottom" are sometimes referred to as "truth" and "beauty" respectively,

and some say that "strange" should instead be named "sideways", to maintain the directional theme.

Regardless, with the now established standard model, we can understand that, for example, the flavour

quantum numbers (strangeness, topness, etc.), are contributed by their respective quarks, and are

conserved through interactions mediated by the "strong" force. By convention, the sign of flavour

quantum numbers is chosen to be the same as its electric charge [4]. For instance, the negatively

charged strange quark has a strangeness of -1.

Baryons are particles made of three quarks. Before the understanding of quarks and the creation

of the standard model, baryon conservation was an observed law of the universe, and so quarks inherit

this conservation law by being given a baryon number (B) of 1
3 (there is similarly a lepton number, L,

owing to leptons being always conserved in the standard model). The majority of observable matter
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is fundamentally made of up and down quarks, but contributions from higher generation quarks are

possible. For example, a baryon that contains a contribution from a strange quark (but no quarks

of heavier flavour) is known as a hyperon, and there is great interest in how these particles interact

with conventional matter. Hypercharge, Y , is another conserved quantum number that builds upon

previous, considering in addition these higher generational quarks. An unfortunate consequence of

there being so many quantum numbers, particles, and variables in this field, is that sometimes the

same symbol can be used for different meanings, such as strangeness and total spin (S), or charge and

the general symbol for quark (q). For this reason, the symbol for bottomness, B′ is often denoted with

a prime symbol, to distinguish it from Baryon number, B.

So far, we have mainly discussed fermions. Fermions follow Fermi-Dirac statistics, meaning

they cannot overlap, similar to our familiar world of macroscopic objects - two tennis balls cannot

occupy the same space. On the quantum scale, this means that no two fermions may occupy the same

quantum state in a quantum system. This is known as the Pauli exclusion principle. Bosons, on the

other hand are not constrained by this rule, instead following Bosé-Einstein statitistics. This means

that multiple bosons can occupy the same space. Bosons are responsible for the fundamental forces,

an overview of which is given in Table 1.2. In the standard model, each of the fundamental forces

with the exception of gravity has a corresponding gauge boson that mediates it.

Table 1.2 The fundamental forces

Force Relative Strength Theory Mediator

Strong 10 Chromodynamics Gluon
Electromagnetic 10−2 Electrodynamics Photon
Weak 10−13 Flavordynamics W/Z boson
Gravitational 10−42 Geometrodynamics Graviton (hypothesised)

Table taken from [2]. The author notes that relative strength is ambiguous, as it depends on the source and
distance, therefore these numbers should not be taken literally.

To summarise, the standard model represents our current best understanding of the universe, being

very successful in its predictions and explanations of particle/hadron physics. However, while proving

to be a robust and useful model, it is not a complete theory. It does not explain phenomena such as the

universal matter to anti-matter imbalance, the apparent presence of "dark" matter in the universe, nor

does it incorporate the full theory of gravity, only having force carrier particles for three of the four

fundamental forces; strong, weak and electromagnetic.
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1.2 Hadrons

As mentioned in the previous section, all fundamental particles fall under two categories, bosons

(integer spin particles) and fermions (half-integer spin particles). A hadron is defined as being a

composite particle, consisting of two or more quarks (a bound state). Spin (s) will be explained more

clearly in the next section, however, note that quarks are particles of s = 1
2 , which can sum together

to make hadrons of both integer and half-integer spins. Therefore hadrons can be either fermions or

bosons. Figure 1.2 shows how these family groups overlap.

Baryons are particles comprised of three quarks (qqq), making them fermions. Mesons are

particles consisting of one quark and one antiquark (qq̄), making them bosons. Rarely, hadrons go

beyond this convention (exotic hadrons). The hunt for exotic hadrons is a motivator for many modern

analyses, including this project, as will be discussed in more detail later.

Fig. 1.2 A Venn-diagram to visualise how particle families are grouped.

The hypothesis of quark confinement tells us that unlike leptons, quarks are never free particles,

only seen together forming hadrons [5], bound by the strong force. The theory of quantum chromody-

namics (QCD), tells us that the strong force is mediated by gluons and involves "colour" exchanges,

in which quarks rapidly swap between 3 states that particle physicists refer to as red, green and blue.

It is observed that all particles exist as colour neutral - possessing a combination of quarks (and/or

anti-quarks) that sum to balance each of these 3 colour states. For example, the 3-quark baryon must

have one of each red, green and blue. A 2-quark meson may exist as red and anti-red, green and

anti-green, or blue and anti-blue. QCD shows that two or more quarks of the same flavour (up, down,
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strange, etc) are allowed to exist together in a hadron without violating the Pauli exclusion principle

by possessing different colour "charges".

Any given hadron is defined by the flavour of the quarks that constitute it. The well known proton,

for example, has the quark structure of uud, which together sum to make an electric charge of 1. A

few more examples are shown in Table 1.3 below.

Table 1.3 Examples of some hadrons and their composition. Data taken from [3].

Family Name Symbol Quarks Charge (Q) Mass [MeV]

Baryons

Proton p uud +1 938
Neutron n udd 0 940
Lambda Λ uds 0 1116
Anti-Proton p̄ uud -1 938
Omega Ω− sss -1 1672

Mesons

Pion(+) π+ ud̄ +1 140
Pion(-) π− ūd -1 140
Kaon(+) K+ us̄ +1 494
Eta η uū / dd̄ / ss̄ 0 548

The above list is by no means extensive, but it demonstrates how a particle’s charge is a result of

its quark content. With the inclusion of both proton and anti-proton (as well both π+ and π−), it is

also shown how the quark composition of hadrons is mirrored in the equivalent anti-particle. Some

hadrons, such as η , are their own anti-particle, as inverting the component quarks would yield an

identical arrangement. The η is also an example of a hadron in which the quark content exists as a

superposition of multiple possible states, as particles exist more like wave-functions rather than the

traditional imagining of billiard balls.

When particle interactions take place, there can be an exchange of these building block quarks,

where reactants can rearrange to form products, much like a balanced chemical equation. In hadronic

physics, scientists closely study these reactions and exchanges, identifying them through spectroscopic

particle experiments. It is through these experiments that theoretically predicted hadrons can be

experimentally proven, and reactions/mechanisms can be well-defined with robust statistics, improving

existing models and understanding.
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1.3 Spin

In nuclear and particle physics, "spin" is the name given to the fundamental property of particles

that gives rise to their intrinsic angular momentum (separate from their orbital angular momentum).

The name originates from how it was first imagined when hypothesised in 1925 [6], as a spherical

particle literally spinning on an axis. However, quantum spin has no classical counterpart, as there

is no physical motion involved, and the spinning top model is used only as an analogy [7]. In fact,

from the perspective of classical physics, the hypothetical surface of a particle would have to move

faster than the speed of light (an impossibility) in order to produce the observed values of angular

momentum. Spin is simply a fundamental property like mass or charge. Together with the orbital

angular momentum, l, spin contributes to the total angular momentum of a particle, j. These variables

are capitalised when denoting the vector sum of a composite system (e.g. a hadron), and given by

J = L+S.

Being a quantum property, associated values of spin are restricted to being multiples of a funda-

mental unit, rather than free to assume any arbitrary value. This fundamental unit is denoted by ℏ,

the reduced Planck’s constant [8]. Additionally, due to spin being a quantum vector, there is also

restriction in allowed directions that spin may be orientated, with each possible direction often referred

to as a state, or a projection (in the Z-axis). For a given particle with spin, s, allowed projections

are restricted to being msℏ, where ms is a quantum number that can be ±s as well as any possible

value at integer steps between (e.g. when s = 3
2 , ms = −3

2 ,−
1
2 ,

1
2 ,

3
2 ). Ultimately, this means that

particles with spin can have multiple spin states. The electron, for example, a spin 1
2 particle, has

possible spin states +1
2 and −1

2 , often referred to as spin-up and spin-down. This allows them to pair

together (occupying the same atomic orbital) in anti-parallel (↑↓) without violating the Pauli exclusion

principle. Angular momentum, l, is also similarly restricted to integer multiples of ℏ, and able to

project at integer steps between ±l. However, unlike spin, angular momentum is not fixed for each

particle, and can be increased by the addition of energy to the system, which, through vector addition,

can affect the ultimate value of j.

Spin plays a large role in experimental hadron physics due to it being a conserved property, being

transferred or induced through particle interactions. As such, the spin of an unknown product particle

can be inferred if the spin of all other particles in a reaction are known or measured. Addition-

ally, because all modelled hadrons have an established/theoretical value of spin, this can assist in
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identification of the unknown particle. Being able to measure spin through the macroscopic effect

of polarisation is therefore a powerful analysis technique in hadron physics, and is conventionally

achieved through dedicated equipment such as a polarimeter. However, as will be shown in this

thesis, polarisation can also be measured by analysing the scattering angles of product particles of a

well-understood reaction in which transferred/induced polarisation is known to correlate with product

particle angular distribution.

1.4 Isospin

Long before the discovery of quarks, it was observed that the proton (p) and neutron (n) are much

alike. They have near identical mass, and the strong force acts identically for pp, nn, and pn

combinations (coupling). It was proposed by Heisenberg in 1932 that they may each be different

states (or projections) of the same particle, the nucleon [9], sharing the same value of a conserved

vector property, isospin (I), originally short for isotopic spin [10], but now preferred to mean isobaric

spin.

Much like spin, isospin was proposed as a vector quantum number that gives rise to discrete

states by virtue of its orientation. We use the Z-component, more commonly referred to as the third

component of isospin, I3, to tell us where these discrete states lie, which, like projections of spin

(ms), varies in increments of 1. To put this into practise: as it was observed that the nucleon has two

states, proton and neutron, their common isospin, I, must be 1
2 , allowing for the third component, I3,

to project as ±1
2 , giving two possible states. The proton and neutron correspond to a I3 of +1

2 and −1
2

respectively.

Isospin helped early hadron physicists collect like-particles into common groups that viewed them

as projections of the same particle. Pions (π), for example, seem to exist as triplets of Q =−1,0 and

1. The Kaons (K) appear as isobaric pairs, possessing a then-unknown conserved vector property,

strangeness. With the discovery of this new property, it was found that hadrons can be arranged into

multiplets, with the first proposal of this being named "the eightfold way" in 1961 [10] (a nod to

the "Eightfold Path" of Buddhism), arranging the 8 then-known baryons into the baryon octet, and

similarly with a meson octet, by virtue of their charge, Q, strangeness, S, and third component of

isospin, I3. This baryon octet is shown in Fig. 1.3, as well as the baryon decuplet - to be explained

shortly. These multiplets, which consider only the first 3 quark flavours (up, down and strange), are



1.4 Isospin | 9

sometimes referred to as SU(3), (special unitary group in 3 dimensions), as they are derived from

mathematical matrix group theory [11]. For example, to consider in addition, charm quarks, would

require SU(4), for which associated multiplets become 3-dimensional.

Fig. 1.3 Diagrams showing how hadrons of common spin (J) can be grouped into SU(3) multiplets
that arrange them according to their quark content, which dictates their charge, Q, strangeness, S, and
third component of isospin, I3. Left: The J = 1

2 baryon octet. Right: The J = 3
2 baryon decuplet.

With our modern understanding of quarks, we can see why the proton (uud) and neutron (udd)

are so similar, differing only by a single quark. We can therefore say that the up quark contributes

+1
2 and the down quark contributes −1

2 to the overall value of I3. As discussed previously, we also

now understand the origin of strangeness, being another quark flavour like up or down. Therefore,

because quark flavours are conserved within the strong force (referred to a flavour symmetry), isospin

symmetry (conservation) is simply the larger effect of flavour symmetry.

In the centre of the baryon octet are two overlapping particles, Σ0 and Λ. Despite having

the same quark composition, these are fundamentally different particles, having different masses

(Λ:1116 MeV/c2, Σ0:1197 MeV/c2) and decay modes [3]. The difference is in their isospin. The

Σs have I = 1, and therefore can project in 3 possible I3 states, whereas the Λ has I = 0, meaning

only a single projection. Fundamentally, this behaviour is caused by a difference in the particle

wavefunctions, as described by QCD, however this is beyond the scope of this thesis. Even though
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the origin of isospin is mathematically understood in QCD, it remains useful to explain things more

generally in terms of isospin.

All baryons in the ground-state baryon octet have a total angular momentum of J = 1
2 . This is

because each has their spin- 1
2 quarks orientated to be two in parallel and one anti-parallel (eg. ↑↑↓).

It’s possible to form other hadron multiplets of a different common J value, for example the baryon

J = 3
2 decuplet, containing 10 baryons with their quarks all in parallel (↑↑↑) . As seen in Fig. 1.3,

hadrons of the same quark composition appear in both the baryon octet and the baryon decuplet,

for example, the neutron (n) and delta 0 (∆0) (both udd). Again, these are fundamentally different

particles. The ∆s can be thought of as the excited states of the nucleons, due to a requirement of

energy to turn one into the less stable other (and subsequently decays back), through the increase

of total spin, S, and hence total angular momentum, J. This extra freedom gives the ∆ an increased

isospin of 3
2 , allowing the I3 to project in 4 different orientations, corresponding to the 4 possible

configurations of the ∆ particle.

As discussed in the previous section on spin, the J of a particle can also be changed by virtue of its

orbital angular momentum, L. Because of this, it’s possible to have even higher energy configurations

of particles (excited states). One definition of "ground-state particle" is that it has L = 0. In this

definition, the J = 3
2 ∆s are still ground-state particles, despite them being considered excited nucleons

in a strictly isospin sense. Excited state particles are commonly discovered as "resonances", a certain

energy at which they tend to form in scattering reactions. Resonances are often written as their

ground-state symbol alongside their resonance energy/mass (in MeV). For example, the N(1440)

(or P11(1440)) is a nucleon resonance discovered in 1964 [12], having a mass of 1440 MeV/c2.

Resonances can therefore be thought of as their own unique particles, each having a characteristic

mass, average lifetime, and decay modes.
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1.5 Cross Section

In the every day world, "cross section" implies a 2D slice of some volume or 3D setup. In particle

physics, this term is instead used to denote the probability of interaction [13]. This is yet another

case of an early-conceptualised term sticking, with the original proposed meaning now only useful

as analogy. In this sense, cross section (σ ) can be thought of as the effective area that one particle

presents to another during interaction [2, 4]. There can be a specific cross section associated with any

interaction (e.g. a neutron-nucleus absorption cross section).

An intuitive analogy often used is that of an arrow aimed at a target [2, 13], where the larger

the cross-sectional area of the target, the more likely the arrow (or stream of arrows) will hit. With

this we can understand how "cross section", as it’s conventionally understood as an area, therefore

has correlation with the likelihood that interaction will take place. In the world of particle physics,

matter is mostly empty space, and so the effective area of "targets" is extremely small, and as such,

cross section is often given in units of barns, b, where 1 b = 10−28 m2. The term "barn" has its origin

associated with the Manhattan Project, and nuclear bomb research, during which physicists preferred

a more secretive word for the cross section of a uranium nucleus, which they discussed as being "as

big as a barn" in the context of nuclear physics [14].

The "hit or miss" analogy of arrows and targets is an oversimplification, as particles are not solid

spheres as first imagined in the days of Rutherford. What we find in reality is that particles have "soft"

edges due to their quantum nature, acting like clouds of probability, where the proximity of particles

(among other things) determines the chance or strength of the interaction.

Consider a Rutherford scattering scenario, where a stream of protons is fired at a hydrogen target

(in essence, a proton target). We can expect the like-charges to repel, and the path of the incident

proton to be deflected. As seen in Fig. 1.4, a particle with impact parameter, b, is deflected by a

sattering angle, θ . The impact parameter tells us the distance that the incident particle would have

missed the point-like target had it not been scattered. A rotational symmetry is assumed, and so the

azimuthal angle, φ , is neglected.

Next, consider this same scenario, but with the impact parameter of the incident proton further

increased by ∆b. Because the particle is now further away from the influence of the target, its

scattering angle is reduced by ∆θ . Hence, a change in b coincides with a change in θ . Consider

the two previous trajectories simultaneously, and we can observe a spread between the two exiting
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Fig. 1.4 Diagram taken from [2], showing the trajectory
of a scattered particle passing by a fixed potential. θ is
the scattering angle, and b, named the impact parameter,
is the perpendicular offset.

scattering angles. If we take some radius, R, from the scattering centre, a solid angle, Ω, has been

created between these two exiting trajectories. Ω can be thought of as the "field of view" from the

target, projecting out to a radius between two angles. Here, the exact radius used does not matter; the

scattering centre is point-like and b is very small, and so exiting particle trajectories can be considered

to be diverging radially out from the target, such that Ω does not change with increased distance. In

this simple example, it is shown how the "soft" area of influence of the target (which is quantified by

cross section, σ ) has produced an angular spread of scattering angles, and hence a solid angle, Ω.

More generally, and now including φ , a plane region created by infinitesimal variation of b and

φ , corresponds to an infinitesimal area of cross section, dσ , where dσ = b db dφ (shown below in

Fig. 1.5). The range of possible paths that intersect this area creates a spread of scattering angles and

hence produces an infinitesimal solid angle dΩ between the extremes, as given by dΩ = sinθ dθ dφ .

Taking the ratio between these two defines the differential cross section, dσ

dΩ
.

Fig. 1.5 Diagram taken from [4], showing how the solid angle, dΩ, is created by possible parallel
trajectories that intersect the shaded area in the tangential plane, as defined by varying b and φ .



1.5 Cross Section | 13

If we consider a beam of incident particles with some luminosity, L, there is a flux of particles

intersecting the previously defined cross section, dσ , per unit time, the number of which can be

defined by dN = Ldσ . This can be rearranged to define differential cross section in the following

way:
dσ

dΩ
=

1
L

dN
dΩ

(1.1)

Integrating this over all angles yields the total cross section for a given interaction. This shows

that cross section is a ratio between the total number of scattered particles and the total number of

incident particles, making it analogous to the probability of the interaction taking place. As previously

mentioned, there can be a specific cross section associated with any interaction. For example, a

measurement of proton-proton to top-antitop cross section is simply counting how many top-antitop

pairs were created when a given number of protons were fired at each other [13].

Another peculiarity of particle cross section that separates it from our macroscopic understanding

of arrows and targets is the fact that it can vary with many other parameters, such as velocity, v (often

preferred to be given as an energy, E). Differential cross sections are therefore often taken with

respect to other parameters, not just Ω. For example, dσ

dE (or combined into a double differential cross

section, such as dσ
2

dΩdE ). This is counter-intuitive, as in classical physics we would not expect the speed

of a projectile to cause a change in target size. In particle physics however, the general rule of thumb

is that cross section decreases with particle velocity, due to the passing particle spending less time

in the vicinity of the interactable target "cloud". This general rule is not followed, however, when

the velocity of the particle corresponds to an energy close to that of a "resonance", a topic touched

on in the previous section. It can be found that for some scattering reactions, at certain energies, the

particles involved tend to interact, forming a short-lived, semi-bound state before breaking apart [2].

This would be visible in data as a peak in dσ

dE , and is typically how resonances or exotic particles are

found experimentally.

Cross section is what is known as an observable, a theoretical (yet experimentally measurable)

characteristic of a specific reaction, or reaction component. They are derrived from considerations of

reaction probabilities. Observables are useful parameters, as they are independent of the experimental

set-up used, such as the specific beam intensity, or target density. It is dependent only on the

physics of the specific interaction. This means associated measurements can be easily compared

across laboratories globally. Experimentalists aim to measure experimental observables such as cross

sections, while theoreticians attempt to model them, in a symbiotic relationship where each field
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informs and advances the other. However, experimental measurements will always be limited by

technology (e.g. detector resolution, efficiency, cost, etc.), which is why particle/hadron physics

continues to grow and refine. The next section will discuss polarisation observables, which further

divide reaction probabilities by considering possible spin states. This further constrains reactions and

can help provide more sensitivity to particles of interest, such as resonances.

1.6 Polarisation Analysis

In atomic and subatomic physics, polarisation refers to the orientation or alignment of a specific

vector property (spin, dipole, oscillation, etc.), which is often influenced by external forces or fields.

For example, applying a magnetic field causes magnetic dipole particles to align their poles either

with or against the field (more accurately, their spin vector precesses around the magnetic dipole). In

this sense, polarisation can be thought of as the macroscopic effect of spin. However, in polarisation

analysis, it’s often preferred to discuss spin in terms of helicity, defined as the component of spin in

the direction of a particle’s velocity. This leads to positive helicity (spin vector aligned with motion),

and negative helicity (spin vector anti-aligned with motion). As covered already in this chapter, spin

plays a major role in hadron physics, giving a characteristic value to each hadron, and being conserved

throughout reactions. In a polarisation analysis, we study and measure this effect.

Polarisation analysis usually involves an experiment with an initially polarised beam incident on a

target sample, with the polarisation of scattered products measured [15]. The polarisation analysis

presented in this thesis will feature a polarised photon beam, and will involve the indirect measurement

of neutron polarisation. Therefore, before going into more detail, it is necessary to understand these

two components of polarisation.

1.6.1 Photon Polarisation

A photon is a quantum of light, and can be thought of as a transverse wave, oscillating in an

electromagnetic field which is perpendicular to the direction of the photon’s motion. When two

photons are colinear (moving and oscillating together in the same field), they create interference,

resulting in a single wave function made from the sum of their individual electric field vectors.
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Consider two colinear photons of the same frequency and amplitude with their respective electric

fields, E⃗x and E⃗y, orthogonal to each other. As a result of interference, there are two types of

polarisation that can occur. If both photons are in phase*, they create linear polarisation (Fig. 1.6a)

resulting in a photon that oscillates in a diagonal plane. If they are 1/4 out of phase†, they create

circular polarisation (Fig. 1.6b), resulting in a photon with a rotating electric field as it travels.

(a) Linear polarisation (b) Circular polarisation

Fig. 1.6 Diagrams of the two types of polarisation that can occur between colinear, orthogonal and
monochromatic photons, taken from [16]. The components of each photon’s electric field (E⃗y and E⃗x)
sum to create an overall vector E⃗. The orientation of E⃗ over time depends on the phase between E⃗y

and E⃗x.

In polarisation analysis, a polarised photon beam involves one of these two types of polarisations.

Different polarisation observables can be accessed depending on which is used. A photon is a spin-1

boson, and the helicity of a photon is always +1 or -1. With a circularly polarised photon beam,

helicity is +1 for right-hand polarisation (clockwise rotating field vector when facing in direction of

motion) and -1 for left-hand polarisation. For linear polarisation, the helicity is not well defined, being

a superposition of +1 and -1 helicities.

*For linear polarisation to occur, the peak of both waves (positive or negative) must occur at the same time, and so 1/2

out of phase would also be linear polarisation, just in the other diagonal direction.
†Similarly, circular polarisation only requires the peaks of each wave to be perfectly anti-phase with each other, and so

a phase difference of 3/4 (or −1/4) would also meet this criteria, but result in a E⃗ which rotates in the opposite direction
(opposite helicity).
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1.6.2 Neutron Polarisation

One might naively expect that the neutron, which has no charge, to therefore have no magnetic

dipole. However, as proven experimentally in 1940 [17], it does in fact have a magnetic dipole, with a

magnitude around 70% that of the proton [15]. This is a result of the component quarks, which have

their own intrinsic spin and charge distribution. To measure neutron polarisation in a polarisation

analysis experiment, dedicated equipment is typically required. Such a set up may require components

such as [18]:

• Magnetic guide-fields, to maintain the direction of polarisation as neutrons are travelling.

• Spin-flippers, to reverse the polarisation and to detect whether the sample causes spin-flip

scattering.

• Directional coils, to select specific orientations of polarisation for detection.

Large scale particle physics experiments typically use multi-purpose detectors (e.g. the "CLAS"

detector at Jefferson Lab, to be discussed in a later chapter), which consist of tightly packed spectrom-

eters and subsystems, and carefully calibrated magnetic fields. As such, there may not be sufficient

space for such a dedicated polarimeter set-up. An additional complication is that neutral particles are

less efficiently detected by detector systems due to their relative non-interactivity (no ionising-trail,

and trajectory unchanged in a magnetic field). For eaxmple, the CLAS detector at Jefferson Lab, on

which the work in this thesis is based on, had only a 10-20% neutral particle detection efficiency*.

High statistics are therefore required to have any final-state neutron data at all.

Because of these complications, neutron polarisation tends to be a missing measurement in

scattering experiments and associated data. Therefore, associated polarisation analyses tend to be

neglected, with the focus more commonly being on unpolarised cross sections, or more accessible

particles. This means there is a wealth of available data on polarised beam experiments featuring

product neutrons, which is under-utilised in obtaining information on their polarisation. If polarisation

information could be somehow extracted from such data, it would make possible an abundance of

valuable, high-impact analyses. Herein lies one of the main motivations of this thesis; providing a

method to measure neutron polarisation without a dedicated neutron polarimeter.

*Neutron detection efficiency depends on momentum. Typical neutron momentum in this analysis is 200-400 MeV/c.
Based on CLAS data from [19], this gives a rough estimate of efficiency.
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1.6.3 Polarisation Observables

For any given reaction in hadron physics, each component has a characteristic spin, and therefore each

non-zero spin component can take on different helicities. Within conservation laws, there may be

several possible helicity combinations for a particular reaction. Each combination can be expressed as

an amplitude, representing its contribution to the full reaction. These amplitudes cannot be resolved

individually due to complex components, and so we take bilinear combinations. This allows them to

be expressed as probabilistic contributions to the full cross section of a reaction. The weight that each

bilinear combination carries towards the full polarised cross section is parameterised, and known as a

polarisation observable [20].

An unpolarised reaction component is a statistical mixture of all possible helicities. When a

basic cross-sectional analysis is performed with no polarised components, what we are really seeing

is the linear combination of all helicity amplitudes. However, if we use polarised components, we

eliminate some amplitudes and begin to focus on specific observables, as will be demonstrated in

Sec. 2.1. With well-chosen axes and high statistics, a robust polarisation analysis is possible, the goal

of which is to extract measurements of the observables of interest. This process is essential for a

full understanding of a reaction, including any resonances that may form within. While a peak in

an unpolarised cross section may evidence a resonance, a polarisation analysis can identify its spin

properties, as each amplitude represents a specific spin-parity, JP. We typically expect that when a

resonance manifests in a specific helicity amplitude combination, the real component disappears, and

the imaginary component hits a maximum [21]. However, this may not be the case when there are

other nearby resonances, or if the resonance also couples to other channels.

There are many different polarisation observables that can be measured for a given reaction. For

example, beam asymmetry, Σ, an observable denoting how the orientation of a linearly polarised

photon beam affects the cross section of a reaction, thus inducing an asymmetry in outgoing scattering

angles (azimuthal dependence). Σ is what is known as a single polarisation observable, as it requires

only one component of polarisation in order to be measured - in this case, the beam. Σ can then be

measured by studying a differential cross section with respect to the azimuthal angle. There are also

double polarisation observables, which require the simultaneous measurements of two polarisations,

correlating them both. For example, polarisation transfer Cx′ (the focus of the analysis presented in
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this thesis), requires measuring the polarisation of the photon beam and recoil particle, and indicates

how much polarisation is transferred through the reaction.

Double polarisation observables tend to come in sets for each combination of reaction components

they measure. Typically, beam-target (BT), beam-recoil (BR) and target-recoil (TR). To avoid

complication, it is often preferred to focus on reactions with spin-0 particles, or otherwise simple

kinematics. In this thesis, a polarisation analysis of deuteron photo-disintegration (γd → np) is

performed using an unpolarised target, resulting in a manageable cross-section formula. The specifics

of this reaction will be detailed in the next chapter.

Partial Wave Analysis

Partial wave analysis (PWA) is another method of analysing particle reactions. Whereas polarisation

analysis decomposes a reaction into separate helicity combinations, assigning an amplitude to each,

PWA decomposes a reaction into each component of angular momentum, l, (partial waves), which are

each assigned as an amplitude. Therefore, in PWA, observables are combinations of partial waves.

Just like with helicity amplitudes, these partial waves each contain real and imaginary components

which are typically affected by resonances in the same way; with the real component suppressed, and

the imaginary component peaking.

PWA models are fitted to cross-sectional data in order to extract their observables. A polarisation

analysis is not necessary for this process, but simplifies it greatly, providing more constraints on the

fitting procedure. This is an example of how robust polarisation analyses directly benefit the wider

field, and lead to fully understanding reactions.

The focus of this thesis is by no means a partial wave analysis, however a PWA model for a

well-understood reaction (np → pn) will be utilised in the analytical method (Sec. 5.3.1). From this

will be invoked an observable known as analysing power, Aγ , which denotes the degree to which

incoming polarisation creates an asymmetry in the outgoing angular distribution of a recoil particle.

Such a value therefore enables the incoming polarisation to be inferred through the analysis of this

recoil angle.



Chapter 2

Motivation

With a foundational understanding of hadronic physics established by the preceding chapter, the

following chapter will begin to focus on the work presented in this thesis, identifying the main

motivations behind the project, with an overview of each. There are two primary motivators behind

this project. One is a desire to understand exotic phenomena (mainly hexaquarks), that sit on the

frontier of hadron physics. As such, this will involve more complex concepts that will require further

explanation, building upon previous introductory material. The second motivation is a desire to have

a more accessible method of measuring neutron polarisation at Jefferson Lab, with the main intention

being that it would enable a polarisation analysis of the aforementioned phenomena. However, such

an analytical method would no doubt benefit analyses beyond ones related to the subjects of interest

to be detailed in this section.

19
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2.1 Deuteron Photo-disintegration

The deuteron (d) is a particle comprised of a proton and neutron, bound by the strong force. It forms

the nucleus of deuterium (D or 2H), a stable isotope of hydrogen. The deuteron is the only atomic

nucleus with exactly two nucleons (A = 2) and as such presents the simplest case in which nuclear

theories and models can be tested [22]. Cross section and decay formulae simplify greatly when there

are only two particles detected in the final state (2-body formulae) [4], as is the case when deuteron

disintegrates into its component proton and neutron, which can be caused by an addition of energy,

such as via an incident photon. This is known as photo-disintegration.

Deuteron photo-disintegration (γd → pn), depicted in Fig. 2.1, was first investigated in the early

1930s to better understand the neutron [22], but continues to be utilised as an investigation of nuclear

and hadron theory. For example, the ∆ resonance/particle is visible as a peak in the differential cross

section of deuteron photo-disintegration at around 300 MeV photon beam energy.

Fig. 2.1 Diagram of deuteron photo-disintegration in the centre-of-mass frame, and the co-ordinate
system used. Taken from [22].

Deuteron photo-disintegration also represents the simplest case in which neutron polarisation

can be measured. No free neutron targets exist, and so deuteron is the next best thing. Despite

this reaction being so fundamental, there are significant gaps in the world dataset of associated

polarisation analyses of product nucleons (especially for n) in terms of the energy range and angular

coverage (past measurements to be detailed in Chap. 3). A more in-depth polarisation analysis of

deuteron photo-disintegration that covers these unstudied kinematic regimes is essential for us to fully

understand the nucleon-nucleon interaction.
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In their extensive review on deuteron structure, Gilman and Gross [22] derive the full spin-

dependent cross-section equation for the reaction of deuteron photo-disintigration, shown below in

Eq. (2.1), which uses the centre-of-mass co-ordinate system established in Fig. 2.1.

dσ

dΩ
=

(
dσ

dΩ

)
0

[
1+ pN

y Py + pd
y T − pγ(Σ+PyT1)cos2φ

+P⊙
γ (Cx′ px′ +Cz′ pz′)+ pγ(Ox′ px′ +Oz′ pz′)sin2φ

] (2.1)

Where ( dσ

dΩ
)0 is the spin-independent cross-section formula (or the unpolarised cross section),

φ is the azimuthal angle of the outgoing nucleon. pN
y , pd

y , pγ and P⊙
γ are polarisations of the recoil

nucleon, the target deuteron, and the incident photon (linear and circular), respectively. px′ and pz′ are

additional components of recoil nucleon polarisation with respect to the (primed) recoil frame, where

z′ is the direction of the recoil nucleon. The other variables are polarisation observables, defined

below in Table 2.1:

Table 2.1 Meaning of polarisation observables seen in Eq. (2.1) [22]

Symbol Meaning

Py induced polarisation of recoil nucleon (along y′)*

T vector polarised target asymmetry (along y)
Σ linearly polarised photon asymmetry
T1 tensor target asymmetry (quadrupole spin distribution)
Cx′ circular polarisation transferred from photon to recoil nucleon (along x′)
Cz′ circular polarisation transferred from photon to recoil nucleon (along z′)
Ox′ linear polarisation transferred from photon to recoil nucleon (along x′)
Oz′ linear polarisation transferred from photon to recoil nucleon (along z′)

If we consider a scenario where we use a circularly polarised photon beam, and an unpolarised

deuteron target, then many observables disappear, leaving a simplified equation:

dσ

dΩ
=

(
dσ

dΩ

)
0

[
1+ pN

y Py +P⊙
γ (Cx′ px′ +Cz′ pz′)

]
(2.2)

Gilman and Gross note that Cx′ and Py are the real and imaginary parts of the same combination

of helicity amplitudes which together fully describe the complex representation of spin transition

*Considering the full reaction diagram, it would be more intuitive if Py was instead denoted as Py′ , as is the case in
other papers. Some sources simply denote it as P [20]. Py is simply a common convention that this thesis maintains, likely
stemming from the fact that this single polarisation observable needs to only consider one set of axes (no primed axes
needed) which are clear in context.
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probabilities of deuteron photo-disintegration. Therefore, an experimental measurement of both

simultaneous observables is highly valuable, and Eq. (2.2) will therefore be important for the analysis

goals.

2.1.1 Probing Higher Energies

In scattering experiments, as energy, E, or momentum transfer, Q2, increases, we begin to probe

smaller structures of particles (larger scattering angles also correspond to a larger Q2). Conventional

nuclear physics is well-described when considering only meson–baryon interactions. However, as

we increase energy and begin to probe the hard scattering regime (Eγ ∼ 1− 2 GeV ), quark-gluon

interactions become relevant. Beyond ∼ 2 GeV, it is expected that quark-gluon degrees of freedom

dominate entirely. One model of how this manifests in differential cross sections is given by the

simplified quark counting rule. For deuteron photo-disintegration, this says that the cross section

should have a s−11 dependence [23], where s is the Mandelstam variable, representing centre-of-mass

energy squared [9]. However, experimental data shows deviation from this rule as we enter the

hard scattering regime. Cross sections have instead been shown to scale according to counting rules

re-derived from QCD and quark-gluon string models [24] (seen in Fig. 2.2).

Fig. 2.2 Figure taken from [24],
showing invariant cross section of
d(γ, p)n against photon energy, Eγ and
Mandelstam variable, s. Data taken
from previous work [23, 25–31] is
compared with a quark-gluon string
(QGS) model, a reduced nuclear
amplitude (RNA) model and a QCD
hard re-scattering model (HRM).
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Since there is little available data on pn helicity amplitudes in the hard-scattering regime and

beyond, associated models must be estimated based on theoretical frameworks [32]. There is therefore

a large motivation for constructing a detailed analysis of deuteron photo-disintegration at higher

energies, especially within the quark-gluon dominated regime. Additionally, a polarisation analysis

could lead to further constraints on associated models by considering spin and angular dependence.

2.2 Dibaryons and Hexaquarks

As mentioned in the introduction to this chapter, a main motivator of this project is understanding

and searching for so-called hexaquarks, which will be the focus of this section. The hadron physics

working group at the University of York has a particular expertise in hexaquarks, with members

playing major roles in recent hexaquark-related developments [1, 33]. Naturally, this project is also

highly motivated by that interest.

Dibaryons and hexaquarks are closely related concepts. A dibaryon is defined as any particle

with a baryon number of 2 (B = 2). As covered in the introductory chapter, quarks contribute 1/3

to this quantum number, and anti-quarks contribute −1/3. This means for a particle to have B = 2,

the number of quarks minus the number of anti-quarks has to be six [34]. The simplest and most

precisely measured dibaryon is the deuteron (d), discussed in the previous section. As for "hexaquark",

there are two definitions. The more general definition is any particle containing a total of any six

quarks or anti-quarks*. This includes both 6 quark structures (q6) and half quark, half anti-quark

structures (q3q̄3) [36]. Therefore, not all hexaquarks are dibaryons. q3q̄3 structures are instead known

as baryionium [35].

While the deuteron may be considered a single particle, and therefore a hexaquark under this

broader definition, its structure is formed of two well-separated, yet interacting "bags" of quarks

which exchange mesons, making it a molecular dibaryon. Far more interesting, however, is a structure

with all six quarks contained in one body. This is what we consider a genuine (or "non-trivial")

hexaquark (see Fig. 2.3 for a visual representation of this difference). Such a bound state presents a

non-conventional, exotic state of matter that reshapes our understanding of QCD, going beyond the

standard quark configurations of mesons and baryons.

*This all-encompassing definition for multiquark states (hexaquark, pentaquark and tetraquark) that does not distinguish
between di-molecules and singular multiquark objects was adopted by CERN, due to internal structures of multiquark
families not yet being established [35].
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Fig. 2.3 Diagram to visualise the difference in quark arrangement between two profoundly different
particles that could each be considered both a dibaryon (B=2) and a hexaquark (6×q).

2.2.1 d∗(2380)

Genuine hexaquark particles were first theorised by Dyson and Xuong in 1964 [37], but decades of

searching did not yield experimental evidence [34]. Recently, however, there has been a renewed

interest due to the discovery of the d∗(2380) resonance [38–40]. This resonance decays into a con-

ventional ∆-∆ system, but cross-sectional analysis finds that its mass (2380 MeV/c2) is ∼90 MeV/c2

smaller than simply the mass of two ∆s, and the width of the resonance is noted to be much narrower

than expected from conventional meson exchange as with a molecular dibaryon [41]. This indicates

that a novel particle is formed at this resonance, with all six quarks contained together – the first

non-trivial hexaquark. Initially, more exploration and data was needed for this to be more convincing,

however the small cross section and high background channels make d∗(2380) analysis difficult.

The quark arrangement of d∗(2380) (↑↑↑↑↑↑) gives it a spin of 3. Polarisation analysis therefore

enables a higher sensitivity to the particle by observing changes in polarisation (and associated

observables) in the resonance region of the d∗(2380), and isolating spin-3 particles. This also allows

an exploration of its electro-magnetic properties. Such an analysis was done by M. Bashkanov et

al. [42] in an experiment that ran at the MAMI experimental facility [43, 44] in Mainz, Germany. This

analysis led to the most convincing proof yet of the d∗(2380)’s existence and non-trivial hexaquark

nature. Naturally, more analysis of this resonance is desired, which is a large motivator behind the

work described in this thesis.
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2.2.2 Dibaryon Multiplets

In a similar fashion to the SU(3) hadron multiplets from Sec. 1.4, a dibaryon multiplet can be made

from the possible pairings of SU(3) ground-state baryons. Deuteron (pairing of pn) is a spin-1 particle,

and so it belongs to the J = 1 antidecuplet (Fig. 2.4), often simply called the deuteron multiplet.

Fig. 2.4 The deuteron antidecuplet (SU(3) J = 1) [35].

In this well studied dibaryon group, only the deuteron can form a bound state. The rest are only

"virtually bound", existing only briefly in scattering reactions before decaying. Again, like before,

these particles can be excited to a resonance, through an increase in angular momentum. The J = 3

antidecuplet (Fig. 2.5) represents the possible dibaryons that can be made from the pairings of J = 3/2

baryons. The d∗(2380) sits at the top, however this group theory predicts further resonances with

increased strangeness. Given that the d∗(2380) has been shown to be dominantly a genuine hexaquark

state, these higher resonances could follow suit, making it a logical avenue of investigation for further

hexaquark studies. Fellow researchers within the University of York’s hadron physics group have

worked towards experimentally proving these stranger d∗ resonances, which also utilise polarisation

analysis [45, 46].

Fig. 2.5 The d∗(2380) antidecuplet (SU(3) J = 3) [35].
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2.3 Short Range Correlations

A short-range correlation (SRC), is a temporary structure that forms inside atomic nuclei via the

interaction between nucleons. Inside a nucleus, nucleons are turbulent due to competing forces.

Electrostatic forces work to repel nucleons, while the strong force is repulsive at short range, but

attractive at larger ranges. Occasionally, due to this turbulence, a pair of nucleons may effectively

overlap. During this very short-lived state, the nucleons involved have high momenta. If one nucleon

in an SRC is knocked out by a scattering reaction, both nucleons in the pair are knocked out, and

emitted diametrically opposite to each other, suggesting they were bound in some way. Studies

have shown that almost all high momentum nucleons form SRCs [47], with the most common pair

configuration being pn.

SRC pairs are a possible explanation for the EMC

effect, so named after the European Muonic Col-

laboration who first discovered the phenomenon at

CERN [48]. This revelation (shown in Fig. 2.6)

showed that the structure of a nucleon in a heavy

nucleus is different to the same nucleon in a lighter

nucleus (or an equivalent free nucleon). This differ-

ence changes across values of the Bjorken scaling

variable, xB, a dimensionless parameter that denotes

the longitudinal fraction of the nucleon’s momentum

carried by the struck parton (quark or gluon) in a scat-

tering reaction. The EMC effect showed physicists

that there is a flaw in our current understanding of

the structure of baryons, and their interaction.

Fig. 2.6 The famous figure from [48], through
which the EMC was termed. Showing the ratio
of structure functions between iron and deu-
terium vs Bjorken x.

While not the primary goal of the thesis, is was recognised that providing a more available method

of measuring neutron polarisation opens the door to many other analyses, including more detailed

studies on SRCs which can explore their spin structure.



Chapter 3

Past Measurements

From the previous chapter, the goal of this thesis is now understood as providing an original, neutron-

focussed polarisation analysis of deuteron photo-disintegration, by developing a unique method of

doing so that does not require dedicated polarimetry equipment. It is hoped that the developed

technique herein is utilised beyond this analysis. This chapter will review previous work that has

already provided measurements of neutron polarisation observables, so that gaps or weaknesses can

be identified and hopefully addressed. The recent work of M. Bashkanov et al., the motivations of

which align closely with those of this thesis, will also be discussed and focused on, as many of the

techniques are later used in Chap. 5. From here onwards, Py and Cx′ will specifically refer to neutron

polarisation observables in deuteron photo-disintegration, unless otherwise stated.

3.1 Historic Experimental Status

As touched on in the previous chapter, a 2002 article on deuteron structure by Ron Gilman and Franz

Gross [22] of Jefferson Lab provides a detailed section on deuteron photo-disintegration. Within this,

a detailed list of past measurements of associated polarisation observables is provided. This extensive

list shows that polarisation analysis of deuteron photo-disintegration is well studied, and goes back

many decades. However, the vast majority are focused on the recoil proton rather than the neutron,

due to the relative difficulty in extracting neutron polarisation, as discussed in previous chapters.

As such, there are no listed measurements of Cx′ , and only eight for Py, which are given below in

Table 3.1, along with the beam energy (Eγ ) used, and the angle at which the recoiling neutron was

measured using the centre-of-mass frame, (θc.m.).
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Table 3.1 Past measurements of induced neutron polarisation Py, as listed in [22].

Laboratory Eγ (MeV) θc.m.(◦) Number of points Year published

Livermore 2.75 50-136 5 1961
Zürich 2.75 44, 94 2 1963
Illinois 12-23 148 4 1963
RPI 12-30 90 3 1963
Livermore 2.75 32-152 7 1965
Yale 7-30 48-94 20 1972
Yale 7-13 90 3 1976
Argonne 6-14 90 6 1983

From this, we can see a lacking world dataset, with a complete absence of Cx′ , and Py having

few measurements which are restricted to very low energy ranges, and many gaps in θc.m.. This

gives urgency to providing published results of higher energies, and more complete angular coverage.

It also gives more importance to Cx′ measurements than Py, though it is preferable to extract both

simultaneously, as Cx′ and Py together fully describe a bilinear amplitude combination, as explained in

Sec. 2.1. This therefore represents a valuable constraint for models of the full reaction of deuteron

photo-disintegration.

3.1.1 Regarding Energy Ranges

As discussed in Sec. 2.1.1, the energy chosen for a scattering reaction determines how finely a structure

is probed. Predictions of higher energy ranges are largely uncertain, but represent a transition from the

more understood conventional nuclear structure to quark-gluon degrees of freedom, which is expected

to be seen in both protons and neutrons. The Py energy ranges shown in Table 3.1 are all very low,

making them irrelevant to hadron physics, and were instead explorations of nuclear structure/binding.

For Pp
y and Cp

x′ , the highest recorded energy range comes from JLab [49], which reached a photon

energy of 2.4 GeV (data shown on Fig. 3.1). The scarcity of high-energy polarisation measurements

puts emphasis on the need for more such analyses. It is expected that many such analyses will become

feasible through the novel technique described in this thesis.
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Fig. 3.1 Figure taken from [32]. Dashed lines show "off-shell" predictions of proton Pp
y and Cp

x′ at
θsc = 90◦. Measurements from [49] also presented.

3.2 MAMI Analysis (2023)

M. Bashkanov et al. published the first measurements of neutron Cx′ in deuteron photo-disintegration

in 2023 [1]. This measurement (shown in Fig. 3.2) gives Cx′ as a function of neutron scattering

angle, θN and photon energy, Eγ , which includes a wide angular coverage and an energy range of

300-700 MeV. As with M. Bashkanov et al.’s previously discussed analysis [42], a particular interest

was given to the region of the d∗(2380) resonance.

The Mainzer Microtron (MAMI) facility [43, 44], on which this analysis is based, benefits from

dedicated polarimetry equipment. A new large acceptance neutron polarimeter [50] was utilised in the

experiment, which relies on a 12C(n,p) charge exchange reaction occurring inside a graphite cylinder

which surrounds the target. The well-understood scattering reaction, np → pn, allows for the neutron

polarisation to be analysed through the angular distribution of rescattered protons. This two step

reaction allows Eq. (2.2) to be further simplified to an equation of the form:

dσ

dΩ
=

(
dσ

dΩ

)
0

[
1+Cx′ ·P⊙

γ ·Ay sinφsc +PyAy cosφsc
]

(3.1)

Where Ay is the analysing power of the charge exchange scattering reaction, and φsc is the

azimuthal scattering angle of the rescattered proton, with respect to the recoil neutron (the full reaction

is visualised later in Fig. 5.1). Note that Cz′ has zero contribution, and is therefore neglected (to be

explained in Sec. 5.3). This avoids an additional dimensional parameter.
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In order to extract Cx′ , it was parameterised as a continuous function depending on θN and Eγ . Py

was left as a single free parameter (shown to have negligible effect), further simplifying the analysis.

This ultimately allows Cx′ to be described as a surface of values. The techniques used to acquire these

results will be explained in more detail in Chap. 5, as the analysis within this thesis follows a similar

procedure.

As seen in Fig. 3.2, this published measurement of Cx′ covers a good range of photon energies,

including the region of the d∗(2380) resonance. However the result is subject to large statistical and

systematic uncertainties. This incentivises a higher statistics analysis that follows the same procedure.

It is also desirable to extend the energy range to cover the hard scattering regime. M. Bashkanov et al.

also provides a visualisation of Cx′ values at fixed angles, providing functions of Cx′ with respect to

Eγ , shown in Fig. 3.3. This allows a direct comparison to previous theoretical and experiment values

of both Cn
x′ and Cp

x′ . Visualising Cp
x′ alongside Cn

x′ is important in the context of d∗(2380), as both

recoiling product particle spins must be measured to infer the spin-3 d∗(2380) particle.
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Fig. 3.2 Published measurements of neutron Cx′ in deuteron photo-disintegration from [1]. Showing
(top) two-dimensional Cn

x′ dependence as a function of neutron centre-of-mass angle, ΘCM
n and photon

energy, Eγ . The middle (bottom) plot shows the corresponding statistical (systematic) uncertainties.
Contour lines of the systematic uncertainties around 0.4 and 0.8 are also shown on the top and middle
plots as dash-dotted lines. The vertical lines show the nominal d∗(2380) pole position (solid) and
width (dashed) as given by [51, 52].



32 | Past Measurements

Fig. 3.3 Taken from [1]. Cx′ for ΘCM
n = 90◦

(top) and ΘCM
n = 60◦ (bottom) are shown as a

light grey line with statistical errors as a grey
band and systematic errors as the hatched area
on the bottom axis of each plot. Previous
Cp

x′ from [53] are shown as red markers.
Calculations for Cp

x from [54] and [55] are
shown as solid and dashed lines respectively.
Calculations for Cp

x (red) and Cn
x (blue) from

A. Fix are shown as dotted lines. Vertical
lines show nominal d* pole position (solid)
and width (dashed).



Chapter 4

Experimental Facility - Jefferson Lab

Fig. 4.1 An eastward-facing aerial photograph of Jefferson Lab’s CEBAF during the 6 GeV era,
predating the construction of Hall D.

Thomas Jefferson International Laboratory, often shorted to Jefferson Lab, or simply JLab, is a

US Department of Energy facility located in Newport News, Virginia, USA. Established in 1984 [56],

JLab is a world leading laboratory in hadronic and particle physics, housing a unique superconducting

radio-frequency accelerator named CEBAF (Continuous Electron Beam Accelerator Facility) which

accelerates electrons around a racetrack-shaped beam-line. Once accelerated to a desired energy,

electrons are delivered as required to up to four experimental halls lettered A through D, positioned

at beam exit points. This allows simultaneous experiments to be done on nuclear targets using high

energy electron beams, or alternatively, photon beams via the bremsstrahlung mechanism. CEBAF

33
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and its experimental halls are entirely underground, though the layout of the above-ground service

buildings makes the footprint of the facility visible in aerial photographs such as Fig. 4.1.

The maximum electron beam energy that JLab is currently designed to achieve is 12 GeV, however

the analysis in this thesis predates the 12 GeV upgrade and construction of experimental hall D

(2012-2015), before which, 6 GeV was the maximum. There are plans for another upgrade in the

future to raise the energy limit even higher to 22 GeV [57], however, such an upgrade has not yet been

officially approved at the time of writing this thesis. The data to be analysed in a later chapter is taken

from an experiment known internally as g13, which was performed with CLAS, a detector system

that existed during the 6 GeV era. CLAS presents the ideal setup to address the goals of this thesis,

providing a large angular acceptance, and world-leading beam energy ranges, with a wealth of already

existing data, including deuteron photo-disintegration. In this chapter, the physical setup of JLab will

be explained, including the main components of CEBAF, the CLAS detector and its subsystems, and

also an overview of experiment g13.

4.1 CEBAF

As shown in Fig. 4.2, the main loop of CEBAF is formed of two anti-parallel linear accelerators,

and two connecting electromagnetic arcs. Electrons begin their journey at the injector, and end at an

experimental hall. This section will detail each of the major components of this process.

Fig. 4.2 General overview of CEBAF during the 6 GeV era, taken from [58]
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4.1.1 The Injector

The role of the injector is to provide electrons to the CEBAF accelerator track. It is capable of

producing multiple simultaneous beams, each operating at a rate of 499 MHz [59] (radio frequency)

resulting in bursts of electrons released every 2.004 ns per beam, injecting them into CEBAF with an

energy of 10 MeV. A phase separation between each beam means that each experimental hall can

simultaneously receive a 499 MHz beam by each tuning to accept one phase. Fig. 4.3 shows a layout

of the injector.

Fig. 4.3 Layout of the CEBAF injector, taken from [59].

The injector begins with a DC photocathode gun, which functions by directing an infrared laser

onto a photocathode material made of gallium arsenide (GaAs) [60]. The gun then emits a stream

of electrons which travels 6.5 m to a beam chopper, where the beam is "bunched" into pulses of

predefined length [61]. The helicity of this beam is determined by the preceding IR laser, which

is fine-tuned on a laser table and given polarisation via a Pockels cell, an electro-optic crystal [62].

This results in a longitudinally polarised electron beam, which can be orientated as needed via a

spin manipulator. A helicity board, which directly controls the Pockels cell, can be set to give

pseudo-random helicity states [63], which is crucial for beam symmetry in polarisation analysis.

4.1.2 Linear Accelerators

As opposed to circular accelerators (or storage rings) as used by facilities such as CERN, CEBAF uses

linear accelerators (linacs). This has an advantage over circular accelerators in being a simpler setup,

not requiring complex magnetic fields to continuously direct particles on a circular path. There is also

no unwanted synchrotron radiation, a source of energy loss that would have to be accounted for in the

form of more inserted energy [64]. While the linac presents a simpler and more cost-efficient design,

the main disadvantage is the inefficient use of the accelerator, with only one pass from injection to

dump. This problem is addressed with recirculating linacs, where particles are re-fed into the linac
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multiple times between beam injection and beam dump. Jefferson Lab, which uses two anti-parallel

linacs in the same loop, was the first laboratory to implement this recirculating linac technology on

such a large scale, though the concept had been well established by labs such as Stanford’s High

Energy Physics Laboratory (HEPL) and MIT’s Bates Laboratory [65].

Fig. 4.4 Photograph of a single 5-cell niobium
cavity as used in CEBAF’s linacs [66].

At the heart of the linac’s design are niobium

cavities (Fig. 4.4). Niobium (Nb) becomes super-

conductive at temperatures close to absolute zero,

and the cavities are shaped in such a way as to create

a standing electromagnetic wave when supplied with

radio frequency voltage, which provides acceleration

to charged particles travelling through the hollow

centre. The elliptical cavity shape also yields low

peak surface electric fields, and good mechanical

rigidity [67].

The linacs are made with arrays of cryogenic modules/units (Fig. 4.5), each consisting of a pair of

these 5-cell niobium cavities supplied with radio frequency voltage. This is kept at a temperature of

2 K by a liquid helium bath supplied to the unit.

Fig. 4.5 Diagram of a single linac cryo-unit [67].
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4.1.3 Recirculation Arcs

In order to complete the full-track circulation, electrons leaving one linac must be redirected to the

other. This is the role of the recirculating arcs, which use electromagnets to both direct the electron

beam, as well as maintain its focus. However, electrons on different "laps" occupy the same space

inside the linacs, and so there is a mix of electron energies in a single beamline which each require

different strength magnetic fields in order to be redirected equally [64, 66]. For this reason, each "lap"

of CEBAF requires an individual transport mechanism to accommodate the momentum of a specific

beam energy.

Fig. 4.6 Photograph of the western recirculation arcs of CEBAF [66].

To achieve this, electrons leaving a linac first come to a spreader, which separates out the beam

via differential vertical bending, according to energy, into separate recirculation arcs [65], which

are stacked vertically as seen in Fig. 4.6. An advantage of having unique transport systems for each

possible electron energy is that each transport design can be separately evolved to manage each

energy-specific synchrotron-radiation-induced degradation of the beam. After being redirected by an

arc, the beam passes through a recombiner, the mirror image of the spreader, before entering the next

linac.
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4.1.4 Beam Delivery

After electrons have reached the required energy, they are finally extracted from CEBAF by means of

transverse separator cavities, which give a sideways kick to the electrons [68]. Electrons to be extracted

are moved one way, while electrons to be recirculated are moved the other. This transversely separates

the beam enough for each path to be differentiated by electromagnets, which further separates them.

The radio-frequency separators are tuned to the phase of each of the three phase-separated beams that

were introduced by the injector. Each component beam can therefore be manipulated independently,

making it possible to serve different halls simultaneously with beams of different but correlated

energies [65].

4.2 Hall B

Hall B is one of the three original experimental halls that existed during the 6 GeV era of CEBAF.

As shown in Fig. 4.7, this was mostly occupied by the CLAS detector, to be given its own section

with individual components discussed. Hall B also houses the tagging facility which enabled real

photo-production experiments, to be detailed subsequently in this section. Today, Hall B operates in

much the same way, but with CLAS12 [69] taking the place of CLAS. Some more detail on CLAS12

is given in Appendix A, which details a CLAS12 calibration side-project.

Fig. 4.7 Labelled side-on cross section of Hall B, featuring CLAS, during the 6 GeV era [19].
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4.2.1 The Bremsstrahlung Tagging Facility

Unique to Hall B is the photon-tagging system, which made it possible to use photon beams instead of

CEBAF’s standard electron beam. This is achieved through the bremsstrahlung photon tagging system,

which was first implemented in 1998 [70]. This system is based on the bremsstrahlung mechanism

(taken from German, meaning "breaking radiation"), in which an electron of incident energy, E0 is

decelerated (scattered) by the electromagnetic field of an atomic nucleus, and in the process emits

an energetic photon (gamma ray). In this process, the energy transferred to the nucleus is negligible,

and so through energy conservation, the energy of the emitted photon, Eγ , is equal to the difference

between the initial and final energy of the electron, Eγ = E0 −Ee.

A photon beam is first generated in Hall B by directing the electron beam from CEBAF through a

thin target known as the radiator. Electrons have a probability of interacting with the radiator material,

each interaction resulting in a bremsstrahlung photon and a decelerated electron. A gold film is used

as the radiator material for its high atomic number, which encourages the bremsstrahlung mechanism.

Several radiators of different thicknesses were created in the order of micro/nano meters to limit

multiple scattering (see [70] for material specifications). A carbon backing is necessary to support

the thinner foils. Note that for a fixed incident electron beam energy of E0, a continuous range of Eγ

values between 0 and E0 is generated due to the statistical nature of involved particles, which create a

range of possible impact parameters. This Eγ distribution follows approximately a 1/Eγ dependence,

meaning lower-energy photons are more common than higher-energy ones. Meanwhile, the angular

distribution of both the outgoing photons and electrons is given by:

θγ = me c2/E0 θe = θγ Eγ/Ee (4.1)

Where me is electron rest mass. At Jefferson Lab energies (>800 MeV), both of these angles are

of order 1 mrad or smaller, which approximates to both the electron and photon continuing in the

original beam direction immediately after the bremsstrahlung process. Photons continue onward to a

collimator system to further define the beam before it is finally delivered to the desired target in Hall

B. The electrons, however, are redirected downward via a magnet, with field strength tuned to the

incident beam energy, E0, such that any electrons that were not decelerated by the radiator follow a

predetermined circular path, arriving at a beam dump under Hall B. Energy-degraded electrons in this

same magnetic field will have their path deflected downward even moreso. Instead of making it to
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the beam dump, these electrons are intercepted by a hodoscope - an array of scintillators, known as

counters, that detect the electrons. A diagram of this set up is shown in Fig. 4.8.

Fig. 4.8 Overall geometry of the bremsstrahlung photon tagging system. Typical electron trajectories
are labeled according to the fraction of the incident energy that was transferred to the photon [70].

Because the trajectory of the electrons depends on their energy, there is a direct relationship

between Ee and the horizontal position at which electrons exit the magnet. Each detector element

in the scintillator plane therefore corresponds to a specific value of Ee. This ultimately allows a

calculation of Eγ , which can be assigned, or "tagged" to a downstream photon, assuming the coincident

photon is identified. The plane in which this relationship between energy and position is linear is

termed the "focal plane" of the magnet. As much of the system as practically possible is kept in

vacuum to avoid multiple scattering. While the hodoscope was considered too large for this, much of

the electron’s path is kept in vacuum until an exit window near the scintillators.

In order for precise tagging, the hodoscope requires both a high spatial resolution for precise

momentum measurements, and adequate timing data. Scintillators must therefore be small and

numerous, to create high spatial resolution, but also a large enough volume to ensure reliable

scintillation. In order to specialise in these two requirements, two different planes of scintillator arrays

are used, the E-plane and T-plane. The E-plane (energy) is used only for energy/momentum definition,

consisting of 384 thin scintillators, known as E-counters, giving an optimal spatial resolution. The

spacing of E-counters in the focal plane translates to approximate steps of 0.3% E0. The T-plane

(timing) is 20 cm further downstream, and has fewer (61), but considerably thicker "T-counters", for

better timing precision via their light output.
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Each detector element in both planes is oriented with its working surface normal to the local

electron trajectory, creating a Venetian blinds-like arrangement, as shown in Fig. 4.9. This geometry

has the advantage of low angular acceptance of secondary particles, but more importantly, allows

for detector elements to overlap from the perspective of incoming electrons. This creates additional

energy bins in the E-plane by considering each unique overlap area as its own bin, recorded as being

hit when both associated E-counters fire in coincidence, due to a passing electron intercepting both.

Each of the 384 equally sized E-counters overlaps its adjacent neighbours by one third, thus creating

767 possible energy bins in steps of ∼ 0.1% E0.

Fig. 4.9 A scale drawing of a short section of hodoscope with a few typical electron trajectories
superposed. Shows the "Venetian blinds" geometry and indicates the general relationship between the
E- and T-planes of scintillators [70].

As stated, precise timing measurements are also necessary to assign the correct value of Eγ to a

downstream photon. When an electron creates light in a T-counter scintillator, the signal is read from

photo-multipliers (PMTs) at both the left and right side, with light travel time already considered. As

mentioned earlier in this chapter, electron beams in CEBAF are generated in bunches that occur every

2 ns. The electron beam current is tuned such that no more than one photon per electron bunch can be

associated with a subsequent particle event. However, beam bunches must still be differentiated. This

necessitates a timing resolution that is significantly less than the bunch period of 2 ns. To this end, the

design goal for the T-counters was to have a standard deviation of 300 ps in measurements of photon

coincidence time. Testing showed that the standard deviation is approximately 110 ps, far exceeding

this goal. This timing resolution is seen in Fig. 4.10.
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Fig. 4.10 Tagger timing spectrum taken from [70], showing the timing resolution of the tagger T-plane.
The 2 ns interval between beam pulses into Hall B is apparent. Also visible are smaller bumps
corresponding to spilled over pulses intended for an adjacent hall.

Regarding Polarisation

When using longitudinally polarised electrons, as is the case at CEBAF, the bremsstrahlung process

will produce photons that possess circular polarisation [71], with resulting photon polarisation

proportional to longitudinal electron polarisation [72]. The carried polarisation is also proportional

to the amount of energy transferred from the electron to the photon in the bremsstrahlung process,

which is expressed by the Olsen-Maximon formula [73], shown below:

P⊙ = Pe
4x− x2

4−4x+3x2 , x =
Eγ

E0
(4.2)

Where P⊙ is photon polarisation, Pe is electron polarisation, and x is the ratio of photon energy,

Eγ to initial electron energy, E0. To create longitudinally polarised photons, however, requires a

crystal lattice radiator, which was first implemented at JLab for experimental run period "g8" in

2001 [74] in the form of diamond. Coherent bremsstrahlung photons are created in the lattice due

to the interaction of electrons with lattice molecules. Produced photons continue through the lattice

in a single direction, but are reflected by the regular separation of lattice molecules. This creates

both constructive and destructive interference depending on photon wavelength. Therefore, emerging

linearly polarised photons will dominate at a particular photon energy, known as the coherent peak, as

shown in Fig. 4.11.
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Fig. 4.11 Calculated linear polarisation and enhancement (arbitrary units related to photon flux) as
a function of Eγ , for 5 GeV (left) and 3 GeV (right) electron beams. Each colour corresponds to a
different gonoimeter setting, used to shift the edge of the coherent photon peak. Taken from [72].

This means that unlike the case of circularly polarised photons, which have a more continuous

energy spectrum, linearly polarised beams are restricted to coherent peaks. The higher-energy limit

that the coherent peak allows is called the coherent edge, a value often used in reference to the linear

photon beam energy. In order to shift this coherent peak, the distance of regular spacing in the crystal

lattice (in the beam-direction) must be changed. This can be achieved by simply rotating the lattice,

which can be controlled with a goniometer.
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4.3 CLAS

The CEBAF Large Acceptance Spectrometer (CLAS), seen in Figs. 4.12 and 4.13, was a many

component detector system housed in experimental Hall B of Jefferson Lab, until it was retired in

2012 [56]. CLAS was designed to detect/track product particles emerging from a target material

subjected to an incident beam. The target varied between experiments. The target cell specific to g13

is described in Sec. 4.4.1.

Fig. 4.12 A photo taken of CLAS in its final
stages of construction [75]. The TOF counters
stand apart from the structure.

Fig. 4.13 A side-on cross section of CLAS showing
the layout of each component, taken from [19]. The
incident beam arrives from the left.

CLAS was capable of detecting product particles with momenta greater than 200 MeV/c over

polar angles (θ ) of 8◦ to 142◦, while covering up to 80% of the azimuth (φ ) [76]. As well as this

wide angular coverage, it accepted electron beam energies up to 6 GeV from CEBAF. Hence, it is

sometimes referred to as CLAS6 to further distinguish it from the now upgraded version, CLAS12

(completed in 2017). Such high reaching energy ranges allow for previously inaccessible kinematic

regimes in nuclear target scattering experiments, allowing for the investigation of higher energy

structures and resonances, furthering our understanding of QCD. The following subsections will each

detail the major components of CLAS.
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4.3.1 The Start Counter (SC)

The Start Counter was a component of the CLAS detector, utilised in the determination of the start

time of events in photo-production experiments. It consisted of 24 plastic* scintillator paddles, each

2.15 mm-thick, and arranged into 6 sectors surrounding the target cell in a hexagonal formation [78],

as shown in Fig. 4.14.

Fig. 4.14 A 3D rendering of the start
counter, taken from [78]. A sector
is removed to view the interior. The
encased scintillator paddles are in green.
Photo-multipliers are shown in blue. A
general target region is shown in purple.
The photon beam (red) travels top-left to
bottom-right.

CLAS identifies particles by measuring the time taken to move from the interaction vertex in the

target to the outer detectors (to be detailed later in this section). The start counter’s role is to measure

the time of interaction (i.e. the start time), by detecting particles immediately after (within 2 ns) they

are emitted from the target. For this reason, the start counter is the component positioned the closest to

the target. When a particle passes through a SC paddle, a light pulse is created in the active material,

which is then received by the PMT, and establishes a start time. Due to the segmented scintillator

design, some limited azimuthal information is also provided, however, reconstructing the position of

the particle is left to other detector components. The start counter is of special importance within this

project, as it is utilised for more than the intended purpose. By exploiting its proximity to the target,

we can consider re-scattering of outgoing particles, using the active region as a source of secondary

reaction vertices.

Before experimental period g13, a different start counter model was used, possessing a 3-paddle

structure, with each large scintillator shaped to have a 32.2◦ bend along its length [79]. The succeeding

start counter was instead described as "highly segmented", with its 24 paddles offering more azimuthal

*EJ-200 scintillators were used, which uses polyvinyltoluene (PVT) as a base [77].



46 | Experimental Facility - Jefferson Lab

information, which the analysis of this thesis utilises. Another improvement from the previous model

involved having thinner scintillators (from 3 mm to 2.15 mm), which minimises re-scattering. However,

note that this normally undesired possibility is exactly what the unique method of this analysis depends

on.

Fig. 4.15 A labelled cross section of the highly segmented start counter used in g13 [78].

This improved SC was also designed to be used in experiments with much longer targets, from

17 cm-length targets in the previous model to 40 cm-length targets. Each SC paddle consists of a

single scintillator with a main straight of 502 mm, between a bend at either end, as shown in Fig. 4.15.

Upstream, the paddle bends outward towards and light guide and PMT for light pulses to be read.

Downstream, the paddle bends inward, converging on the beam line and forming the "nose" of the SC.

Each scintillator was individually wrapped in reflective film to ensure internal photon reflection. To

further prevent light leaking to neighbouring scintillators, every other scintillator was additionally

wrapped in light insulation film. All scintillators are then layered between more light insulation film,

and mounted on a support shell. A protective shell is then placed on top. This arrangement is shown

in the paddle cross section shown in Fig. 4.16. Introducing this extra material increases the risk

of impeding particles, however the tapes used have sub-millimetre thickness, and the shells have a

much lower density material when compared with the scintillator, which minimises the chance of

rescattering.
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Fig. 4.16 A cross section of one sector of paddles in the start counter, with materials labelled [78].

4.3.2 Torus Magnet

As described by electrodynamics, a particle of charge q and velocity v⃗ passing through a magnetic

field B⃗ experiences a Lorentz force, F⃗ = q(⃗v× B⃗). In particle spectrometers like CLAS, magnetic

fields are used to deflect charged particles, which allows them to be differentiated by their momentum.

The magnetic field of CLAS is generated by six superconducting coils arranged in a toroidal geometry

around the beamline [19]. Its function is to bend charged particles toward or away from the beam

axis. The reniform configuration (shown in Fig. 4.17), ensures that forward-going particles, which

are typically of higher momentum, experience a greater Lorentz force than particles emitted at wider

angles, meaning a better spatial resolution in subsequent detection.

Fig. 4.17 Contours of constant absolute magnetic field for the CLAS toroid in the midplane between
two coils, with field strength labelled in units of Gauss. The projection of the coils onto the midplane
is shown for reference [19].
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Each of the six coils has four layers of 54 turns of aluminum-stabilized NbTi/Cu conductor, which

is kept at the super-conducting temperature of 4.5 K by liquid helium fed through cooling tubes

located at the edge of the windings. This temperature is further preserved by a liquid-nitrogen-cooled

heat shield.

4.3.3 Drift Chambers (DC)

As the torus magnet works to curve the paths of charged particles, the drift chambers (DC) trace the

path they take by detecting the ionisation trail they leave behind, obtaining an accurate measure of its

curvature, and therefore its momentum. The torus magnet coils divide CLAS into 6 sectors. Within

each of these sectors, the DC has three regions, R1, R2 and R3, as shown in Fig. 4.18. R1 is its own

self-supporting structure, sitting undivided in the middle of the torus coils. However other regions

are segmented by sector, each shaped like orange segments to wedge into the space between coils

(Fig. 4.19).

Fig. 4.18 Cross section of CLAS perpendicular
to the beamline, showing the layout of the drift
chamber’s three regions. Note that the mini-torus
coils are only present in electron beam runs. [19].

Fig. 4.19 Photograph of a sector of DC-R3,
taken during construction [75].
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The drift chambers are filled with a gas consisting of argon (Ar) and CO2 at a ratio of 88% to

12%. This mixture is a compromise between safety (non-flammable) and efficiency, resolution and

collection time [76]. The gas is delivered to the drift chambers in parallel by means of a gas-handling

system built by a collaboration between Jefferson Laboratory and the nearby University of Richmond.

Threaded through the chambers are nearly 130,000 wires, which run between the two end plates of

any given sector. These wires are of two main types: sense wires, responsible for detecting ionisations;

and field wires, responsible for creating an electric field to direct ions to the sense wire. The sense

wires consist of 20 µm diameter gold-plated tungsten. Tungsten was chosen because of its durability,

and the 0.127 µm gold-plating ensures chemical inertness. The field wires are 140 µm-diameter

gold-plated aluminium 5056 alloy. Chosen because aluminium has the longest radiation length of any

practical wire material and thus minimises multiple scattering. Additionally, the low density allows

lower wire tension, and hence minimises forces on the endplates.

Equally spaced sense wires form layers across each region. These are approximately perpendicular

to incoming particles to ensure maximum sensitivity to their momenta. Six sense wire layers form a

so called "superlayer", and are arranged such that each individual sense layer is aziumuthally half a

space along, creating a brick-like arrangement. Wire spacing increases radially from the beam line

centre. Between each sense wire layer are two layers of field wires, which alternate in a similar way

such that they define the vertices of a hexagon-like pattern, with a sense wire at each hexagon centre.

This is visualised in Fig. 4.20. This arrangement of wires effectively defines hexagonal detection cells

for each sense wire. Each sector consists of two "superlayers", one axial to the magnetic field, and

the other tilted at a 6◦ stereo angle around the radius of each layer to provide azimuthal information.

Due to spatial constraints, R1’s stereo superlayer contains only four sense wire layers instead of six.

A third type of wire, "guard wires", surrounds the perimeter of each superlayer with a high-voltage

potential.
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Fig. 4.20 Representation of a portion of an
R3 chamber, showing the layout of its two
superlayers. The sense wires are at the center
of each hexagon and the field wires are at
the vertices. The hexagonal cell walls do not
represent physical boundaries, but highlight the
regular repeated pattern of the wires, and define
the cell regions. Also demonstrated is a passing
charged particle which causes drift cells to fire
(highlighted cells) [19]. Top right shows the
cherenkov counters, to be discussed next.

4.3.4 Cherenkov counters (CC)

The Cherenkov counters [80] sit behind the third and final DC region, and span out to a forward

polar angle of θ = 45◦. They are responsible for detecting electrons, and separating them from pions,

which are hard to differentiate using only curvature information from the DC, or energy information

from the calorimeters (to be covered in Sec. 4.3.6). This system was only required for electron beam

experiments, and was instead turned off for photoproduction experiments such as g13, and is only

detailed here for interest. The CC system utilises the cherenkov (or cerenkov) effect, which occurs

when a charged particle moves through a dielectric medium at a speed greater than the speed of light

within said medium, creating a forward conical wavefront of photons in the "wake" of the particle.

The effect is named after the Russian physicist Cerenkov, who conducted a thorough investigation of

the phenomenon in the 1930s [81].

The refractive index, n, is a characteristic property of a material, defined as the ratio of the speed of

light in vacuum, c, to the speed of light in the medium, v (n = c/v). CLAS uses a gas, perfluorobutane

(C4F10), as the medium to create cherenkov radiation. Each of the six sectors contains about 6 m3

of this gas. Perfluorobutane has a relatively high refractive index of n = 1.00153, which means light

travels through it at a speed of 0.998c. A particle must therefore exceed this speed in order to create

cherenkov radiation. Charged pions have a rest mass ∼272 times greater than an electron [3], and

therefore have a much higher cherenkov threshold momentum (∼2.5 GeV/c) in perfluorobutane. This

difference means that electrons passing through the medium will produce cherenkov radiation while

pions will not, making a clear distinction between the two particles.
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In order to preserve CLAS’s 80% φ coverage, the cherenkov detector elements (photo-multiplier

tubes or PMTs) are positioned behind the torus magnet coils, making efficient use of detector

space. In order to reach these PMTs, cherenkov radiation from a passing electron is redirected by

parabolic aluminum mirrors. There are three mirrors per PMT, and two PMTs per bilateral module, a

symmetrical arrangement that covers both halves of a given sector as shown in Fig. 4.21. Because of

the magnetic field created by the torus field, magnetic shielding is necessary around the PMTs.

Fig. 4.21 Diagram showing the bilateral arrangement of a cherenkov counter module [19]. A typical
electron path is also shown, demonstrating how the generated cherenkov radiation is redirected to a
PMT by three mirrors.

Each sector contains an array of 18 bilateral modules, arranged as shown in Fig. 4.22, totalling

216 PMTs altogether. The width of each module increases with θ as the sector diverges away from

the beamline.

Fig. 4.22 A schematic diagram of the array of optical modules in one of the six identical sectors of the
Cherenkov counters.
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4.3.5 Time-of-Flight Counters (TOF)

The time of flight counters (TOF) [82] are an array of large plastic scintillators that sit ahead of the

CC, covering a large polar range of 8◦−142◦. The TOF counters are used in coincidence with the SC

to establish a time taken for a particle to travel between each, providing useful information which

assists particle identification. As with all CLAS detector components, each of the six sectors of the

TOF contains an identical setup. A single sector is depicted in Fig. 4.23.

Fig. 4.23 Arrangement of the scintillators in one TOF sector showing all four panels.

The system uses 2-inch-thick BC-408 scintillators. The length and width of each varies, both

due to the geometry of CLAS and also considerations for required resolution and cost-efficiency.

There are 4 panel regions in each TOF sector, formed of scintillator planes which are perpendicular to

incoming particles. Panel 1 is considered the forward angle region, covering a polar range of 8◦−45◦.

The 24 scintillators in this region are 15 cm in width. Panels 2-4 are considered the large angle region,

covering 45◦−142◦, and mainly consisting of 22 cm-width scintillators.

As with the Cherenkov counters, the inactive region created by the shadow of the torus magnet

coils is utilised for the PMTs and their light collection cones, which are mirrored at opposite ends

of each scintillator, and receive light generated in the scintillator by a passing particle. The small

angle region uses 2-inch-diameter PMTs orientated in line with its adjacent scintillator, however

the large-angle region uses 3-inch PMTs orientated at a right angle to scintillator ends, requiring a

bending light guide design.
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4.3.6 Electromagnetic Calorimeters (EC and LAC)

The final regions, sitting the furthest out from the target in the centre of CLAS, are the calorimeters,

responsible for measuring particle energy. This measurement is a destructive process that attenuates

particles, which is why it must be the final detector component. There are two distinct calorimeter

types covering different angular ranges, each to be discussed in separate subsections which follow.

Forward Electromagnetic Calorimeter (EC)

Covering angles θ < 45◦ are the "small angle calorimeters" or EC (electromagnetic calorimeters). The

role of the EC is to detect forward-going particles, which includes higher energy electrons, photons,

and neutrons. It is made of alternating triangular layers of 10 mm-thick scintillators and 2.2 mm-thick

lead sheets. There are 39 scintillator layers in total. Each scintillator layer is made of 36 parallel

strips, with each layer orientated 120◦ to the previous, creating three possible scintillator orientations,

referred to as U, V and W, as shown in Fig. 4.24.

Fig. 4.24 Exploded view of one of the six
electromagnetic calorimeter modules [83].

Fig. 4.25 Event reconstruction in the EC. In
sectors 2, 3, 4, and 5, a single intersection of
peaks on each view (U, V, W) is found, while
in sector 1, two hits are reconstructed. The
size of the oval at each intersection depicts the
transverse energy spread in the shower [19].

Electromagnetic showers originate in the lead sheets from attenuated particles, which propagates

through the layers. The energy absorbed in the active material produces a light pulse that is collected

at both ends of a scintillator strip, and if over a certain threshold, the scintillator is considered fired by
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electronic readout. By using three orientations, the position of the shower can be triangulated and the

particle can be reconstructed, as shown in Fig. 4.24. The energy and the time of the hit are calculated

by taking into account the path lengths from the hit position to the readout edge.

Large-angle electromagnetic calorimeter (LAC)

The large-angle calorimeter (LAC) provides some detection of scattered electrons and neutral particles,

as well as photons originating from radiative processes or π0/η-meson decay. The LAC covers a polar

angular range of 45◦−75◦, however, unlike every other CLAS component, the LAC covers only two

of the six azimuthal sectors, providing a sample measurement of particle energies.

In a similar fashion to the EC, the LAC is made of alternating layers of 15 mm-thick scintillators

strips and 2 mm thick lead foil, 33 layers in total. There are two alternating arrangements for the

strips, each perpendicular to the previous layer, as shown in Fig. 4.26.

Fig. 4.26 Conceptual drawing of a LAC module showing in detail: (a) the composite internal structure
and (b) the plastic scintillators stack structure (light-gray area) with the crossing of two orthogonal
stacks that defines a cell (dark-gray area) [84].

4.3.7 Triggers and Data Acquisition (DAQ)

So far in this chapter, it has been discussed how each detector component of CLAS gathers information

from product particles emerging from reactions occurring in the target. In order to record this

information collectively as "events", a two-level trigger system was designed [19]. The first level
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receives the output of PMTs and turns it into a digital signal within 90 ns and no dead-time between

readings. This digital information includes the general location of TOF hits, Cherenkov detector

signals, and energy deposited in the calorimeter. The level 2 trigger logic can then reject this

information if no particle tracks are found in the drift chamber. This is to remove signals that likely

came from cosmic background. Likely tracks are identified through a "segment finder", which

continuously searches for track segments in the overlapping regions based on template matching.

The trigger supervisor, a custom electronics board, can be set to be more or less restrictive as

required by a given experiment. For example, it may be programmed to require only a level 1 input to

constitute an event. Upon meeting the requirements for a trigger, events are subsequently queued for

readout in CLAS’s data acquisition system (DAQ), which takes the digital signal and stores it to disks

at a maximum event rate of 2 kHz.

4.4 The E-06-103 experiment (g13)

g13 (or E-06-103*) is the internal name given to one of the many experimental run periods that utilized

the CLAS detector. g13 ran over a half-year period between 2006-2007 and was initially proposed to

study meson photo-production on deuteron using polarised photons [72], largely motivated by the hunt

for nucleon resonances (N∗) as predicted by SU(3). With the utilization of polarised photons, many

polarisation observables could be measured in Kaon production of γN, overall creating a high-power

analysis.

In order to measure a large set of polarisation observables, g13 consisted of two parts, g13a and

g13b, which used a circularly† and linearly polarised photon beam respectively, using the mechanisms

described in Sec. 4.2.1. For g13a, the circularly polarised photon beam was created with relatively

lower electron beam energies (Ee), predominantly Ee of 1.99 GeV and 2.65 GeV [85], which created

a range of photon energies (Eγ ) below Ee. For g13b, a higher Ee was required. Across all g13b

runs, Ee energies in the range of 3.3 - 5.2 GeV were used in conjunction with six unique goniometer

configurations. This resulted in six coherent edges for the linearly polarised photon beam, giving an

Eγ range of 1.1 Gev to 2.3 GeV. In total, ∼ 3×1010 events worth of data were collected.

*After approval, Jefferson Lab’s Program Advisory Committee (PAC) assigns serial numbers to experiments in the
form E-XX-XXX, where XX denotes the year of proposal, and XXX is the sequential number for that year. In some
years, 100 is added to distinguish proposals made to a different panel. Hall B uses the form gXX (photo-production) or
eXX (electro-production) to group its approved experiments to define run periods. As g13 contained only E-06-103, both
numbers refer to the same experiment.

†The circularly polarised photon beam helicity was frequently flipped to ensure a balance across all data.
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4.4.1 The Cryo-target

Unlike previous analyses that have focused on γ p (i.e. with a hydrogen target), this experiment would

analyse, in addition, γn. To this end, the experiment used an unpolarised liquid deuterium (LD2)

target, requiring a cryogenic target cell. This cryo-target cell (seen in Fig. 4.27) consisted of a slightly

tapered plastic tube, capped at either end, and orientated to point downstream of the beam. Cap-to-cap,

this was 40 cm in length, and the cross-sectional area was 51.9 mm2 at the thicker end, and 40.0 mm2

at the thinner end [86]. The caps included an electron-beam window to allow the incident beam

to have minimal impedance before reaching the target material inside the cell, and any remaining

photons to exit the cell. The cryogenic material was supplied to the cell through three gas manifold

distribution tubes, equally spaced around the upstream end of the cell. These are supported by a ring.

The LD2 can then be supplied to the cell by JLab’s on-site cryogenic storage facility.

Fig. 4.27 A rendering of the cryo-target used in g13. Taken from [86].

4.4.2 Data Corrections

Before the data obtained from g13 can be used for analysis, some corrections are implemented, which

are listed here.

Photon energy correction

As discussed in Sec. 4.2.1, the energy of an incident photon, Eγ , is established by the energy of the

coincident decelerated electron, Ee, as measured by the E-counters in the focal plane of the tagging

system. However due to the weight and length of these counters, a mechanical sag was present in the

set-up, which caused an incorrectly measured Ee and hence an incorrect Eγ . This was addressed by
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CLAS collaborator, Mike Williams, using kinematic fitting to correct Ee [87]. The correction was

implemented directly to the g13 dataset during "cooking" (the process of turning raw data containing

detector information to reconstructed events for analysis).

Energy loss correction

As charged particles travel through a medium, energy is lost in the form of ionisations, which can

be mathematically quantified as a mean energy loss per unit distance [88]. This means that when

charged particles reach the DC, their measured momentum will be less than it was at their starting

vertex, causing a discrepancy between the real and calculated associated 4-vector. Hall B collaborator

Eugene Pasyuk developed the "eloss" package which applied a correction factor (in the order of MeV)

to account for this energy loss, based on path length and stopping power, which is unique for each

particle.

Momentum correction

Finally, momentum corrections are applied to account for drift chamber misalignments, as well

as differences between the actual toroidal magnetic field and the calculated one used for track

reconstruction [89, 90]. These corrections were also determined by kinematic fitting.





Chapter 5

Analysis

This chapter presents the procedure through which a new independent measurement of Cx′ is acquired

from Jefferson Lab’s CLAS g13a data (g13b is planned as a later addition, see Sec. 7.1). The analysis

is divided into two major halves: Event selection (Sec. 5.2), in which the reaction of interest is isolated

from all other events in the dataset; and the Cx′ extraction (Sec. 5.3). The analysis of statistical

uncertainty, and some systematic effects, is also detailed.

The presented method by which Cx′ is extracted follows closely to Bashkanov et al. [1], an analysis

which, as discussed in Sec. 3.2, benefited from a dedicated neutron polarimeter in its data acquisition.

In order to apply this same method with CLAS, the Start Counter (described in Sec. 4.3.1) plays an

equivalent role, relying on a neutron-proton charge exchange collision occurring inside the detector

element. The angular distribution of the rescattered proton allows the polarisation of the neutron to

be analysed. This is a novel technique which has not yet been formally utilised at Jefferson Lab. It

opens up a plethora of many other potential analyses to be carried out with the CLAS detector (and

CLAS12, as discussed later, in Chap. 7), which access higher photon energies than before, and enable

a larger kinematic range than accessible using dedicated polarimeters.

59
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5.1 The Reaction of Interest

The reaction of interest to be isolated and analysed is a two-step reaction. First, there is deuteron

photo-disintegration (γd → p1n). From this, the product neutron undergoes a charge exchange

collision, causing a scattered secondary proton (np2 → p2n). Fig. 5.1 shows this as a single diagram

with important angles and vectors labelled, which will be defined mathematically in this section.

Fig. 5.1 A diagram depicting the two-step reaction of interest, γd p2 → np1 p2, in the centre of mass
frame, and defining the angles between each plane. The third reaction plane is instead depicted as a
cone to emphasize φ2, the statistical distribution of which allows a calculation of neutron polarisation.

5.1.1 Angle Definitions

There are three planes to consider in total; the lab plane and two reaction planes, with angles between

each. The lab plane, xz, is defined as being parallel with the hall B floor, with z⃗ aligned with the photon

beam (γ). y⃗ is then the normal to the lab plane. This gives unit vectors of x̂ = [1,0,0], ŷ = [0,1,0], and

ẑ = [0,0,1]. The photon beam is incident on a target deuteron (d). Upon deuteron photo-disintegration,

a neutron (n) and proton (p1) are emitted diametrically opposite to each other in the centre-of-mass
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frame. The neutron is the particle of interest, and so the polar angle, θ1, is defined as:

θ1 = ẑ∡ p⃗n where A⃗∡B⃗ = cos−1

 A⃗ · B⃗∣∣∣A⃗∣∣∣∣∣∣B⃗∣∣∣
 (5.1)

Where p⃗n is the momentum component of n. The angle swept out by θ1 establishes a reaction plane,

x′z′, where z⃗′ is parallel with p⃗n. Hence, the normal to this plane is given by y⃗′ = ẑ× p⃗n. Therefore,

the azimuthal angle between the lab plane and neutron plane can be defined as follows:

φ1 = ŷ∡y⃗′ = ŷ∡(ẑ× p⃗n) (5.2)

In the next step of the reaction, the neutron rescatters a secondary proton, p2, with the associated

momentum vector given by p⃗p2 . This polar scattering angle is given by:

θ2 = p⃗n∡ p⃗p2 (5.3)

Similar to before, this angle being swept out establishes another reaction plane, x′′z′′, with a normal

defined by y⃗′′ = p⃗n× p⃗p2 . Therefore the azimuthal angle between the neutron plane and the rescattered

proton plane is given by:

φ2 = y⃗′∡y⃗′′ = (ẑ× p⃗n)∡(p⃗n × p⃗p2) (5.4)

With this, we have a method of obtaining φ2 for each event, which requires a reconstruction of the

vectors for γ , n and p2. It should be ensured that the angular range of azimuthal angles is −180◦ to

180◦, and not simply the unsigned magnitude, which does not respect asymmetry. In general, one

method to ensure this, given arbitrary plane normals, A⃗ and B⃗, is to evaluate the z-component of their

cross product, as shown below:

φAB =


A∡B if (A⃗× B⃗)z < 0

−(A∡B) if (A⃗× B⃗)z > 0
(5.5)
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5.2 Event Selection

In order to isolate events containing the reaction of interest from all events in g13a data-set, an

algorithm must be created that omits/vetoes events from the analysis based on expected properties of

the reaction. There are several steps to this data-reducing process, which are detailed and explained in

this section. Each "cut" made to the data during this process is an attempt to minimise "background"

(events not containing the reaction of interest) while preserving the "signal" (events containing the

reaction of interest) of the data-set. However, no perfect cut exists, and so there is often a compromise

between these two objectives. The order in which these cuts are implemented does not change the

final selection. However, when investigating the effects of individual cuts, such as for step-wise

signal/background ratio analysis (presented at the end of this section) or error propagation (not fully

implemented in this analysis), it should be noted that one cut may overlap with or overshadow the

next, making a subsequent data reduction appear to be less impactful.

5.2.1 Preliminary Skim

When the reaction of interest occurs in g13, we expect to detect two protons, and anything else can be

filtered out. A preliminary algorithm was written and ran by Dr. Nicholas Zachariou [91] to filter

through the entirety of g13a’s data banks, apply the corrections described in Sec. 4.4.2, and store only

relevant information into a new data tree, a process known as skimming. Only events with exactly

two positive particles (no negative or neutrals) detected in the final state were kept when creating this

data tree. This results in a little over 28 million events being stored for analysis. For the purposes of

the next step, we can assume that these selected two positive particles per event are protons, however

this will be further ensured in subsequent filter conditions.

5.2.2 Defining p1 and p2 Using DOCA

Once events with exactly two detected protons are selected, it’s important to establish which proton is

which between the proton emitted from deuteron photo-disintegration, p1, and the proton that was

re-scattered by the neutron at the start counter paddle, p2. This distinction can be estimated by, for

each event, comparing the distance of closest approach (DOCA) of each of the two protons with the

photon.
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In general, DOCA is a characteristic value of a pair of vectors in 3D space that pass by one another

(i.e. they do not intersect or run parallel). The distance of closest approach is the shortest distance

possible between these two vectors, and is defined by the separation of a pair of points/vertices, one

on each vector, such that a line connecting these points would be perpendicular to both vectors. This

can be expressed mathematically as follows:

v⃗1 = u⃗1 + t1û1 v⃗2 = u⃗2 + t2û2 ∆⃗v = v⃗1 − v⃗2 ∆⃗v · û1, ∆⃗v · û2 = 0 (5.6)

These equations state that for any two points on a pair of respective lines in 3D space, each defined by

a unit vector û, scaled by a respective value of t, and displaced by a respective vector u⃗, the closest

possible pair of points, v⃗1 and v⃗2, is defined when the vector between them, ∆⃗v, is perpendicular to

both unit vectors û1 and û2 (i.e. the dot product between either of them is 0).

In the specific case of this analysis, the DOCAs between the photon (γ) vector, and either of

the two protons (p1 or p2) are compared. From CLAS, we already know the direction (û) and start

vertex (⃗u) of each of these associated vectors, and so to calculate DOCA, we have to solve for t1

or t2 (solution provided in Appendix Sec. C.1). Because the incident photon that causes deuteron

photo-disintegration was initially absorbed by the target deuteron, and the resulting proton vector

originates from this deuteron, it should be expected that the DOCA between p1 and γ is virtually 0

(meaning they intersect). However, due to uncertainties in CLAS particle track reconstruction, this

DOCA will have a calculated value in the order of mm. On the other hand, p2 is part of a different

reaction vertex, originating in the start counter, which is separated from the target cell by ∼10 cm.

We can therefore expect the average DOCA between γ and p2 to be larger than the average DOCA

between γ and p1. This is visualised in Fig. 5.2.

Fig. 5.2 A diagram to visualise the comparison between p1-γ DOCA (left) and p2-γ DOCA (right). The
DOCA of p2-γ is on average larger due to the vertices being separated by an additional reaction step.
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By default, CLAS particle banks will order protons by momentum, which has no preference

or correlation with the reaction step. The identities of p1 and p2 are therefore initially mixed and

unknown for each event. However, by comparing the DOCA to γ for each of the two protons on

an event-wise basis, it can be estimated that p1 is the smaller DOCA value proton, and p2 is the

larger. This is how p1 and p2 are defined in this analysis. By going over all events and comparing

the DOCA distributions of what is now defined as p1 and p2, it can be clearly seen that there are two

separate distributions (shown in Fig. 5.3), whereas previously, the first and second proton (as ordered

by momentum) had identical distributions.

Fig. 5.3 A histogram of event-wise γ p DOCA values for both p1 (blue) and p2 (red). There are two
distinct distributions with expected characteristics, indicating the two types of protons are established
well.

These distributions show the expected properties of p1 and p2. The DOCA of p1 peaks at 0 cm,

with a spread caused by detector uncertainty. On the other hand, the mean value of p2 DOCA is

higher due to the physical separation of the reaction vertices. Also, the distribution of p2 DOCA is

much broader due to the additional variation introduced by an additional scattering angle, and less

correlation with the photon.
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Considering ∆ DOCA

While this definition of p1 and p2 may be subject to some uncertainty, note that the overlapping

region between these DOCA distributions does not necessarily indicate events where the assignment

of p1 and p2 was uncertain. For example, a value of p1 = 0.5 in this overlapping region could be

paired with a value of p2 = 5 in its respective event, in which case the distinction is clear. However, if

p2 = 0.51 in this hypothetical event, then there is much less certainty in which proton is which, as this

is within the margin of error for detector reconstruction. Therefore, to better estimate uncertainty, it’s

more important to consider the difference between p1 and p2 DOCA values (or ∆DOCA) per event.

This is visualised in Fig. 5.4, which shows a distribution of ∆DOCA values over all data.

Fig. 5.4 A histogram of the difference between p1γ and p2γ DOCA values per event. The distribution
shows a large amount of events have similar DOCA values, which increases the risk of p1 and p2
being incorrectly defined due to DOCA having limited precision.

Ideally, a ∆DOCA threshold would be a good cut to make to the data, as it would remove events

with large uncertainty. However, as Fig. 5.4 shows, the data seems to peak at ∆DOCA = 0, and

therefore any cut here would result in a large loss of data which statistically contains more good events

than bad. Such a cut was trialled during analysis, and it was found that the loss of data was not worth

the signal-to-noise ratio gained. It was ultimately decided to persist with a relatively less confident

definition of p1 and p2. Incorrectly defined protons will simply contribute to the background to be

analysed and accounted for later.
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p1 vs p2 in missing neutron mass

Uncertainties aside, the success of using DOCA to distinguish each proton is apparent if the missing

mass of the neutron in deuteron photo-disintegration is considered for both p1 and p2 cases. Missing

mass is a consideration of 4-momentum conservation (the concept of 4-momentum is derived in

Appendix B). Because momentum is conserved, we can expect that the vector sum of reactant momenta

minus the vector sum of product momenta is equal to a net momentum of 0. This relationship can be

deliberately imbalanced by removing a product particle, replacing it with a placeholder "X", meaning

the remaining net momentum will then equal the missing X momentum vector. The magnitude of X’s

momentum vector therefore captures the "missing mass" in this assumed reaction. This technique is

useful for identifying undetected or "missing" particles based on an expected reaction in the dataset.

In this specific case, the reaction to consider is deuteron photo-disintegration, with an undetected

product neutron. Hence, the missing neutron can be reconstructed by vector summing γ and d,

then subtracting p (γd → pX) for each event. Assuming this reaction is present in the data sample,

and the correct particle vectors are being used, then it should be expected that a histogram of the

mass component of X peaks at the mass of a neutron. This neutron mass peak should only be

visible when the proton resulting from deuteron photo-disintegration (p1) is selected for the missing

vector arithmetic. If instead, the rescattered SC proton (p2) is selected, there would be an additional

(and inconsistent) momentum imbalance, meaning no histogram peak associated with γd → pn.

This provides a useful way to visualise the success of defining p1 and p2. A histogram of both

MM2(γd → p1X) and MM2(γd → p2X) are shown together in Fig. 5.5. As the figure shows, when

using p1 in place of p in γd → pX, there is a visible neutron mass peak corresponding to this

reaction. Whereas the equivalent histogram for p2 has no clear peak, only containing the background

distribution, which indicates that p2 did not come from this reaction. From this is can be seen that the

current method of defining p1 and p2 is robust, and a good distinction has been made.

The histogram of MM2(γd → p1X) in Fig. 5.5 is also a visualisation of how much background

compared to data of interest is present in the sample, as seen from the comparatively small peak of

interest sitting on a "sea" of background. This same histogram is what is used to estimate signal to

background ratio between data reduction steps, and will be revisited in Sec. 5.2.9.



5.2 Event Selection | 67

Fig. 5.5 Histograms of squared missing mass of γd → pX over all events in the sample. Blue (red)
shows the result when using p1 (p2) in place of the proton vector. The dashed line corresponds to
neutron mass squared.

5.2.3 ∆β Selection

To further ensure that the selected positive particles are protons, a ∆β cut was implemented. β is

a particle’s speed expressed as a fraction of the speed of light, c. ∆β is the difference between a

particle’s β as measured by time of flight in the detector, and a β that can be calculated by assuming

the particle’s mass, using the following formula:

βcalc =
p√

m2 + p2
(5.7)

Where p is momentum (established by drift chambers), and m is assumed mass, both using natural

(c = 1) units of GeV. Assuming correctly identified particles, ∆β would idealistically be 0, however

inaccuracies in the detector will cause a distribution of values centred on 0. In order to select this, a

filter condition was implemented to only keep data within ∆β =±0.015, as shown in Fig. 5.6.
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Fig. 5.6 Colour plots of ∆β vs momentum (p) for p1 (left) and p2 (right), with the colour Z-axis
corresponding to the number of counts in a given bin. Dashed lines show the boundaries at ±0.015
for selecting the proton region. Other particle species are visible as adjacent streaks.

5.2.4 Photon Coincidence Time

As covered in Chap. 4, the electron beam from CEBAF arrives in bursts every 2.004 ns. The current

of the beam is tuned so that only one photon per bunch can be associated with any subsequent event.

However, some events may contain multiple candidate photons due to the short time between bursts.

This can be visualised with a histogram of time differences (∆t) or coincidence times, between p1

and any candidate photons across all events. This is shown in Fig. 5.7. The high timing resolution

allows us to see that, while most candidate photons belong to the correct beam pulse, there are

sometimes candidate photons belonging to preceding or proceeding bunches. The correct photon is

easily assigned by selecting the one with the smallest coincidence time with p1 for each event, which

again, is possible thanks to the precise timing resolution. As a further filter condition, only events

with photon coincidence times under 1 ns with both p1 and p2 were selected before continuing. This

selection is shown in Fig. 5.8.
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Fig. 5.7 Histogram showing the time difference in
nanoseconds between p1’s start time, and the start
time of every photon in an event, over all events.
Additional smaller peaks at 2 ns intervals indicate
photons belonging to a different beam bunch.

Fig. 5.8 Coincidence time between the associated
photon and both p1 (blue) and p2 (red) per event.
Dashed lines at ±1 ns show the data selection
region.

5.2.5 POCA Z-vertex Selection

Similar to the DOCA (distance of closest approach) as previously discussed in Sec. 5.2.2, the POCA

(position of closest approach) is the 3D coordinate (or vertex) at the midpoint between where two

vectors come their closest, and therefore the midpoint of the associated DOCA vector. The POCA is

useful in estimating the reaction vertex, i.e. the exact location of an interaction/decay. If we consider

the POCA between γ and p1, we should expect to see POCAs that are inside the region of the target

LD2. However, due to the presence of other materials which make up the target cell (see Sec. 4.4.1),

we find that there is, in addition, an abundance of POCAs indicating that reactions originated in

surrounding locations, such as the plastic walls of the target cell container, and the window of the

target apparatus. This is visible in a histogram of the Z-component of p1γ POCA values (Fig. 5.9). To

remove these events, a selection is made on the POCA Z-component to only include events occurring

inside the target length.

No cuts were applied with respect to the X and Y components of POCA, as the track reconstruction

isn’t accurate enough to get a clear picture of the target in the XY-plane, therefore any cuts made

would greatly risk losing signal. However, the target walls are thin enough that their effect should be

negligible.
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Fig. 5.9 A histogram of values for the Z component of the POCA between p1 and γ , which indicates
where reactions took place along the Z-axis of the 40 cm length target. A selection is made to only
keep values at 3 cm to 37 cm, which removes peaks corresponding to the target windows.

5.2.6 Diametric SC Paddle Restriction

In deuteron photo-disintegration, the produced proton and neutron are emitted diametrically opposite

to each other in the centre-of-mass frame. It should therefore be expected that in our reaction, these

nucleons are detected at opposite sides of the start counter. As detailed in Sec. 4.3.1, there are 24 start

counter paddles encircling the target which are numbered as such in a clockwise order (when facing

downstream of the beam line). Note that the paddle hit by the neutron can be inferred from the start

vertex of p2. Therefore, for every event, there is an associated paddle for each p1 and p2. It should

of course be expected that this same diametric geometry is also visible in the φ angles of associated

nucleon vectors. However, particle tracks are calculated in CLAS reconstruction using information

from the drift chamber (track curvature due to torus field), which is absent for the neutron, and will

provide an incorrect φ for p2, due to the displaced vertex origin. We instead rely on the SC paddle hits.

To specify pairs of opposing paddles, the absolute value of difference between both paddle numbers

in an event pair should be 12, and this can be used as another restriction on the data. This restriction

is relaxed further upon implementation by also allowing values of 11 and 13 as shown in Fig. 5.10.
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Fig. 5.10 Histogram of the absolute value of the difference between paddle numbers corresponding to
detections of p1 and p2. The peak at 12 indicates the majority of events contain diametrically opposite
paddles. Dashed lines show data selection boundaries, containing only paddle separations of 11 to 13.

5.2.7 Missing Pion Mass Cut

Pion production events commonly occur in g13, and have a significant contribution to background in

the data sample, due to undetected reaction components leading to an apparent exclusive 2-proton

event. To address this, a missing mass cut is applied. Earlier in this section, missing mass was

considered in terms of the reaction of interest. However in data reduction, it is often useful to consider

missing mass in the context of other (background) reactions that may be taking place.

Consider the reaction, γ +d → p+ p+π−. It’s possible (and common) for this reaction to occur

with the π− going undetected by CLAS. This causes it to be incorrectly selected as an event of

interest, given the current filter conditions. The high likelihood of pion events results in a strong

peak in a histogram of MM2(γd → ppX), centred on the mass of π , shown in Fig. 5.11. To remove

this background, a cut is made to discard any event where MM2(γd → ppX) > 0 GeV2, effectively

removing the large peak. Before this cut, the vast majority of events sit in this peak region. Therefore

this step represents a very large data reduction. Despite this, the effect of this cut is not visible in the

upcoming data reduction overview of Sec. 5.2.9, due to this pion mass peak occurring largely outside

the region of interest defined in the next subsection.
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Fig. 5.11 A histogram of MM2(γd → p1 p2X), which captures pion production events occuring in the
selected data. The dashed line at 0 GeV represents the cut-off used to remove these events.

5.2.8 Final 2D missing mass selection

The reaction of interest within the remaining dataset can be visualised using a 2D histogram, which

shows where two independent measurements of missing neutron mass agree with each other (Fig. 5.12).

The first missing mass equation, γd → p1X , has already been discussed earlier in this section - it

simply considers the initial deuteron photo-disintegration reaction. The second missing mass equation

to be utilised is γd p → p1 p2X . This considers, in addition, the re-scattered proton, p2, as part of the

reaction, with the inclusion of an at-rest proton as a reactant, and the detected p2 as a product.

Fig. 5.12 A 2D colour histogram showing where two different measurements of missing neutron mass
agree with each other through all events in the reduced sample, creating a clear spot corresponding to
the reaction of interest.
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In order to select the region of interest, the peak region is defined with a box selection on this 2D

missing mass histogram. This is done in two steps. First, a projection of the Y-axis is taken to create a

1D histogram of MM2(γd p → p1 p2X). This is fitted with a two-part function: a Gaussian function (to

capture the peak) summed with a third-order polynomial function (to capture the background). The

fit is achieved with a χ2 minimisation algorithm. Using the standard deviation (σ ) of the Gaussian

component of this summed function, a region of ±2σ is defined, centred on the Gaussian mean (µ).

Events outside this region are omitted. This effectively defines the "height" of the 2D box being

created on the region of interest.

Next, a projection of the X-axis is created using the remaining data, resulting in a background-

reduced histogram of MM2(γd → p1X), which is once again fitted using the same technique, defining

a selection region of ±2σ based on a new function’s Gaussian component. This is now the "width" of

the 2D box. Both these missing mass fits are shown in Fig. 5.13.

Fig. 5.13 The final two steps of data selection, involving fitting a summed Gaussian and third-
order polynomial functions (red) to missing mass histograms (black). A function is first fit to
MM2(γd p → p1 p2X) (left). The selected data is then passed into a histogram of MM2(γd → p1X)
(right) which is once again fitted with the same function. Blue dashed lines show the selection region,
defined by ±2σ of the Gaussian.

With this final cut, the event selection and background reduction process is complete, yielding

around 105 events. However there are a couple of final steps required to be fully prepared for analysis:
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Signal to background ratio

First, the relative areas under the component fit functions are important; they give the fraction of data

belonging to either signal or background, parameters that will be later used when considering the

background’s contribution to the result. In order to measure this, the ±2σ region of interest is used as

limits to find the integral of both the histogram and the polynomial component of the MM2(γd → p1X)

fit. The area of background is given by the definite integral of the polynomial, as shown below in

Eq. (5.8):

Areapol =
∫

µ+2σ

µ−2σ

P(MM2)d(MM2) (5.8)

Where P(MM2) represents the third-order polynomial component of the summed function fitted

to the MM2(γd → p1X) histogram. The integral limits are defined by the Gaussian component, as

previously discussed in this subsection. The area of signal is this value subtracted from the total area

of the histogram (Areahist −Areapol), the method of calculating which is shown below in Eq. (5.9):

Areahist =
(µ+2σ)

∑
i=(µ−2σ)

Ni ×∆x (5.9)

This is the total number of events, N, in each bin within the same limits as before, multiplied

by the bin width, ∆x. Calculating the signal area in this way is more accurate than simply taking an

integral of the Gaussian, as the polynomial achieves a better fit within the region of interest, and the

histogram area does not require any fitting. Following this method, the region of interest is measured

to be 71.4% signal and 28.6% background. The statistical error in each of these areas will be later

considered in Sec. 5.3.10, and detailed in Appendix Sec. C.2.2.

Background selection

Another necessary piece of information to later consider in contributions from background is a sample

of pure background. To this end, all data at more than 3σ from either side of the mean of the Gaussian

fit to MM2(γd → p1X) is selected as the background sample, which is a safe distance from the

influence of the signal. This is known as the sideband region. Ideally, samples from either side of the

peak would be taken in case of variation. However, this method is a compromise for low statistics.
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Other 2D selection processes

Because the region of interest seen in Fig. 5.12 seems to be an angled oval, other methods of extracting

its shape were trialled before settling on the method described in this section. One alternative method

included defining a rotated ellipsoid with adjustable parameters, including the semi-minor and semi-

major axes, XY displacement, and rotation. These parameters could be manually adjusted to acquire a

good looking fit over the region of interest, however, it was preferred to have a reliable and repeatable

minimisation algorithm, rather then a manual process. Another method used multiple 2D Gaussian

functions to capture the shape of the region using χ2 minimisation, however this quickly became too

complicated, as the number of Gaussian functions (including rotated Gaussians) required to capture

both the peak and background was much higher than first thought, and ultimately, no neat fit could be

established.

5.2.9 Data reduction summary

This section gives an overview of each step in the data reduction process and gives an idea of their

effect by analysing the remaining data between each cut. Using the same 2D missing mass selection

procedure as before, a region of interest (ROI) is fitted to the data between each cut (see Fig. 5.14).

Like before, the ROI is defined as being within ±2σ of the Gaussian component of the fit, while the

third order polynomial captures the background. The integral of the histograms within their respective

ROI gives an estimate of the number of events remaining in the sample, while the relative integrals of

the component functions allow for an estimate of the signal ratio – the ratio of events which contain

the reaction of interest against all events in the sample. Table 5.1 shows these calculations made

after each cut. This analysis makes it easy to see if cuts are having a good effect at increasing the

signal ratio, and which cause the largest losses of data. It was through this procedure that a potential

∆DOCA cut, discussed at the end of Sec. 5.2.2, was seen fit to be omitted, as the small increase in

signal ratio was not worth the substantial loss of data.
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Table 5.1 A summary of each data reduction step, with an overview of impact on data by each.

Step number Summary Subsequent event count in ROI Signal ratio

1 • Preliminary skim 6.21×105 0.421
2 • ∆β within ±0.15 2.33×105 0.541
3 ∆t within 1 ns 2.33×105 0.541
4 • γ-p1 POCAz within -37 to -3 cm 1.74×105 0.657
5 • ∆SC paddle within 11 to 13 1.12×105 0.715
6 MM2(γd → ppX) < 0 GeV 1.15×105 0.712

Fig. 5.14 Multiple histograms (black) showing the remaining data between each reduction step, as
well as compound functions (each a summed Gaussian and third order polynomial) fitted to each
histogram. Solid coloured lines depict the ±2σ region of interest (ROI) defined by each fit. Dashed
lines show polynomial components of each fit, which estimates background. Cuts which make a
negligible effect in the ROI are not shown.
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5.3 Cx′ extraction

To briefly recap, in order to acquire an original measurement of neutron Cx′ from JLab’s g13 data, a

method that follows closely to Ref. [1] (discussed in Sec. 3.2) is used. This is a maximum likelihood

estimate (MLE) of a parameterised Cx′ , as it appears in the spin-dependent cross-section equation,

Eq. (2.2), from Ref. [22], which is now further simplified by considering a secondary reaction vertex,

which substitutes neutron polarisation, pN
y , circumventing the need to measure it directly. This is

possible because the recoil neutron polarisation from deuteron photo-disintegration (γd → p1n) can

be analysed through a charge exchange scattering reaction (np2 → p2n). From this, the angular

distribution of the rescattered proton determines the neutron polarisation, as well-modelled by partial

wave analysis. This leads to the following spin-dependent differential cross-section equation:

dσ

dΩ
=

(
dσ

dΩ

)
0
[1+Ay(θsc)(Py cosφsc +Cx′P⊙

γ sinφsc)] (5.10)

Where
( dσ

dΩ

)
0 is the unpolarised cross section, Ay(θsc) is the analysing power of the charge

exchange reaction as a function of θsc (to be shown in the next subsection). θsc and φsc are the

equivalent of θ2 and φ2 from Sec. 5.1.1. They are the respective polar and azimuthal scattering angles

of the recoil proton (p2). P⊙
γ is the circular polarisation of the photon beam, which is calculated using

the Olsen-Maximon formula (Eq. (4.2)). Finally, Py and Cx′ are the polarisation observables of the

neutron, representing induced recoil polarisation (along y′), and transferred beam-recoil polarisation

(along x′), respectively.

Regarding Cz′

Just like in the analysis of M. Bashkanov et al., discussed in Sec. 3.2, the observable, Cz′ , which

was present in Eq. (2.2), has not been carried into the final cross section equation, Eq. (5.10). As

introduced in Sec. 2.1, Cx′ quantifies the transferred polarisation along x′ (transverse polarisation),

whereas Cz′ quantifies the transferred polarisation along z′ (longitudinal polarisation). Refer to Fig. 5.1

for the visualisation of these axes. Analysing neutron polarisation via the angular distribution of p in

np → pn is only able to reveal transverse polarisation. Longitudinal polarisation does not produce

any left-right asymmetry, and therefore this analysis has no sensitivity to it. Cz′ is therefore always

equal to 0 in this analysis, and is neglected from the final cross-section equation.
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Regarding Py

While the observable Py is part of Eq. (5.10), it is ultimately not the focus of this analysis and will

instead be fixed at zero. It will be later demonstrated that this does not greatly influence the result. As

covered in Chap. 3, Cx′ has only had one experimentally-acquired published measurement to date, and

so its measurement is more crucial for the motivations described in Chap. 2. But more importantly,

measuring Py in this analysis is less feasible due to unquantified systematic uncertainties created by

detector acceptance effects. To explain this, it should first be understood that the detector system

described in Chap. 4 is not homogenous. Its sensitivity varies across its angular range, and therefore

will vary across θsc. This variance would affect the apparent value of Py, which, as seen in Eq. (5.10),

is an amplitude of the term Ay(θsc) ·cosφsc. On the other hand, Cx′ is not changed by these acceptance

effects because it is an amplitude of the term Ay(θsc) ·P⊙
γ · sinφsc. This contains the circular photon

polarisation term, P⊙
γ . As mentioned in Sec. 4.4, the photon beam’s helicity was frequently flipped

during g13a, and hence the sign of P⊙
γ frequently changes in the data. This means that, for the Cx′

term, any variation in φ acceptance averages out to a flat φ distribution after being summed over all

events. In order to acquire an unbiased Py measurement, the systematic effects of the detector must be

quantified using dedicated studies that measure the detector acceptance with high certainty. This is a

very involved process that includes realistic event simulation. This is possible, and a necessity for

differential cross sections, however this was ultimately not the focus of this analysis.

5.3.1 Analysing Power Ay

Because the charge exchange reaction (np→ pn) is well understood and known to a high precision [92],

values of analysing power (Ay) are assigned on an event-by-event basis using a partial wave analysis

model from the SAID (Scattering Analysis Interactive Dial-in facility) repository [93]. This model,

shown in Fig. 5.15, relates a value of analysing power to the incident neutron’s kinetic energy (KEN),

and the polar scattering angle of the recoil proton (θsc).

As Fig. 5.15 shows, both positive and negative values of Ay are possible. This presents a potential

problem to the analysis. Ay’s role in Eq. (5.10) is one that scales the influence of the polarisation

observable on the cross section of the reaction. Eq. (5.10) will be summed over all events to gradually

build up a picture of the cross section. However, if both positive and negative values of Ay are

included, destructive interference will occur, and the overall effect of the polarisation observables will
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Fig. 5.15 A 2D surface of analysing power (Ay) values, taken from a well-established SAID partial
wave analysis model of the p(n, p)n reaction. This maps a measurement of proton scattering angle
(θPsc) and Neutron kinetic energy (KEN) to a value of analysing power.

be lessened, making it more difficult for an algorithm to extract the features of their influence. For

better Cx′ definition, only positive or only negative values of Ay should be used for analysis. But first,

it should be considered how this would reduce the data. Fig. 5.16 shows how the current dataset is

distributed between positive and negative values of Ay. Overwhelmingly, the data sits on the negative

side. Therefore, all events which yield a positive Ay are discarded. This can therefore be thought of as

another data reduction step, which further reduces the dataset from 1.15×105 to 9.91×104 (73.2%

signal). Ideally, both positive and negative Ay datasets would be analysed separately, however, the

+Ay dataset is currently too small for a precise analysis, and is left as future work.

Fig. 5.16 A histogram showing how the current dataset is distributed among proton scattering angles,
θPsc, and Neutron kinetic energy, KEN . The blue line shows the contour corresponding to Ay = 0.
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5.3.2 Maximum Likelihood Introduction

The chosen method of observable extraction is from a consideration of statistics, which is a major

limit of this analysis. While maximum likelihood estimation (MLE) still requires high numbers

of events for the results to be robust, there is no averaging as with conventional binning methods,

which results in biassing when statistics are low [20]. In general, MLE is a technique used to find

the value of unknown parameters in a statistical model which best fits given data. Suppose we have

a probability distribution function, f (x), with an unknown, parameterised variable, θ . Values of x

which are expected to fit this distribution are collected, building up a histogram of n entries. For a

given trialled value of θ , a calculation of likelihood, L, is given by taking the product of all solutions

to f (xi), over all i values of x. This is represented mathematically below:

L(θ) =
n

∏
i=1

f (xi | θ) (5.11)

For a range of θ values, this defines a likelihood function, L(θ), the maximum value of which

indicates the most likely value of θ . Maximum likelihood is therefore found at a local maxima where

the gradient of L(θ) is 0. It is usually more mathematically convenient to take the logarithm of

Eq. (5.11) in order for likelihood to be calculated as a sum, as shown in Eq. (5.12). This is commonly

referred to as maximum log-likelihood.

logL(θ) =
n

∑
i=1

log f (xi | θ) (5.12)

The maxima of a likelihood and its equivalent log-likelihood functions are identical, because dL/dθ

and d logL/dθ both equal 0 at the same value of θ .

5.3.3 Minimum Log-likelihood Formula

Returning now to the analysis, we have a probability distribution function in the form of a cross-section

equation (Eq. (5.10)), with unknown parameters Py and Cx′ , that we want to fit to the data. The first

step is to create the log-likelihood formula. This is given below:

log[L] =
n

∑
i=1

−2log[1+Ay(θsci)(Pycosφsci −Cx′P⊙
γ isinφsci)] (5.13)
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To complete this sum, all events in the sample must be iterated through. The i subscripts represent

variables which are unique for each event. A negative sign is added to invert the log-likelihood function.

This means the optimal value of likelihood is found at the minimum instead of the maximum, which

allows the value to be extracted by a χ2 minimising algorithm. Finally, a factor of 2 is added so

that the uncertainty measurement in the likelihood estimate is kept consistent with the uncertainty

measurement in χ2 minimisation.

5.3.4 Parameterisation

Polarisation observables vary with the kinematics of their associated reaction. Extracting a single value

for Cx′ from the data by leaving it as a single parameter would therefore be an almost meaningless

result, with large uncertainty. The extraction of Cx′ should instead respect photon energy, Eγ , and

neutron polar scattering angle, θN . One method of achieving this is to extract a unique Cx′ value

for data in bins of Eγ and θN . This method was investigated first, however, dividing the already

heavily reduced dataset into a grid of bins creates large uncertainties. Instead, Cx′ is parameterised

as a many-parameter function that depends on Eγ and θN . This will ultimately result in the final

extraction of Cx′ values being in the form of a 2D surface of values on a map of Eγ vs θN . The chosen

Cx′ function must offer full, continuous freedom for Cx′ values in the full optimal range of Eγ and θN .

The chosen range to focus on is 0.4 to 1.1 GeV in Eγ and the full range of θN . This was chosen to

encapsulate the current data, shown in Fig. 5.17. Based on this distribution a diminishing confidence

should be expected as Eγ increases in this range, and also at forward/backward θN angles.

Fig. 5.17 A 2D histogram of Eγ vs θN over all 9.91×104 selected events.
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The full parameterisation of Cx′ per event is given below:

Cx′ = L0(−sinθN)+L1(−3cosθN sinθN)+L2(−1.5(5cosθN
2 −1))

+L3(−2.5(7cosθN
3))−3cosθN sinθN (5.14)

Where L j =−2+
Gn

∑
i=1

P(i+ jGn)e
− (Eγ−b)2

2σ2 (5.15)

The equation’s variation across θN (Eq. (5.14)) is based on the energy dependencies of the first 3

associated Legendre functions of the first order [94], acquired from [95]. For the variation across Eγ

(Eq. (5.15)), each L j amplitude parameter is further parameterised as a sum of Gn Gaussian functions

with means at regular intervals of Eγ . The amplitude of each Gaussian is determined by a unique

parameter, P. Consequently, Cx′ is parameterised by a total of 4×Gn parameters. Setting a value for

Gn allows a control of the number of parameters across Eγ . For the analysis presented within this

thesis, Gn is always equal to 8. This was chosen as a balance between giving Cx′ enough freedom

while also ensuring the function can converge in the subsequent minimisation. For each Gaussian

function, the standard deviation, σ , is fixed relative to Gn such that each Gaussian is spaced by 2σ ,

and covers the full 0.4-1.1 GeV range. b, the displacement, can be thought of as 0 for now, but will

be discussed more in Sec. 5.3.9. Finally, each Gaussian sum is offset by −2 to ensure that each

extracted parameter is a positive value. As mentioned, this analysis does not focus on Py. Instead of

parameterising Py, it is fixed at zero, and considered a systematic uncertainty. It will be later shown in

Sec. 5.3.8 that the range of possible Py values is negligible on the final result.

5.3.5 Minimisation

An algorithm is implemented to iterate through all selected events and sum each according to the

maximum likelihood equation, Eq. (5.12), with Py fixed at zero, and Cx′ parameterised as described in

the previous subsection. A χ2 minimisation algorithm is then implemented on this summed function,

eventually converging on optimal values for each of the 32 Cx′ parameters as defined in Eq. (5.14)

and Eq. (5.15), giving an optimal solution for Cx′ as a function of Eγ and θN . This allows Cx′ to be

presented as a surface of maxiumum likelihood Cx′ values across Eγ and θN , shown in Fig. 5.18.
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Fig. 5.18 A 2D surface of Cx′ values
across Eγ and θN , extracted using a
maximum likelihood technique on all
selected data. Peaks and troughs of
extreme, non-physical values are a
result of regions of low statistics.

This first extraction shows sensible values of Cx′ (around 1) in the region of Eγ = 0.5-0.9 GeV,

θN = 60◦-110◦. However, regions corresponding to low statistics have wildly varying values which

exceed the physical limits of ±1. The peaks and troughs follow the regular intervals of Gaussian

spacing, suggesting a bias is being introduced by the effective nodes and anti-nodes. Both of these

aspects will be later addressed by an unbiased measure of statistical uncertainty, which is left until the

final step. To increase readability, focus on higher statistic regions, and later make valid comparisons,

it is preferred to take fixed θN values of this 2D surface, and present a 1D function of Cx′ against Eγ as

shown in Fig. 5.19. As this method of presentation allows multiple solutions to be overlaid together, it

is also shown in Fig. 5.19 how the Cx′ extraction varies with Py. The relatively small variation shows

the extent of the systematic uncertainty introduced by Py. It will be explored more in Sec. 5.3.8 how

this affects the final result.

Fig. 5.19 The extracted Cx′ function
of Eγ at θN = 90◦. Dashed horizontal
lines at ±1 show physical limits. To
show the influence of Py, the same
function is shown for Py = 0 (dashed
black), 1 (red) and -1 (purple)
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5.3.6 Background Cx′ Measurement

The previously displayed extraction of Cx′ is found using all data in the region of interest, defined in

Sec. 5.2.8. However, as discussed, this region of interest is estimated to be only 73.2% signal. The

extraction of Cx′ is therefore being diluted by the 26.8% background, in a relationship which can be

described as follows:

Measured Cx′ = (0.732×Signal Cx′)+(0.268×Background Cx′) (5.16)

If the background was considered Cx′,BG = 0, as one might naively expect, then the solution

would be to simply divide the result by 0.732 (the dilution factor). But as shown by Fig. 5.20 and

Fig. 5.21, an extraction of Cx′ from the background sample yields non-zero results. This could be the

result of underlying physics, or non-physical values arising from statistical or systematic uncertainty.

Regardless, this background measurement will be used for subsequent sideband subtraction. A later

section (Sec. 5.3.11) will explore an assumption of Cx′,BG = 0.

Fig. 5.20 A 2D surface of Cx′ values across Eγ and
θN as measured in the background sample. These
values will be used in sideband subtraction.

Fig. 5.21 Background Cx′ vs Eγ at θN = 90◦. As
before, the same function is shown for Py = 0
(dashed black), 1 (red) and -1 (purple).
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5.3.7 Sideband Subtraction

Following the logic of Eq. (5.16), a formula is derived to remove background contributions and

appropriately scale Cx′ to acquire a best estimate for the true value. The equation used for this is

shown below (see appendix Sec. C.2 for derivation):

Cx′ =
Cx′,rawAreahist −Cx′,BGAreapol

Areahist −Areapol
(5.17)

Cx′,raw is the raw extracted Cx′ values from likelihood without sideband subtraction. Cx′,BG is the

Cx′ as measured in the background sample using the same process. The areas are as previously defined

in Eq. (5.8) and Eq. (5.9). As visualised in Fig. 5.22, this sideband correction intuitively leads to a

scaling of raw Cx′ based on how much it deviates from background values. Thus, an underestimate of

Cx′,BG will lead to an overestimate of corrected Cx′ . An over-correction of Cx′ seems to have occurred

at Ey ≈ 0.5GeV, which has pushed the value further past the physical limit of Cx′ = 1. It is expected

that this would be encapsulated by a full systematic analysis.

Fig. 5.22 Cx′ functions of Eγ at
θN = 90◦. The original raw Cx′

extraction is shown as dashed blue,
background Cx′ is shown as dashed
red. The result of implementing
sideband subtraction (Eq. (5.17)) is
shown as solid black.

5.3.8 Systematic Uncertainty of Py

As mentioned, this analysis has assumed a Py value of 0 to reduce the complexity of the likelihood

equation and final result. In reality, Py could take any value between the physical limits of ±1. In

Fig. 5.19 and Fig. 5.21, it was previously shown how assuming Py =±1 affected the initial extraction

of Cx′ and Cx′,BG at θN = 90◦. In Fig. 5.23, the full process of sideband subtraction is shown for both

θN = 90◦ and θN = 60◦, for both Py extremes. Importantly, it is shown how the possible range of Py
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affects the final corrected Cx′ value, which can be considered a component of systematic uncertainty,

although a full analysis of systematic uncertainty is not provided in this work.

Fig. 5.23 Extracted Cx′ values at θN = 90◦ (left) and 60◦ (right) for the region of interest (top) and the
background sample (middle). For each case, the result of fixing Py at +1 (red) and -1 (blue) for a given
Cx′ extraction is presented. A sideband subtraction operation results in corrected Cx′ values (bottom),
with additional lines corresponding to using the Py extremes in sideband calculations, showing the
effect on the final result.
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5.3.9 Capturing Statistical Uncertainty (Bootstrap technique)

It is expected that there is large Cx′ uncertainty in regions of low statistics (i.e. high photon energies

and extreme scattering angles). There is a need to capture statistical uncertainty before any conclusion

can be drawn about Cx′ . The chosen method to extract this is the Non-Parametric Bootstrap (NPB)

technique [96]. This involves randomly resampling the dataset until a new dataset of the same size is

created. Because each entry in this new dataset was independently chosen by random from the original,

duplicate entries may appear. To apply this method, the 9.91×104 events of interest are randomly

sampled from until a new dataset of equivalent size is built. The same likelihood minimisation

technique as before is again used to extract a Cx′ function from this new resampled dataset, resulting

in a new "bootstrap" Cx′ function which has a slight deviation from the original. This process is

repeated many times, each creating a new dataset by resampling the original, and extracting a new

unique bootstrap Cx′ function. After many bootstrap functions are created and overlaid together, the

distribution captures the statistical uncertainty of Cx′ (shown Fig. 5.24). With each new likelihood

minimisation implemented on a resampled dataset, the Gaussian means are randomly shifted by

varying the set b parameter in Eq. (5.15). This prevents the result being biased by the regular intervals

of Gaussian peaks, but may result in the original Cx′ function not being perfectly centred on the

average of overlapping bootstrap functions. The latter should be considered the new value of Cx′ .

Fig. 5.24 Result of extracting 3000 Cx′ functions via a bootstrap technique. Colour axis represents
number of overlapping functions, indicating stronger confidence in the corresponding value. Dashed
red line shows the original minimisation before NPB.
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Removing non-converging functions

In some cases, a likelihood minimisation is not able to converge on a bootstrap dataset. The effect of

this is visible in Fig. 5.25 as a strong line at Cx′ = 0. To separate these non-converging functions from

successful convergences, the volume under each surface function is found by a integration algorithm.

This must be done on an absolute version of the function so that "negative" volume is added rather

than subtracted. A histogram of these volumes is shown below in Fig. 5.26.

Fig. 5.25 The same result of 3000 bootstrap Cx′

functions but without removing non-converging
results, to demonstrate the resulting erroneous line
at Cx′ = 0.

Fig. 5.26 A histogram of the area under absolute
bootstrap functions extracted. Non-converging
functions are visible as a small peak close to 0,
which can be discarded.

Quantifying statistical uncertainty (Area plots)

In order to turn the complex bootstrap result into a more readable Cx′ function with a quantifiable

standard error, fine bins of Eγ are taken, and for each, the number of overlapping bootstrap functions

is considered as a 1D histogram. To this, a Gaussian function is fitted (Fig. 5.27), from which, the

mean (µ) and standard deviation (σ ) is used to define a range of Cx′ (µ ±σ ). After all bins across Eγ

are considered, a region of Cx′ ±σ is created across Eγ (Fig. 5.28), which represents one standard

deviation of statistical error. This process is done for both raw Cx′ (region of interest) and background

Cx′ (sideband region), generating an area plot for each, and hence quantifying statistical uncertainty of

each. In the next subsection, these errors will be propagated to the result.
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Fig. 5.27 A demonstration of the procedure to create a simple Cx′ area function from the overlapping
bootstrap functions. On the left, a region corresponding to 0.596-0.6 GeV is selected (red dashed
lines). This region is projected as a histogram of Cx′ values (right), to which a Gaussian function
(solid red line) is fitted, finding µ = 0.784, σ = 0.435, which defines the respective mean and height
of the area plot for the given bin of Eγ .

Fig. 5.28 Raw Cx′ result (θN = 90◦) presented as an area plot, with height representing one standard
deviation of statistical error ( ±σ ).
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5.3.10 Statistical Error Propagation

As a final step, the statistical uncertainty of corrected Cx′ values from sideband subtraction must also

be established, so that it too can be displayed in the result. In order to calculate this error (δCx′), the

error of each individual variable in Eq. (5.17) must be considered in how they propagate through

the equation. For a full derivation of the δCx′ formula, see appendix Sec. C.2. This δCx′ formula is

applied over fine bins of Eγ (the same bins used in the previous section), and used to define a range of

Cx′ , once again creating an area plot. Fig. 5.29 shows once again the process for both θN = 90◦ and

60◦ with statistical uncertainty shown as areas, ultimately presenting the final result as such.

5.3.11 Assuming Background Cx′ = 0

In Sec. 5.3.6, background Cx′ was found to have non-zero values via the likelihood estimation.

However, the statistical uncertainty of these values, measured using the process described in Sec. 5.3.9,

showed a large uncertainty (see the middle row of Fig. 5.29), such that Cx′ = 0 is always within 3σ of

statistical uncertainty. It’s therefore plausible that background is in fact Cx′ = 0, with any apparent

value being due to statistical uncertainty. In this subsection, it will be explored how a background of

Cx′ = 0 changes the final result. This can be implemented simply into the current process by setting

Cx′,BG (from Eq. (5.17)) and δCx′,BG (derrived in Appendix Sec. C.2) to both be zero in the associated

sideband subtraction formulae. Fig. 5.30 shows how the result changes upon implementing this.

The resulting change in the mean value of Cx′ is minor (relative to statistical uncertainty), due to

background being measured as only 26.8% of the data. The change in the overall statistical error is

even less noticeable, as this is dominated by the statistical error of Cx′,raw. With this study, it can be

concluded that the working assumption of physical, non-zero background contributions (as opposed to

simple Cx′,BG = 0 background dilution), has not significantly affected the result. To fully encapsulate

both possibilities, this can be considered another contribution to systematic error.
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Fig. 5.29 Raw Cx′ (top) and Background Cx′ (middle) area plots, and the resulting corrected and
final Cx′ area plot (bottom). Results at both θ = 90◦ (left) and θ = 60◦ (right) are shown in parallel.
Horizontal dashed lines at physical limits are shown throughout.
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Fig. 5.30 A comparison between two methods of obtaining the sideband corrected Cx′ result. The
blue region corresponds to setting Cx′,BG = 0 (along with associated errors). The light green region is
corrected Cx′ as calculated using the previously established non-zero values of Cx′,BG. Darker areas
indicate where both regions overlap.

5.3.12 Binned Asymmetries Method

This subsection details a potential alternative method of extracting both Py and Cx′ , that was inves-

tigated, but ultimately not used in the final analysis due to limitations. It is provided here only for

interest, but could be utilised in future work. Considering again Eq. (5.10), it can be seen that the

photon polarisation term, P⊙
γ , only appears with Cx′ , implying an asymmetrical dependence on photon

helicity. Considering the cross section of positive and negative photon helicities separately:

I+ = I0[1+Ay(Py cosφsc −Cx′
∣∣P⊙

γ

∣∣sinφsc)]

I− = I0[1+Ay(Py cosφsc +Cx′
∣∣P⊙

γ

∣∣sinφsc)]
(5.18)

This leads to the following asymmetry formula:

I+− I−

I++ I−
=

−AyCx′
∣∣P⊙

γ

∣∣sinφsc

1+AyPy cosφsc
(5.19)

This formula can be used to extract a measurement of Py and Cx′ by using the data to create

a histogram of I+/I− asymmetry versus φsc, then optimally fitting a function with Py and Cx′ as

parameters. To create the asymmetry histogram, the data is first sorted into two different φsc histograms
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corresponding to positive and negative photon helicity cross sections. Then, a histogram-wise

operation is used to produce a new histogram of asymmetry, to which a function can be fitted. To

investigate the variance with other parameters, such as photon energy (Eγ ), we are forced to bin the

data accordingly. It is desired to have sensitivity to both Eγ and θN , however low statistics forces a

compromise to a few bins of Eγ as shown in Fig. 5.31.

When deciding how to parameterise Eq. (5.19), and what fit function to use, the unknowns should

be considered. Aγ and P⊙
γ both vary event-by-event, but this information has been lost. One method

of accounting for this is to simply lump terms together as single parameters. This enables a simple

fit function of the form [Asinx]/[1+Bcosx], where A = −AyCx′
∣∣P⊙

γ

∣∣ and B = AyPy. An attempt at

fitting this function to each Eγ bin is shown in Fig. 5.31.

Fig. 5.31 The process of creating asymmetry histograms (bottom row) using positive (top row) and
negative (middle row) photon helicity cross sections. Each column corresponds to bins of Eγ (bin
limits given above each column in units of GeV). Black dashed lines show the result of fitting functions
of the form Asin(x)/[1+Bcos(x)] to each bin using a χ2 minimisation algorithm. The data is subject to
systematic uncertainty and acceptance effects which prevent a good fit.

Even with statistical limitations aside, this method has a few problems that currently prevent an

obtainable result. First of all, detector acceptance effects create biasses in the cross section, as seen in

Fig. 5.31 from the gaps in data at 1-1.5 radians. It was explained in Sec. 5.3 how detector acceptance

effects made Py measurements unreliable, but Cx′ was unaffected because of the averaging effect of

the frequent helicity flips. This time, however, the acceptance effects are not averaged out, because
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the φ angle is flipped when populating the negative helicity cross section histogram. Hence, the effect

is carried into the final asymmetry histograms. A full study of detector acceptance effects is required

to account for this. The next problem is background contributions, however this could be accounted

for following a similar method as used with the maximum likelihood method. Finally, the extracted

parameters would still tied to other variables (Aγ and P⊙
γ ). With all this in mind, the likelihood method

with bootstrapping was the preferred technique for this analysis.



Chapter 6

Results

Following analysis, values of the double polarisation observable, Cn
x′ , from deuteron photo-disintegration

are extracted from JLab’s g13a dataset, and subsequently corrected for background contributions.

From this, Cn
x′ is presented as a surface of values across a range of photon beam energy, Eγ and recoil

neutron polar angle, θN (Fig. 6.1).

Fig. 6.1 Final Cn
x′ values after sideband subtraction, presented as a 2D surface of values (represented

by a colour axis) across Eγ and θN . Hard limits are imposed at Cx′ =±2. Vertical lines show nominal
d∗(2380) resonance.

95
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Fig. 6.2 shows slices of this result taken at fixed angles (θN = 90, 60) in order to present a

calculated statistical uncertainty as a height representing ±σ . Also in Fig. 6.2 is a comparison with

results from [1]. Note that the result from [1] is inverted, due to a sign flip on Cx′ in the formula used.

Fig. 6.2 Final Cn
x′ values versus Eγ at fixed angles after sideband subtraction, presented as an area

(green) representing statistical uncertainty only. The overlaid purple shaded area shows results from
Bashkanov et al. [1]. Vertical lines show nominal d∗(2380) resonance.

These results show a partial agreement with Bashkanov et al.’s first Cn
x′ measurement. For

θN = 90◦, the disagreement between Eγ 460-600 MeV coincides with the result entirely exceeding

the physical limits of Cx′ =±1, suggesting the disagreement is caused by a systematic error which is

further exaggerated by an over-correction in background subtraction. While the range of the result

exceeds Bashkanov et al.’s Eγ coverage, the statistical uncertainty becomes large at higher values of

Eγ . This uncertainty is also larger at angles away from θN = 90◦, where less data lies (data distribution

shown previously in Fig. 5.17). Because of this, there is no meaningful result above 0.7-0.9 GeV

at θN = 60◦. It is expected that statistics can be improved by the inclusion of g13b, aimed to be

incorporated into this analysis in the near-future. Additionally, a full study of systematic uncertainty

is required before these results can be published.

Nonetheless, these results are an important proof of concept for a new method of performing

polarisation analysis with Jefferson Lab’s CLAS data, which utilises a novel technique of measuring

neutron polarisation via the start counter, using its detector element as an analysing polarimeter.

It is also expected that the same technique can be applied with CLAS12 data (discussed more in

Sec. 7.4). If this technique is fully developed and utilised on larger datasets, then physicists can

look forward to the list of published measurements for Py and Cx′ growing, with CLAS and CLAS12
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extending measurements to much greater kinematic coverage. This would mean the reaction of

deuteron photo-disintegration would become more understood, and corresponding models would be

given more constraints. Modelling the hard-scattering regime and beyond, understanding short-range

correlations, and the exciting new efforts into studying hexaquarks are all examples of research

areas that would greatly benefit from accessible polarisation analyses of this fundamental reaction.

Ultimately, these efforts will contribute to deeper insights into the strong force and hadron structure.





Chapter 7

Future Work

This final chapter will conclude with the desired next steps to develop this analysis further, as well as

recommendations for future utilisation of the technique that has been presented.

7.1 Including g13b

The quality of this analysis, like all polarisation analyses, is highly dependent on overall statistics.

The entire g13a dataset was used to extract 9.91×104 events of interest, with the distribution of data

mainly covering Eγ = 0.4-0.6 GeV. Due to time constraints and deprecated software, g13b, the linearly

polarised photon dataset, was not utilised in this analysis. However, its inclusion is strongly desired,

as g13b contains roughly twice as much data as g13a, and better covers the higher photon energy

range. Despite the slight change in set-up, repeating the analysis with g13b data would be straight

forward. This is because circularly polarised photon events can still be accessed within the linearly

polarised dataset, by appropriately selecting data which contains no linear polarisation. This means

the same reduced cross-section equation (Eq. (5.10)) is maintained. See Ref. [97] for an example of

an analysis which focuses on circularly (or "elliptically") polarised photons from a linearly polarised

beam experiment, which can be utilised with JLab data in an identical manner.

It is hoped to augment this analysis with the g13b dataset in the near future to better improve the

statistical uncertainty of the result. This increase in statistics may enable methods such as the binned

asymmetry technique described in Sec. 5.3.12, and increase the feasibility of the systematic studies

described in the next section.

99
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7.2 Systematic Studies

In order for the results of this work to be published, a full analysis of systematic uncertainty is

required. In general, this is a consideration for the uncertainty associated with instrumental off-sets

and analysis steps, in how they propagate to, or bias the final result. This can be presented as values

alongside the result representing the total systematic error (see Fig. 3.2 for an example of this). Two

important systematic studies were included in Chap. 5; the possible effect of Py (see Sec. 5.3.8), and the

possibility of Cx,BG = 0 (see Sec. 5.3.11). In this section, a list of additional recommended systematic

studies are provided. Systematic uncertainties can only be well-determined if they outweigh statistical

effects. Thus, systematic studies can only be discussed as upper estimates.

7.2.1 Data Selection

Each selection or "cut" made to the data represents a definition being imposed on selected events.

For example, the "deltabeta" cut is, in essence, defining a proton as any positive event track within

±0.015 of the expected ∆β = 0 (see Sec. 5.2.3). The systematic error created by such definitions

can be investigated by varying the associated selection parameters (typically by 0.5 σ ), repeating

the full analysis, and then measuring the resulting change in the final Cx′ result. Ideally, in a robust

analysis, changing the chosen cut parameters should not significantly affect Cx′ , meaning associated

systematic errors should be small. A full systematic study of cuts also affords a more complete and

careful measure of cut effectiveness than the study on incremental signal to noise ratio in Sec. 5.2.9.

Changing the initial skim criteria to have no restriction on neutral particles may also yield more

data, as this would allow the selection to include events where photons were detected, but not

necessarily part of the reaction.

7.2.2 Method of Cx′ Extraction

The reliability of the chosen method of Cx′ extraction can be tested using an artificial dataset with

the value of Cx′ (and Py) pre-set and baked in. This would allow a direct comparison to be made

between the true value and extracted value. The accuracy can then be quoted as a systematic error

in the method. This requires an event generator and an accurate simulation of detector geometries,

acceptance effects and background events, which was beyond the scope of this thesis.
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7.2.3 Cx′ Parameterisation

In the used maximum likelihood technique, for the full parameterisation of Cx′ (given in Eq. (5.14)

and Eq. (5.15)), the number of evenly distributed Gaussian functions across Eγ was chosen to be

Gn = 8. Other values of Gn should be tested to check if the result is affected. It may also lead

to a more efficiently minimising function, or an increase in Cx′ confidence. A flaw of the current

parameterisation method is that regions of lower statistics are offered the same complexity as regions

of higher statistics. For more efficiency, the distribution of parameters should instead respect the

distribution of statistics. One way of achieving this is having fewer but wider Gaussian functions at

higher energy regions.

7.2.4 Signal Ratio Variation

For the purposes of sideband subtraction, an estimation of signal and background ratio is necessary. In

this analysis it was measured by calculating the integrals of both the final MM2(γd → p1X) histogram

and a component polynomial within the predefined region of interest (Areahist and AreaBG). One major

assumption being made is that the ratio between these areas and their associated uncertainties does not

change with θN or Eγ . This assumption should be tested with a study that measures AreaBG / Areahist

across θN and Eγ . While limiting statistics is a concern when considering additional parameters, it

should be noted that the uncertainty in Areahist and AreaBG currently has a negligible contribution to

the final error in the Cx′ result, with the majority coming from max likelihood uncertainty. It could

therefore be afforded to consider both Areahist and AreaBG in terms of an additional parameter. The

next most preferred additional parameter is Eγ , as this would most neatly and easily integrate into

sideband subtraction, which already operates in terms of Eγ .

7.2.5 Cx′BG Variation

Another major assumption of the analysis is that the Cx′ value as measured in the sideband region,

used as the background sample (Cx′,BG), does not vary with MM2(γd → p1X), and therefore only a

single background measurement is required to know the background value which contributes to the

extracted Cx′ . As a first step, this assumption could be tested by comparing a Cx′ value for background

samples taken at both the left and right sides of the MM2(γd → p1X) region of interest. Any variation

between the left and right should be interpolated to obtain a better estimate of background Cx′ in the
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region of interest. However, it should be noted that the systematic study in Sec. 5.3.11 showed that

Cx′BGvariation does not significantly alter the final result, and therefore has a small contribution to

systematic uncertainty.

7.3 Measuring Py

It is ultimately desired to have a measurement for Py alongside Cx′ to fully describe the reaction of

deuteron photo-disintegration. It was explained in Sec. 5.3 why this was not feasible in this analysis

(low statistics and acceptance effects). However, assuming acceptance effects are accounted for, and

a wealth of statistics were available, measuring Py would become feasible. That said, there are a

few important cautions to keep in mind. Firstly, extracting both observables simultaneously requires

additional minimisation parameters, leading to stretching data more thinly, longer computational time,

and increasing the risk of non-converging functions or otherwise false solutions. Additionally, the

current method is not very sensitive to the value of Py, as shown by the relatively small change in Cx′

parameter output when using Py =±1 extremes. This could indicate that its measurement would not

be very accurate via this method without a massive increase in statistics. Nonetheless, this is worth

investigating.

7.4 Extending to CLAS12 and the SVT

The method described in this thesis was focused on data from CLAS [19] (the 6 GeV era), re-purposing

the start counter (SC) [78] as an analysing polarimeter. However, the more modern CLAS12 [69]

has had many ongoing experiments during the time-frame of this project, with valuable data recently

becoming available. This data, which reaches new energy regimes, represents the potential for high

impact analyses and investigations of the quark-gluon energy regime of hadrons. It is proposed that a

similar method to the CLAS-specific method described in this thesis could be applied to CLAS12.

This can be achieved by re-purposing the silicon vertex tracker (SVT) in the same way as the SC.

To briefly summarise, the SVT [98] is a component of CLAS12, the purpose of which is to

establish the starting vertex of outgoing particles. The SVT replaces the role of the SC, providing

not only a measurement of start time, but detailed positional information. It consists of three circular

arrays of semi-conducting silicon modules surrounding the beamline-axis, at radii of 65, 93, and
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120 mm. Each module consists of silicon, carbon fibre*, and a bus cable†, with arrangement and

thicknesses shown in Fig. 7.1.

Fig. 7.1 The cross section of the module taken from [98]. The dimensions are in mm.

For utilising the SVT as an analysing polarimeter to be feasible, the neutron scattering cross

section of the component must be similar or better than the already proven SC. To estimate this,

we can consider the relative area densities (density per unit surface area) of each. As discussed in

Sec. 4.3.1, the active region of SC had a thickness of 0.215 cm. The type of scintillator used (EJ-200)

has a density of 1.023 gcm−3. Multiplying these gives an area density of 0.22 gcm−2 (other material

is considered negligible). To estimate the area density of the SVT, first consider the area density of

each material in a module as follows (epoxy ignored):

Rohacell©: 0.25cm×0.071gcm−3 = 0.0178gcm−2

Carbon Fibre: 0.025cm×2.19gcm−3 = 0.0548gcm−2

Silicon: 0.03cm×2.33gcm−3 = 0.0699gcm−2

Total: 0.142gcm−2

There are three SVT regions, meaning three modules along a neutron’s potential path, giving a

total area density of 3 × 0.142 = 0.43 gcm−2. This is roughly double the calculation of SC area

density (0.22 gcm−2). Based on this, we could therefore expect an increased scattering cross section

when using the SVT as an analysing polarimeter, yielding roughly double the events of interest for

equivalent statistics, making applying this method to CLAS12 even more powerful than the CLAS-

specific method as described within this thesis. Given that CLAS12 will involve even higher statistics

experiments, and extend to higher energy regimes, it is highly recommended for this technique and

similar analyses to be applied to CLAS12 datasets.

*Mitsubishi type K13C2U [99]
†Rohacell 71 [100]
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7.4.1 Other Detector Systems

As a final point, it is expected that the methodology used in this thesis has potential to be applicable to

many other apparatuses where energetic nucleons (above ∼0.1 GeV) are produced in nuclear reactions.

However, no further feasibility studies of other systems have been performed at this time.
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Appendix A

Establishing the electron efficiency of

CLAS12’s Forward Tagger

This is a supplementary chapter detailing a calibration project undertaken in parallel with the work

associated with the thesis topic. This work was in collaboration with a group assigned to CLAS12’s

calorimeter, as service to Jefferson Lab, a requirement of being a JLab user with access to JLab’s

wealth of experimental data.

Fig. A.1 Commonly seen schematic layout of
the CLAS12 design.

Fig. A.2 A 3D design of CLAS12’s forward
tagger, taken from [101]. The FT calorimeter is
shown in cyan.
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A.1 Experimental Setup

CLAS12, shown in Fig. A.1, is the upgraded version of CLAS, to pair with the 12 GeV CEBAF

upgrade, capable of accepting these new beam energies. Many components of CLAS were recycled

into CLAS12, however some new detectors and components were added, such as the forward tagger.

The forward tagger is an important component of CLAS12, designed to detect both electrons and

photons at polar angles (θ ) of 2 to 5 degrees (outgoing from the target material) during CLAS12’s

experiments [101]. It consists of three main parts: The hodoscope (FT-Hodo), composed of plastic

scintillators, and designed to distinguish between photons and electrons; the micromegas tracker

(FT-Trk), used to precisely determine electron angles for track reconstruction; and, the focus of this

service work project, the calorimeter (FT-cal), formed of an array of parallel lead tungstate (PbWO4)

crystals, cuboid in shape, and each 200 mm in length (individual crystal shown in Fig. A.4). To

cover the aforementioned θ range, these scintillator crystals are arranged such that they surround the

central Z-axis beamline. The square fronts of each crystal contribute to the calorimeter face, forming

a pixelated ring (shown in Fig. A.3) that intercepts a low angular range.

Fig. A.3 Layout of scintillators elements in the FT,
from a noise analysis [101]. Colour represents the
status of the crystal: green corresponds to a fully
functional element, blue/orange to an element
with noise below/above the typical range, and
gray for no data recorded.

Fig. A.4 The assembly of a single FT-cal crystal,
consisting of a 15 × 15 × 200 mm block of lead
tungstate coupled to a photo-diode and readout
(downstream end) and LED (upstream end), and
wrapped in reflective film.

The data for this analysis comes from Run Group A’s Spring 2019 experimental data, which used

an electron beam with an energy of 10.1998 GeV incident on a hydrogen target. This dataset contains

11.78 billion particle events worth of data.
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A.2 Analysis

The electron detector efficiency is simply the ratio between successfully detected electrons and the

total of electrons that hit the detector. This can be expressed mathematically in the following way:

Efficiency =
No. of electrons detected

Total No. of electrons
(A.1)

In order to observe the positional dependence of electron efficiency, this operation must be done

with respect to XY position of electrons. This process therefore requires knowledge of the XY

positions of all electrons that hit the FT. However, we do not have direct information on undetected

electrons. Instead, we have to focus on a specific reaction channel in which we can reliably reconstruct

an electron using 4-vector momentum conservation (see Appendix Sec. B on 4-vectors).

For this analysis, the reaction ep → (e′)pπ+π− was chosen and identified by selecting events

where the forward detector detects one of each p, π+ and π−. To further ensure this, additional filter

conditions include tight particle ID selection, and the Z component of particle vertices are selected to

be between -6 cm and 0 cm. This is to ensure selected events are occurring inside the hydrogen target,

which spans -5 to 0 cm in the Z-vertex (an extra cm is included within the cuts to allow for some

inaccuracies). Missing electron mass (MM2(pπ+π−)) cuts were also applied, with limits defined by

a fitted Gaussian function, which we be explained in more detail later. See thesis Chap. 5 for more

detail on similar data selection techniques.

In this selected dataset, there are both events where the electron is detected, and events where the

electron is missing - for which, a reconstruction is necessary. The electron can be reconstructed using

momentum conserving 4-vector arithmetic as shown below:

P⃗e′ = P⃗e + P⃗H − P⃗p − P⃗π+ − P⃗π− (A.2)

Where P⃗ represents momentum vectors associated with each subscript particle, including the

incident electron beam, e the target hydrogen, H, the scattered electron e′, the proton, p, the positive

pion, π+, and negative pion, π−. This 4-vector reconstruction allows us to estimate the trajectory of

the missing electron. However, the magnetic field in which the electron moves through must also be

considered, as this causes charged particles to move in a spiraling path. The process of reconstructing

an electron’s path through a magnetic field is known as "swimming". Swimming is a necessary part
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of CLAS12 vertex reconstruction in order to estimate the starting vertex of a detected particle, and

record it into the CLAS12 data bank. In this calibration project, swimming must be done in the

opposite direction, taking/creating a particle start vertex and momentum vector, and then "swimming"

it forward to the detector, to determine where it lands. For this work, swimming corrections to the

electron’s path were implemented by Raffaella De Vita, based on the well known magnetic field maps.

To validate these swimming corrections, we can look only at detected electron events in our

sample, and compare the XY hit position as reported by the forward tagger with a reconstructed

position, created by taking the electron’s momentum vector as it was recorded in the particle data

banks, and applying these swimming corrections to its projected path to obtain an XY position at the

Z-vertex of the forward tagger. We should expect these two positions to be identical, as the electron’s

momentum vector in the particle bank was calculated using the FT hit position, (as well as the energy

deposited in the calorimeter) and by swimming this electron back to the reaction vertex using the

same magnetic field map. Our calculated detector XY position merely involves the reverse operation,

and so there should be no change. Upon populating two histograms, one with FT hit information

and one with reconstructed XY positions using swimming, two perfectly identical histograms are

created, showing that the correct swimming functions are being used. Fig. A.5 shows one of these FT

hit position histograms, which demonstrates the acceptance of the FT.

Fig. A.5 A histogram of detected electron positions by CLAS12’s forward tagger in a sample of events
from run group A’s spring 2019 experimental run period. Dead crystals are visible as gaps in the
acceptance.

With the now validated method of reconstruction via swimming, its possible to estimate the

XY position of "missing" (undetected) electrons. To better select the region of the FT, there is

a requirement that these reconstructed electrons have a polar (θ ) angle between 2 and 5 degrees,



A.3 Formula to remove background contributions | 115

and an energy between 1 and 5 GeV (the working energy range of the FT). The accuracy of this

missing electron reconstruction can be checked by once again focusing on detected electron events,

by comparing the detected electron FT position with a calculated position made as if this detected

electron was missing. The result of this comparison is show in Fig. A.6.

Fig. A.6 Histograms showing the difference between electron XY positions at the Z-vertex of the
Forward Tagger as defined by either recorded FT hit position, or reconstructed electron position using
a missing electron 4-vector created from ep → X pπ+π−. Left shows the full 2D histogram of ∆Y vs
∆X , right shows two overlapping 1D projections of the 2D plot, with ∆Y in red, and ∆X in blue.

As can be seen by this comparison, there is a significant uncertainty in the reconstructed electron

hit position. This is caused by inaccuracies in the particle reconstruction of p, π+ and π−, as well as

misidentified events (to be addressed shortly). This uncertainty will carry over to the final calculation

of FT electron efficiency.

Despite this inaccuracy, when performing the division operation (Eq. (A.1)), it’s important that

both the numerator and the denominator are consistent, with both associated histograms filled with

reconstructed electron positions only. This consistency allows the two histograms to overlap correctly,

such that detected electrons appear in the same XY position in both, allowing for a valid division that

will not produce any negative/non-real values.

A.3 Formula to remove background contributions

This section will deal with background estimation and subtraction, a topic also addressed as part of

the analysis of the main thesis topic (Chap. 5). So far, in this CLAS12 project, it has been shown

how a histogram of the FT’s effective electron efficiency can be calculated. However, performing

this calculation with the current data will produce an apparent efficiency of around 30%, due to the
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presence of background in the sample, corresponding to misidentified events which still exist in the

data, despite our best selection efforts. The background is apparent when creating a histogram of

missing electron mass (Fig. A.7).

Fig. A.7 A histogram of missing electron mass (solid blue), showing how the electron mass peak is
sitting on a shoulder of background. The histogram is fitted with a function summing a Gaussian and
polynomial (red line), allowing the shape of both the peak and background to be separately defined by
the Gaussian (blue dashed line) and polynomial (green dashed line) respectively. This in turn allows a
region of data and a region of background to be defined.

Within the data set, there is data corresponding to the reaction of interest, with an associated "real"

electron efficiency, Effreal , that we wish to ultimately calculate. But there are also background events,

which also have a calculable value of "efficiency", EffBG, which is technically meaningless, and not

associated with any physical property. What is actually being calculated when we analyse this mixed

dataset is an efficiency value, Effmixed , that lies somewhere between the two.

As an equation, this would be:

Effreal =
Detectedreal

Totalreal
⇒ Detectedreal = Effreal ×Totalreal (A.3)

EffBG =
DetectedBG

TotalBG
⇒ DetectedBG = EffBG ×TotalBG (A.4)

Effmixed =
Detectedmixed

Totalmixed
⇒ Detectedmixed = Effmixed ×Totalmixed (A.5)

The desirable goal is to have a formula for Effreal that only uses obtainable information. As shown

in Fig. A.7, we can select a background sample away from the missing electron mass peak to obtain a
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value of EffBG. Note that there is a major assumption being made here - that the value of EffBG does

not vary with MM2(pπ+π−) or θe. This assumption will be explored in the next section.

To begin deriving the background removal formula, it must first be understood that the number of

real events and background events both sum to make the complete sample of mixed events in both the

detected and undetected electron events:

Detectedmixed = Detectedreal +DetectedBG (A.6)

Totalmixed = Totalreal +TotalBG (A.7)

This information can then can be substituted into Eq. (A.5) to make the following:

DetectedBG +Detectedreal = Effmixed × (TotalBG +Totalreal) (A.8)

Then, DetectedBG can be substituted for Eq. (A.4).

(EffBG ×TotalBG)+Detectedreal = Effmixed × (TotalBG +Totalreal) (A.9)

Expanding:

(EffBG ×TotalBG)+Detectedreal = (Effmixed ×TotalBG)+(Effmixed ×Totalreal) (A.10)

Rearranging:

Detectedreal = (Effmixed ×TotalBG)+(Effmixed ×Totalreal)− (EffBG ×TotalBG) (A.11)

Factorising:

Detectedreal = TotalBG(Effmixed −EffBG)+(Effmixed ×Totalreal) (A.12)

Dividing through by Totalreal gives us:

Effreal =
Detectedreal

Totalreal
=

TotalBG

Totalreal
(Effmixed −EffBG)+Effmixed (A.13)
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At this point, it is useful to define a signal ratio, R, where:

R =
Totalreal

Totalmixed
=

Totalreal

Totalreal +TotalBG
(A.14)

Rearranging this:

TotalBG =
Totalreal

R
−Totalreal = Totalreal

(
1
R
−1

)
= Totalreal

(
1−R

R

)
(A.15)

Finally, substituting this back into Eq. (A.13):

Effreal =

(
1−R

R

)
(Effmixed −EffBG)+Effmixed (A.16)

This gives us a formula to calculate Effreal , requiring only Effmixed , which as shown previously we

can already calculate, EffBG, which requires calculating effective efficiency of a background sample,

and R, which requires an estimate of the fraction of events of interest compared to all events in the

mixed data. This formula tells us that as the signal ratio, R, approaches 1 (meaning all signal, no

background) the true electron efficiency, Effreal , becomes equal to Effmixed . This is logical, as the real

data and the mixed data become identical datasets at R = 1. However as R approaches 0, the formula

becomes invalid, as in this case there are no events of interest to analyse.

A.4 Establishing R

In order to estimate R, the fraction of events of interest against all events in the sample, a function was

fitted to the missing electron mass histogram (using a χ2 minimization fitting algorithm) to attempt to

extract its apparent features. This allows the areas under each feature to be estimated via integration,

and therefore the value of R. After trialing various functions, a Gaussian function was chosen to

define the peak, and the background was defined with a third order polynomial. Examples of these fits

can be seen in both Fig. A.7 and Fig. A.8. Defining the signal in this way also means defining the

region of interest, which can now be said to be the mean of the Gaussian function ±3σ .

It can be seen in Fig. A.7 and Fig. A.8 that the Gaussian function does not manage to reach the

full height of the apparent peak, however the background shoulder seems to be well captured within

the area of interest. Therefore it was decided to not use the area under the Gaussian function when
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calculating R, instead only considering the area under the histogram, and the area under the third

order polynomial that defines the background. Therefore:

R =
Areahist −AreaBG

Areahist
= 1− AreaBG

Areahist
(A.17)

Hence, through error propogation, the error associated in R is given by:

δR =
AreaBG

Areahist

√(
δAreaBG

AreaBG

)2

+

(
δAreahist

Areahist

)2

(A.18)

Where δAreaBG is obtained from an integral error algorithm that respects the original function fit

parameter errors, and δAreahist is simply the square root of the number of events found in the region

of interest, δAreahist =
√

Areahist (assuming Poisson statistics). This allows for further simplification:

δR =
AreaBG

Areahist

√(
δAreaBG

AreaBG

)2

+
1

Areahist
(A.19)

A.5 Establishing EffBG

As previously mentioned, a major assumption being made is that EffBG does not vary with MM2(pπ+π−),

and therefore the value of EffBG, sampled at some arbitrary region away from the missing electron

mass peak, will be the same inside the region of interest. To investigate this, and possibly obtain a

better estimate of EffBG, several samples of background data are taken by binning in MM2(pπ+π−).

These bins must be taken far away enough from the missing electron mass peak to ensure they are

purely background, otherwise the apparent value of EffBG would begin approaching Effmixed . After

obtaining values of EffBG from these sample bins, it can be checked whether a trend emerges, in which

case the value of EffBG in the region of interest can be obtained through fitting a function to the trend.

This method was successfully tested and implemented in simulated data, in which the background was

artificially created by taking a certain fraction of simulated events, and applying some randomisation

to the vectors of p, π+, π−. The result of this is shown in Fig. A.9. However, when applying this

method to the real dataset, it was found that values on the left-hand side of the region of interest were

much more imprecise when compared to the right-hand side, due to small statistics. The extracted

values were also inconsistently high, suggesting that they were being still being influenced by the

real data, despite the assumption that it was entirely contained by ±3σ of a Gaussian function. It was



120 | Establishing the electron efficiency of CLAS12’s Forward Tagger

therefore decided that the best estimate of EffBG should only consider the background information at

the right-hand side of the peak, and a value was acquired by averaging these right-hand samples of

EffBG.

Fig. A.8 Another histogram of missing elec-
tron mass (solid blue), fitted with the same
functions as before. Values of background
efficiency (pink) are calculated from binned
MM2(pπ+π−) samples of data, taken either
side of the region of interest (red dashed lines).

Fig. A.9 A background efficiency analysis on
a sample of simulated data, in which a back-
ground was artificially created. Values of ef-
ficiency follow a clear trend, allowing for the
EffBG value behind the signal to be estimated
via fitting a polynomial.

The final method settled on involved taking six MM2(pπ+π−) bins of width 0.1 GeV, with the

first centred at 0.4 GeV, and the rest following at increments of 0.1. In each of these MM2(pπ+π−)

bins, the integral of the numerator histogram is divided by the integral of the denominator histogram,

and a value of EffBG is obtained from each. These six values are then averaged to obtain the final

estimation of EffBG, such that:

¯EffBG =
1
6
(EffBG1 +EffBG2 + ...+EffBG5 +EffBG6) (A.20)

Through error propagation, it follows that the error in ¯EffBG is given by:

δ ¯EffBG =
1
6

√
Eff2

BG1 +Eff2
BG2 + ...+Eff2

BG5 +Eff2
BG6 (A.21)
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A.6 Considering Electron Theta

One final assumption that must be addressed is the assumption that all of the previous calculated

parameters are constant throughout electron polar scattering angles, θe. It can be assumed that nothing

changes with the radial angle, φe, as the reaction has a rotational symmetry. However a larger θe

correlates to a longer electron path, and a more scattered electron. This can be addressed by binning

in terms of θe, and repeating the full process to calculate R, EffBG and Effmixed , on each of these bins.

The resulting values can then be plotted against θe, and fitted with polynomial functions which relate

each parameter to θe. The full process of this is shown in A.10 These radial functions can then be

converted into the form of 2D histograms of X and Y positions on the FT plane. This means that the

final equation to calculate Effreal (Eq. (A.16)) has a histogram for each term, and the entire calculation

is a histogram-wise operation.

Fig. A.10 All steps involved in calculating electron efficiency with respect to θe. Top left: 2D
histogram of θe vs MM2(pπ+π−), showing where data is divided into 6 bins of θe. Top centre:
Projections of MM2(pπ+π−), one for each bin of θe, as defined by the previous histogram. Top right:
Each previous histogram is fitted with a Gaussian and third order polynomial to identify peak regions
and background ratios. With this information it’s possible to obtain calculations of the signal-to-all
ratio, R (bottom left), apparent efficiency, Effmixed (bottom centre), and background efficiency, EffBG

(bottom right), for each of the defined θe bins, with associated errors. A second order polynomial
function is fitted to each of these variables, with 70% confidence intervals shown as a red area.
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A.7 Results

The end result can finally be calculated with histogram operations following Eq. (A.16). This can be

displayed as a histogram of X vs Y, which shows a map of calculated efficiency across the detector

face, which is useful for visualising specific defects in the detector, shown by regions of lower

efficiency. Alternatively, the result can be shown as a 1D histogram of efficiency against θe, which

allows the uncertainty to be displayed with the result. Both of these visualisations of the result are

shown in Fig. A.11.

Fig. A.11 Final results of the FT electron efficiency calculation process. Left shows efficiency across
X and Y positions of the FT, in which the lower efficiency regions corresponding to dead crystals is
visible. Right shows this same efficiency as a function of θe. The dark blue region represents statistical
uncertainty. The larger light blue region includes additionally the confidence in the θe functions for R,
Effmixed and EffBG.

The result suggest that, within statistics, the forward tagger’s electron efficiency is consistently

close to 1, except for the region closest to the centre. This is expected, as electrons in a "shower" can

leak out of crystals they initially travel through, which exit the FT if said crystals are at the edge of

the detector. Electrons leaking into surrounding crystals may also lead to a more smeared result. We

also expect a lower amount of electrons reaching the lower angle region of the FT due to the radiation

shielding in place to block Møller electrons [101]. In the 2D XY histogram, there are regions of

lower efficiency corresponding to dead crystals, as seen in the histogram of forward tagger acceptance

(Fig. A.5). However, there is a lot of statistical noise in the result which makes this harder to see.

This statistical uncertainty is visualised more in the 1D θe histogram, showing very large error bars,
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especially at higher values of θe, where there is less data. In conclusion, this method of determining

electron efficiency has yielded expected results but with large uncertainties. The precision of this

result could be improved by using a larger dataset, or having a cleaner signal, possibly by improved

background reduction techniques. This work will be continued by the group assigned to calorimeter

analysis at JLab.





Appendix B

Relativistic Kinematics

This appendix is a supplementary chapter giving a basic overview of relativisitc kinematics, one of the

foundational concepts necessary for hadron and particle physics. In such scientific fields, we typically

deal with particles moving at relativistic speeds. This is a way of saying that they move close to the

speed of light, c, and hence must be considered through the lens of special relativity. Special relativity

states that c is a constant value (2.998×108 ms−1) in every inertial frame. The consequences of this

are counter-intuitive from our non-relativistic perspective.

As an every-day example of relativity, if a moving car is overtaken by a slightly faster car, from

each driver’s relative perspective, the other car would pass by slowly. But from the frame of reference

of a person standing at the side of the road, both cars zoom past with high velocity. However, imagine

one car moving at half the speed of light. Special relativity tells us an observer in this car would still

measure c to be the same value as the stationary observer (here, stationary means in the Earth’s frame

of reference).
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To show this mathematically, consider two inertial frames, S and S’, where S’ moves at velocity,

v, with respect to S. If the axes of both frames are aligned such that relative motion is confined to the

x or x’ direction, and both systems are centred on each other at t = t’ = 0, then S can be transformed to

S’ in the following way [4, 102]:

x′ = γ(x− vt)

y′ = y

z′ = z

t ′ = γ(t − vx/c2)

where γ =
1√

1− v2/c2
(B.1)

This is known as Lorentz transformation, where γ is known as the Lorentz factor, which has a

negligible effect until v approaches c. Note that as S’ moves at velocity v with respect to S, S therefore

moves at −v with respect to S’. Thus the inverse operation to transform from S’ to S is made by

substituting v with −v in equation (B.1).

These frame transformations have two important consequences; length contraction and time

dilation. Length contraction is the phenomena of moving objects being shortened along the direction

of motion. This is important for the application of particle physics, as accelerator and detector

components have a shorter effective length from the perspective of relativistic particles, which must

be taken into account during construction. Time dilation is the phenomena of time appearing to move

slower for a moving object from the perspective of outsider observers. This again plays a role in

particle physics; the faster particles move, the longer it takes for them to decay.

Special relativity unifies space and time into a four-dimensional continuum known as space-

time. To handle this mathematically, we introduce 4-vectors, which combine spatial and temporal

components. For example, a 4-position vector is given by:

xµ = (ct,x,y,z) (B.2)

Here, the index µ is a convention of lorentz vectors that denotes that there are four components, 0

to 3, where the 0th (x0) component is time. Time, t, is multiplied by the speed of light, c, to have x0 in

units of length, the same as the spatial terms. ct thus represents the distance light travels during time t.
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Velocity, v, is defined as the differential of position with respect to time, dx
dt . But to derive the

4-velocity vector, uµ , we can’t simply use time, as time is relative, as discussed. Instead we define

proper time, τ , which is time as measured in the frame of the vector relative to the observer. An

infinitesimal interval of, dτ is related to dt by dτ = dt
γ

, which is a mathematical description of time

dilation. Now, 4-velocity can be defined as:

uµ =
dxµ

dτ
(B.3)

Applying this to both time and space components separately:

Time component:

u0 =
d(ct)

dτ
= c

dt
dτ

= cγ (B.4)

Spatial components:

ui =
dxi

dτ
=

dxi

dt
dt
dτ

= vi
γ where i = 1,2,3 (B.5)

Therefore:

uµ = γ(c,vx,vy,vz) (B.6)

An interesting property of the velocity 4-vector is that its magnitude is equal to c, as shown below:

u ·u = γ
2(c2, v⃗ · v⃗) = c2

γ
2(1− v⃗ · v⃗/c2) = c2

|u|= c
(B.7)

This is an invariant value, meaning it does not change with a lorentz transformation, and is the

same in all inertial frames. An intuitive way to understand this is to realise that a fundamental property

of the universe is that everything moves through spacetime at a constant speed of c. A stationary object

simply has its 4-velocity orientated entirely in the time direction. This can also help in understanding

time dilation, as for an object to gain any velocity in spatial directions, it must "trade" some of its

velocity in the time direction to maintain this constant magnitude.
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Next consider 4-momentum, pµ . We know that in the familiar world of Newtonian physics,

momentum is simply (mass) × (velocity). Let’s once again apply this logic to the spatial and time

components separately.

Time component:

p0 = mu0 = mcγ (B.8)

Spatial components:

pi = mui = mvi
γ (B.9)

Therefore:

pµ = γ(mc, px, py, pz) (B.10)

Taking the magnitude of the 4-momentum vector:

p · p = m2 p · p = m2c2

|p|= mc
(B.11)

The momentum 4-vector is a very powerful tool in particle physics, as momentum is conserved

throughout collisions, and 4-momentum is an invariant value, agreed by all inertial frames, demon-

strated by Eq. B.11. A common application of this is through the "missing mass" technique, where a

"missing" (undetected) particle can be reconstructed as a 4-vector by considering the net of all other

reactant and product particle 4-vectors.

In classical physics, kinetic energy is related to momentum by E = p2/2m, however the implication

of 4-momentum is that there is a component of momentum, and therefore energy, in the time direction.

just by virtue of a particle having mass. This is in essence the meaning of the famous energy-mass

relationship, E = mc2, one of the cornerstones of special relativity. Under this interchangeability, if a

particle has energy in units of eV, then it’s mass can be given in units of eV/c2.
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If we consider a stationary (at rest) particle (v = 0,γ = 1), then we can say it is timelike, meaning

the only non-zero component of pµ is p0 = mc. This is known as rest mass, or rest energy. A particle’s

total energy is the sum of it’s rest energy and energy created by spatial momentum as given by the

following relativistic relationship:

E =
√

p2c2 +m2c4 (B.12)

Note that there are many (and more formal) ways to derive the formulae given in this section

(see [102]), however for the purposes of this thesis, it is only necessary to understand how special

relativity is necessary for the analysis of particle physics.





Appendix C

Supplementary Formulae

C.1 DOCA formula

Follows from section 5.2.2.

For two non-intersecting 3D lines given by:


v⃗1 = u⃗1 + t1û1

v⃗2 = u⃗2 + t2û2

The vector between two respective points is given by:

∆⃗v = v⃗1 − v⃗2

The distance |∆⃗v| is minimised when:


∆⃗v · û1 = 0

∆⃗v · û2 = 0

To calculate the corresponding vectors, v⃗1 and v⃗2, that meet this condition, solve for t1 or t2, as

follows: 
∆⃗v · û1 = (⃗v1 − v⃗2) · û1 = 0

∆⃗v · û2 = (⃗v1 − v⃗2) · û2 = 0
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
((⃗u1 + t1û1)− (⃗u2 + t2û2)) · û1 = 0

((⃗u1 + t1û1)− (⃗u2 + t2û2)) · û2 = 0


u⃗1 · û1 + t1û1 · û1 − u⃗2 · û1 − t2û2 · û1 = 0

u⃗1 · û2 + t1û1 · û2 − u⃗2 · û2 − t2û2 · û2 = 0


t1 = t2û1 · û2 + u⃗2 · û1 − u⃗1 · û1

t2 = t1û1 · û2 + u⃗1 · û2 − u⃗2 · û2
t1 = (t1û1 · û2 + u⃗1 · û2 − u⃗2 · û2)û1 · û2 + u⃗2 · û1 − u⃗1 · û1

t2 = (t2û1 · û2 + u⃗2 · û1 − u⃗1 · û1)û1 · û2 + u⃗1 · û2 − u⃗2 · û2
t1 − t1(û1 · û2)

2 = û1 · û2(⃗u1 · û2 − u⃗2 · û2)+ u⃗2 · û1 − u⃗1 · û1

t2 − t2(û1 · û2)
2 = û1 · û2(⃗u2 · û1 − u⃗1 · û1)+ u⃗1 · û2 − u⃗2 · û2

t1 =
û1·û2 (⃗u1·û2−u⃗2·û2)+u⃗2·û1−u⃗1·û1

1−(û1·û2)2

t2 =
û1·û2 (⃗u2·û1−u⃗1·û1)+u⃗1·û2−u⃗2·û2

1−(û1·û2)2
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C.2 Cx′ sideband subtraction

Follows from section 5.3.7.

Cx′,raw =

(
Areahist −Areapol

Areahist
×Cx′

)
+

(
Areapol

Areahist
×Cx′,BG

)

Cx′ =
Areahist

Areahist −Areapol

(
Cx′,raw −

Areapol ×Cx′,BG

Areahist

)

Cx′ =
Cx′,raw ×Areahist

Areahist −Areapol
−
(

Areapol ×Cx′,BG

Areahist
× Areahist

Areahist −Areapol

)

Cx′ =
Cx′,raw ×Areahist

Areahist −Areapol
−

Areapol ×Cx′,BG

Areahist −Areapol

Cx′ =
Cx′,rawAreahist −Cx′,BGAreapol

Areahist −Areapol

C.2.1 Deriving δCx′

δCx′ =
√(

∂Cx′
∂Areapol

δAreapol

)2
+
(

∂Cx′
∂Areahist

δAreahist

)2
+
(

∂Cx′
∂Cx′,raw

δCx′,raw

)2
+
(

∂Cx′
∂Cx′,BG

δCx′,BG

)2

Partial derivative of Areapol

Using quotient rule:

∂Cx′

∂Areapol
=

− ∂v
∂Areapol

u+ ∂u
∂Areapol

v

v2

u =Cx′,rawAreahist −Cx′,BGAreapol
∂u

∂Areapol
=−Cx′,BG

v = Areahist −Areapol
∂v

∂Areapol
=−1

∂Cx′

∂Areapol
=
(Cx′,rawAreahist −Cx′,BGAreapol)−Cx′,BG(Areahist −Areapol)

(Areahist −Areapol)2

=
Areahist(Cx′,raw −Cx′,BG)

(Areahist −Areapol)2
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Partial derivative of Areahist

Using quotient rule:
∂Cx′

∂Areahist
=

− ∂v
∂Areahist

u+ ∂u
∂Areahist

v

v2

u =Cx′,rawAreahist −Cx′,BGAreapol
∂u

∂Areahist
=Cx′,raw

v = Areahist −Areapol
∂v

∂Areahist
= 1

∂Cx′

∂Areahist
=
−(Cx′,rawAreahist −Cx′,BGAreapol)+Cx′,raw(Areahist −Areapol)

(Areahist −Areapol)2

=
Areapol(Cx′,BG −Cx′,raw)

(Areahist −Areapol)2

Partial derivative of Cx′,raw

∂Cx′

∂Cx′,raw
=

Areahist

Areahist −Areapol

Partial derivative of Cx′,BG

∂Cx′

∂Cx′,raw
=

−Areapol

Areahist −Areapol

Combining

δCx′ =

√√√√√√√√
[

Areahist(Cx′,raw −Cx′,BG)

(Areahist −Areapol)2 δAreapol

]2

+

[
Areapol(Cx′,BG −Cx′,raw)

(Areahist −Areapol)2 δAreahist

]2

+

[
Areahist

Areahist −Areapol
δCx′,raw

]2

+

[
−Areapol

Areahist −Areapol
δCx′,BG

]2

C.2.2 Origins of Variable Errors

δAreapol:

After fitting the full function (Gaussian + Polynomial) via a χ2 algorithm, elements of the fit parameters

and covariance matrix corresponding to the polynomial are extracted, and used to calculate error via

an algorithm (see TF1::IntegralError() function description in CERN ROOT documentation for more

information).
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δAreahist:

Error is taken to be
√

Areahist , based on Poisson statistics.

δCx′,raw and δCx′,BG:

Taken as the standard deviation of Gaussian functions fitted to the corresponding overlaid (fixed θN)

Cx′ functions in bins of Eγ . Process shown in Section 5.3.9.
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