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Abstract
The human face is a critical cue for human interaction, playing an essential role
in recognition, communication, and even medical diagnosis. However, 3D face
reconstruction from a 2D image is an ill-posed problem, with existing approaches
struggling due to natural variation in facial appearance and limited 3D data.

This thesis addresses these limitations by proposing the Intelligent Face Agent
(IFA), which envisions a new form of computational interaction with human faces.
The IFA accepts multi-modal inputs and offers intuitive, text-driven manipulation
and explanation of 3D facial reconstructions. We use this concept to motivate the
design and implementation of complementary components in 3D face generation
and analysis.

First, we introduce the SynthFace Generator, a novel approach for fast, large-
scale 2D-3D paired dataset generation. This method eliminates the need for
manual asset creation, producing photorealistic face images with paired 3D shapes.
We use this method to create SynthFace, the largest paired 2D-3D dataset for
human face shape.

Secondly, we present Text2Face, the first method to enable the direct and
complete initialisation of 3D face models from textual descriptions. This enhances
the controllability of 3D face reconstruction, offering the opportunity to improve
practical applications such as avatar creation.

Finally, we introduce new baselines for evaluating 3D face reconstruction
methods. We propose OptiFaces, a novel baseline that assesses the perform-
ance achievable by accurately classifying a set of well-distributed reference faces,
providing a more meaningful interpretation of reconstruction error. Additionally,
we introduce "N Heads Are Better Than One", a new approach for evaluating
combinations of existing 3D face reconstruction methods, resulting in a range of
robust new baselines for 3D face reconstruction.

The research presented improves the accuracy, controllability, and explainability
of 3D face reconstruction, paving the way for broader adoption and application in
fields such as healthcare, security, and the creative industries.

Keywords: 3D Morphable Face Models, 3D Face Reconstruction, Multi-modal
Representation Learning.
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Chapter 1

Introduction

The human face is one of the most important cues for human interaction. It

can be used to recognise a friend, communicate a feeling, and in certain cases,

be used to diagnose medical conditions such as craniosynostosis, where the

joints in a baby’s skull fuse prematurely, resulting in a misshapen appearance

[DPD17]. As humans, we have a learned understanding of the human face,

including natural variation in shape and appearance, alongside the impact

of changes in perspective, illumination, and occlusions. We recognise friends

when they’re wearing sunglasses or are partially illuminated, we can visualise

them from a few words of description, and we’ll still recognise their key

visual features from their baby photos to their 80th birthday.

When we take a photo of a friend, our digital camera projects the 3D

world to pixels on a screen. In doing so, we compress the dimensionality

of the real world into a lower-dimensional representation. In the field of

3D shape estimation, we seek to recover the richer representation of the

3D world from the 2D captured image, recovering a higher-dimensional

representation in the process.

Existing Computer Vision approaches for 3D shape estimation struggle

in the presence of such natural variation, and they do not offer natural ways

to interact with the most human of concepts: our own faces. This thesis

proposes methods to do better; to improve the accuracy, controllability, and

1



2 CHAPTER 1. INTRODUCTION

explainability of 3D shape estimation of the face. Specifically, ‘accuracy’

refers to the precision with which the reconstructed models match the actual

human faces in shape and detail. ‘Controllability’ means the ability to

manipulate and adjust the reconstructed models easily and intuitively, such

as through natural language. ‘Explainability’ involves the capacity of our

methods to provide clear, understandable measures for the outcomes of the

reconstruction process. For the purposes of this thesis, we use 3D shape

estimation and 3D face reconstruction interchangeably.

Despite its limitations, 3D face shape estimation has proven to be an

enabling technology with applications in healthcare [MPS+11], security

[BAHS06], and the creative industries [TZS+16]. In this context, our faces

are becoming increasingly powerful tools, whether through unlocking our

phones or being put directly into a video game after a quick scan using those

same devices. However, our computational understanding of the human

face remains limited. Despite possessing many sources of knowledge about

the human face - whether in natural descriptions, 2D photos, or 3D models -

our representations are disconnected and difficult to initialise and interpret.

These limitations are hindering the broader adoption of 3D reconstruc-

tion techniques in areas where they could be highly beneficial, such as in

3D analysis for medical diagnosis. Currently, we are unable to interact

naturally with the latent representations of these models, for example,

through language. This lack of intuitive interaction places a significant

knowledge burden on the user, thereby raising the barrier to widespread

adoption. Moreover, the scarcity of large-scale 3D face datasets leads to

reduced accuracy. This, in turn, diminishes our confidence that our recon-

struction methods are both accurate and equitable across different user

subgroups, particularly concerning protected characteristics such as race

and gender. These challenges impede the full potential of 3D face recon-
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struction techniques. In contrast, the development of large-scale 2D image

datasets in recent years has revolutionised various medical tasks – including

identification of retinopathy, detection of lung cancer, and classification of

skin lesions. The research presented in this thesis aims to bring a similar

revolution to 3D face reconstruction.

To achieve this, we propose the creation of an Intelligent Face Agent

(IFA), a new vision for what we can achieve within the 3D face reconstruction

community. This concept offers a new form of computational interaction

with the human face which accepts multi-modal inputs (text, images, partial

3D scans) and offers intuitive, text-driven manipulation and explanation of

3D facial reconstructions. Throughout this thesis, we implement aspects of

this envisioned Intelligent Face Agent, principally: paired 2D-3D dataset

generation, 3D shape initialisation from text, and new baselines for 3D shape

reconstruction. In doing so, this thesis increases the accuracy, controllability,

and explainability of 3D face reconstruction.

In this introductory chapter, we present:

• Motivation for improving 3D face reconstruction, focusing on the

clinical use case of automated prosthesis design.

• An introduction to the Intelligent Face Agent and the intuitions behind

its design.

• An overview of how this thesis fulfils core parts of the proposed Intelli-

gent Face Agent.

• The research questions we aim to answer through this thesis.

• The structure of the remaining chapters of this thesis.

• An overview of the novel contributions made to the field of 3D face

reconstruction by this thesis.
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1.1 The Intelligent Face Agent

We propose the Intelligent Face Agent, as depicted in fig. 1.1, as a conceptual

research goal for the 3D face reconstruction research community. Its design

is purposefully high-level and representation-agnostic, ensuring it remains

focused on the functionality it offers and its potential benefits to key

application areas. This design is founded on several core values, which we

term: Multiplicity, Integration, and Flexibility. These values are, in turn,

based on a number of fundamental intuitions.

Figure 1.1: An Intelligent Face Agent Through the design of an Intelligent Face
Agent, we envisioned a new way of interacting with the human face, incorporating cues
from multiple modalities to guide reconstruction and interpretation.

Firstly, we assume that modalities of knowledge are inherently multi-

plicative: being able to connect 2D, 3D, and text-based knowledge of the

human face will lead to improvements in tasks for all modalities. The

interconnected design of the IFA, through a shared latent space, means that

improvements in any one area of reasoning, such as in text-to-3D, will have

multiplicative effects on other modalities too.

Secondly, this integrated representation offers opportunities for new
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application areas. A single shared latent space for all available knowledge

on human face shape and appearance means existing workflows can be

simplified. In practice, this means that a face description provided by one

individual can produce a reconstruction that can be edited by another

individual. This face shape may then be queried using natural language

descriptions.

Finally, multiple modalities offers flexibility to both tackle reconstruction

problems from all input data modalities available to us and to view outputs

in any form. This can allow non-experts to interact with high-dimensional

face representations through text before passing a reconstruction to an

expert practitioner.

We will illustrate the limitations of existing approaches and importance

of the Intelligent Face Agent through the motivating example of prosthesis

design. Facial prostheses offer a non-operative form of rehabilitation for

patients suffering from facial trauma, offering life-changing physiological

and aesthetic benefits. However, maxillofacial surgeons are rare, with

two or fewer in 28 countries [MBH+23]. Maxillofacial prosthetists, who

often also perform these treatments, also remain in very limited supply

and high demand. An ageing worldwide population and commensurate

higher incidence of facial cancer, will lead to increasing demand for effective

treatment modalities [dCDSB+19].

Automated computer-aided reconstruction will improve access to this

life-changing treatment globally. However, current clinical trials using

3D Morphable Models (3DMMs) [JCB+23] for prosthesis design lack fine

control and integration of 2D data, such as patient photos. A critical lack

of 3D human face data, exacerbated for rarely-occurring events such as

facial trauma, limits the potential accuracy of automated solutions. The

proposed Intelligent Face Agent would directly address these limitations.
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Text-based interactions with 3D shape, as envisioned within the Intelli-

gent Face Agent, will allow clinicians to both initialise and interrogate 3D

reconstructions, saving maxillofacial prosthetists valuable time and enabling

non-experts to diagnose conditions using expert models. Furthermore, in-

corporating a generative model across all available modalities will facilitate

the creation of customised datasets tailored to specific clinical needs. This

approach addresses the challenge of data scarcity, thereby enhancing the

accuracy of reconstructions. In combination, these advancements will reduce

treatment costs and increase global accessibility. Most importantly, they

will enable reconstruction of the patient’s prior face, not just a statistically

plausible one, which will significantly improve patient outcomes.

This thesis focuses on three sub-tasks of the Intelligent Face Agent:

dataset generation, 3D shape initialisation from text, and new baselines

for the evaluation of 3D shape reconstruction. In doing so, we present

research that improves the accuracy, controllability, and explainability of

3D face reconstruction. These areas are all of critical importance to the

implementation of the Intelligent Face Agent and each make novel technical

contributions to the research literature.

1.2 Thesis and Research Questions

Having introduced the research context and motivations for this work, our

thesis research question can be summarised as follows:

Thesis

Can we connect existing sources of knowledge about the human face

to improve the accuracy, controllability, and explainability of 3D face

reconstruction?
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We decompose this high-level research question into several related

research questions which this thesis addresses.

Research Question 1

Can we exploit knowledge about the structure and appearance of the

human face, contained within pretrained image generation networks,

to generate large-scale datasets for 3D face reconstruction?

Addressed in Chapter 3

Research Question 2

What methods can be employed to increase the diversity of paired

training data for 3D face estimation methods?

Addressed in Chapter 3

Research Question 3

Are we able to perform parameterised shape initialisation of faces

from natural language descriptions?

Addressed in Chapters 3 and 4

Research Question 4

What new and more interpretable metrics can be developed for

evaluating 3D face reconstruction?

Addressed in Chapters 4 and 5

Research Question 5

What theoretical lower bounds can we devise for 3D face reconstruc-

tion?

Addressed in Chapter 5
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1.3 Structure

The remainder of this thesis is structured as follows:

Chapter 2, Related Work We introduce related work to support

the technical chapters of this thesis. This chapter provides the necessary

technical background and identifies existing gaps in knowledge that the

subsequent technical chapters aim to address. We focus on parameterised

representations of the face, 3D face reconstruction methods, and our existing

methods for interacting with and evaluating these reconstructions.

Chapter 3, Paired 2D-3D Dataset Generation While large-scale

2D image datasets have revolutionised medical tasks, 3D applications have

been limited due to a lack of paired 2D-3D data. In Chapter 3, we address

the challenge posed by the lack of large-scale paired 2D-3D datasets of

the human face. We present a dataset generation method for generating

customised datasets of paired 2D-3D data for face-related tasks. This

generative capability forms a key component of the proposed Intelligent

Face Agent, and enhances the potential for analytic capabilities. Using this

generation method, we create SynthFace, the largest available dataset of

paired 2D-3D faces designed to be balanced by race and gender. Using this

newly generated dataset, we developed and trained an accurate 3D face

reconstruction method that learns to map a 2D image to its corresponding

3D shape.

Chapter 4, Text2Face: Text-based Initialisation of 3D Face

Shape Current 3D representations of the face are difficult to initialise and

edit, limiting their potential use by non-experts. For example, when given a

verbal or written description of a person, many of us can visualise the shape

and appearance of that person. However, computational methods for face

reconstruction have been limited to modalities such as photos as input. In

Chapter 4, we present the first method for direct and complete generation of



1.3. STRUCTURE 9

parameterised 3D faces from natural language descriptions. Unlike previous

text-to-shape methods, our approach produces a complete 3D Morphable

Model (3DMM) representation, enabling further shape adjustments to be

made and interoperability with other reconstruction pipelines and parts of

the Intelligent Face Agent.

Chapter 5, OptiFaces: A New Baseline for 3D Shape Evaluation

3D face reconstruction is a challenging problem, so much so that the mean

face of existing datasets is highly competitive with recent learning-based

approaches. In addition, existing evaluation methods and datasets are

limited, with an approach achieving state-of-the-art performance on one

benchmark often performing poorly on another. In Chapter 5, we introduce

two methods for generating universal baselines for 3D face shape estimation:

OptiFaces and the Model Zoo. With OptiFaces, we transform the continuous

regression task of 3D face shape estimation to one of discrete classification

between N face shapes. In doing so, we are able to compare existing methods

with the task of accurately classifying N well-separated face shapes. The

Model Zoo considers the theoretical lower error bound that can be achieved

through combining two or more existing reconstruction methods. Both of

these approaches enable intuitive judgements to be made on the degree of

facial information learned by a reconstruction approach.

Chapter 6, Conclusion We evaluate our research contributions, as

presented in chapters 3-5, against our original research questions. We

also consider the progress made towards the Intelligent Face Agent, by

ourselves and other researchers, throughout the course of the PhD. We note

limitations of our current methods and present opportunities to fully realise

the ambitions of the Intelligent Face Agent in future work.



10 CHAPTER 1. INTRODUCTION

1.4 Contributions

In this thesis, we make the following contributions to the field:

• Chapter 3:

– Design a fast dataset generation method for synthesising paired

2D-3D face datasets with variations in camera pose, appearance,

and lighting.

– Show that this generation method is 20x faster than the existing

state-of-the-art method while maintaining photo-realism.

– Use this generation method to produce SynthFace, the largest

available dataset of paired 2D-3D data for 3D face reconstruction.

– Show that the use of a textual appearance descriptor can improve

race and gender balance in generated 3D face datasets.

– Demonstrate that accurate 3D face estimation can be achieved

training exclusively on synthesised 2D-3D data. We show this by

training a reconstruction network, ControlFace, on SynthFace and

evaluating its performance on the NoW benchmark.

– Demonstrate the accuracy of our paired 2D-3D data with landmark

error evaluation by face region.

• Chapter 4:

– Introduce a method to connect the embedding space of CLIP with

the latent space of the FLAME head model, generating a dataset

of paired (CLIP, FLAME) embeddings.

– Train a deep MLP, Text2Face, on this dataset, enabling direct

and complete generation of parameterised 3D faces from natural

language descriptions.
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– Demonstrate the use of CLIP for multi-modal fitting - showing

how we enable 3DMM fitting for the same subject represented as

an image, sketch, and engraving.

• Chapter 5:

– Introduce OptiFaces, a universal baseline for 3D face reconstruc-

tion. This approach considers the performance that can be

achieved if we have a set of N reference faces and a classifier

that optimally performs face matching from an input image to the

closest of these N faces.

– Propose a practical implementation of OptiFace calculation using

a greedy algorithm that iteratively selects the face that minimises

representative error.

– Mathematically define an idealised discrete classifier as a classifier

that always selects the closest OptiFace.

– Implement a greedy algorithm for OptiFace selection, demonstrat-

ing improved face shape distribution in principal component space

over the k-means algorithm.

– Propose the 3D Face Reconstruction Model Zoo, a new way of

visualising and understanding the theoretical performance of com-

bining existing reconstruction methods.

– Compute errors for these new theoretical ensemble methods on

the NoW benchmark.

1.5 Publications

The research presented in this thesis has resulted in the following publica-

tions, corresponding to chapters 3, 4, and 5 respectively:
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• Will Rowan, Patrik Huber, Nick Pears, and Andrew Keeling. Fake it

without making it: Conditioned face generation for accurate 3D face

shape estimation. 2024. On ArXiV. [RHPK23a]

• Will Rowan, Patrik Huber, Nick Pears, and Andrew Keeling. Text2face:

3D Morphable Faces From Text. 2023. In ICLR Tiny Papers.

[RHPK23b]

• Will Rowan, Patrik Huber, Nick Pears, and Andrew Keeling. How

Many OptiFaces? A New Evaluation Metric For 3D Face Reconstruc-

tion. 2024. In ICLR Tiny Papers. [RHPK24a]

• Will Rowan, Patrik Huber, Nick Pears, and Andrew Keeling. N Heads

Are Better Than One: Exploring Theoretical Performance Bounds

of 3D Face Reconstruction Methods. 2024. In ECCV Workshop:

Foundation Models for 3D Humans. [RHPK24b]



Chapter 2

Related Work

In this chapter, we will cover all the work required to both understand

the following technical chapters and put them in an appropriate context

within the research literature. We will highlight key contributions to

the literature in 3D facial modelling, reconstruction, and methods for

controllable generation of the human face. More broadly, we will consider

research that has improved the accuracy, controllability, and explainability

of 3D face reconstruction — each of which ties to the research aims of this

thesis.

More specifically, we will outline the following:

• A formulation of the problem of 3D face reconstruction, including its

challenges and an overview of existing methods.

• Methods of representing the human face and sources of knowledge

about the human face. We focus on the 3D Morphable Model.

• Datasets for 3D face reconstruction, which include those used for

training as well as those employed for evaluation in common 3D face

reconstruction benchmarks.

• Methods of generating our own datasets for 3D face reconstruction.

This involves generating realistic parameterised 3D faces and corres-

ponding 2D images.

13
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In section 2.1, we will formally introduce the problem of 3D face recon-

struction, considering its inherent challenges and how existing approaches

tackle them. This naturally leads to a discussion of the 3D Morphable

Model (3DMM) as both a common representation for 3D faces and as a

prior form of knowledge to guide reconstruction. We will discuss further

sources of knowledge in the form of Stable Diffusion and shared image-text

latent spaces such as CLIP. In section 2.2, we will provide an overview of

existing datasets and benchmarks for 3D face reconstruction. This includes

how existing methods perform and how errors are calculated on the 3D

face.

In section 2.3, we will consider methods for generating controllable

representations of the human face, both in 2D and 3D. In particular, we will

explore methods of generating large-scale paired 2D-3D face datasets for the

training and evaluation of 3D face reconstruction methods. In section 2.4,

we will critically analyse the work surveyed, putting it in the context of our

proposed Intelligent Face Agent and the following technical chapters.

2.1 3D Face Reconstruction

The accurate reconstruction of 3D face shape from 2D images is a fun-

damental task in Computer Vision, with a wide range of applications

across healthcare, creative, and security industries. In healthcare, 3D face

reconstruction enables acupuncture point localisation and visualisation

[LHCZ20], prosthesis design [MPS+11], and planning for craniofacial sur-

gery [DPD+22]. In the creative industries, it facilitates real-time facial

animation [CWLZ13], personalised avatar design [LSSS18], and live facial

re-enactment [TZS+16]. In security, it supports generating 3D models of

the face to match police photofits from eyewitness accounts [BAHS06],

facial recognition [GMFB+18], and full 3D reconstruction from mugshot
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photos [LTL+20]. A more complete overview of applications can be found in

survey papers on 3DMMs [EST+20] and monocular 3D face reconstruction

[ZTG+18]. It is important to note that as the accuracy, controllability,

and explainability of 3D face reconstruction methods improve, the range of

potential applications will further increase. Figure 2.1 shows a high-level

view of this reconstruction problem: transforming a given input modality

to a 3D representation of the face.
M

LP

"A 25 year old man
who is great at 3D
Computer Vision"

Deep regression
network

Text

Image(s)

Partial
3D

Input OutputProcessing

3D mesh

β: identity

ψ: expression
θ: pose

(β, ψ, θ)

3DMM
parameters

Input
modality

Figure 2.1: A typical 3D face reconstruction problem setup. We consider the case of
reconstructing a 3D mesh representation of the human face from various input modalities,
potentially including text, image(s), and/or partial 3D information. The Processing step
can take many forms which we discuss throughout this chapter, including that of a deep
regression network that predicts parameters of a 3DMM given an input vector.

However, estimating 3D face shape from a single image is fundamentally

an ill-posed problem. For each RGB value in the image, we must disentangle

the geometric shape from its illumination, albedo, and perspective effects.

The impact of perspective transformation varies with camera distance,

leading to a perspective face shape ambiguity: a 2D image of a face can

be explained by many different underlying 3D shapes [BS19]. Accurate

reconstruction is further complicated by the wide natural variation in face

shape and appearance, including the presence of common occlusions such as

hair and glasses. Combined, these factors lead to unresolvable ambiguities.
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Crucially, for any of these factors affecting an image of an individual, we

want to recover the same underlying 3D face shape. A non-exhaustive set

of confounding factors that lead to ambiguity are considered in fig. 2.2.

Figure 2.2: Recovery of 3D shape from RGB pixels is a highly ambiguous problem. From
a single image, we show highly different patches of pixels in the presence of self-occlusions
(shadows) and fine details such as creases in the skin. We also show how simple factors
such as the presence of RGB noise and reduced exposure impact the perceived appearance
of the same individual, for which we aim to recover the same underlying 3D shape.

Due to the challenging nature of the reconstruction problem, priors

have been used to incorporate known information about the appearance

and structure of the human face and head [KR18]. A prior is a form of

knowledge that we possess about a certain problem before tackling it, which

can be used to simplify the problem. For the task of 3D face reconstruction,

this has traditionally taken the form of 3D priors of human head shape,

with recent approaches considering the use of 2D generative image priors

and shared text-image models [ATDN23].

Among 3D face priors, there are two principal categories of prior used

to aid reconstruction: model-based and model-free. Model-based priors

constrain facial shape to a low-dimensional representation of the face learnt

from a number of facial scans. Model-free priors impose generic constraints

on the reconstruction, such as spatial and temporal coherence [KR18].We

will focus on model-based representations for this thesis, as they offer a

strong additional constraint for the challenging task of 3D face reconstruction
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from a single image. They are used as both a form of regularisation on

reconstruction and as a compact parameterisation for the 3D face shape

that we wish to reconstruct.

2.1.1 The 3D Morphable Model

In their seminal work, Blanz and Vetter [BV99] introduce the 3D Morphable

Model (3DMM), a learned statistical model of the human face that considers

both shape and texture. In this work, they also present an algorithm to

reconstruct 3D faces from a single input image. In doing so, they set the

foundation for the field of 3D face reconstruction and formalised the intuition

that prior knowledge can help us solve ill-posed problems [EST+20].

The 3DMM, as originally proposed, is constructed as a parametric face

space learned from a set of 3D scans of individuals. It is constructed by

performing dimensionality reduction on a set of training meshes put into

dense point-to-point correspondence [BV99]. Using Principal Components

Analysis (PCA), a set of ‘basis’ faces are constructed; a linear combination

of these basis faces is used to represent a face using the model. Shape and

texture are separated into their own basis states, resulting in a shape vector,

S, and a texture vector, T, being defined for each subject. Subsequent work

added expression bases to allow the 3DMM to model facial expressions

[EST+20].

This dense correspondence allows for a linear combination of faces to

produce ‘morphs’ of the original model [EST+20], thereby allowing for

greater interpretation and manipulation of reconstructions. The learned 3D

Morphable Model (3DMM) can be utilised as a generative model, enabling

novel faces to be generated by sampling from the model’s parameter space.

Semantically meaningful facial attributes can be mapped to the parameter

space of the morphable model by labelling a set of example images with the

desired attributes and then computing a weighted sum over these values
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[BV99]. Combined, these properties make the 3DMM a powerful tool for

facial analysis and generation.

Figure 2.3: The 2009 Basel Face Model with shape and texture components plus/minus
five standard deviations σ [PKA+09]. This variation is indicative of 3D Morphable
Models of the human face.

A large number of 3D Morphable Models (3DMMs) have become publicly

available since their introduction. Popular variants include the Basel Face

Model [PKA+09], Liverpool-York Head Model (LYHM) [DPSD20a], and the

FLAME head model [LBB+17]. Earlier morphable models, such as the 2009

Basel Face Model, are severely limited by the diversity of the participants

used to create them; a predominantly white, young, and Western set of

participants limits the applicability of the resulting model. Figure 2.3

shows a visualisation of this model. Booth et al.[BRZ+16] use a training

dataset that includes much greater diversity in age and race than previous

models to create their Large Scale Facial Model (LSFM). This enables the

construction of both a global 3DMM and subgroup-specific models based

on age, gender, and ethnicity [BRZ+16].

From modelling just the inner region of the human face, newer models

such as FLAME [LBB+17] and the LYHM [DPSD20a] now model the

complete human head. Models also differentiate themselves by including
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texture and expressions, in addition to shape. The Universal Head Model

(UHM) [PVO+20] combines two existing 3DMMs, the LYHM and LSFM, to

create a new combined face-and-head shape model. They further integrate

models of the ears, eyes, teeth, and tongue, which brings us closer to a

single, complete 3DMM of the human head.

As representations of human faces, 3DMMs can be evaluated by their

compactness, generalisation ability, and specificity [SRN+03]. Compactness

measures the variability of the subject training data captured by the model,

generalisation refers to the ability to explain faces outside of the training

set, and specificity represents the ability to represent only valid faces.

2.1.2 Editing 3DMMs Through Text

CLIP (Contrastive Language-Image Pre-training) [RKH+21a] is a pre-

trained visual-textual embedding model. This approach has shown strong

zero-shot capabilities on a wide range of Computer Vision tasks and has

enabled models to take advantage of this embedding space for downstream

tasks, such as text-to-image generation [RPG+21a]. Several approaches

have used the expressive power of CLIP to relate text to 3D shape. This

includes text-driven generation of stylised meshes [MBOL+22]; general

text to shape generation [SCL+22]; and full body 3D avatar creation and

animation [HZP+22]. ClipFace [ATDN23] enables text-based texture and

expression editing of pre-existing parameterised faces. However, it necessit-

ates a parameterised face as input and maintains a fixed identity. None of

these methods consider the generation of a fully parameterised model of

the human face, including identity, from text alone.

2.1.3 Facial Reconstruction Fitting Approaches

The task of aligning a 3D face model to a 2D image involves estimating

the parameters of the model that best resemble the image. In this con-
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text, the specific method used to assess this resemblance distinguishes

the various competing approaches. There are two distinct types of fitting

methods to learn the parameters of a 3DMM: generative and regression-

based approaches [TZK+17]. Generative approaches formulate a non-linear

optimisation problem which seeks to minimise the difference between an

input image and a representation of the 3D reconstruction, such as a ren-

dering. Intuitively, a set of parameters are initialised for the 3D model

and then iteratively updated to better fit the input image. Meanwhile,

regression-based approaches directly regress the parameters from the input

[ZYY+15].

We can now classify 3D face reconstruction approaches using the following

proposed framework shown in fig. 2.4. This framework considers the type

of image input, prior knowledge used, and the fitting approach employed.

For simplicity, only image input is considered.

Figure 2.4: A framework for the classification of facial reconstruction approaches.
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Generative Approaches: Analysis-by-synthesis

In their proposed algorithm for 3DMM fitting, Blanz and Vetter [BV99]

introduced the analysis-by-synthesis framework. Analysis-by-synthesis for-

mulates 3DMM reconstruction as an optimisation problem which minimises

the difference between an image and the synthesised 3D model. This

difference is quantified by a range of fitting energies, which alone or in com-

bination, form the overall fitting term to be optimised. After initialisation,

a new set of 3DMM parameters is iteratively computed from the current

set using the specified energy minimisation scheme. Equation (2.1) shows

an objective function which utilises a photometric loss.

E =
∑
x,y

∥I(x, y) −M(x, y)∥2 (2.1)

Figure 2.5: Photometric loss E is calculated as the sum of squared differences between
the intensity values of the input image I(x, y) and the image generated by the 3DMM
M(x, y) at each pixel coordinate (x, y). The operation ∥ · ∥ denotes the Euclidean norm,
here simplified to the square of the difference, providing a measure to optimise the
reconstruction by minimising these differences.

The optimisation-based setting is sensitive to its initial conditions, as

iterative optimisation proceeds from this selected initial state[WBC+19].

Furthermore, the optimisation may become trapped in local minima, making

it both time-consuming and costly to minimise these errors. These challenges

faced within the optimisation-based setting have motivated the development

of regression-based approaches, which do not share the same reliance on

initial conditions and may be able to avoid these traps.

Regression-Based Approaches

Supervised reconstruction Tran et al.[TTHMM17a] use a deep convo-

lutional neural network (CNN) to directly regress the shape and texture
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parameters of a 3DMM from a single image. They do this by creating a

dataset of surrogate ground truth parameters estimated using multi-image

optimisation-based reconstructions. A single-view CNN regressor is sub-

sequently trained to learn this function. A rendering step is not required in

this regressor, allowing for faster 3DMM estimation [TTHMM17a]. This

demonstrates how advances in generative approaches can also improve

regression-based approaches, enabling fast regressors to be trained using

their outputs.

Richardson et al.[RSK16] generate face geometries directly from a 3DMM,

rendering the face as an image under randomised lighting conditions. This

results in a dataset of images with known 3DMM parameters; however

these images are far from photorealistic. This points to a wider problem in

synthesised approaches: a domain gap between synthesised and real data

that makes generalisation difficult and task performance poor [KPL+19].

In contrast, Wood et al.[WBH+21] render highly realistic 3D face models

for landmark localisation, demonstrating that synthesised data can be

used to solve real world problems in the wild. Wood et al.[WBH+22]

build upon this work to train a dense landmark regressor for 702 facial

points. A morphable model is fitted to these dense landmarks, leading to

state-of-the-art results in 3D face reconstruction.

The success of this approach affirms the potential of network-based

methods in advancing 3D shape estimation. However, this approach re-

quires the manual creation of 3D assets with associated time, financial,

and computational costs. Furthermore, the rendered images fall short of

photorealism which limits their uses for direct 3DMM regression.

Other approaches have considered using the 3D data we have rather

than relying on synthesised datasets. Zielonka et al.[ZBT22] annotate

and unify existing 3D face datasets to enable supervised training of their
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MICA (MetrIC fAce) network, achieving state-of-the-art performance on

the NoW benchmark [SBFB19]. To do this, they use the facial embedding

network, ArcFace [DGXZ19], to extract discriminative identity-bearing

features from each input image. This network itself is trained using large

2D face image datasets, demonstrating that additional sources of knowledge

can be effectively incorporated within 3D reconstruction pipelines. A

mapping network, consisting of an MLP with three fully connected layers,

then maps this identity embedding to the parameters of the FLAME head

model.

This demonstrates the importance of supervision for reconstruction

performance, even when supervised with minimal available data. However,

this approach already represents the upper bound for supervised learning

using 3D data, unless further data is collected. In combining eight existing

datasets, they reach just 2315 individuals; this remains a small dataset for

supervised learning techniques. Hence, a generative approach similar to

Wood et al.[WBH+21] is required to train supervised approaches on larger

datasets.

Other significant works in this field include exploring a hybrid loss

function for weakly-supervised learning [DYX+19], generating surrogate

ground truth data via multi-image 3DMM fitting using joint optimisation

[LZZ+18], and learning an image-to-image translation network using known

depth and feature maps generated from a 3DMM [SRK17].

Self-supervision Supervised approaches for 3D face reconstruction are

limited by a lack of 3D data; capturing 3D data is costly and time-consuming,

often making large-scale 3D datasets infeasible. This limitation has led

to the widespread use of self-supervised approaches [TZK+17, TZG+18,

WBC+19, SSL+20, CWW+20, FFBB21, DBB22, FRPP+23, RGP+24]. In

the self-supervised setting, the model uses the data itself, such as images of
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the human face, to generate its own supervisory signals without requiring

known 3D data. However, many of these approaches perform poorly in

metric reconstruction [SBFB19]. This observation has prompted efforts to

generate our own paired 2D-3D datasets, as covered in section 2.3.

Tewari et al. [TZK+17] combine previous generative and regression-

based approaches in their model-based deep convolutional autoencoder:

MoFA. Through using an end-to-end encoder-decoder architecture with

a fully differentiable image formation layer, the network is trained in an

unsupervised setting solely on 2D images. An image is taken as input,

converted into a semantically meaningful code vector by the encoder, and

then decoded into a 3D model by the image formation layer within the

decoder. End-to-end training is achieved using backpropagation through

the network; the loss includes a sparse landmark loss, dense photometric

alignment, and a regularisation term. Figure 2.6 shows the architectural

diagram of this approach.

Figure 2.6: MoFA: Architectural Diagram [TZK+17]

Other approaches have since built upon the self-supervised techniques

introduced in MoFA. Genova et al.[GCM+18] perform unsupervised 3DMM

regression with differentiable rendering. The novelty lies in the use of an

identity loss based on identity descriptors extracted using FaceNet [SKP15],

which is designed to produce an output vector that isolates identity, learning

invariance to factors such as expression, pose, and illumination. Hence,

the network aims to preserve the identity of the individual during training,
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leading to more recognisable reconstructions.

Chen et al.[CWW+20] propose a self-supervised framework that includes

both a high-level perceptual loss and pixel-wise photometric loss for multi-

level supervision. They also incorporate an image-to-image translation

network to predict a displacement map in UV-space, in order to model finer

facial details. Meanwhile, RingNet [SBFB19] enforces a shape-consistency

loss for images of the same subject in order to learn to disentangle identity

from expression.

Shang et al.[SSL+20] use multi-view geometric and photometric consist-

ency in their MGCNet to produce view-consistent shapes from a single

input image. This builds upon the work of [WBC+19], but for a single

image input, using view synthesis with defined co-visible maps to provide a

multi-view constraint for a single image. Lin et al.[LYSZ20] combine the

regression network from [DYX+19] with three graph convolutional networks

to produce high-fidelity textures from a single image. These networks refine

the initial coarse texture generated in the space of the 3DMM with details

from the input image.

DECA [FFBB21] uses multiple images of the same person during training

to learn to disentangle person-specific details of the face from expression-

dependent features, such as wrinkles. EMOCA [DBB22] introduces a deep

perceptual emotion consistency loss, which is used to enable more express-

iveness in the reconstruction than DECA. Similarly, SPECTRE [FRPP+23]

adds a lipreading perceptual loss to DECA for improved mouth move-

ments across videos. Zhang et al.[ZCL+23] employ a Vision Transformer

[DBK+20] to encode independent facial components from the image as

tokens. Their method, TokenFace, employs a hybrid training strategy by

performing supervised training on a unified collection of existing 3D face

datasets and self-supervised training on large image datasets. This approach
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achieves state-of-the-art results on the NoW benchmark for both metric

and non-metric reconstruction.

Multi-image Reconstruction Deng et al.[DYX+19] consider how to

best combine multiple monocular reconstructions of a single individual.

In doing so, they train two separate deep neural networks: R-Net and

C-Net. R-Net performs monocular reconstruction using a hybrid loss

function for weakly-supervised learning. The outputs from R-Net can

then be combined in a way that reflects the available information to be

gained from each input image, as each image varies in its usefulness for

learning each 3DMM parameter. Hence, C-Net produces confidence scores

for each identity-bearing 3DMM parameter for an image. This enables

multi-image reconstruction and introduces a powerful concept: using deep

neural networks to directly estimate the potential contribution of parts of

the input for 3D face reconstruction.

Wu et al.[WBC+19] introduced MVF-Net, the first multi-view, regression-

based approach to estimating 3DMM parameters. Unlike prior regression-

based methods [PB16, DYX+19], which indirectly performed multi-image

fitting by aggregating monocular reconstructions, MVF-Net employs an end-

to-end trainable CNN to directly regress 3DMM parameters from multiple

views. This multi-view setting introduces additional constraints that resolve

ambiguities, enforced by a novel self-supervised view alignment loss. This

method also incorporates a differentiable dense optical flow estimator to

quantify and minimise view alignment errors during training.

Furthermore, a photometric reprojection error is utilised to ensure that

the estimated model accurately explains the input images across all views.

Textures are sampled from one view using the predicted 3D model and

camera parameters, and the model is then rendered to another view to

compute the loss between the rendered and observed views, as depicted in
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fig. 2.7. This approach achieved state-of-the-art performance on the MICC

dataset, surpassing previous regression-based methods at the time of its

publication [TZK+17, TTHMM17a, DYX+19].

Figure 2.7: MVF-Net: Architectural Diagram [WBC+19].

Amberg et al.[ABF+07] consider multi-image analysis by synthesis, using

model-based stereo to reconstruct high-quality surfaces. This technique

relies on stereo information, thus removing the need to estimate lighting

and albedo parameters and directly estimating shape instead. A 3DMM

prior serves as a regularisation term to guide the fitting process. The

objective function combines landmark, silhouette, and colour difference

terms. Notably, the silhouette term provides a lighting-invariant cue for

reconstruction, achieved by simultaneously fitting a visible contour to

the input images. Together, these terms provide superior reconstruction

performance, significantly enhancing the state-of-the-art at the time. These

multi-image methods are of great importance to single-image reconstruction

due to their potential to generate datasets of pseudo ground-truth data

that can be used to train new methods.

Optimising Identity Vectors. The loss function used for supervised
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3D reconstruction requires careful consideration. Tran et al.[TTHMM17b]

introduce an asymmetric Euclidean loss for minimising errors between

predicted and actual parameter vectors; this decouples over-estimation

errors from under-estimation errors. A standard Euclidean loss favours

estimates close to zero due to 3DMM parameters following a multivariate

Gaussian distribution centred at zero by construction. They report more

realistic face reconstructions using their asymmetric Euclidean loss.

However, these losses minimise distance in the vector space of 3DMM

parameters rather than minimising reconstruction error directly. Richardson

et al.[RSK16] directly calculate the Mean Squared Error (MSE) between

generated 3D mesh representations. This ensures the loss takes into account

how the parameter values affect the reconstructed geometry. Zielonka et

al.[ZBT22] also employ a mesh-based loss, but they introduce a region-

dependent weight mask to weigh the facial region much more heavily than

the rest of the head. We aim for accurate 3D face shape estimation, so we

will optimise directly in the 3D space using a mesh loss.

2.2 Evaluation of 3D Face Reconstruction

The development of robust 3D face reconstruction methods relies on the

availability of high quality datasets for both training and evaluation. How-

ever, dataset creation and curation is particularly challenging for 3D tasks

due to the significant financial and time-based costs of 3D capture. This

section considers existing methods for 3D face shape evaluation, including

both datasets and evaluation protocols.
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2.2.1 Evaluation Datasets

MICC Evaluation Dataset

The Florence 3D/MICC dataset has been commonly used to evaluate the

state of the art in facial reconstruction [BDBM11]. For each of the 53

participants enlisted, at least three 3D scans are captured using a 3D

scanner, covering their front, right profile, and left profile. Three videos

were also taken of each subject: one indoors with a cooperative subject

and two further videos of an uncooperative subject, one indoors and one

outdoors.

However, the results derived from using this dataset offer limited inform-

ation on how the methods may perform on other datasets, populations,

or tasks. The faces in each video are in low resolution and in a limited

number of controlled settings. Furthermore, the individuals included are

predominantly young men, reducing the ability to generalise any results

calculated using this dataset. On both counts, it lacks much of the natural

variation present in the real world.

NoW Benchmark

Sanyal et al.[SBFB19] introduced the NoW (Not quite-in-the-wild) dataset

to address the limitations of existing evaluation datasets, particularly in

terms of viewing angle, illumination, and common occlusions. It contains

high-quality images and 3D head scans of 100 subjects. Images were

captured using an iPhone X, and 3D scans were captured using a 3dMD

scanner. The individuals are divided into validation and test sets, consisting

of 20 and 80 identities, respectively. For each individual, the dataset

includes images under different poses, occlusions, and expressions. This

represents a clear improvement in the number and variability of situations
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captured compared to the Florence3D dataset. The NoW benchmark

has become the standard for evaluating both metric and non-metric 3D

face reconstruction from 2D images. In metric reconstruction, real-world

measures are computed, whereas non-metric reconstruction focuses on

qualitative aspects such as visual similarity and perceptual accuracy.

REALY Benchmark

The REALY benchmark [CZR+22] introduces region-specific evaluation for

the nose, mouth, forehead, and cheek. The benchmark consists of 100 scans

taken from the Headspace dataset [DPSD20a], alongside corresponding

multi-view images of the subjects. Region-wise shape alignment is intro-

duced to the evaluation procedure to provide more accurate, bidirectional

correspondences between reconstructions and the ground truth, which aims

to lead to more accurate measures of error.

2.2.2 Evaluation Protocols

Typical Evaluation Setup Several reconstruction techniques use a

similar approach to evaluate their methods using the Florence 3D dataset

[WBC+19, TZK+17, GCM+18, DYX+19]. Firstly, the ground truth model

is cropped to 95 mm around the tip of the nose. An iterative closest point

(ICP) algorithm is then used to align the estimated model to the ground

truth model. This aligns the estimated and known meshes to the same

local coordinate system. Finally, the point-to-plane distances between

the two models are calculated and reported. A similar approach is used

to evaluate methods on the NoW benchmark, with an additional rigid

alignment step performed based on the scan-to-mesh distance following an

initial landmark-based alignment.
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Domain-specific Evaluation Other surrogate evaluation functions have

been proposed, aiming to reduce the reliance on large, expensive 3D evalu-

ation datasets and instead directly consider the problem domain for recon-

struction. Genova et al.[GCM+18] evaluate their approach against other

methods using a facial recognition similarity metric. This metric is com-

puted using the cosine similarity between the input image and the rendering

of the estimated model, as output by a pre-trained face recognition network.

The higher the similarity, the better the likeness of the reconstructions to

the individuals. Crucially, this method does not require any 3D ground

truth data. It is clear that similar approaches may be used to provide a

domain-specific evaluation.

However, we currently lack approaches that offer informative baselines

across existing 3D face reconstruction methods. Existing methods can only

be compared by their performance relative to other existing methods, which

also limits the adoption of new datasets.

2.3 Controllable Generation of the Human Face

Despite the widespread success of supervised learning across Computer

Vision tasks, it has been severely limited in 3D face-related tasks due to a

lack of training data. In this context, supervised learning involves the use of

paired 2D-to-3D data, whether real or synthetic, which formally comprises

a set of face images and their corresponding 3D model representations

[SBFB19]. We have seen in section 2.1 that existing methods either utilise

all available 3D data [ZBT22, RGP+24] or synthesise their own [WBH+22].

These methods represent the current state-of-the-art performance in 3D

face reconstruction.

However, real datasets do not scale and lack diversity, having reached

their natural limit until further data is collected, while existing synthesised
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datasets lack photorealism and require manual asset creation. Hence, in

this section, we consider methods to generate realistic parameterised faces

and in doing so examine potential techniques to generate our own datasets

for 3D face-related tasks.

2.3.1 Realistic Parameterised Faces

Automating the tedious manual work behind photorealistic face generation

remains an open challenge and long-term goal of 3D face representations

[EST+20]. 3D Morphable Models (3DMMs) provide parametric control but

generate unrealistic images; Generative Adversarial Networks (GANs) gen-

erate photorealistic images but lack explicit control [GGU+20]. Combining

the parametric control of a 3DMM with the expressive power of generative

image models for faces has the potential to create large-scale datasets for

supervised 3D face reconstruction.

Recent work has sought to harness the best of both worlds. StyleRig

[TEB+20] was the first approach to offer explicit control over a pretrained

StyleGAN through a 3DMM, allowing for parametric editing of generated

images. Building upon this, Ghosh et al.[GGU+20] condition StyleGAN2

[KLA+20a] on rendered FLAME [LBB+17] geometry and photometric de-

tails to add parametric control to GAN-based face generation, facilitating

full control over the image generation process. Sun et al.[SWZ+23] propose

a NeRF-based 3D face synthesis network which enforces similarity with

a mesh generated by a 3DMM. However, in all these cases, the resulting

images fall short of photorealism.

In the field of image synthesis, probabilistic diffusion models now repres-

ent the state-of-the-art, surpassing the capabilities of GANs in image sample

quality [DN21]. These models, which have developed significantly since their

proposal [SDWMG15], have been further improved by concurrent advances

in transformer-based architectures [VSP+17] and text-image embedding
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spaces [RPG+21b]. Publicly available text-image embedding spaces such

as CLIP [RKH+21b] have further diversified and enhanced these models

[RDN+22].

Stable Diffusion is a powerful text-to-image diffusion model, synthesising

high resolution images from textual prompts using a Latent Diffusion archi-

tecture [RBL+22]. ControlNet [ZRA23], a HyperNetwork that influences

the weights of a larger paired network [HDL16], enables a variety of input

modalities to be used to condition the output of Stable Diffusion. Imple-

mentations include depth maps, user sketches, and normal map conditioning

networks, among others.

2.3.2 Paramaterised 3D Face Datasets for Face-Related Tasks

Three-dimensional face datasets for face-related tasks rely on real or syn-

thetic data. Richardson et al.[RSK16] generate face geometries directly

from a 3D Morphable Model (3DMM), rendering the face as an image under

randomised lighting conditions. This results in a dataset of images with

known 3DMM parameters; however these images are far from photorealistic.

This points to a wider problem in synthesised approaches: a domain gap

between synthesised and real data that makes generalisation difficult and

task performance poor [KPL+19].

In contrast, Wood et al.[WBH+21] combine a generative parametric

3D face model with a library of hand-crafted assets to create their Face

Synthetics dataset. They use this model and assets to render 100K face

images. However, this approach requires the manual creation of 3D assets

with associated time, financial, and computational costs. There are 162

types of eyebrow modelled alone. Furthermore, the rendered images fall

short of photorealism which limits their uses for direct 3DMM regression.

Other approaches have considered using the real 3D data we have rather

than relying on synthesised datasets. Zielonka et al.[ZBT22] unify existing
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3D face datasets. However, this approach already represents the upper

bound for supervised learning using 3D data, unless further data is collected.

In combining 8 existing datasets, they reach just 2315 individuals; this

remains a small dataset for supervised learning techniques. Hence, a generat-

ive approach similar to Wood et al.[WBH+21] is required for unconstrained

dataset generation.

A lack of training data is most acute for applications that rely on

events that are rarely occurring, such as facial trauma. This is the case

in maxillofacial prosthesis design where clinicians want to reconstruct a

missing region of the face following an accident or surgical intervention.

The facial areas of such patients are not modelled in standard datasets for

3D face shape estimation. An ongoing clinical trial is comparing digitally

manufactured prostheses with conventional manufacture [JCB+23]. 3DMMs

will be used in the digital arm of this trial for facial completion.

2.4 Critical Analysis of the Literature

Since the introduction of the 3D Morphable Model by Blanz and Vetter

in 1999 [BV99], we have developed a range of computational methods

to improve modelling of the human face, enabling both more accurate

representations of the face and more accurate reconstruction. However,

3D face reconstruction remains an inherently under-constrained problem,

particularly when reconstructing from a single image. We require new

methods to increase the accuracy, controllability, and explainability of 3D

face reconstruction.

Deep learning has provided us with the ability to learn complex non-linear

functions that map the space of images to a plausible space of corresponding

3D reconstructions. However, a lack of available paired 2D-3D training data

led the community to adopt self-supervised approaches. These approaches
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enabled us to leverage the wealth of knowledge contained in existing face

image datasets during network training. The advent of photorealistic 2D

image generation models now presents a new opportunity: to integrate this

wealth of knowledge about the human face with our existing parameterised

3D models of the human face, such as the 3DMM.

In doing so, we have the opportunity to generate large-scale customised

datasets for the supervised training of 3D face reconstruction networks.

Crucially, this will allow us to better model the variability present in the

real world. This approach includes the capability to create datasets that

are balanced by race and gender. Additionally, it enables the modelling of

rare cases, such as facial injuries, for which we have limited data.

In recent years, shared image-text latent spaces, such as CLIP, have

revolutionised both Computer Vision and Natural Language Processing.

We have also seen the potential of these techniques to revolutionise how

we interact with both new and existing representations of the human face.

When correctly utilised, CLIP offers the opportunity to initialise and edit

faces directly with text. This is a key feature of the Intelligent Face Agent

we envisioned in section 1.1.

These new models will also require new methods of evaluation. Our

current evaluation datasets are limited in the number of subjects they

include and the variation they capture. There is an opportunity to enhance

our understanding of how our existing datasets test our reconstruction

methods and to develop new datasets and metrics for evaluating 3D face

reconstruction. These evaluation methods could also consider other forms of

input, such as text, which are increasingly being used as cues for reconstruc-

tion. In cases where reconstruction is more ambiguous, new approaches

are necessary. From these new methods of evaluation, we will improve our

understanding of existing methods and be able to demonstrate and enhance
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real-world performance.

From this overview of the literature, it is clear that there exists a unique

opportunity to improve the way we perform 3D face reconstruction. These

areas of research are mutually beneficial, as improvements in evaluation

will enhance real-world performance, and improved generation methods

will enable new methods of interaction, such as text-based initialisation

and refinement. In the following technical chapters, we will build upon

these opportunities identified within the literature to enhance the accuracy,

controllability, and explainability of 3D face reconstruction.



Chapter 3

Fast 2D-3D Face Dataset
Generation

Research Question 1

Can we exploit knowledge about the structure and appearance of the

human face, contained within pretrained image generation networks,

to generate large-scale datasets for 3D face reconstruction?

Research Question 2

What methods can be employed to increase the diversity of paired

training data for 3D face estimation methods?

Dataset creation and curation presents a challenging problem in Com-

puter Vision, particularly for tasks involving 3D faces. In section 2.4, we

identified the opportunity for us to improve reconstruction by integrating

our existing 2D knowledge of the human face, as contained within image

generation models, with existing parameterised models of the 3D face.

In this chapter, we present an end-to-end dataset generation methodology

for producing photorealistic 2D images paired with known 3D face shapes,

as parameterised by a 3DMM. In doing so, we fulfill part of the core

functionality of the Intelligent Face Agent envisioned in section 1.2, enabling

customised dataset generation for face-related tasks. We employ this method

37
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to create SynthFace, the largest available dataset of paired 2D-3D face

data, which is designed to be balanced by race and gender. This chapter

illustrates a novel method to leverage existing knowledge of the human face

for generating large-scale datasets for 3D face reconstruction.

The creation of large-scale datasets of paired 2D-3D will help us train

methods to resolve some of the inherent ambiguities present in 3D face

reconstruction from a single image. So far, creating large-scale 3D face

datasets has been infeasible due to the costs and time associated with 3D

capture. One approach to reconstruction in this data-limited environment

is to unify existing 3D face datasets [ZBT22]. However, images from these

2D-3D datasets suffer from a lack of diversity and already represent an upper

bound on dataset size until further 3D data is collected. Meanwhile, existing

synthetic 3D face datasets are not photorealistic, require handcrafted assets,

and are computationally expensive to produce. Additionally, work on face-

related tasks has raised the issue of unfair models [BG18], which exhibit

greater bias when tested on unbalanced data [KJ21]. This underscores the

importance of collecting diverse, large-scale datasets.

In this chapter, we address the problem of generating parameterised

3D geometry of the human face with diverse corresponding face images.

We describe how to combine a generative parametric 3D face model with

a library of 3D hairstyles and textual appearance descriptors to render

photorealistic training images.

This is achieved by conditioning Stable Diffusion on both our combined

head and hair models alongside our textual appearance descriptors. Using

a textual appearance descriptor allows users to customise their dataset

as requirements change. For example, we may want to analyse the face

shape of older people wearing face masks. With existing synthetic datasets,

this would require the creation of new assets which would be costly and
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Figure 3.1: We present SynthFace, the largest available dataset of photorealistic face
images and 3D Morphable Model (3DMM) shape parameters. We sample head shape,
hair style, custom appearance descriptors, and camera intrinsics to create this dataset of
unparalleled diversity and photorealism which requires no real data or crafted assets.

time-consuming. However, with our approach, a user can update the

textual appearance descriptor and see the results in seconds, with a full

dataset available in hours. This approach is also highly modular with each

part modifiable for the requirements of a task. This enables unparalleled

image diversity and unconstrained 2D-3D dataset generation. With diverse,

synthesised datasets, it is possible to solve problems for rare cases without

requiring any real data. Our approach is shown in fig. 3.1.

Unlike existing methods, our approach requires no manual asset creation

and offers a 20x speedup over the state-of-the-art in dataset generation.

We use this method to generate SynthFace, the largest available dataset of

3D Morphable Model (3DMM) parameters and photorealistic face images.

Using SynthFace, we train a method for 3D face reconstruction, demon-

strating that conditioned dataset generation is competitive with approaches

using real-world data and producing a strong baseline for zero-shot dataset

training.

We summarise the contributions of this chapter as follows:

• We introduce an end-to-end dataset generation methodology for pro-

ducing paired 2D and 3D face data that removes the burden of asset
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creation and produces unparalleled diversity and photorealism. It

offers a greater than 20x speedup in generation time over the current

state-of-the-art.

• We present the SynthFace dataset, complete with 180K photorealistic

face images and corresponding 3DMM parameters. This dataset is di-

vided into four categories: expressions, neutral, selfies, and occlusions.

• We demonstrate improved gender diversity through the inclusion of a

textual appearance descriptor which conditions image generation. We

further present a scheme which is designed to balance the dataset by

race.

• We verify the effectiveness of our zero-shot dataset generation approach

for the challenging task of monocular 3DMM parameter regression

without using any real data - the first method to do so on the NoW

benchmark.

In Section 3.1, we introduce the SynthFace Generator, our method for

generating paired 2D-3D face data which we use to generate the SynthFace

dataset. This includes details on variation encoded within the dataset,

including shape, appearance, and perspective changes. In Section 3.2, we

introduce ControlFace, a deep neural network trained on this new SynthFace

dataset. In Section 3.3, we compare our SynthFace generator against

the state-of-the-art Face Synthetics [WBH+21] dataset. In addition, we

evaluate ControlFace on the NoW Benchmark, demonstrating competitive

performance with the state-of-the-art without requiring any real data.

3.1 The SynthFace Generator

Synthetic dataset generation approaches for 3D face-related tasks are able

to produce diverse, realistic training images. However, these images are not
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3DMM
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Figure 3.2: The SynthFace Generator. We sample from a 300-dimensional shape vector,
50-dimensional expression vector, and a 6-dimensional pose vector. We input these to
the FLAME decoder to produce a 3D mesh. From this mesh, we extract a depth map
that, alongside our textual appearance descriptor, is used as conditioning to generate a
photorealistic face.

photorealistic, require extensive asset creation, and are computationally

expensive to render. To address this, we use conditioned Stable Diffusion

[RBL+22] to produce photorealistic images without requiring asset creation

or slow rendering pipelines. We generate a comprehensive dataset for 3D

face-related tasks, comprising 180K photorealistic faces with 20K distinct

3D facial shapes. We call this the SynthFace Dataset. We design the dataset

to be split into four distinct categories: neutral, expressions, selfies, and

occlusions. This aims to increase the real-world usability of SynthFace for

a range of face-related tasks.

We begin by sampling a head from a popular generative 3D head model.

We then select a hair style from an existing 3D hair style collection and

align it to the head. We independently sample from a range of facial

appearance attributes to create a textural appearance descriptor. This

descriptor and a depth rendering of our combined 3D head and hair are

used to condition a Stable Diffusion model for photorealistic training image

generation. The SynthFace Generator is shown in fig. 3.2. We render all

180K (512, 512) resolution images in 30 hours utilising 10 GTX 1080 GPUs,

which demonstrates an order of magnitude lower resource requirement

compared to similar work [WBH+21]. This section describes how we achieve
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this without manual asset creation.

3.1.1 3D Face Model

We use the FLAME head model [LBB+17] as a generative model for face

shape. FLAME is a linear 3DMM with both identity and expression

parameters. Linear blend skinning (LBS) and pose-determined corrective

blendshapes are used to model the neck, jaw, and eyeballs around joints.

This results in a head model containing N = 5023 vertices and K = 4 joints.

FLAME takes coefficients for shape β⃗ ∈ R|β|, pose θ⃗ ∈ R|θ|, and expression

ψ⃗ ∈ R|ψ|. These are modelled as vertex displacements from a template

mesh T, with M(β⃗, θ⃗, ψ⃗) returning N vertices when supplied with these

shape, pose, and expression parameters. TP (β⃗, θ⃗, ψ⃗) is the template mesh

with vertex offsets for shape, pose, and expression applied. A skinning

function W rotates the vertices of TP around joints J ∈ R3K . This is

linearly smoothed by blendweights W ∈ RK×N . The model is formally

defined as:

M(β⃗, θ⃗, ψ⃗) = W (TP (β⃗, θ⃗, ψ⃗),J(β⃗), θ⃗,W) (1)

where

TP (β⃗, θ⃗, ψ⃗) = T +BS(β⃗;S) +BP (θ⃗;P ) +BE(ψ⃗;E). (2)

Due to different face shapes requiring different joint locations, joints are

defined as a function of β⃗. Equation (2) includes shape, pose, and expression

blendshapes, denoted by BS(β⃗;S), BP (θ⃗;P ), and BE(ψ⃗;E) respectively.

We use eq. (1) to generate a complete 3D mesh of the head from these

coefficients. This approach enables us to create an arbitrary number of

human head shapes with expression and pose, each compactly represented

by a set of 3DMM parameters.
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3.1.2 3D Hair Database

We extend the existing FLAME head model with 300 3D hair styles. We

use the hair styles selected by Zhang et al.[ZZ18], from the 3D Hairs in the

Wild (3DHW) dataset [CSW+16], to train HairGAN. We compute a linear

transformation to map these hair models to the reference FLAME head mesh

in metric space. At generation time, an additional linear transformation is

calculated to align the chosen hair with the generated head shape.

First, we compute a transformation that maps all hair samples from the

database, which are already aligned in their own coordinate space, to the

mean face of the FLAME head model. This ensures that each hair style

is correctly attached to the mean face. However, when we initialise the

FLAME head model with different shape parameters, its size changes from

this mean face. Therefore, we require additional transformations to ensure

the correct scale and translation. Without this, the same hair style would

look small on a wide head and very large on a much narrower head and

suffer from misalignment with the top of the head. To correct for this, we

calculate the vector between the top of the mean head and the generated

head, performing a translation of the hair by this vector. The top of both

heads are found by searching for the maximum y coordinate of all vertices.

Additionally, we calculate the scaling in both height and width from the

mean face to the generated head, and apply this as a scaling factor to the

hair in both x and y directions. We determine these scale factors by finding

the difference between maximal and minimal vertex positions in x and y for

both faces, and then calculating the ratio of generatedhead/meanhead. We

find this process is sufficient for consistently stable fitting of, as shown by

inspection of mapped samples and images generated from these combined

meshes.
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3.1.3 Depth Map Generation

In building SynthFace, we use all 300 FLAME shape parameters (β), 50

expression parameters (ψ), and 3 pose parameters (θ) specifying global

rotation. We sample identity parameters, β⃗, individually from a Gaussian

distribution with mean 0 and s.d. 1.0. This enables a wide variation of face

shape within our dataset. Expression coefficients, ψ⃗, are sampled from a

Gaussian distribution with mean 0 and s.d. 0.6. We sample pitch, yaw, and

roll from a Gaussian distribution with mean 0 and s.d. of 10°, 20°, and 5°

respectively.

The SynthFace dataset is split into four distinct categories: neutral,

expressions, selfies, and occlusions. This is designed to ensure the resulting

dataset covers a wide range of human appearance, including the effects of

changes in perspective from selfies and common occluders such as sunglasses.

Each of these has 5K unique identities and 45K generated images. For

neutral images, we set the expression coefficients to 0.

We use a perspective camera with a 72.4° field of view. We vary the

distance between the camera and subject from 80 to 150 world units for

selfies and 150 to 500 world units for all other categories. This leads to

perspective projection effects which model real-world image changes within

our dataset.

3.1.4 Conditioned Face Generation

We use the depth version of ControlNet [ZRA23] to modulate the output

of Stable Diffusion 1.5 [RBL+22]. We do not fine-tune ControlNet - this

demonstrates its generalisability and is a strong positive indicator for its

performance in real-world scenarios. It takes a depth map and textual

prompts (positive and negative prompts) as input to produce an image.

We produce 3 images per prompt. The inference procedure is set to run
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for 15 steps. We use customised prompts for race, gender, and the three

main types of occlusions. This results in the following prompt template:

“{occlusion}, {race} {gender}, profile picture, dslr". The full negative

prompt and example positive prompts are included in A.1. A quarter of

all images in the SynthFace dataset model occlusions. This is split equally

between glasses, sunglasses, and hoodies. The prompts for these are given

in eq. (3.1). All images, including those under occlusion, are split equally

by race and gender as defined in eq. (3.2) and eq. (3.3) respectively.

occlusions =

 glasses, sunglasses,

hoodie

 (3.1)

race =


White, Black, Indian,

East Asian, Southeast Asian,

Middle Eastern, Latino


(3.2)

gender =
{

woman, man
}

(3.3)

In contrast to other 3D face datasets, we include a large number of

different identities for the same face shape. An identity here is an indi-

vidual recognisable person in 2D image space; a shape is the 3D mesh as

parameterised by the 3DMM. We produce 9 images per distinct 3D shape,

each capturing a different visual identity, but with the same underlying 3D

shape. Figure 3.3 shows how even when we keep the appearance descriptor

fixed, different identities are included within SynthFace for the same shape.

We believe we are the first to incorporate this approach into a dataset for

3D face shape estimation by design. Hence, by including multiple identities

for the same underlying 3D shape, SynthFace offers unique opportunities

to learn to disentangle the underlying shape from the perceived identity.



46 CHAPTER 3. FAST 2D-3D FACE DATASET GENERATION

Figure 3.3: The SynthFace Dataset includes different poses, perspective projections, and
visual identities for each unique 3D shape. Here we present three images within Syn-
thFace, each conditioned on the same 3D shape (including hair) and textual appearance
descriptor.

3.1.5 Prompt Selection

Prompting enables image generation models, and other vision-language

models, to have their output informed by text-based guidance. Prompt

selection concerns the choice of a prompt for a desired effect. In our case,

this is to produce diverse and lifelike images of humans. We have two tools

to achieve this: positive and negative prompts. Positive prompts specify a

direction for the generation model to take, here a direction in latent space

to step towards as part of the de-noising process during diffusion, which can

be towards specific styles and semantic specifications. Negative prompts

take the generation process in the other direction, making the resulting

images less closely resemble the contents of a negative prompt. Combined,

this enables experimental tuning of a generation model, with the continual

refinement of these prompts being able to improve the results obtained by
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the model.

A systematic method was undertaken to iteratively refine our prompts

to generate realistic human faces. This process involved starting with a

single text prompt, ‘studio portrait’, and iteratively adding single phrases,

both to positive and negative prompts, to build an improved prompt. The

impact of these additional phrases was qualitatively evaluated in each case.

Only phrases that produced more visually lifelike outputs were retained

with a preference for compactness - if a prompt phrase has negligible impact

on visual appearance, it is removed.

A selection of this process is presented in figs. 3.4 to 3.6.

Figure 3.4: Intermediary prompting result 1
prompt: ‘a woman’
negative prompt: ‘worst quality, normal quality, low quality, low res, blurry, jpeg artifacts,
error, sketch , monochrome, geometry’

Figure 3.5: Intermediary prompting result 2
prompt: ‘a woman, profile picture’
negative prompt: ‘worst quality, normal quality, low quality, low res, blurry, jpeg artifacts,
error, sketch , monochrome, geometry’
comment: much more realistic with profile picture prompt.

3.1.6 Dataset Demographics

We use FaceLib [Ayo19] to estimate age and gender information from

all generated faces. With the use of our textual appearance descriptor,
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Figure 3.6: Intermediary prompting result 3
prompt = ‘a woman, profile picture, dslr’
negative prompt: ‘worst quality, normal quality, low quality, low res, blurry, jpeg artifacts,
error, sketch , monochrome, geometry’
comment: worse - added expression artifact.

our SynthFace dataset is estimated to be 58.2% male and 41.8% female;

this binary is reductive but useful as a diagnostic. Without our textual

appearance descriptor, we evaluate the generated dataset to be 83.1%

male and 16.9% female. This dramatic improvement in gender balance

demonstrates the power of our descriptors and our method for generating

customised datasets. This result concurs with our own inspection of results,

which noted considerably improved gender diversity and strong prompt

adherence when using the textual appearance descriptor. Figure 3.7 shows

further images from the final SynthFace dataset, including cases of minor

artefacts.

3.2 ControlFace for 3D Face Reconstruction

We introduce ControlFace, a deep neural network trained on our new

SynthFace dataset. This network aims to disentangle shape from identity

and perspective through supervised training on a large dataset that contains

multiple identities and multiple observed views for the same shape. This

takes direct advantage of the benefits of our generation pipeline.

ControlFace accepts an image as input and outputs a shape vector x ∈

R300 for the FLAME decoder to produce a reconstructed face with neutral

expression. All architectures, training, and evaluation are implemented
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Figure 3.7: The SynthFace Dataset. We present a selection of typical images from the
SynthFace dataset. These further demonstrate the diversity and photorealism achieved
using our proposed generation method. In the bottom row, we also highlight the most
common weaknesses in images generated using Stable Diffusion: chiefly minor issues
related to the generation of hair, including issues with colour, positioning, and it being
mistaken for another material.
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Figure 3.8: ControlFace training. We train the mapping network within ControlFace on
the SynthFace dataset. It is trained to minimise the mesh reconstruction error between
a predicted 3D mesh and known 3D mesh for each image in SynthFace. ControlFace
at inference is shown outlined. ControlFace accepts an image as input, aligns it, and
calculates an ArcFace embedding from this aligned detected face. A mapping network
converts this ArcFace embedding to 3DMM parameters. The FLAME decoder generates
a full head mesh from these parameters.

using PyTorch [PGM+19]. Figure 3.8 shows the training process in full,

including the inference pipeline used during model deployment.

3.2.1 Training Data

We use the entirety of the SynthFace dataset as our training data. SynthFace

contains 180K images of 20K unique shape identities. A unique shape

identity is defined as a unique set of 3DMM parameters. For each of these

unique shape identities, we have three different views of the subject and

three photorealistic images of varying appearance for each of these views.

3.2.2 Pre-processing

First, faces are detected in each image using RetinaFace [DGV+20]. This

provides a bounding box used to crop each image and warp it to a frontal

pose. Next, we use the pretrained ArcFace network [DGXZ19] as a feature

extractor for face description. ArcFace’s 512-dimensional output embedding
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is used as input for a mapping network.

3.2.3 Mapping Network

We use the same mapping network architecture as presented by Zielonka et

al.[ZBT22]. This network consists of three fully-connected layers followed

by a linear output layer. Weights are randomly initialised and we train this

network to regress a shape vector y ∈ R300 from an ArcFace embedding

vector x ∈ R512 . This vector contains coefficients for all 300 identity bases

in the FLAME head model.

3.2.4 Training Strategy

We split the SynthFace dataset into training and validation sets, following

an 85/15 split. We train our mapping network on the training set and

select the best performing model based on the validation loss; we use early

stopping with a patience of 10 to achieve this and run for 100 epochs.

We use the AdamW optimiser for optimisation with learning rate η =

1 × 10−5 and weight decay λ = 2 × 10−4. We use the same optimisation

strategy and masked mesh loss function as Zielonka et al.[ZBT22]:

L =
∑

(I,G)
|κmask(G3DMM(M(ArcFace(I))) −G)|, (3.4)

which puts emphasis on inner facial regions in reconstruction. κmask is a

region-dependent weight mask with values: 150 for the face region, 1 for

the back of the head, and 0.1 for the eyes and ears. This loss is calculated

for all pairs of input images, I, and known meshes, G, within SynthFace.

G3DMM(M(ArcFace(I)) is the predicted mesh after the image is passed

through ArcFace, the mapping network M , and then the FLAME decoder

G3DMM.
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3.3 Experiments and Evaluation

We evaluate our generation method for several key criteria, including gener-

ation time, photorealism, and CO2 footprint during generation. The CO2

footprint for each generation method was estimated using the Machine

Learning Impact calculator presented in [LLSD19]. We then evaluate our

trained network for ControlFace for the task of 3D face reconstruction on

the NoW benchmark. Ours is the only method here that utilises no real 2D

or 3D data for supervised training.

3.3.1 The SynthFace Generator

Comparison Face Synthetics [WBH+21] SynthFace (ours)

GPU hours 7200 300

CO2 (t) 1.37 0.023

Photorealistic ✗ ✓

No Handcraf-

ted assets

✗ ✓

Dataset Size 100K 180K

Resolution 512x512 512x512

Table 3.1: Comparison of SynthFace with the state-of-the art synthetic dataset generation
method. Each generation method is evaluated based on generation time, resulting CO2

emissions, photorealism, the requirement for manual asset creation, and dataset size.
Bold indicates better.

The results in Table 3.1 clearly demonstrate the efficiency and effective-

ness of our SynthFace Generator in comparison to the state-of-the-art Face

Synthetics method [WBH+21]. Our method offers an over 20x speedup.

This efficiency is further reflected in the drastic reduction of CO2 emissions,

where SynthFace is predocted to produce only 0.023 tons compared to 1.37

tons by Face Synthetics.

https://mlco2.github.io/impact#compute
https://mlco2.github.io/impact#compute
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Figure 3.9: Face Synthetics qualitative comparison. Three randomly selected images from
Face Synthetics (top) and SynthFace (bottom) are viewed here. Our textual appearance
descriptor enables the generation of typical occluders such as glasses. Previously, this
required manual asset creation by digital artists as is the case for Face Synthetics.

Moreover, our method achieves photorealism without requiring any real

2D or 3D data for supervised training, a clear advancement over existing

methods. The ability to generate photorealistic images without relying on

real assets underscores the potential of SynthFace in various applications,

particularly where data privacy is a concern. Additionally, the larger

dataset size of 180K images compared to 100K by Face Synthetics, while

still requiring far lower computational resources, showcases the scalability

of our approach. A qualitative comparison with Face Synthetics is shown in

fig. 3.9. SynthFace can be seen to offer qualitatively superior results with

increased face realism.



54 CHAPTER 3. FAST 2D-3D FACE DATASET GENERATION

3.3.2 Landmark Accuracy of Dataset Generation

To demonstrate the effectiveness of our dataset generation method for

producing 2D-3D consistent data, we compare detected facial landmarks on

the generated images with known landmarks from the underlying 3D shape.

First, we run a landmark detector [BT17] on a sample of 5,000 images from

SynthFace, storing all 68 facial landmarks. We then calculate the median

absolute error between detected and known landmarks, normalising by the

inter-ocular distance (IOD) of the detected landmarks for scale invariance.

Table 3.2 shows the resulting errors, including different regions of the face.

Region IOD error

Nose (ours) 4.99%

Eyes (ours) 8.72%

Mouth (ours) 8.18%

All (ours) 9.64%
Table 3.2: Landmark consistency for 5,000 randomly sampled images from SynthFace

BlazeFace [BKV+19], a popular landmark detector, exhibits a median

IOD error of 10.4% when applied by its authors to a similar facial land-

marking task. The strong landmark consistency exhibited by SynthFace

demonstrates the usefulness of our proposed dataset for further downstream

tasks and the efficacy of our dataset generation method. Figure 3.10 shows

a visualisation of the known 3D landmarks from our generative head model

projected onto both the depth map and generated image.

3.3.3 NoW Benchmark

We will now test our proposed reconstruction method against the NoW

benchmark [SBFB19]. The NoW benchmark consists of 2054 images for

100 identities. It has become the standard benchmark for evaluating 3D
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Figure 3.10: Example image from SynthFace, showing the projected 2D landmarks from
the 3D head mesh on both the depth map and generated image.

face reconstruction from 2D images. These are split into validation and test

sets consisting of 20 and 80 identities respectively. For each individual, the

dataset includes images under different poses, occlusions, and expressions.

We use the publicly available validation set of NoW for evaluation.

3.3.4 Experimental Setup for ControlFace

First, a rigid alignment of the predicted meshes to the scans is performed

using key facial landmarks. Then the scan-to-mesh distance between the

predicted mesh and scan is performed for each vertex. The mean, median,

and standard deviations of these distances are computed across all images

within the validation set with millimetre error reported. It is important

to note that due to scaling, these results should not be interpreted as true

metric errors. Table 3.3 shows a comparison of our ControlFace approach

with current state-of-the-art methods. All methods presented use supervised

or self-supervised learning.
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Method Med. Mean Std Train

Deep3D [DYX+19] 1.286 1.864 2.361 ✗ ✗ ✓

DECA (detail) 1.19 1.469 1.249 ✗ ✗ ✓

DECA [FFBB21] 1.178 1.464 1.253 ✗ ✗ ✓

AlbedoGAN (detail) 0.95 1.173 0.987 ✗ ✓ ✓

MICA [ZBT22] 0.913 1.130 0.948 ✓ ✗ ✗

AlbedoGAN [RGP+24] 0.903 1.122 0.957 ✗ ✓ ✓

ControlFace (ours) 1.241 1.565 1.328 ✓ ✓ ✓

Table 3.3: Reconstruction error (mm) on the validation set of the NoW benchmark
[SBFB19] in non-metrical reconstruction. Comparison results are presented from
[RGP+24]. The final column includes ticks and crosses which indicate whether the
method meets specified criteria. The first element indicates whether supervised training
between images and 3DMM parameters is employed. The second and third elements
indicate the use of synthetic data: first for 2D images and then for 3D meshes.

3.3.5 Discussion and limitations

SynthFace Generator. The qualitative results, as illustrated in fig. 3.9,

demonstrate the diverse, photorealistic faces we generate with our method.

This improves the state-of-the art in parametric dataset generation without

requiring any asset creation. Our approach also produces an over 20x

speedup in generation time, reducing estimated CO2 consumption by nearly

60x. Using a pre-trained diffusion model removes the computationally

expensive rendering step and allows us to prompt for diverse attributes

using our textual appearance descriptor.

We verify the shape consistency of our generated 2D images to the

underlying 3D mesh by comparing projection errors against those of a

popular face landmark detector. A key benefit of our method is the ability to

generate a dataset with diverse poses and appearances. However, landmark

detection is likely to perform worse under such conditions, making shape

verification a more challenging task for our generated dataset. Further work
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should investigate these effects further, including errors grouped by pose.

ControlFace. Our method, ControlFace, is to the best of our knowledge

the first supervised approach, trained using no real data or manual asset

creation, to be evaluated on the NoW benchmark. We achieve this by

introducing a novel method for large dataset generation for 3D face shape

estimation. We demonstrate that accurate 3D face shape estimation is

possible in this zero-shot dataset setting, offering the first baseline approach

for this setting.

However, while strong, ControlFace does not achieve state-of-the-art

performance. Future work could consider training on both SynthFace

and a real captured 3D dataset to determine whether this could improve

performance further.

Unconstrained dataset generation. Our generation methodology is

easily extensible. A longer generation time can lead to a larger dataset and

improvements in 2D and 3D generative model capabilities can directly feed

into future work. We believe this will enable future methods trained on

zero-shot generation datasets to close the performance gap with methods

such as MICA and AlbedoGAN. Datasets for specific use cases, be that

large pose variations or expressions, can be created by updating parameters

in our generation code.

In unifying existing 3D face datasets, MICA reaches a natural limit in

supervised learning on existing data sources. This is where the opportunity

for synthesised approaches such as SynthFace lies. SynthFace can scale

beyond this natural limit in real paired data.

Application to modelling rare cases. Our work in unconstrained

dataset generation allows for the modelling of rarer clinical cases; for

example, in the case of orbital (eye) defects. A lack of 3D data is most

acute for tasks which include rarely occurring events such as facial trauma.
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Orbital reconstruction could benefit from a dataset designed for the task

using synthesised data. Current landmark-based methods struggle in the

presence of asymmetrical facial defects. Our method can enable learning-

based approaches in the absence of sufficiently-large real datasets.

Ethical considerations. Generative models like Stable Diffusion re-

quire extensive datasets for training which typically rely on publicly available

data. Consequently, there’s a likelihood that individuals’ data has been

used without their explicit consent. This raises clear ethical and legal con-

cerns, particularly for models deployed in the real world. However, diffusion

also presents a clear advantage. Diffusion, as used in our method, enables

privacy-preserving dataset creation. This is particularly useful in the cre-

ation of large customised datasets for medical tasks where opportunities for

dataset collection are limited. In doing so, there is a large positive upside

to this work.

We have shown our dataset generation method beats the existing state-

of-the-art in significantly lower CO2 emissions during generation. This is

a clear benefit in using our method over the existing state-of-the-art. We

encourage the further adoption of this comparison as a key metric for the

performance of Computer Vision techniques.

3.4 Summary

We have addressed a key challenge in dataset generation for 3D face-related

tasks, removing the requirement for manual asset creation and enabling

photorealistic face generation with paired 3D shape. The resulting dataset,

SynthFace, is the largest dataset of its kind and offers unique opportunities

to disentangle shape from identity for accurate 3D face reconstruction.

We demonstrate the promise of our zero-shot dataset generation method

for this task, producing a strong initial baseline result. The complete
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SynthFace dataset and generation code will be made publicly available,

offering a new method for customised dataset generation. In doing so, this

approach fulfills a core part of the generative capabilities envisioned within

the proposed Intelligent Face Agent, presenting an approach to improve

both the controllability and accuracy of 3D face reconstruction.

Addressing research question one, we clearly demonstrate that using

the proposed SynthFace Generator, we are able to exploit the structure

and appearance of the human face to generate large-scale datasets for 3D

face reconstruction. This is shown in both the qualitative results presented

from the generated SynthFace dataset and further demonstrated in strong

quantitative results using ControlFace, a 3D face reconstruction network

trained exclusively on the SynthFace dataset. We further address research

question two by demonstrating a much improved gender balance when the

textual appearance descriptor within the SynthFace Generator prompts

for gender in the resulting image. In doing so, we increase the proportion

of individuals estimated to be female within the SynthFace dataset from

16.9% to 41.8%.

Unlike previous generation methods, ours is easily extensible, computa-

tionally inexpensive, and produces photorealistic face images. It is over 20x

faster than the relevant state-of-the-art for synthetic dataset generation.

It further allows us to address race and gender bias in existing Computer

Vision datasets, providing a method to balanced by race and gender us-

ing a textual appearance descriptor. We see this approach to combining

2D and 3D face knowledge for dataset generation to hold great potential,

particularly as existing 3D face datasets reach their limit for supervised

learning.

We expect improvements in image generation, 3D face models, and condi-

tioning networks to all improve the accuracy of this method for downstream



60 CHAPTER 3. FAST 2D-3D FACE DATASET GENERATION

tasks such as 3D face reconstruction; our work provides a strong baseline

for the first zero-shot dataset approach. We believe this work will form the

basis of a number of exciting future developments in this domain.

In the next chapter, we will consider how we can further improve the

controllability of 3D face reconstruction by enabling the direct initialisa-

tion of the 3D head shape, as parameterised by a 3DMM, from textual

descriptions. This will address a crucial part of the functionality required

to realise the proposed Intelligent Face Agent. Furthermore, it will build

upon the foundations laid in this chapter by proposing a novel method to

integrate existing textual and visual information about the human face to

achieve this goal.



Chapter 4

Text-based Initialisation of 3D
Face Models

Research Question 3

Are we able to perform parameterised shape initialisation of faces

from natural language descriptions?

Generative 3D shape models, such as 3D Morphable Models (3DMMs)

[BV99], are useful statistical priors with which to explain 2D/3D images of

3D objects, such as human faces, by reconstructing their shape and texture.

However, 3DMMs are difficult to initialise and edit, limiting their potential

use by non-experts. In section 1.2, we identified prosthesis design as one

application area which would benefit from new input modalities. Whereas

current reconstruction methods rely on photo or video, we as humans often

communicate our ideas using language, from which we are able to visualise

key features as a mental image. Extending 3DMMs to perform initialisation

from textual descriptions will enable us to widen the potential use cases of

3D face reconstruction.

In this chapter, we present a method for direct and complete generation

of parameterised 3D faces from natural language descriptions. To our

knowledge, at the time of conception and implementation, this was the first

text to fully parameterised (including identity) 3D face model approach. This

61
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fulfills the text-to-shape functionality of the proposed Intelligent Face Agent

outlined in Chapter 1. Furthermore, there are a multitude of generative

applications for 3DMMs which this work directly improves. For example,

[BAHS06] generate police photofits from eyewitness accounts, but they

rely on manual manipulation of 3DMM parameters. Instead, we propose a

method which allows descriptive text to be directly mapped to the latent

space of the 3DMM. In doing so, we enable photofits to be initialised directly

from witnesses’ textual descriptions or a sketch.

We also introduce new possibilities for the initialisation and refinement of

3D shapes for prosthesis design. In a recent study, Jablonski et al.[JMS+24]

tested the use of 3DMMs for nasal prosthesis design, formulating the

problem as one of shape completion given the rest of the face. They found

the 3DMM method to outperform traditional CAD and manual scuplting

methods for this task, without requiring expert maxillofacial clinicians

[JMS+24]. Our method could further improve upon this approach, both in

initialisation and text-based editing of the 3DMM used, to enable accurate

and automated prosthesis design.

As identified in section 2.3, previous methods such as ClipFace [ATDN23]

enable text-based editing of 3DMMs, but they do not consider the generation

of a fully parameterised model of the human face, including identity, from

text alone. In this work, for the first time, we bring together CLIP and

3DMMs to enable direct text to 3DMM generation, including identity. To

do this, we propose a novel pipeline that enables us train a deep MLP,

Text2Face, to map from CLIP embedding space to the space of 3DMMs.

We then show the strong qualitative results of this conceptually simple

approach.

We summarise the contributions of this chapter as follows:

• We introduce a novel method, Text2Face, which enables direct ini-
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tialisation of 3DMM shape (identity and expression) from textual

descriptions.

• We present a range of qualitative results demonstrating the power of

this approach for shape initialisation.

• We demonstrate the use of our proposed method, Text2Face, to enable

multi-modal fitting.

4.1 Proposed Method: Text2Face

Our method enables us to generate a fully parameterised 3D model of the

human head, including identity, expression, and a detail map, from a single

textual description. To do this, we first generate a dataset comprising pairs

of CLIP embeddings and 3DMM parameters. Examples of the process to

generate these paired embeddings is detailed in fig. 4.1. We then propose and

train a mapping network, Text2Face, to map from these CLIP embeddings

to their respective 3DMM parameters in the space of the FLAME head

model.

4.1.1 Dataset Generation

To train a method to generate a full 3D head model from textual descriptions,

we rely on a key intuition: shared text-image latent spaces, such as CLIP,

allow us to bootstrap existing methods to generate new multi-modal datasets.

We can then use these datasets to learn to directly regress from one modality

to another. Here, we use this intuition to train reconstruction methods that

enable us to directly regress parameterised 3D shape from text.

Face reconstruction from an image is a well-studied problem with many

available methods. Consider a reconstruction method R. We can use R

to recover a set of 3DMM parameters, p, from a given image set I. Using

CLIP, we extract a set of CLIP embeddings eCLIP from the image set I.
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In doing so, we have constructed a dataset of paired CLIP embeddings

eCLIP and their related 3DMM parameters p. Following this, we can train a

reconstruction method R′ to map from CLIP embeddings eCLIP to 3DMM

parameters p, thereby enabling text-to-3D generation.

We construct our image set I by synthesising 50,000 adult faces using

StyleGAN2 [KLA+20b], selecting images estimated to be older than 18

using py-agender [But18]. A CLIP embedding eCLIP is extracted from each

image in I using the ViT-L/14-336px vision transformer model [RKH+21a].

We further estimate identity, pose, expression, and a detailed displace-

ment map δ, for each image in FLAME model space [LBB+17] using DECA

[FFBB21], a state-of-the-art method for monocular 3D face reconstruction.

DECA is a self-supervised reconstruction method that has learned to recover

and reconstruct a 3D head model (FLAME) and detailed facial geometry

from a single image. This displacement map δ, introduced within DECA,

enables mid-frequency details such as wrinkles to be represented on the

FLAME mesh. An example face image Iexample, generated from StyleGAN2,

and its corresponding 3D shape pexample, estimated by DECA, are shown in

fig. 4.2. Our full dataset generation pipeline is shown in fig. 4.1.

Input 
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Figure 4.1: Dataset generation, model training, and inference for Text2Face.
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(a) Image produced by StyleGAN2. (b) Corresponding 3D mesh generated
by DECA.

Figure 4.2: The Text2Face Dataset. An image and its corresponding 3D representation,
estimated by DECA [FFBB21], are shown.

4.1.2 Mapping Network Architecture

We train a deep MLP, Text2Face, on this dataset to map the CLIP em-

bedding space to the FLAME parameter space. At inference time, we

take advantage of CLIP’s interchangeable text-image latent space by using

CLIP’s text encoder on a sequence of input text. We supply this CLIP

embedding as input to Text2Face which generates parameters for a fully

parameterised 3D face. These are passed to the DECA decoder [FFBB21] to

produce the 3D mesh. Hence, training Text2Face on embeddings extracted

solely from images enables inference for both text and images. We further

use DALL-E [RPG+21a] to generate an image for each text prompt. We

extract a texture from this image using detected facial landmarks and paste

it on to the mesh using the procedure supplied by Feng et al.[FFBB21].

The overall architecture is shown in Figure 4.3.

We use the Adam optimiser [KB14] with a learning rate of 1e-3 and

a batch size of 64. We train for 100 epochs, using early stopping with a

patience of 10.
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Figure 4.3: Architectural diagram of our Text2Face regressor.

4.2 Experiments

Figure 4.1 shows the resulting textured 3D mesh from the text prompt:

“Photo of an old woman with wrinkles". Figure 4.4 shows detailed texture-

less meshes generated by the specified text prompts. The image generated

by DALL-E from this same prompt, along with the subsequent textured

mesh, are also shown. The pose and scale are estimated from the generated

image using detected landmarks, and then applied to both meshes for visual

comparison. Hence, the 3D mesh is aligned to the image as shown.

Figure 4.4: (l): Prompt: “20 year old woman looking at the sky with surprise at UFO
overhead". (r): Prompt: “50 year old man looking grumpy". Each sub-figure, from left
to right: Shape generated by the text prompt, DALL-E image from the same prompt,
textured mesh.

4.2.1 Qualitative Results

In the following figures 4.5 to 4.11, we show three images. The first image

shows the 3D mesh constructed from the 3DMM parameters regressed by

Text2Face from the specified text prompt. The second image is generated

by DALL-E [RPG+21a] from the same text prompt. The final image shows

this generated image mapped onto the generated mesh as texture, again

using the procedure supplied by Feng et al.[FFBB21]. The pose for the
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meshes displayed here are estimated from the image generated by DALL-E;

this allows for the texture to be fully displayed as shown. This full pipeline

is implemented to enable a textured 3D mesh to be generated directly from

a single text prompt.

The identity, expression, and detail code are all regressed directly by

Text2Face from the text prompt. The texture is illustrative but presents one

limitation: the predicted shape from Text2Face and the predicted texture

from DALL-E are separate processes which lead to uncorrelated outputs.

For example, given this pipeline, it is reasonable for the texture of ‘happy

man’ to have eyes open while the mesh has closed eyes. Future work should

consider combining these two generation steps into a single forward pass of

a model.
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Figure 4.5: Prompt: “Happy man".

Figure 4.6: Prompt: “20 year old woman squinting at the sun".

Figure 4.7: Prompt: “24 year old attractive man".
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Figure 4.8: Prompt: “Photo of a woman screaming".

Figure 4.9: Prompt: “Photo of a woman with her eyes closed".

Figure 4.10: Prompt: “50 year old man looking happy after a long day working on the
film set".

Figure 4.11: Prompt: “50 year old woman".
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4.2.2 Multi-Modal Fitting

Here we further demonstrate the ability of Text2Face to enable multi-modal

input fitting to a 3DMM. To do this, we consider three related images. We

take an image of Robert De Niro and create sketch and sculpture versions

of the image. We extract the CLIP embedding from each image using

the ViT-L/14-336px vision transformer model [RKH+21a] and pass this

as input to Text2Face which regresses the 3DMM parameters, including

identity, expression, and a personal detail code.

The result is shown in Figure 4.12. We estimate face pose from the

original image of De Niro, giving all meshes this same pose to enable direct

comparison. We also show texture mapping results for all generated meshes,

using the first image to generate this texture.

Figure 4.12: Robert De Niro fit to a 3DMM using Text2Face with the CLIP embedding
extracted from each image as input: using the original image (left), a sketch (middle),
and an engraving (right).
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4.3 Conclusion

We have presented the first method to generate fully parameterised 3D

face shape from textual descriptions. This capability not only enhances the

practical applications of photofit specifications and avatar creation but also

expands the utility of 3DMMs across various domains. By leveraging the

power of CLIP embeddings, we have successfully bridged the gap between

textual data and 3D face shape initialisation and modelling for the first

time, providing a framework that can adapt to diverse input modalities and

generate highly detailed facial reconstructions.

These text-to-shape capabilities fulfil a core objective of the Intelligent

Face Agent proposed in Chapter 1, improving the controllability of 3D face

reconstruction. We have also demonstrated that the multi-modal capabilities

of CLIP can be inherited using our reconstruction pipeline, opening up

a new field of research in multi-modal 3DMM fitting. Furthermore, the

output representation of the FLAME head model will enable widespread

use of this method for downstream tasks. Future work should consider

inherited gender and racial biases from CLIP [AKC+21], their impact on

3D face generation, and how this can be minimised.

In the next chapter, we will consider how we can improve the explain-

ability of 3D face reconstruction by introducing further intuitive methods

to understand error. We introduce OptiFaces, a universal theoretical lower

error bound from N face shapes; We will then consider theoretical lower

error bounds from existing reconstruction methods before showing we can

use the insights developed using these methods to improve state-of-the-art

performance in 3D face reconstruction.
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Chapter 5

New Baselines for 3D Face
Reconstruction

Research Question 4

What new and more interpretable metrics can be developed for

evaluating 3D face reconstruction?

Research Question 5

What theoretical lower bounds can we devise for 3D face reconstruc-

tion?

The accurate reconstruction of 3D facial shape and size from 2D images

is a fundamental task in Computer Vision, with applications ranging from

animation to facial recognition systems. However, current approaches often

do little better than the mean face of existing 3D face models [SBFB19] in

terms of 3D reconstruction error. In fact, the mean face from the FLAME

head model [LBB+17] outperforms all pre-2019 approaches on the NoW

benchmark [SBFB19]. This demonstrates how little information these

previous methods are able to extract from an input image beyond a generic

prior on face shape and provides an informative and intuitive baseline to

beat.

We extend this idea from a single reference face (i.e. the mean face) to a

73
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collection of N well-separated reference faces, which we call OptiFaces. We

then consider the performance that can be achieved if we have a classifier

that optimally performs face matching from an input image to the closest

of these N faces. This enables intuitive judgements to be made about the

degree of facial information learned by existing approaches. For example, if

the error for 5 OptiFaces is state-of-the-art, one only needs to be able to

consistently perform accurate face matching to 5 well-separated face shapes

to achieve this performance. For face reconstruction benchmarks, where 3D

shape is known for a given image, OptiFaces provide a new set of baselines

to beat which makes quantitive performance more interpretable and helps

us better distinguish between existing methods.

In this chapter, we provide a formal definition of OptiFaces and a method

for calculating a set of OptiFaces from a 3D face dataset. We apply this

method to calculate OptiFaces from the Headspace dataset [DPSD20b],

and test these on the NoW validation set [SBFB19], providing a strong

set of baselines for a state-of-the-art monocular 3D face reconstruction

benchmark.

We then introduce the 3D Face Reconstruction Model Zoo, addressing the

problem of combining existing 3D face reconstruction methods to improve

reconstruction accuracy. We calculate theoretical lower error bounds for

these combined methods on the NoW benchmark. In doing so, we provide a

new, intuitive way of viewing reconstruction performance. For example, we

can compare all pre-2023 methods combined versus the current state-of-the-

art method on the NoW benchmark. In this case, TokenFace [ZCL+23] wins,

demonstrating a significant improvement in performance that surpasses

combinations of prior methods.

Both OptiFaces and the Model Zoo provide new, concise ways of eval-

uating and discussing 3D face reconstruction performance through the
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calculation of theoretical lower bounds from empirical methods. Combined,

they offer the research community a new set of tools to understand and

analyse 3D reconstruction performance over time.

We summarise the contributions of this chapter as follows:

• We introduce OptiFaces, a universal baseline for 3D face reconstruction

which considers the performance that can be achieved by optimally

performing face-matching from an input image to a well-separated set

of representative 3D face shapes.

• We propose and implement a greedy algorithm, the OptiFace Optimiser,

to iteratively select a representative set of faces from a face database

to minimise representative error.

• We mathematically define an idealised discrete classifier which we

implement to calculate OptiFace errors on the NoW benchmark.

• We propose the 3D Face Reconstruction Model Zoo: a method to

calculate theoretical lower error bounds that could be achieved by

combining existing reconstruction methods. This offers a new way to

understand the performance of existing methods and the potential

benefits of combining their outputs.

• We present theoretical lower error bounds for combinations of existing

approaches, including sets of models grouped by publication date. We

then analyse and discuss these results.

5.1 Proposed Method: OptiFaces

We formulate the problem of finding OptiFaces as follows. Given a set of N

face meshes, each represented by V vertices in a 3D space, our goal is to find

a subset of X representative faces that minimise the total reconstruction
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error. This error is quantified by the mean squared error (MSE) between

the vertices of the N faces and the closest face within the the selected subset

of X faces. This error metric is chosen as it is easy to calculate for any set

of faces in an unsupervised manner. Formally, the problem is defined as

follows:

Let F = {f1, f2, ..., fN} be the set of all face meshes in correspondence,

where each face mesh fi is represented by its vertices Vi ∈ RV×3 where V is

the number of vertices and vi,k is the kth vertex in fi.

The error function between two face meshes fi and fj may be defined as:

E(fi, fj) = 1
V

V∑
k=1

∥vi,k − vj,k∥2

The objective is then formulated as follows:

• Find a subset S ⊆ F such that |S| = X and Si ⊆ Si + 1 (greedy set

member allocation).

• This subset S should minimise the total reconstruction error across all

faces in F .

• The total error is expressed as:

argmin
S⊆F, |S|=X

∑
fi∈F

min
fj∈S

E(fi, fj)

We define an idealised discrete classifier as a classifier that always

selects the nearest OptiFace. The idealised discrete classifier, denoted as

C(fi, S), selects the face mesh fj from subset S that minimises the error

function E for a given face mesh fi. Formally, the classifier is defined as:

C(fi, S) = argmin
fj∈S

E(fi, fj)

By calculating a representative set of faces from one dataset and then

selecting the closest face for a given image using our idealised classifier, we

establish new error baselines for existing reconstruction benchmarks. We
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introduce a simple greedy algorithm to compute the set of representative

faces in section 5.2 and implement an idealised discrete classifier for the

NoW benchmark, which identifies the face with the lowest calculated error

for a given image. Algorithm 1 and Algorithm 2 present pseudo-code for

OptiFace calculation and selection using the idealised discrete classifier,

respectively. We evaluate this on the NoW benchmark for 1, 5, and 10

OptiFaces, establishing strong new new baselines for 3D face reconstruction.

Section 5.4 includes visualisations of the computed OptiFaces as meshes,

within PCA space, and in comparison with those calculated using the

k-means algorithm.

The k-means algorithm is an unsupervised clustering algorithm that

groups inputs based on their similarity in feature space [IEA+23]. Initially,

data points are randomly assigned to clusters, and at each step, cluster

membership is updated by calculating the squared Euclidean distance

between each point and the cluster centroids. Each data point is then

reassigned to the nearest cluster. In our case, each data point represents a

face in FLAME PCA space, with the centroids of each cluster corresponding

to the k OptiFaces. We set the number of clusters, k, to be equal to the

number of OptiFaces, and run k-means until convergence.

While k-means is quick to compute and effective for clustering based on

feature similarity, it does not inherently guarantee the selection of the most

diverse or representative faces from each cluster. In addition, it is highly

dependent on the initialisation, is not deterministic in its selection, and

requires full recomputation each time we wish to add another OptiFace. To

address this, we employ a greedy algorithm, which allows us to sequentially

select faces that deterministically minimise our error metric, using the set

of O OptiFaces to select the O + 1 − th OptiFace. The greedy approach

ensures that the chosen faces are real, well-distributed faces across the
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feature space, potentially providing a better representation of the variations

in facial geometry than k-means alone, which can result in suboptimal

selections if cluster centroids are too close to one another.

5.2 OptiFace Optimiser

To calculate our error metric for N OptiFaces, we must first calculate a set

of OptiFaces from a set of face shapes as described in section 5.2.1, and

then evaluate these representative faces on a face reconstruction benchmark,

as outlined in section 5.3. The following section provides additional details

on the practical implementation of these steps.

5.2.1 Selecting Representative Faces

We employ a greedy algorithm for iteratively building a set of OptiFaces.

This algorithm assumes all input faces follow the same topology, a condition

we meet by using a database of faces already registered to the FLAME head

model. This alignment may also be completed as a pre-processing step,

enabling this method to be applied to any set of faces. The pseudo-code

for our proposed OptiFace Optimiser is presented in Algorithm 1.

We apply the OptiFace Optimiser to the Headspace dataset [DPSD20b].

The Headspace dataset is chosen because it is one of the largest available

collections of 3D face shapes, featuring a wide range of age variations and a

strong gender balance. This ensures that we are able to select representative

faces that cover the wide natural variety of human face shape. On a single

GTX 1080, the computation times for this algorithm are 1 minute for 1

OptiFace, 33 minutes for 5 OptiFaces, and 94 minutes for 10 OptiFaces.
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Algorithm 1 Greedy algorithm for OptiFace calculation.
Require: Faces F , Desired number of OptiFaces O

Ensure: Subset of selected OptiFaces S, Indices of selected OptiFaces I

1: Calculate the mean face mean_face from F

2: Initialise S with the face closest to mean_face

3: Initialise I with the index of this face

4: while |S| < O do

5: Set min_error to infinity

6: for each face f in F not in S do

7: Temporarily add f to S

8: Calculate reconstruction error E for F given S

9: if E < min_error then

10: Update min_error to E

11: Set best_face to f

12: end if

13: end for

14: Add best_face to S

15: Add the index of best_face to I

16: end while

17: return S, I

5.2.2 Idealised Discrete Classifier: Evaluating OptiFaces on a
Benchmark

Now that we have a set of representative faces, we can use an implementation

of our idealised discrete classifier to evaluate the performance of a method

that always selects the optimal OptiFace. This algorithm is designed to

evaluate the effectiveness of a set of OptiFaces in face reconstruction tasks,

particularly within the context of benchmarks. It processes a dataset

consisting of image pairs alongside their corresponding ground truth 3D
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meshes, aiming to determine the OptiFace that most closely approximates

each ground truth mesh. Psuedo-code for our discrete idealised classifier is

presented in Algorithm 2.

We perform evaluation on the NoW benchmark [SBFB19], a standard

benchmark for 3D face reconstruction from a single image. We selected it

for its diversity in individuals, environments, and capture settings—ranging

from neutral and expressions to selfie and occlusions. These uncontrolled

settings more accurately represent real-world conditions, making NoW a

challenging benchmark where our shape-only baselines enable us to better

distinguish existing approaches.

NoW considers the evaluation of both metric and non-metric reconstruc-

tion. Metric evaluation assesses the error in real-world units, with the goal

of methods being to recover the actual scale of the face as well as finer

facial details. In both cases, the predicted mesh is rigidly aligned (rotation

and translation) to the scan using a set of predicted landmarks, followed

by further alignment using a scan-to-mesh distance, which is calculated for

every vertex in the scan [SBFB19]. In non-metric evaluation, the initial

alignment also includes scaling. We focus on non-metric evaluation in 5.1,

as this type of error highlights the finer facial details recovered, rather than

the coarse scale estimated by each method.

The summary statistics computed by the algorithm provide insights into

the performance of efficient face-matching for facial reconstruction on the

NoW benchmark. These performance profiles then serve as strong baselines

with which to evaluate and compare against existing face reconstruction

methods.
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Algorithm 2 Benchmark-Based Idealised Classifier for OptiFace Selection
Require: Benchmark dataset D containing pairs of images and ground

truth meshes, Set of representative OptiFaces S

Ensure: Summary statistics of errors for each image in D with the best

matching OptiFace

1: function BenchmarkClassifier(D, S)

2: Initialise an empty list errors to store errors for each image

3: for each pair (image, gt_mesh) in D do

4: Initialise min_error to infinity

5: Initialise selected_face to null

6: for each OptiFace fj in S do

7: Calculate error E between gt_mesh and fj

8: if E < min_error then

9: Update min_error to E

10: Update selected_face to fj
11: end if

12: end for

13: Add min_error to the list errors

14: end for

15: Compute summary statistics from errors

16: return Summary statistics

17: end function

5.3 Experiments

We use the FLAME-registered faces [ZBT22] of the Headspace dataset

[DPSD20b] as a database of 1,211 face shapes. We calculate OptiFaces for

this using the algorithm outlined in 1. We then implement an idealised

discrete classifier for the NoW validation set, using this to compute errors
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for 1, 5, and 10 OptiFaces. The results are presented in table 5.1 alongside

comparison 3D face reconstruction methods.

Method Med. Mean Std.

Deep3D [DYX+19] 1.286 1.864 2.361

DECA (detail) 1.19 1.469 1.249

DECA [FFBB21] 1.178 1.464 1.253

AlbedoGAN (detail) 0.95 1.173 0.987

MICA [ZBT22] 0.913 1.130 0.948

AlbedoGAN [RGP+24] 0.903 1.122 0.957

1 OptiFace 1.527 1.859 1.524

5 OptiFaces 1.144 1.436 1.231

10 OptiFaces 1.125 1.416 1.226
Table 5.1: Reconstruction error (mm) on the validation set of the NoW benchmark
[SBFB19] in non-metrical reconstruction. Comparison results are presented from
[RGP+24].

With just 5 OptiFaces, we beat all pre-2022 face reconstruction methods.

More precisely, all methods before that period are outperformed by an

approach that can select the optimal face from just 5 unique face shapes.

Headspace and the NoW benchmark are independent datasets, collected in

different parts of the world. This suggests that OptiFaces generalise well

across different distributions of face shape, encompassing demographic and

geographical variations.

5.4 Visualisation of OptiFaces

In figure 5.1, we present a visualisation of the first 10 OptiFaces calculated

using the OptiFace Optimiser and evaluated on the NoW benchmark. We

show the first two principal components of shape from the FLAME head

model, alongside all other faces in the Headspace dataset. This effectively
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demonstrates the extensive coverage our OptiFaces provide for the two

principal components of face shape that capture the most variation, out of a

total of 300. The OptiFaces are numbered in the order they are calculated.

Figure 5.1: A visualisation of the first two principal components of FLAME shape for
the first 10 OptiFaces calculated using the Headspace dataset. OptiFaces are numbered
in the order they are calculated.

In figure 5.2, we compare the OptiFaces calculated using the k-means

algorithm with those derived from the OptiFace Optimiser. It appears that

the OptiFace Optimiser selects better distributed faces from the Headspace

dataset for the first two principal components of face shape, thereby covering

a wider range of potential face shapes. To perform this analysis, we applied

the k-means algorithm to all Headspace faces within the PCA space of

the FLAME head model. We used the implementation from scikit-learn

[PVG+11], setting a fixed seed of 10 and running for 100 iterations. The

centroids obtained from this process were then selected as our OptiFaces.

Figure 5.3 displays the ordered meshes of all 10 OptiFaces, which are also
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Figure 5.2: A comparison of the OptiFaces computed using the proposed OptiFace
Optimiser and a k-means implementation.

illustrated in figures 5.1 and 5.2 and evaluated in table 5.2. All images are

rendered to a common scale using MeshLab [CCC+08] with a field of view

(FOV) of 60. The ordering of the meshes demonstrates how the OptiFace

Optimiser selects representative faces to minimise reconstruction error.
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(a) 1st OptiFace (b) 2nd Opti-
Face

(c) 3rd OptiFace (d) 4th OptiFace

(e) 5th OptiFace (f) 6th OptiFace (g) 7th Opti-
Face

(h) 8th OptiFace (i) 9th OptiFace (j) 10th OptiFace

Figure 5.3: OptiFace Heads Visualisation for the first 10 OptiFaces calculated using the
OptiFace Optimiser
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5.5 3D Face Reconstruction Model Zoo

It is a common saying that ‘two heads are better than one’. This expression

captures the intuition that two people considering the same problem are

often better than one. Our 3D Face Reconstruction Model Zoo extends

this idea to ‘N heads are better than one’ for 3D face reconstruction. This

literal interpretation follows naturally from our work in OptiFaces. We

propose that having N reconstruction methods, each producing a single

reconstruction for a given input image, offers the opportunity to develop

a challenging set of new baselines for 3D face reconstruction. Selecting

the optimal reconstruction from these methods is analogous to choosing

the best reconstruction network for a given input image. In this section,

we simulate this optimal selection using an idealised discrete classifier, as

shown in fig. 5.4, and report our findings.

Input Image

Network
Classifier

MICA

Reconstruction
Methods

DECA

TokenFace

Reconstruction

Figure 5.4: N Heads Are Better Than One Architecture. We evaluate multiple existing
3D face reconstruction methods (such as MICA, DECA, and TokenFace) for each input
image. Our theoretical classifier selects the best reconstruction, enabling us to calculate
lower error bounds for combinations of methods and establish new baselines for 3D face
reconstruction performance.

The idea of combining 3D face reconstruction outputs has predominantly

been applied to practically combining reconstructions of the same individual

from multiple viewpoints to improve reconstruction accuracy. In these cases,

the same network is used for reconstruction, with the 3DMM parameters
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averaged.

To better understand the performance of current methods, we consider

the optimal theoretical performance that could be achieved by always being

able to optimally combine two or more existing reconstruction networks.

We use the idealised discrete classifier, defined in 5.2.2, to achieve this by

always selecting the reconstruction with the known lowest error for the

input image. In doing so, we create the 3D Face Reconstruction Model

Zoo, a tool that can be used to combine any subset of existing approaches

on leading benchmarks.

The Model Zoo improves our understanding of how networks can have

complementary error profiles and helps us better understand the practical

ramifications of their combination. We calculate performance values for

combinations of networks on the test set of the NoW benchmark for both

metric and non-metric reconstruction. This enables us to calculate an empir-

ical theoretical lower error bound of combining any subset of reconstruction

methods.

5.5.1 Combining Existing 3D Face Reconstruction Methods

To calculate the theoretical lower error bounds of combining existing meth-

ods, we adapt the idealised discrete classifier defined in 5.2.2. We use

this classifier to always selects the optimal reconstruction network for a

given input image. The idealised discrete classifier, C(I, R), selects the

reconstruction network Ri from set R that minimises the error function E

for an input image I. Formally, the classifier is defined as:

C(I, R) = argmin
Ri∈R

E(I, Ri)

Where:

• C(I, R) is the classifier that selects the optimal reconstruction network.
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• I is the given input image.

• R is the set of reconstruction networks.

• Ri is a reconstruction network in set R.

• E(I, Ri) is the error obtained by applying reconstruction network Ri

to input image I.

This approach provides a lower bound on the error rate achievable by any

practical method selection strategy, serving as a benchmark for evaluating

real-world implementations and guiding future research. It is important to

note that we only consider the selection of existing methods from their final

outputs. In practice, combining existing methods at an earlier stage, such

as at the input or at the feature-level, could result in performance uplifts

with fundamentally different and perhaps improved profiles to those shown

in this chapter.

5.5.2 Results

In table 5.2, we present results for the optimal combination of several

existing methods. This includes the combination of all methods grouped by

year. For example, ‘2023 & earlier’ includes the combination of 18 existing

networks. All methods with results presented by 1.5.2024 on the public

NoW benchmark are considered, except for the network 3DFFA-V2 due

to missing error data for several images. These time-grouped results are

further visualised as error plots in fig. 5.6 and fig. 5.7.

We include a variety of results calculated by combining two existing

networks. The names of these methods are derived from their parent

methods. For example, DICA is a combination of DECA and MICA while

TOCUS is a combination of TokenFace and FOCUS.

Our results demonstrate that combining multiple 3D face reconstruction

methods can significantly reduce the reconstruction error. For instance,

https://now.is.tue.mpg.de/metricalevaluation.html
https://now.is.tue.mpg.de/metricalevaluation.html
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TICA, which combines TokenFace and MICA, shows improved performance

in metric reconstruction, although it offers only minimal improvements

for non-metric reconstruction. This suggests that MICA is stronger than

TokenFace for certain types of images in metric reconstruction where scale is

the important factor but provides very limited benefit in recovering precise

facial shapes, which is required in non-metric reconstruction. These insights

from our results provide a starting point for future work to investigate the

cases where this holds true.

These findings demonstrate the potential benefits of developing hybrid

approaches that leverage the strengths of multiple existing methods to

achieve more accurate 3D face reconstructions. Additionally, our results

show significant improvements in the aggregate performance of methods

over time and indicate where future performance gains can be made. These

aspects are further explored in the following sections.

5.5.3 Relative Performance: Plot Analysis

The scatter plot in 5.5 illustrates the mean errors for MICA and TokenFace

across all images in the NoW benchmark. Each point in the plot is a paired

error value for each image. The red dashed line represents y = x, where both

methods have equal error. Points below this line indicate that TokenFace

has a lower error for those images, while points above the line indicate

that MICA has a lower error. This plot provides insight into the relative

performance of these two methods on a per-image basis and demonstrates

the potential for combining existing reconstruction methods.

For methods most suited to combining, we would expect to see a scatter

plot where points are distributed evenly around the y = x line, demonstrat-

ing complementary performance. Intuitively, we can interpret this as: if one

method is bad the other is good and vice-versa in large values and in equal

proportion. For methods least suited to combining, we would see a plot
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Figure 5.5: Scatter plot of mean errors for MICA and TokenFace across all images in
the NoW benchmark in metric reconstruction. The red dashed line represents the line
y = x. Points below the line indicate images where TokenFace performs better than
MICA, while points above the line indicate images where MICA performs better than
TokenFace.

where points cluster predominantly on one side of the line, indicating that

one method consistently outperforms the other. In this case, the inferior

method is unlikely to contribute much to overall performance.

This plot shows a significant number of points both below and above

the line, indicating that neither method consistently outperforms the other

across all images. This suggests that combining MICA and TokenFace could

leverage their complementary strengths, reducing the overall reconstruction

error. We find this holds true with TICA offering modest improvements

over TokenFace alone, as shown in Table 5.2.
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Method Non-Metric Metric (mm)

Median Mean Std Median Mean Std

FLAME mean [LBB+17] 1.21 1.53 1.31 1.49 1.92 1.68

PRNet [FWS+18] 1.50 1.98 1.88 – – –

Deng et al.* [DYX+19] 1.23 1.54 1.29 2.26 2.90 2.51

Deng et al..** [DYX+19] 1.11 1.41 1.21 1.62 2.21 2.08

RingNet [SBFB19] 1.21 1.53 1.31 1.50 1.98 1.77

MGCNet [SSL+20] 1.31 1.87 2.63 1.70 2.47 3.02

UMDFA [KS20] 1.52 1.89 1.57 2.31 2.97 2.57

Dib et al.. [DTA+21] 1.26 1.57 1.31 1.59 2.12 1.93

DECA [FFBB21] 1.09 1.38 1.18 1.35 1.80 1.64

MICA [ZBT22] 0.90 1.11 0.92 1.08 1.37 1.17

FOCUS [LMFV+23] 1.04 1.30 1.10 1.41 1.85 1.70

TokenFace [ZCL+23] 0.76 0.95 0.82 0.97 1.24 1.07

DICA 0.87 1.09 0.92 1.04 1.34 1.17

TICA 0.75 0.94 0.82 0.93 1.20 1.05

FICA 0.86 1.08 0.92 1.04 1.33 1.17

TECA 0.75 0.95 0.83 0.95 1.22 1.07

TOCUS 0.75 0.95 0.83 0.95 1.21 1.07

2018 & earlier 1.42 1.85 1.73 3.91 4.84 4.02

2019 & earlier 0.99 1.27 1.12 1.37 1.86 1.72

2020 & earlier 0.97 1.26 1.19 1.26 1.72 1.65

2021 & earlier 0.94 1.23 1.15 1.14 1.51 1.39

2022 & earlier 0.80 1.02 0.93 0.93 1.20 1.06

2023 & earlier 0.72 0.93 0.84 0.86 1.12 0.99
Table 5.2: Results for both metric and non-metric reconstruction on the test set of the
NoW benchmark. We compile results for existing methods and compare them with
theoretical lower bounds for combinations of methods, both by date of publication and
for novel combinations of existing methods such as DICA which is the lower error bound
for combining MICA and DECA. For Deng et al.* denotes the Tensorflow implementation
while ** denotes the PyTorch version.
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Figure 5.6: Error plots for the NoW benchmark in non-metric reconstruction. We
compare errors from two leading approaches and the combination of all methods grouped
by their year of publication. 18 methods are considered in total for the 80 meshes
included within the test set.

Figures 5.6 and 5.7 illustrate the difference in performance for methods

combined according to their date of publication. Each figure displays

error curves with each curve representing the cumulative error distribution

for methods published up to a given year. These figures clearly show

a consistent and dramatic reduction in error over time, demonstrating

improvements in 3D face reconstruction accuracy as newer methods are

introduced. They further illustrate the substantial improvements made in

metric reconstruction from 2017 with substantial progress being made each

year while non-metric reconstruction errors appear to be more incremental

in recent years.

Figures 5.8a and 5.8b show the performance of MICA combined with
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Figure 5.7: Error plots for the NoW benchmark in metric reconstruction. We compare
errors from two leading approaches and the combination of all methods grouped by their
year of publication. 14 methods are considered in total.

our newly-created variants: DICA, TICA, and FICA, for non-metric and

metric reconstructions, respectively. These plots indicate that combining

these methods yields lower errors compared to using MICA alone.

5.5.4 Decrease in Errors Over Time

In table 5.3, we expand upon the plots of progress shown in figures 5.6

and 5.7 to quantitatively assess error reductions over time. We do this

for both metric and non-metric errors in 3D face reconstruction on the

NoW benchmark. As before, we consider the errors for combined methods

given by the year. For example, ‘2022 to 2023’ refers to the performance

difference between theoretically combining the performance of all methods

released prior to 2022 with all methods released before 2023.
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(a) (b)

Figure 5.8: Error plots for 3D face reconstruction: (a) non-metric reconstruction, and
(b) metric reconstruction. Both plots compare MICA alone to combinations of MICA
with other methods (DICA, TICA, and FICA), demonstrating potential reductions in
error from their combination.

We observe improvements in both metric and non-metric reconstruction

over time; however, we note that metric reconstruction has been the subject

of the largest relative improvement since the introduction of the NoW

benchmark. A cumulative drop in errors of 77.96% is reported for metric

reconstruction, compared to 48.72% for non-metric reconstruction between

2018 and 2023.

It is important to note that several methods only report results for

non-metric reconstruction as they are designed to recover facial details but

not facial scale. This means that this is not a like-for-like comparison on the

level of individual methods but a comparison in the aggregate of methods

available at certain points in time.

5.6 Conclusion

We have presented OptiFaces, a novel baseline for 3D reconstruction tech-

niques that selects face meshes that optimally minimise reconstruction error.

We have demonstrated that a small number of OptiFaces offer a valuable

baseline on the NoW benchmark and a novel way to evaluate reconstruc-
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Year Median (%) Mean (%) Std (%) Cumulative (%)

Non-Metric Errors

2018 to 2019 -30.28 -31.35 -35.26 -30.28

2019 to 2020 -2.02 -0.79 6.25 -31.66

2020 to 2021 -3.09 -2.38 -3.36 -33.77

2021 to 2022 -14.89 -17.07 -19.13 -43.91

2022 to 2023 -10.00 -8.82 -9.68 -48.72

Metric Errors

2018 to 2019 -64.96 -61.57 -57.21 -64.96

2019 to 2020 -8.03 -7.53 -4.07 -67.48

2020 to 2021 -9.52 -12.21 -15.76 -70.81

2021 to 2022 -18.42 -20.53 -23.74 -76.21

2022 to 2023 -7.53 -6.67 -6.60 -77.96
Table 5.3: Percentage change in errors over time for non-metric and metric errors.
Cumulative reductions, from 2018 to 2023, are calculated for the median errors reported.
Here ‘X to Y ’ refers to the performance difference between theoretically combining the
performance of all methods released prior to X with all methods released before Y .

tion performance by connecting it to the associated classification problem.

OptiFaces are easy to compute and provide a novel set of dataset-specific

metrics for 3D face reconstruction, giving a more meaningful interpretation

of 3D shape reconstruction error.

In addition, through calculating the theoretical performance uplift of

combining networks, we have identified the gap between current state-of-

the-art methods and the optimal theoretical performance achieved through

combining existing methods. This gap reveals the potential for improvement

in 3D face reconstruction techniques. The marked improvements over time,

particularly in metric reconstruction, also demonstrate the progress that

has been made within the field to achieve more accurate reconstruction.
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The two approaches presented in this chapter, OptiFaces and the Model

Zoo, offer complementary perspectives on the performance of existing re-

construction methods. They both consider theoretical performance through

the use of an idealised discrete classifier to offer new baselines that are

explainable and readily communicable, improving our understanding of

existing methods. In doing so, they fulfil a core objective of the Intelligent

Face Agent proposed in chapter 1.1 to develop new, more intuitive ways of

evaluating and discussing 3D face reconstruction performance.

They also offer something rare in this field: a target to hit on existing

benchmarks. Currently, the only targets that exist are single existing

methods. If you beat those, where do you aim next? This work offers a

suite of new targets to hit. Together, these approaches contribute to a

deeper understanding of the strengths and limitations of existing 3D face

reconstruction techniques and pave the way for future advancements in the

field.

In the next chapter, we will revisit the original research questions of this

thesis and consider how the past three technical chapters have addressed

these questions. We will also reflect on the experience as a researcher in

this field. Finally, we will discuss limitations of the work presented in this

thesis and propose future work which will help further realise the aims of

the proposed Intelligent Face Agent.



Chapter 6

Conclusions & Outlook

At the beginning of this thesis, we outlined a vision for a new method of

interaction with 3D face representations as conceptualised in the Intelligent

Face Agent (IFA). This vision was supported by a thesis research question

and several subordinate research questions, each tied to core functionality

of the proposed IFA.

In this chapter, we:

• Revisit the original research questions of this thesis in the context of

our contributions, as presented in our technical chapters.

• Reflect on the current state of 3D face reconstruction methods.

• Discuss limitations of the work presented in this thesis and propose

further work that will enable us to fully realise the promise of Intelligent

Face Agents.

6.1 Revisiting the Thesis and Research Questions

This thesis has been organised around addressing the following research

question:

97
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Thesis

Can we connect existing sources of knowledge about the human face

to improve the accuracy, controllability, and explainability of 3D face

reconstruction?

The work presented in the three technical chapters of this thesis demon-

strates that we can improve the accuracy, controllability, and explainability

of 3D face reconstruction by connecting existing sources of knowledge about

the human face. In Chapter 3, we introduce a method, the SynthFace

Generator, for fast paired 2D-3D dataset generation. This is achieved

by connecting a known source of 3D information about the human face,

the FLAME head model, to the 2D information contained within Stable

Diffusion 1.5 to generate SynthFace. The integration of text prompting

within this dataset generation approach improves gender balance within

SynthFace, enhancing the controllability of dataset generation methods. We

then demonstrate that competitive performance can be achieved through

training a regression network, ControlFace, using this dataset.

In Chapter 4, we presented the first method for directly generating fully

parameterised 3D heads from textual descriptions. To achieve this, we

connected the image-text latent space of CLIP to the latent space of the

FLAME head model, enabling initialisation from text in addition to images.

This improved the controllability of 3D face reconstruction.

Finally, in Chapter 5, we improve the explainability of 3D face recon-

struction by proposing OptiFaces, a new method for generating baselines for

existing reconstruction benchmarks by considering the theoretical optimal

performance of the corresponding classification problem for N well-separated

face shapes.

This high-level research question for the thesis is then decomposed into
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several related research questions. We will now use these research questions

to highlight key contributions made by this thesis.

Research Question 1

Can we exploit knowledge about the structure and appearance of the

human face, contained within pretrained image generation networks,

to generate large-scale datasets for 3D face reconstruction?

Addressed in Chapter 3

In Chapter 3, we successfully exploited knowledge about the structure and

appearance of the human face, contained within pretrained image generation

networks, to generate large-scale datasets for 3D face reconstruction. The

SynthFace Generator connects the FLAME head model, a known source of

3D facial structure information, with the 2D image generation capabilities

of Stable Diffusion 1.5. This approach removes the need for manual asset

creation, enabling the generation of photorealistic face images paired with 3D

shapes. SynthFace, the resulting dataset, is the largest of its kind and offers

unique opportunities to disentangle shape from identity, improving both

the accuracy and the controllability of 3D face reconstruction models. The

effectiveness of this method was demonstrated through strong qualitative

results and competitive quantitative results using ControlFace, a network

trained exclusively on the SynthFace dataset.

Research Question 2

What methods can be employed to increase the diversity of paired

training data for 3D face estimation methods?

Addressed in Chapter 3

Chapter 3 addresses this research question by showing that the integ-
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ration of text prompts within the SynthFace Generator can significantly

enhance the diversity of the generated dataset. By using textual appearance

descriptors, we can guide the generation process to include a more balanced

representation of genders, increasing the proportion of individuals estimated

to be female in the dataset from 16.9% to 41.8%. We are also able to use

text-based conditioning to balance by race. In addition, our method enables

a wide variety of viewing angles, head shapes, and occlusions to be specified

by a change in parameter values to the SynthFace Generator. In doing so,

our method enables the creation of more diverse and representative datasets,

which are crucial for training robust and fair 3D face reconstruction models.

Research Question 3

Are we able to perform parameterised shape initialisation of faces

from natural language descriptions?

Addressed in Chapters 3 and 4

Chapters 3 and 4 demonstrate that it is indeed possible to perform para-

meterised shape initialisation of faces from natural language descriptions.

In Chapter 4, we introduced a method that connects the image-text latent

space of CLIP with the FLAME head model, enabling the generation of fully

parameterised 3D heads from textual descriptions. This method enhances

the controllability of 3D face reconstruction by allowing initialisation from

text inputs, thus expanding the utility of 3D Morphable Models (3DMMs).

Chapter 3 supports this by showing how these text-based initialisations

can be integrated into the dataset generation process, providing a more

versatile approach to creating training data.
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Research Question 4

What new and more interpretable metrics can be developed for

evaluating 3D face reconstruction?

Addressed in Chapter 5

In Chapter 5, we introduced Optifaces, a metric that offers a novel

way to evaluate reconstruction performance by linking it to the associated

classification problem. This metric is concise and easily communicable,

providing a clear and straightforward assessment of 3D face reconstruction

methods.

Research Question 5

What theoretical lower bounds can we devise for 3D face reconstruc-

tion?

Addressed in Chapter 5

Chapter 5 addresses this research question by introducing OptiFaces, a

novel baseline that provides theoretical lower bounds for 3D face reconstruc-

tion. OptiFaces selects face meshes that optimally minimise reconstruction

error. This method offers a new set of dataset-specific metrics for 3D face

reconstruction, giving a meaningful interpretation of reconstruction error.

By considering the theoretical optimal performance for well-separated face

shapes, OptiFaces provides a robust baseline against which current and

future 3D face reconstruction methods can be evaluated.

Chapter 5 also considers the theoretical performance which may be

achieved by combining existing reconstruction networks. Using the NoW

Model Zoo, we construct a variety of methods, such as DICA which is

a combination of MICA and DECA, in order to better understand cur-

rent performance and provide new baselines for the future. We find that
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TokenFace, the state-of-the-art method on the NoW benchmark beats all

pre-2023 methods combined in non-metric reconstruction, demonstrating a

significant improvement in the field with the introduction of this approach.

Both of these methods broaden our understanding of the limits of current

techniques and offer informed guidance for future research directions.

6.2 Personal Reflections

The period in which this research has been conducted has coincided with

a rapid new wave of AI research and public awareness of our work. This

becomes clear when you consider that the majority of the ideas and methods

discussed in this thesis are based on works that didn’t exist at the start of

my PhD in October 2020. CLIP, which is the foundation for Text2Face

presented in Chapter 4, was introduced in January 2021. Stable Diffusion

[RBL+22], which is used in Chapter 3, was introduced in December 2021,

while ControlNet [ZRA23] was proposed in February 2023.

The rapid pace of research publications in this field and the wider

interest in AI from the general public have led to a unique set of pressures

on researchers. There is a constant need to stay updated with the latest

developments and to adapt quickly to new methodologies and tools. I

believe novel ways of connecting existing tools, such as in Chapters 3 and 4,

and new methods for evaluation, as proposed in Chapter 5, are important

contributions at times of rapid iteration like these. They enable us to

experience the benefits of these new tools and ideas while offering a realistic

view of their performance in key tasks such as 3D face reconstruction.

The proliferation of tools, both in deployment and free public access

on the web and through mobile apps, increases the responsibility on us as

researchers. This is a period where public engagement is vital, and dialogue

needs to be two-way. As a community, we can learn as much, if not more,
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from other disciplines and the general public than they can learn about

Computer Vision and AI from us. All deployed systems exist and operate in

a context that is often far removed from a Computer Science building and

those working inside. For my part, I have written extensively throughout

my PhD for student newspapers, satirical magazines, and pursued a wide

range of interests in arts and culture. I have come to understand that

people are often fascinated by the possibilities of this work but rightfully

sceptical about many proposed applications.

With advancement seemingly so rapid—image generation is an excel-

lent example, with blocky 32x32 generations [VdOKE+16] now reaching

photorealistic 1080p generation [PEL+23] in just a few years—it would

be easy to assume this will continue like Moore’s law for the number of

transistors on a chip. However, compute is finite, our architectures are

likely sub-optimal, and the future is less predictable at times of fast change

than at times of steady progress. The tools we already have can be used for

good, and we should consider what exactly we mean by progress. Measures

such as performance-per-watt [SGM19] offer a chance to prioritise efficiency,

both for the environment and for the neatness of efficient methods. If

progress stopped tomorrow, as a field, we would still have many busy years

ahead.

6.3 Future Work

In this thesis, we have made significant research contributions to three

core sub-tasks of the Intelligent Face Agent: dataset generation, 3D shape

initialisation from text, and new baselines for the evaluation of 3D shape

reconstruction. However, to fully realise the potential of the proposed Agent,

further work should consider integrating all modalities (text, 2D, 3D) into

a shared latent space and training models in an end-to-end manner.
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Recent work, such as 4M [MBK+23], offers a promising approach for

any-to-any generation for related Computer Vision tasks. In this work,

Mizrahi et al.[MBK+23] unify the representation space of many different

yet complementary vision modalities. They achieve this by mapping these

modalities to tokens and training a single transformer encoder-decoder to

perform cross-modal prediction from a single masked modality. Future

work could consider developing masked multimodal any-to-any methods

specifically for faces. By focusing on a single object category, we could

integrate grounded 3D representations such as the FLAME head model to

enable iterative reconstruction and editing across all modalities.

While we have considered new baselines for 3D shape error, there are

many evaluation questions raised by the multimodal nature of this work.

The original diagram of the proposed IFA (Figure 1.1) includes text as

an output modality with the suggested use of an expert system for Q &

A with generated output shapes. This would necessitate new methods of

evaluation and extensive user testing to ensure this functionality is both

accurate and reliable.

Intelligent Face Agents are designed to be practical implementations

that are useful in the real-world. An early example presented in this thesis

considered the case of automated prosthesis design. There is traditionally a

large gap between a published research paper and a product but further

evaluation metrics and clinical studies of these methods would move us

further in that direction. This is important as the research presented

here offers incredible opportunities to democratise access to life-changing

treatment options such as facial prostheses.



Appendix A

SynthFace Supplementary

A.1 Textual Appearance Descriptor

The textual appearance descriptor is composed of a positive prompt and

a negative prompt. These are passed to ControlNet 1.1 to condition the

output of Stable Diffusion 1.5.

For occlusions:

• Positive prompt: {age_prompt} {race_prompt} {gender_prompt}

{occlusion_prompt}, {outdoor_prompt}, profile picture, dslr

For neutral, expressions, and selfies:

• Positive prompt: {age_prompt} {race_prompt} {gender_prompt},

{outdoor_prompt}, profile picture, dslr

The negative prompt remains the same for all classes of generated images.

• Negative prompt: worst quality, normal quality, low quality, low res,

blurry, text, watermark, logo, banner, extra digits, cropped, jpeg arti-

facts, signature, username, error, sketch, duplicate, ugly, monochrome,

horror, geometry, mutation, disgusting
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