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Abstract

To meet the demands of emerging technologies such as the Internet of Things (IoT),

Internet of Everything (IoE), virtual reality (VR), and unmanned aerial vehicles (UAVs),

future sixth-generation (6G) and beyond networks must deliver higher energy and spec-

tral efficiency, ultra-low latency, massive connectivity, and improved capacity. Traditional

orthogonal multiple access (OMA) schemes used in 5G may no longer suffice, necessitat-

ing more advanced solutions. Non-orthogonal multiple access (NOMA) has emerged as

a promising multiple access (MA) technique due to its advantages in spectral and en-

ergy efficiency, user fairness, and flexibility. Moreover, NOMA is compatible with other

technologies, such as multiple antenna systems, enabling further improvements in sys-

tem performance and complexity management. Recently, intelligent reflecting surfaces

(IRS) have gained attention for their ability to enhance coverage and energy efficiency.

The integration of IRS and NOMA yields a synergistic effect, producing greater benefits

than either technology alone. This thesis focuses on resource allocation strategies for

IRS-aided NOMA networks. Specifically, it considers a multi-user downlink IRS-aided

multiple-input-single-output (MISO) NOMA system where the base station (BS) has only

imperfect channel state information (CSI). A robust beamforming design is proposed to

minimize power consumption while satisfying user-specific quality-of-service (QoS) con-

straints based on outage probability. Additionally, a cluster-based IRS-aided NOMA

network is investigated, where users within each cluster share the same frequency subcar-

rier. To further evaluate system performance, this work addresses age of information (AoI)

minimization in uplink and sum throughput maximization in downlink ultra-reliable low-

latency communication (URLLC) scenarios. To solve the resource allocation problems,

both convex-optimization-based alternating optimization (AO) and deep reinforcement

learning (DRL) algorithms are proposed.
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Chapter 1

Introduction

1.1 Overview

In today’s highly information-driven era, wireless communication has become crucial

to modern society. As the standard and requirements of wireless communications have

changed rapidly, they typically upgrade to a new generation every ten years. In particular,

the evolution from 1G to 5G represents a significant advance in terms of speed, capacity,

and functionality [1]. In addition, the development of multiple access (MA) techniques

also played an important role in the allocation of network resources, enabling future

applications in 6G and beyond.

The journey of wireless communication began with Heinrich Hertz in the late 19th cen-

tury, when he first generated and verified the existence of radio waves [2]. After mastering

the fundamentals and applications of radio, the first wireless cellular communication was

launched in Japan in 1979, leading to the announcement of the 1G! ( 1G!) mobile

system. In first-generation (1G), analog transmission supported voice service, in which

frequency-division multiple access (FDMA) was applied [3]. Specifically, FDMA tech-

nique divides the available frequency bandwidth into multiple sub-frequency bands and

assigns each of those to specific users [4]. However, due to the limitation of the available

bandwidth, the number of devices that can be served by base station (BS) simultaneously

was limited. In order to address this problem, a digital transmission system with more

capacity, namely second-generation (2G), replaced the 1G network in 1991 [5].

In the 2G communication system, users were able to deliver text and picture messages

by employing time-division multiple access (TDMA). Similarly, in TDMA, time resources
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are divided into multiple time slots, within which users send their signals via the same

frequency band. In addition, the 2G mobile system was integrated with general packet

radio service (GPRS), such as 2.5G [3].

In the late 1980s, the third-generation (3G) cellular system was introduced to meet

the needs of a larger number of serviced users, faster data transfer, and better quality

of service (QoS). In 3G networks, code-division multiple access (CDMA) techniques

were used, such as wideband CDMA and CDMA2000, which supported higher-data-

rate access [6]. A CDMA network allocates a unique code to each transmitted data,

allowing multiple signals to occupy the same frequency band without interfering with

each other [7].

In 2008, the requirements of fourth-generation (4G) were specified, including peak

speed at 100 Mbps for high-mobility communication and 1 Gbps for low-mobility com-

munication [8]. With the two techniques of 4G, namely, Long-Term Evolution (LTE)-

advanced and mobile Worldwide Interoperability for Microwave Access (WiMAX), devices

were provided more rapid access to the Internet, which supported various services, such

as video calls and file transmission. In the 4G network, orthogonal frequency-division

multiple access (OFDMA) is adopted, which splits the whole available bandwidth into

orthogonal multiple sub-carriers respectively serving each user simultaneously [3]. Bene-

fiting from 4G, users were able to watch mobile streaming and pay on the Internet.

In the late 2010s, the fifth-generation (5G) was deployed worldwide, offering ultra-high

data speeds and extremely low latency services [9]. In the 5G networks, OFDMA is still

the primary MA technique, such as OFDMA, complemented by single carrier FDMA in

the uplink and non-orthogonal multiple access (NOMA) for specific high-density scenar-

ios. Furthermore, this MA technique are assisted by other methods, including sparse code

multiple access (SCMA), rate-splitting multiple access (RSMA), and NOMA. Specifically,

SCMA allows multiple users to share the same time-frequency resources by employing

sparse codes [10]. RSMA splits the data of each user into common and private parts,

which are encoded separately with different codes [11]. NOMA multiplexes signals in-

tended for different users in the code and power domain at the transmitter to significantly

enhance the spectral efficiency. In addition, 5G BS also employs other techniques, such

as millimeter wave (mmWave), massive multiple-input multiple-output (MIMO), and

ultra-ddense networking (UDN) [12]. With the assistance of these techniques, multiple
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Figure 1.1: An illustration of wireless communication evolution.

applications can be employed, including augmented reality (AR), virtual reality (VR),

and internet of thing (IoT).

1.2 Towards 6G and beyond

1.2.1 Requirements of 6G

In the previous section, the evolution of wireless communication generations is discussed,

which is shown in Fig. 1.1. Since the wireless network generation is updated roughly every

one decade, the research and development of sixth-generation (6G) have been undertaken

by the global telecommunications industry. In particular, the International Telecommu-

nication Union-Radio (ITU-R) consider eight parameter as performance indicators of 5G,

which are also valid for 6G, as shown in Fig. 1.2. To further compare 5G and 6G, these

key metrics are presented as follows [12,13]:

• Peak Data Rate: Due to the development of a number of emerging technologies, such

as AR andVR, higher data rate is a vital requirement for 6G communication system.

This can be illustrated by peak data rate, which presents the fastest achievable data

rate with perfect condition. 5G networks are supposed to provide services with 20

Gbps peak data rate, while the expected rate of 6G networks are up to 1 Tbps,
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Figure 1.2: An illustration of key requirements of 6G networks.

which is more than 50 times over 5G [14].

• User Experience Data Rate: The user experience data rate represents the actual

data throughput that can be ensured for the receivers with a probability of more

than 95%. Specifically, 5G is able to support 100 Mbps, while 6G is expected to

increase the rate 10 times, reaching 10 Gbps [13].

• Latency: Latency is a metric to measure the time delayed from the transmitters

and receivers. The minimal latency of 5G networks is 1 ms, while 6G should be

able to perform 10 times better, with 0.1 ms delay [12].

• Area Traffic Capacity: Area traffic capacity refers to the total data throughput that

a network can serve within a specific geographic area. The minimal traffic capacity

of 5G networks reaches 10 Mbps/m2, which is expected to be 10 Gbps/m2 in 6G.

• Connection density: Connection density represents the number of devices or con-

nections that can be supported within a unit area, which is especially important for

IoT applications. 5G networks have ability to support up to 106 devices per square

kilometers, while 6G is supposed to support 108 devices per square kilometers [12].

• Spectrum Efficiency: Spectrum efficiency is a metric to evaluate how effectively the

available frequency spectrum is utilized, which illustrate the highest data through-
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put per unit bandwidth. For 5G, the spectrum efficiency is 30 bps/Hz. In contrast,

the target spectrum efficiency of 6G is 3 times higher than that of 5G, reaching

more than 90 bps/Hz [12].

• Network Energy Efficiency: Energy efficiency indicates the amount of data trans-

mitted with unit power consumption. The 6G network should be able to perform

100 times better than 5G, transmitting 109 bit/J [13].

• Mobility: Mobility refers to the capability of a communication system to maintain

continuous and reliable connectivity as users moving, which is measured by the

maximal speed under QoS constraints. In 5G networks, the acceptable speed is up

to 500 km/h. In 6G network, the transmission will be more stable, with maximal

mobility at 1000km/h [13].

1.2.2 Enabling Techniques for 6G and Beyond

As previous subsection discussed, the existing techniques are not sufficient to meet the

requirements of 6G or beyond wireless networks. Thus, various of techniques has re-

cently been considered promising for future communication networks, including mmWave,

Terahertz (THz) communication, massive MIMO, artificial intelligence (AI)-driven net-

work, NOMA, intelligent reflecting surface (IRS), and integrated sensing and commu-

nication (ISAC) [12, 13]. It is worth mentioning that as the transition from 5G to 6G

progresses, several key technologies introduced in 5G will continue to play a vital role but

with enhanced capabilities. The basic concept of these techniques are briefly introduced

as follows.

• mmWave: In order to extend bandwidth compared to conventional frequency band

used in previous generation of wireless networks, mmWave communications oper-

ate in the frequency range of 30 GHz to 300 GHz and corresponding wavelength

range of 1 mm to 10 mm [15]. This wide bandwidth provide more capacity, higher

throughput, and lower latency. In addition, due to the short wavelength, mmWave

communications enable large antenna arrays in physically small size antenna ele-

ments, leading to narrower beams. The constrict beams are able to improve signal

strength and reduce interference [16]. The mmWave technology is one of the key

components applied in 5G and still remain potential for 6G and beyond network.
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• THz Communication: THz communication is considered as an upgrade of mmWave,

which further enlarges the bandwidth in terahertz frequency range, such that from

0.1 THz to 10 THz [17]. Compared to mmWave, THz communication offers even

broader bandwidth and the potential for ultra-high data rates up to several terabits

per second. This makes THz ideal for applications requiring high speed data trans-

fer in 6G, such as AR, VR, and unmanned aerial vehicle (UAV). Although mmWave

technology has already established and integrated into current networks, THz tech-

nology still requires continued research to overcome its technical complexities and

deployment challenges.

• Massive MIMO: Massive MIMO is an advanced multiple antennas technique de-

signed to enhance wireless communication systems. In conventional MIMO net-

works, transmitters and receivers are equipped with a few antennas, while massive

MIMO networks deploy a significantly large number of antennas, ranging around

hundreds, at the BS [18]. This advanced MIMO network design beamformers to

direct signals precisely towards multiple users simultaneously, providing stronger

signals while minimizing interference [19]. Thus, massive MIMO is able to play

a crucial role in meeting the growing demands for high-speed, high-capacity con-

nectivity in 5G, 6G, and future wireless networks. In addition, there is another

advanced technique, namely, cell-free massive MIMO, in which a large number of

access points serve multiple users jointly and simultaneously across a wide geo-

graphic area [20, 21]. Unlike traditional cellular MIMO that relies on BSs within a

defined area, cell-free massive MIMO eliminates the concept of cells.

• AI-Driven: An AI-driven network is an advanced communication system where AI is

utilized to enhance the network performance, security and QoS. Through the anal-

ysis the real-time and previous data, the AI-driven network has ability to predict

and address issues automatically, such as dynamically assigning the resource blocks

and optimizing power consumption [22]. Besides, the AI is able to continuously

learn from the varying environment, leading to seamless resources management.

Therefore, driven by AI, complex allocation problems can be addressed, resulting

in higher efficiency, improved throughput, reduced latency.

• NOMA: NOMA is an innovative MA technique designed to enhance the capac-
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ity and efficiency of the network. Unlike conventional orthogonal multiple ac-

cess (OMA) that assigns separate resources to each user, NOMA allows multiple

users to share the same time or frequency resources simultaneously by applying

superposition coding (SC) and successive interference cancellation (SIC) [9, 23].

Particularly, SC is exploited at the transmitters, which allocates different weights,

namely, codes or power levels, based on users’ channel condition, while SIC is ex-

ploited at the receivers, which allows users with stronger channels to encode signals

intended for users with weaker channels to reduce interference [23,24]. Benefit from

such spectrum sharing, the performance of NOMA network in terms of bandwidth

efficiency, fairness and energy efficiency, can be significantly improved.

• IRS: IRS has been a promising technique in wireless communication, offering a

novel way to enhance signal propagation and optimize network performance [25].

Specifically, IRS consists of numerous passive, controllable reflecting elements, each

of which is able to reflect and steer signals by adding amplitude and phase shift to

the incident signals [26, 27]. Therefore, IRS is able to regenerate stronger commu-

nication links, providing better performance.

• ISAC: ISAC is another emerging technology that combines communication and

sensing ability within a single system, where the network is able to simultaneously

transmit data sense the environment [28]. By using the same resource blocks for

both sensing and communication functions, ISAC enhances network efficiency and

reduces infrastructure costs. The dual functionality of ISAC supports various of ap-

plications, including UAV and Internet of everything (IoE), by providing immediate

situational perception and connectivity [29].

1.3 Towards NOMA

As mentioned in the previous section, NOMA has been a promising technique for fu-

ture wireless network [30]. The core principle of NOMA scheme is to enable multiple

users to share the same resource blocks and transmit simultaneously. As for traditional

OMA schemes, TDMA divides the whole time resources into multiple time slots, each

of which is allocated to an unique user, while FDMA splits the available frequency re-

sources into multiple subcarriers, which is occupied by only single user. On contrary,
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(a) Resource allocation for OFDMA. (b) Resource allocation for NOMA.

Figure 1.3: Illustrations of resource allocation for OFDMA and NOMA scheme.

NOMA eliminates the orthogonality in previous MA techniques, considerably enhancing

the spectrum efficiency. In general, there are two types of NOMA, code-domain NOMA

and power-domain NOMA [9, 23]. Code-domain NOMA assigns multiple users unique

non-orthogonal code sequences, enabling simultaneous communication [31]. On the other

hand, power-domain NOMA distinguishes signals intended for different users based on

their power levels. This thesis only considers power domain NOMA. The comparison of

resource allocation methods of OFDMA and power-domain NOMA is presented in Fig.

1.3. As shown in Fig. 1.3a, OFDMA divides frequency and time orthogonally and assigns

different users with same power, while in Fig. 1.3b, power-domain NOMA scheme allows

different users to share all the time and frequency resources and allocates different power

levels to different users. Particularly, the power allocation based on the channel strengths

of users. NOMA allocates higher power to the users with poor channel strengths, super-

pose the signals for multiple users together at the transmitter by SC, and apply SIC

at receivers to remove inter-user interference. Specifically, in downlink NOMA, the user

with better channel condition decodes the signal of user with worse channel condition

first, treating it as interference, and subtracts it from the received signal using SIC. On

the other hand, in the uplink, the BS receives a superimposed signal and applies SIC to

decode the signal with higher power. Then, the BS subtracts the decoded signal from

the received mixed signal to obtain the weaker signal. In this manner, NOMA is able

to improve user fairness and spectrum efficiency, which address the demand of massive

connectivity for 6G and beyond networks.

In addition, NOMA can be integrated with other existing techniques, such as multiple-
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Figure 1.4: An illustration of IRS architecture

antenna technique and conventional OMA schemes [30]. Specifically, multiple-input

single-output (MISO)-NOMA and MIMO-NOMA are explored in numerous literature

[32, 33]. This hybrid approach aims to further enhance increase capacity, and improve

energy efficiency by leveraging spatial domain resources in addition to power domain.

OFDMA and TDMA are also combined with NOMA in [34,35], generating cluster-based

NOMA, where clusters use resources divided by OMA and NOMA scheme is established

in each cluster. Furthermore, NOMA can also be integrated with other emerging tech-

nologies, such as IRS, IoT, and ultra reliable low latency communication (URLLC).

1.4 Towards IRS

On the other hand, IRS is another enabling technology to achieve demands for future

wireless communication [36]. Physically, as shown in 1.4, the architecture of IRS is

illustrated, where IRS is composed of three layers and one controller [26, 37]. The first

layer consists of multiple tunable elements, each of which is a dielectric material and able

to manipulate the incident signals. The second cooper layer is exploited to reflect the

signals by eliminating the power leakage. The third layer is the control circuit board,

which can operate the elements to adjust the amplitude and/or phase shift dynamically.

This operation is determined and controlled by IRS controller, which communicates with
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a BS through wireless link.

By doing so, IRS can improve signal coverage, increase spectral efficiency, and reduce

energy consumption, providing a cost-effective alternative to traditional methods, such

as deploying additional BS [25, 26]. In addition, although another technique, namely,

relay system can also achieve the same effect as IRS does, they do so through different

mechanisms. Relays actively amplify and re-transmit signals, extending coverage and

boosting signal strength but with higher power consumption and costs, while IRS, on the

other hand, passively reflects and optimizes signals with minimal power usage and cost

by offering dynamic adjustment of all elements [38].

Furthermore, due to numerous benefits of IRS, it can be integrated with roughly

all the wireless networks, such as IRS-aided MISO [39] and IRS-aided MIMO [40]. By

adjusting the phase and amplitude of incoming signals, IRS supports a great number of

applications, from smart cities and industrial IoT to high-density urban environments,

making it a crucial technology for realizing the full potential of future network [26].

1.5 Thesis Outline and Contributions

Nevertheless, NOMA and IRS still present several challenges despite of their significant

advantages. The most critical challenge for NOMA is efficient resource allocation. Since

power is assigned to users based on their channel strengths, dynamic adjustment is re-

quired to optimize performance and reduce interference across users with varying channel

strength. Additionally, as NOMA applies SIC at the receivers to manage the interfer-

ence, it is also crucial to determine the decoding order and user clustering. On the

other hand, amplitude and phase shift of IRS elements requires dynamical optimization

as well. Besides, the IRS phase shifts directly affect the channel gains, which further

influence NOMA power allocation and SIC decoding order. This creates a highly non-

convex and interdependent optimization problem. In conclusion, the coupling of power,

beamforming, and phase shift optimization makes the problem significantly more com-

plex. Therefore, compared to existing research on resource allocation problems in wireless

communication, more iterative algorithms or machine learning (ML)-based solutions are

required for efficient optimization. Thus, this thesis mainly focuses on different resources

allocation and phase shift optimization techniques for IRS-aided NOMA networks. The
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outline of this thesis is summarized as follows:

In Chapter 2, the basic fundamentals and literature review of both IRS and NOMA are

presented. In the first section, the basic principle of NOMA are discussed, including SC

and SIC. Then, a single-input single-output (SISO)-NOMA and MISO-NOMA scenarios

are reviewed, respectively. In addition, fundamental principle of SIC is introduced in the

following section, involving its signal model and advantages. To further illustrate system

models, IRS-aided SISO-NOMA and MISO-NOMA scenarios are presented. Finally,

detailed literature review related to resource allocation problems for IRS-aided NOMA

networks is provided.

In Chapter 3, various resource allocation techniques to optimize different variables

achieving higher performance of the system are introduced first. Secondly, to solve these

problems, fundamental concept of convex optimization techniques and ML-based algo-

rithms are discussed. In particular, basic of principle of convex set, function and problems

are provided. Then, convex problems, including linear programming (LP), quadratic pro-

gramming (QP), quadratic constrained quadratic programming (QCQP), second order

cone programming (SOCP) and semidefinite programming (SDP) are presented in detail.

On the other hand, the category of ML-based algorithm is introduced briefly, involving su-

pervised learning, unsupervised learning, reinforcement learning (RL) and deep learning,

while the training process of actor-critic dDeep reinforcement learning (DRL), especially

deep deterministic policy gradient (DDPG) agent, is shown mathematically.

In Chapter 4, a robust downlink beamforming design to allocate resources for IRS-

aided MISO NOMA network is proposed. In this design, it is assumed that the BS

receives imperfect channel state information (CSI) of cascade channel through the IRS

with uncertainty that follows circularly symmetric complex Gaussian (CSCG) distribu-

tion. Thus, the robust beamforming design is formulated as a total transmit power min-

imization problem subject to outage-probability-based singal-to-interference-plus-noise

ratio (SINR) constraint for each user. To solve this non-convex problem, Bernstein-type

inequality is applied to replace the constraints with outage probability with linear in-

equalities. Then, an alternating optimization (AO) algorithm is proposed, where the

beamforming vectors and IRS phase shift are optimized separately and iteratively un-

til the total power consumption converges. The simulation results shows effectiveness

of the proposed algorithm and represents the benefit of NOMA and impact of IRS and
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multiple-antenna technique to this network.

To further investigate cluster-based IRS-aided NOMA, an age of information (AoI)

minimization problem for IoT-based network is considered in Chapter 5. In traditional

NOMA, multiple users share the same time and frequency resources, allowing users

with different channel conditions to be served simultaneously. In contrary, cluster-based

NOMA, orthogonal frequency subcarriers are assigned to different clusters to avoid inter-

cluster interference, while NOMA scheme is applied to allocate resource for users within

a cluster. In this work, the problem aims to optimize devices clustering, power allocation

and IRS phase shift to minimize AoI subject to total power consumption constraint for

individual device. To solved this problem, an algorithm for device clustering according

to channel gains is proposed first. Then, a sub-optimal convex-optimization-based al-

gorithm is proposed, which optimizes IRS phase shift and power allocation in turn. In

addition, after using the same device clustering methods, another DRL-based algorithm is

presented to jointly optimize power allocation and phase shift. Then comparison between

both algorithm is shown in the simulation results.

In Chapter 6, a sum throughput maximization problem for cluster-based IRS-aided

URLLC NOMA network is formulated. Particularly, unlike conventional data rate pro-

vided by Shannon capacity theorem, in URLLC system, short packets communication

and decoding error probability are both considered. Thus, the inverse Q function is in-

volved in data rate formulas. To solve this non-convex problem, DRL-based algorithm is

propose. In particular, users are clustered based next largest-difference user pairing algo-

rithm (NLUPA). Then, the original problem is formulated into a DRL environment and

then a DDPG agent is trained to optimize power allocation and IRS phase shift jointly.

The performance of the proposed algorithm is presented in the simulation results.

Finally in Chapter 7, the conclusion of this thesis is presented first, focusing on the

contributions and results of three works in Chapter 4, Chapter 5, and Chapter 6. Then,

in the next section, the investigations, which should be extended from current works and

future research are introduced. Particularly, the research works in Chapter 5 and Chapter

6 can be further investigated with multiple-antenna and imperfect CSI scenario. In addi-

tion, twin-delayed deep deterministic policy gradient (TD3) agent can be applied in DRL

algorithm to solve power allocation and IRS phase shift optimization problems jointly.

Finally, future works on resource allocation problems for ISAC-NOMA are discussed.



Chapter 2

Fundamental Concepts and

Literature Review

In this chapter, the fundamental concepts of NOMA are introduced first, including two

key techniques, namely SC and SIC. Secondly, scenarios of downlink transmission of

SISO-NOMA and SISO-OMA are considered and comparison in terms of achievable data

rate is also presented. Then, the advantages of NOMA scheme is reviewed. On the

other hand, the basic principle and advantages of IRS are provided in the next section.

Finally, the related literature review on NOMA, IRS and IRS-aided NOMA is respectively

presented briefly.

2.1 NOMA Fundamentals

NOMA has received great interests due to its wide range of benefits and has been pro-

posed as a promising MA technique for future wireless communication networks [9,23,24].

Compared with conventional OMA techniques, such as FDMA and TDMA, NOMA ex-

plores a new dimension that allows multiple users to transmit or receive signals simul-

taneously by sharing the same resource block, namely frequency and time resources.

This improves the overall system capacity and enables more users to be served simul-

taneously.Therefore, NOMA is able to enhance spectral efficiency and support massive

connectivity in next-generation wireless networks. In general, there are two types of

NOMA schemes, power-domain and code-domain NOMA. In power-domain NOMA, dif-

ferent users are assigned with different power levels according to their channel strengths,
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Figure 2.1: A multi-user SISO NOMA System with SC.

while in code-domain NOMA, different spreading codes are allocated to users over the

whole available time-frequency resources. In this thesis, power-domain NOMA is mainly

focused. The simultaneously sharing in power-domain NOMA is achieved through imple-

menting SC and SIC [41,42]. Particularly, signals of multiple users can be differentiated

according to their unique power levels or code sequences. The basic principle of SC and

SIC is introduced in the following subsection.

2.1.1 Superposition Coding and Successive Interference Can-

cellation

The implementation of NOMA depends on two key techniques: the SC at transmitters

and the SIC at receivers [23]. SC is a technique for multi-user communication systems,

which is firstly introduced in [43]. It enables a transmitter to send multiple signals for

different users over the same resource block simultaneously by superimposing them with

different priority weights [23,44]. As shown in Fig. 2.1, a muti-user SISO NOMA scenario

is considered, where there are K number of users equipped with single antenna served by

single-antenna BS. In power-domain NOMA, K users are allocated with different power

based on their channel strength. Then the signals with different power are superposed

and sent to all the users.

On the other hand, SIC is applied at the receivers, the basic concept of which is to
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Figure 2.2: A downlink multi-user SISO-NOMA System with SIC.

successively decode the signals of different users and progressively remove the inter-user

interference [9]. In downlink NOMA, the user with stronger channel condition is able to

sequentially decode and subtract the signals intended for other users with weaker channel

condition. Particularly, the signal for user with the weakest channel gain is decoded first

and subtracted from the rest of received signal. Then, the second weakest user’s signal

is decoded. This iterative decoding process continues until the signal of the target user

is decoded. Notably, SIC is applied at stronger users with lower error and the successful

implementation of it demands higher power levels of weaker users’ signal. As shown

in Fig. 2.2, the channel strengths can be sorted as h1 ≥ h2 ≥ · · · ≥ hK , where hi
indicated the channel strength of UEi, i ∈ {1, 2, · · · , K}. UE1 has the highest channel

gains, therefore signals intended for other users can be decoded and subtracted. Thus,

there is no interference from other users at UE1. Similarly, UE2 can decode other users’

signals except for user with stronger channel gains, namely, UE1 so signal for UE1 is

regarded as interference. This process continues until the last user decodes its own signal

considering other users’ signals as interference. On the other hand, in uplink NOMA, the

BS receives a superimposed signal. In order to decode it, the BS decodes the signal with

the highest power first. Then, the BS subtracts it from the received combined signal,

which is repeated iteratively, decoding the next strongest signal at each step, until all

signals are decoded. In particular, a SIC process of uplink multi-user SISO-NOMA system
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Figure 2.3: An uplink multi-user SISO-NOMA System with SIC.

is considered in Fig. 2.3, where si indicates the signal for UEi, i = 1, · · · , k. Assuming

the strengths of received signal at BS are sorted as |h1s1|2 ≥ |h2s2|2 ≥ · · · ≥ |hksk|2,

then the BS decodes s1 first treating other signals as interference. Then the decoded s1 is

subtracted from the mixed signal. Then s2 is decoded treating the s3 to sk as interference.

The iterative process ends until the last signal sk is decoded. The concept of SIC has also

been exploited inMIMO system [45]. The SC and downlink SIC process are introduced

mathematically in the next subsection.

2.1.2 A SISO-NOMA Scenario

To further illustrate the SC and SIC process in detail, a simpler two-user power-domain

NOMA system is considered, assumingK = 2 shown in 2.1. The BS transmits two signals

s1 and s2, intended for user 1 (UE1) and user 2 (UE2), respectively. Let p denote the

total transmit power and ai, i = 1, 2 stand for the fraction of transmit power assigned

for user i. Applying SC, the transmitted signal from the BS can be given by

x = √pa1s1 +
√
pa2s2, (2.1)

where a1 + a2 = 1. Note that the power allocation, a1 and a2, depends on the channel

gains of two users [9]. Notably, users with stronger channel gains are allocated with lower
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power, while users with weaker channel gains are allocated with higher power. Denote the

channel coefficient from UE1 and UE2 to the BS by h1 and h2, respectively and assume

UE1 has a stronger channel gain than that of UE2 based on the distance between the BS,

such as

|h1|2 ≥ |h2|2. (2.2)

Therefore, UE1 is assigned with lower power, which is given by

a1 ≤ a2. (2.3)

At receivers, the received signals for UEi, i = 1, 2 are given by

yi = hi (
√
pa1s1 +

√
pa2s2) + ni, (2.4)

where ni denotes the additive white Gaussian noise (AWGN) with zero mean and variance

σ2
i . As assumed in (2.2), UE2 has worse channel condition than UE1 and can only decode

its own signal, while UE1is able to decode signals of UE2 and subtract it from the received

signal y1. As such, the interference from UE2 can be removed from y1. In contrast, UE2

can only decode its own signal regarding the signal for UE1 as interference. Thus, after

SIC, the received signal for UE1 and UE2 can be rewritten as

ŷ1 = h1
√
pa1s1 + n1, (2.5)

ŷ2 = h2 (
√
pa1s1 +

√
pa2s2) + n2. (2.6)

Note that both users share the same resource block, namely the frequency bandwidth.

With the assumption that the bandwidth is set to be 1HZ, the SINRs for UE1 and UE2

can be represented as

SINR1
1 =
|h1|2pa1
σ2
1

, (2.7)

SINR1
2 =

|h1|2pa2
|h1|2pa1 + σ2

1
, (2.8)

SINR2
2 =

|h2|2pa2
|h2|2pa1 + σ2

2
, (2.9)
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where SINR1
2 and SINR2

2 denote the SINR of decoding the signal intended for UE2 at UE1

and at itself, respectively. Then the SINR of decoding signal for UE2 is defined as [46]

SINR2 = min
{
SINR2

2, SINR1
2

}
= SINR2

2, (2.10)

where the equation always holds true when σ2
1 = σ2

2. According to the Shannon’s capacity

formulation [47], the achievable data rate for UE1 and UE2 is given by

RNOMA
1 = log2(1 + SINR1

1) = log2
(
1 + |h1|

2pa1
σ2
1

)
, (2.11)

RNOMA
2 = log2(1 + SINR2) = log2

(
1 + |h2|2pa2
|h2|2pa1 + σ2

2

)
. (2.12)

In order to further validate the performance of NOMA in terms of achievable data

rate improvement against conventional OMA, a two-user OFDMA scenario is considered.

The available bandwidth is divided into two parts, W1 for UE1 and W2 for UE2, where

W1 +W2 = 1HZ. Therefore, the achievable rate for each user in the OFDMA system is

expressed as

ROMA
i = Wi log2

(
1 + |hi|

2pai
Wiσ2

i

)
, i = 1, 2. (2.13)

Hence, the achievable sum rate for two-user NOMA and OFDMA can be written respec-

tively as

RNOMA = log2
(
1 + |h1|

2pa1
σ2
1

)
+ log2

(
1 + |h2|2pa2
|h2|2pa1 + σ2

2

)
, (2.14)

ROMA = W1 log2
(
1 + |h1|

2pa1
W1σ2

1

)
+W2 log2

(
1 + |h2|

2pa2
W2σ2

2

)
. (2.15)

For the sake of simplicity, let assume the whole bandwidth is equally divided, such that

W1 = W2 = 0.5HZ. Moreover, the noise power is assumed to be same for both user, such

that σ2
1 = σ2

2 = 1. Assuming |h1|2 = 10, |h2|2 = 5, and p = 1W, the achievable sum

rate for two scenarios are presented in Fig. 2.4. It is obviously shown that SISO-NOMA

outperforms SISO-OMA in terms of achievable sum rate.

In addition, it is mathematically demonstrated in [48] that NOMA scheme is able to

provide better performance in terms of achievable rate than OMA scheme.
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Figure 2.4: Achievable Sum Rate for SISO-NOMA and SISO-OMA.

2.1.3 A MISO-NOMA Scenario

To exploit spatial domain and enhance system performance, multiple antenna techniques

have received great attention over the last two decades [49]. In particular, this is achieved

by employing multiple antennas either at transmitters or receivers, such as MISO and

MIMO network. Besides, considering the utilization of power domain by NOMA, more

advantages can be obtained with the integration of NOMA and multiple antennas tech-

niques [50–52]. When NOMA scheme is applied in a multiple antenna system, the capac-

ity, spectrum efficiency, energy efficiency, and spatial density can be improved to a higher

level. Note that as this thesis focuses on the SISO and MISO system with NOMA scheme,

this subsection is narrowed to MISO-NOMA. As shown in Fig. 2.5, a multi-user MISO-

NOMA system is considered, which consists of a BS equipped with N antennas and K

single-antenna users. Let the kth user denote by UEk, k ∈ K, where K = {1, 2, · · · , K}.

The BS assignes beamforming vectors wk ∈ CN×1 to UEk. Thus, the transmitted signal

after SC at the BS is given by

x =
K∑
k=1

wksk, (2.16)

where sk stands for the signal symbol for UEk. Assuming that sk, ∀k ∈ K are indepen-

dent and uncorrelated with each other, the signals have unit power, such as E [|sk|2] = 1.
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Figure 2.5: A Multi-user MISO-NOMA System.

Then, the received signal can be expressed as

yk = hHi x + ni = hHk

(
K∑
i=1

wisi

)
+ ni, ∀k ∈ K, (2.17)

where hk is the channel coefficients between the BS and UEk and ni is the zero-mean

AWGN with variance σ2
k at UEk.

In the previous subsection, SISO-NOMA allocates different power levels based on

the users’ channel conditions. Similarly, in MISO-NOMA, beamforming vectors are also

designed based on channel conditions. To simplify the system, it is assumed that the

channel strengths are ordered as

∥h1∥2 ≥ ∥h2∥2 ≥ · · · ≥ ∥hK∥2. (2.18)

Thus, as channel of UEk is stronger than that of UEk+1 to UEK , UEk efficiently decode

and subtract their signals. Consequently, the interference from UEk+1 to UEK can be

eliminated. Hence, the received signal after SIC at UEk is represented by [53]

ŷk = hHk wksk + hHk

(
k−1∑
i=1

wisi

)
+ nk, ∀k ∈ K. (2.19)

Note that in (2.19), the first term is the signal for interest, the second term is the sum-
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mation of interference from the stronger users, and the third term is the noise of UEk.

Therefore, the SINR and achievable rate are expressed respectively as

SINRk =
|hHk wk|2∑k−1

i=1 hHk wi + σ2
i

, (2.20)

and

Rk = log2 (1 + SINRk) = log2
(
1 + |hHk wk|2∑k−1

i=1 hHk wi + σ2
i

)
, ∀k ∈ K. (2.21)

2.1.4 Advantages of NOMA

NOMA represents a significant advancement in wireless communication technology, pro-

viding a wide range of advantages. The key benefits are listed as follows:

• Bandwidth efficiency: In OMA scheme, each user is allocated to a unique spec-

trum, such that in OFDMA, the available frequency resource blocks are divided

orthogonally, each of which is assigned to a single user. With the increase in the

number of users or the demands of QoS, underutilization is caused, leading to low

spectrum efficiency and throughput of the overall system. Conversely, NOMA en-

ables multiple users to share the same frequency and time resource by exploiting

different power levels, which removes the concept of orthogonality in OMA. This

simultaneously access scheme substantially improves the spectrum efficiency, as it

allows for more efficient use of the available bandwidth. In additional, since the

interference of weaker users can be eliminated by SIC at receivers, NOMA is able

to enhance the throughput of the network. Therefore, NOMA leads to superior

bandwidth efficiency and offers a higher data rate compared to conventional OMA.

• Fairness: In OMA, to optimize individual user experiences, users with higher chan-

nel conditions are typically granted with higher priority for accessing the spec-

trum [54], while users with poorer channel conditions are forced to wait. However,

all the users in NOMA share the whole spectrum concurrently regardless of their

channel conditions. Moreover, NOMA allocate more power to users with weaker

channel gains. In this manner, NOMA achieves higher overall throughput while

promoting fairness among users.
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• Compatibility: NOMA is also regarded as an add-one technique [23], which can

be integrated with current or future communication systems, including MISO and

OMA system. Without additional modifications to the existing technique frame-

works, NOMA can be combined with other networks and offer an extra degree of

freedom [44].

• Massive connectivity: In OMA, each user is assigned with a private resource block,

which cannot be shared by others. Hence, the number of connected users is consid-

erably limited in practical implementation. However, since NOMA network is able

to serve multiple users by allowing them to use the same resource block, it can offer

massive connectivity, especially for IoT era [55].

• Latency: In OMA, particularly in TDMA, users with weaker channel gains are

obliged to wait when spectrum is occupied by other users, leading to the dilemma

to achieve the requirements in URLLC in future communication [12,56]. In contrast,

multiple users can be simultaneously served in the same resource block in NOMA

network. Thus, the latency can be significantly reduced.

2.2 Fundamentals of IRS

In this section, the basic concept, applications and advantages of IRS are introduced.

IRS is a transformative technique to achieve intelligent and reconfigurable wireless com-

munication [25–27,57]. Generally, an IRS consists of a large number of elements, each of

which is controlled to dynamically change the reflecting coefficients [58]. Through this

adjustment, IRS is able to induce controllable amplitude and/or phase shift to incident

signals. In other words, the wireless channels between transmitters and receivers in an

IRS-aided communication system can be reconfigured to reach the desired QoS of users.

Compared with traditional relay system, an IRS is a passive device, which consumes very

little power and has lower complexity since it only requires passive reflective elements. On

the other hand, traditional relay system actively receives, amplifies, and retransmits the

signal, which consumes higher power and introduces more complex signal processing [38].
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Figure 2.6: The Propagation of a Signal through the nth of IRS Element.

2.2.1 IRS Signal Model

To present the effect of IRS mathematically, a simple point-to-point communication is

considered, as shown in Fig. 2.6. To reduce complexity, it is assumed that the transmitter

is equipped with N antennas, the receiver is equipped with a single antenna, and the

IRS consists of M passive reflecting elements. Denote the equivalent complex-valued

transmitted signal by x ∈ CN×1, the complex coefficient for channel from the transmitter

to the mth IRS element by hm ∈ CN×1, where m ∈M, M = {1, 2, · · · ,M}. Thus, the

incident signal to the mth IRS elements is defines as

yinm = hHmx. (2.22)

Since IRS adds amplitude and phase shift to incoming signals, the output signal from the

mth element is expressed as [26,59]

youtm = yinmβme
jθm = hHmβmejθmx, (2.23)

where βm and θm ∈ [0, 2π] stand for the amplitude and phase shift induced by element

m, respectively. Hence, by ignoring the noise at the receiver, the received reflected signal
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(a) Applying IRS to serve blocked user. (b) Applying IRS to serve cell-edge user.

Figure 2.7: Utilizing IRS to Assist Wireless Communication.

through the mth element is given by

ym = rmy
out
m = hHmβmejθmr∗mx. (2.24)

As shown in (2.24), the corresponding signal consists of three terms, namely, channel

from the transmitter to the IRS element, reflection coefficient, and channel from the IRS

element to the receiver. Assuming all M IRS elements are able to reflect incident signals

independently, the final received signal from the M elements IRS can be regarded as a

superposition of their individual signal ym, ∀m ∈M, which is given by

y =
(

M∑
m=1

hHmβmejθmr∗m

)
x = rHΘHx, (2.25)

where r = [r1, r2, · · · , rM ]T ,H = [h1,h2, · · · ,hM ]H , andΘ = diag
(
β1e

jθ1 , β2e
jθ2 , · · · , βMejθM

)
.

It is worth mentioning that the effect of IRS can be considered as multiplexing a M ×M

matrix to incident signals. The matrix Θ in (2.25) is diagonal due to the assumption

that all M elements are independent to each other.

2.2.2 Advantages of IRS

IRS has drawn much attention as a groundbreaking technique due to its numerous ad-

vantages, which are listed as follows [57,60]:

• Coverage: IRS can enhance signal strength and coverage significantly. Particularly,

by coordinating the amplitude and phase shift of reflected signals, IRS is able to
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regenerate a stronger and more reliable communication link. For instance, as shown

in Fig. 2.7a, IRS can built a cascade channel to avoid the obstacle in the line of

sight (LoS) link between the BS and users. For another scenario shown in Fig.

2.7b, by increasing the signal strength, IRS can greatly boost the QoS for users at

the cell edge.

• Energy efficiency: By adjusting each element to optimize the propagation environ-

ment, wireless network with assistant of IRS allows users to consume less power

than that without IRS to reach the same QoS level. In addition, IRS operates

passively without active power resources, which reduce energy consumption of the

whole system. Unlike conventional relay system, which decodes the received signals,

regenerates and re-transmits them, without self interference, IRS is able to achieve

the same effect in terms of improvement of signal strength with less operation and

power costs [25, 38].

• Flexibility and compatibility: Not only benefiting the wireless system theoretically,

but IRS also enjoys advantages in practical implementation. In particular, due to

its light weight and low profile, IRS can be easily deployed on/ removed from envi-

ronment, such as walls of buildings. Furthermore, IRS can be integrated straightly

into other communication system.

2.3 IRS-aided NOMA

Given that both IRS and NOMA can improve QoS of a wireless network, the integration

of these two techniques are considered in this section. IRS-aided NOMA has potential to

tackle the inherent limitation of NOMA, particularly in interference management [61,62].

Specifically, although SIC can remove part of interference, as shown in (2.19), users still

suffers from the interference of stronger users. This interference becomes a significant issue

especially with the increase of user density, which substantially impact the overall system

performance. However, assisted by IRS, there is opportunity to reconfigure the NOMA

communication link, which can further increase the freedom and reduce the interference

[63].
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Figure 2.8: A Two-user IRS-aided NOMA System.

2.3.1 A IRS-aided SISO-NOMA Scenario

This subsection introduces an IRS-aided SISO-NOMA network to mathematically explain

the its fundamental concepts. Fig. 2.8 shows IRS-aided NOMA system, where a single-

antenna BS serves two single-antenna users, denoted by UEi, i ∈ {1, 2}. To exploit SC,

the BS assigned different power, pi, to two signals, si, i ∈ {1, 2}. Then the superposed

signal is given by

x = √p1s1 +
√
p2s2. (2.26)

With the assistant of the M -element IRS, the wireless link between BS and users can be

reconfigured by adding amplitude and phase shift matrix Θ ∈ CM×M similar to (2.25).

Denote channel coefficient from the BS to UEi by hi and denote channel vector from

BS to IRS and from IRS to UEi respectively by g ∈ CM×1 and ri ∈ CM×1. Then, the

received signal is expressed as

yi =
(
hi + rHi Θg

)
(√p1s1 +

√
p2s2) + ni, i ∈ {1, 2}, (2.27)

where ni is AWGN with zero mean and variance σ2
i at UEi. Assuming that UE1 has

stronger channel condition, according to SIC, UE1 can decode UE2’s signal and remove
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the interference of it. Thus, the received signals of two users after SIC are given by

ŷ1 =
(
h1 + rH1 Θg

)√
p1s1) + n1, (2.28)

ŷ2 =
(
h2 + rH2 Θg

)
(√p1s1 +

√
p2s2) + n2. (2.29)

Thus, SINRs and achievable rates for UE1 and UE2 are defined respectively as

SINR1 =
|h1 + rH1 Θg|2p1

σ2
1

, (2.30)

SINR2 =
|h2 + rH2 Θg|2p2

|h2 + rH2 Θg|2p1 + σ2
2
. (2.31)

ans

R1 = log2
(
1 + |h1 + rH1 Θg|2p1

σ2
1

)
, (2.32)

R2 = log2
(
1 + |h2 + rH2 Θg|2p2
|h2 + rH2 Θg|2p1 + σ2

2

)
. (2.33)

It is worth mentioning that though interference has been removed by SIC in (2.30), UE2

still suffers from the interference from UE1, as shown in (2.31). Particularly, this in-

terference consists of combined channel coefficient for UE2 and power assigned for UE1.

Therefore, by jointly optimizing the amplitude, phase shift and power allocation, the in-

terference can be optimized in order to achieve higher SINR, leading to higher throughput

for overall system.

2.3.2 A IRS-aided MISO-NOMA Scenario

In this subsection, an IRS is further applied in a MISO-NOMA network. As shown in

Fig. 2.9, with the assistant of a M elements IRS, the BS equipped with N antennas

serves two single-antenna user, UE1 and UE2. Let w1 and w2 denote the beamforming

vectors assigned by the BS to UE1 and UE2, respectively. Thus, the transmitted signal

at the BS is given by

x = w1s1 +w2s2, (2.34)
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Figure 2.9: A Two-user IRS-aided MISO-NOMA System.

where s1 and s2 respectively indicate the signal for UE1 and UE2. Similarly, the assistant

of IRS can be considered as adding amplitude and phase shift matrix Θ ∈ CM×M . Denote

the channel coefficient vectors from the BS to UEi by hi ∈ CN and respectively denote

channels from the BS to IRS and from IRS to UEi by G ∈ CM×1 and ri ∈ CM×1, where

i ∈ {1, 2}. Then, the received signal can be given by

yi =
(
hHi + rHi ΘG

)
(w1s1 +w2s2) + ni, i ∈ {1, 2}, (2.35)

where ni is AWGN with zero mean and variance σ2
i at UEi. It is worth mentioning that

since NOMA decoding order is based on instantaneous random channel gains of multiple

users, the channel estimation is crucial for IRS-aided NOMA system. In particular,

the channel estimation for IRS is achieved through a process involving pilot signals,

and efficient feedback mechanisms. Assuming UE1 has much greater channel strength

than UE2, UE1 is able to decode both signals intended for two users and eliminate the

interference. Hence, after SIC, the received signal for UE1 and UE2 can be respectively

represented as

ŷ1 =
(
hH1 + rH1 ΘG

)
w1s1 + n1, (2.36)

ŷ2 =
(
hH2 + rH2 ΘG

)
(w1s1 +w2s2) + n2 (2.37)
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Thus, SINRs and achievable rates for UE1 and UE2 are respectively defined as

SINR1 =

∣∣∣(hH1 + rH1 ΘG
)
w1

∣∣∣2
σ2
1

, (2.38)

SINR2 =

∣∣∣(hH2 + rH2 ΘG
)
w2

∣∣∣2
|(hH2 + rH2 ΘG)w1|

2 + σ2
2
. (2.39)

and

R1 = log2(1 +

∣∣∣(hH1 + rH1 ΘG
)
w1

∣∣∣2
σ2
1

), (2.40)

R2 = log2(1 +

∣∣∣(hH2 + rH2 ΘG
)
w2

∣∣∣2
|(hH2 + rH2 ΘG)w1|

2 + σ2
2
). (2.41)

This integration of multiple antennas, NOMA and IRS provides a powerful solution

for increasing spectral efficiency, improving signal coverage, mitigating interference, and

reducing energy consumption, making it an ideal choice for addressing the demands of

6G and beyond.

2.4 Literature Review

In this section, related literature on resource allocation techniques is discussed from three

perspectives: NOMA network, IRS network, and IRS-aided NOMA network. This struc-

tured review allows for a comprehensive understanding of both individual technologies

and their combined potential. In additional, this review also focuses on resources alloca-

tion problems and robust cases of this IRS-aided NOMA networks.

2.4.1 NOMA network

The authors of [9, 23, 24] propose the fundamental principle and present wide range of

theoretical benefits of NOMA. The comparison between NOMA and classical OMA is

provided in [64,65], revealing the superior performance of NOMA in system capacity and

power consumption.

Furthermore, with high compatibility, NOMA has been integrated with a number

of technologies. The concept of combination of NOMA and multiple antennas tech-

nique is first proposed in [66]. Then different works on beamforming-based MISO-
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NOMA [32, 67–70] and MIMO-NOMA [33, 71, 72] schemes are proposed. In particular,

the authors in [69] provides a beamforming design to minimize total transmit power un-

der individual achievable rate constraint for a multi-user MISO-NOMA network. The

power minimization problems are also addressed in [73]. Note that both these papers

regard the assumption of perfect CSI as a premise. However, it is difficult for a BS

to obtain perfect CSI, the problem is extended to a robust beamforming design with

bounded uncertainty in [74], where the non-convex problem is transformed into a convex

SDP problem. Besides power consumption, achievable sum rate maximization problem

is considered in [75], where the authors proposed a algorithm to tackle the problem for

downlink MISO-NOMA network.

In addition, the integrate of OMA and NOMA has also grabbed great interest, which

is investigated in [76–79]. Particularly, in this OMA-NOMA system, the available re-

source block (i.e. time or frequency) is divided orthogonally into several sub-resource

blocks, within each of which NOMA scheme is exploited [79–81]. For example, an en-

ergy efficiency maximization problem for a hybrid OFDMA-NOMA system is considered

in [34], where the total bandwidth is divided into multiple subcarriers and users are cat-

egorized in to multiple clusters. Each cluster occupy a orthogonal subcarrier to avoid

inter-cluster interference and users in a cluster transmit their signals based on NOMA

to remove inter-user interference. Similarly, the authors in [35] address a minimal SINR

maximization problem for a TDMA-NOMA network. In this network, the whole time

resource is split into time slots, users are clustered, and only one cluster is allowed to

transmit using NOMA at each time slot.

Moreover, the cluster-based MISO/MIMO-NOMA networks have been analyzed to

release the complexity of SIC in [82–84]. For instance, the authors in [84] investigate an

overall system capacity maximization problem for MIMO-NOMA system, where users are

clustered based on their channel strength. A linear beamforming technique is proposed

for antennas at the receivers to remove inter-cluster interference, and power allocation

is provided for users to maximize the sum data rate. Another work about cluster-based

MISO-NOMA in [82] proposes a clustering algorithm which two users with higher corre-

lation and larger channel gain difference are grouped and each cluster is assigned with a

subcarrier. Beamforming vectors are designed to maximize the sum capacity.

Besides, resource allocation plays a critical role in the performance of NOMA net-
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works, since it directly impacts both spectral efficiency and user fairness [9, 23, 24, 85].

The authors in [86] explore the power allocation for multi-cell multi-carrier NOMA net-

work, where a power minimization problem is solved under achievable rate constraints

for individual devices. In [87], a resource allocation problem aiming to maximize spectral

efficiency while to ensure the QoS of each user is formulated and solved. Generally, due

to the non-convexity of the formulated resource allocation problems, most existed works

tend to transport the original ones into convex problems or apply ML to solve it. For

instance, a energy efficiency maximization problem is introduced in [88], where the origi-

nal non-convex problem is transported and iteratively solved using approximated convex

approach. On the other hand, authors in [89] proposes a deep learning-based approach

to minimize power consumption for multi-carrier NOMA.

2.4.2 IRS-aided network

The basic concept of IRS is offered in [25,26]. To illustrate the enhancement of IRS to a

wireless network, the studies in [38,90] compare IRS with decode-and-forward relay sys-

tem in terms of spectral efficiency. Benefit from multiple advantages, IRS is investigated

in several related works to assist different networks. For example, research papers on

IRS-aided multi-user MISO system are provided in [39, 91–94]. Specifically, the authors

in [39] propose a design to maximize spectral efficiency, which is able to optimize beam-

forming vectors and IRS phase shift jointly. The authors formulate a energy efficiency

maximization problem for multi-user IRS-aided MISO network to reach the balance of

achievable data rate and total power consumption, in [93], where the problem is divided

into two sub-problems, namely, beamforming and phase shift optimization, and solved

iteratively using AO method. Another resource allocation for multi-IRS assisted multi-

cluster IoT network is formulated as a sum achievable data rate maximization problem

in [94]. To address this problem, the quadratic transformation and the AO algorithm

are applied to optimize optimal downlink and uplink IRS phase shifts. In stead of con-

ventional optimization algorithm, such as convex optimization or AO, multiple works

on resource allocation for IRS-aided networks are achieved by ML-based algorithm. For

instance, the authors in [95] utilize deep learning to optimize amplitude and phase shift

of IRS in an IRS-aided MIMO network. The work in [96] investigates a DRL-based al-

gorithm to solve sum rate maximization problem for IRS-aided OFDMA-based system.
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MIMO is also integrated with IRS in [40,97]. Specifically, IRS is combined with millime-

ter wave MIMO in [40], where a least mean square-based channel estimator is provided

to markedly improve the performance of beamforming.

Additionally, since obtaining perfect CSI for the BS is challenging due to the pas-

sive nature of the IRS, which cannot transmit or receive pilot symbols. This makes CSI

estimation in an IRS-aided system difficult. Therefore, several works in [98, 99] have

introduced methods to estimate the cascaded channel, which is defined as the product

of the BS-IRS and IRS-user channels. Based on this cascade channel estimation, robust

resource allocation problems for IRS-aided network are investigated in [100–102]. Specif-

ically, a solution to the robust outage-probability-based power minimization problem is

proposed in [100], where the original problem is iteratively optimize beamforming vec-

tors and phase shift matrix using convex optimization algorithm. In [101], the authors

propose similar AO methods to jointly optimize time allocation, beamforming vectors

and IRS reflecting coefficients achieving minimal power consumption for a robust case in

IRS-aided wireless powered communication network while ensuring the QoS for individual

user. In [102], a more efficient resource allocation method for IRS-aided MIMO commu-

nication is provided. In this work, the imperfect CSI is considered and a DRL-based

sequential scheduling algorithm is proposed to maximize the sum data rate.

2.4.3 IRS-aided NOMA network

Except conventional OMA, several IRS-aided NOMA wireless networks have been con-

sidered in [61,62,103–107]. In particular, in [103], an IRS is implemented to assist NOMA

network enhancing the cell-edge users’ QoS, where only reflected communication link by

IRS is considered. There are additional research works on resource allocation problems

for IRS-aided NOMA networks. Specifically, the authors in [61] formulate a achievable

sum rate maximization problem for an IRS-aided multi-subcarrier NOMA system, where

power allocation, phase shifts design, and decoding order determination is proposed.

In [107], a power minimization problem is formulated for an IRS-aided SISO-NOMA net-

work, which is solved by the sequential rotation algorithm. Furthermore, in [108] a study

investigates two-user communication scenario assisted by IRS with discrete phase shifts,

which includes NOMA, FDMA, and TDMA. The simulation results indicate that TDMA

is able to perform better than FDMA due to the lack of frequency-selective IRS coeffi-
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cients. While comparing TDMA with NOMA, NOMA may perform worse than TDMA

when both served users are close to IRS, namely lower channel gains difference. With

increase of this difference, NOMA can yield superior performance.

Similarly, due to the passive elements of IRS, there are also a number of works con-

sidering that the BS attends imperfect CSI. For example, the authors in [109] formulate

a problem to maximize the energy efficiency for IRS-aided NOMA, which is divided into

two sub-problems. Then, two sub-problems are iteratively transformed into convex forms

and solved by AO algorithm. The work in [105] presents similar convex optimization and

AO method to handle a robust design for IRS-aided NOMA network to maximize secrecy

rate. Though the convex-optimization-based algorithm mentioned above can achieve ac-

curate solutions, DRL is able to jointly optimize power allocation and phase shift more

efficiently [110]. In particular, the authors in [106] introduce a DRL-based algorithm

to address robust beamforming design for IRS-aided MISO-NOMA system, where only

cascade channels are considered. Moreover, in [111] a long-term robust sum-rate maxi-

mization problem is considered, which is further reformulated into a DRL environment

and solved using TD3 agent.

2.5 Summary

In this chapter, the fundamental concepts of NOMA are introduced, especially SC and

SIC. To further explain NOMA principle mathematically, SISO-NOMA and MISO-

NOMA scenarios are provided. Then, the advantages of NOMA is listed, including

bandwidth efficiency, fairness, compatibility, massive connectivity, and latency. In ad-

dition, IRS fundamentals are reviewed, where a signal model present the impact of it.

Besides, the benefits of IRS is offered, including coverage, energy efficiency, flexibility

and compatibility. Furthermore, A IRS-aided SISO-NOMA and MISO-NOMA scenarios

are considered to demonstrate the integration of IRS and NOMA. Finally, the related

literature on resource allocation for NOMA, IRS, and IRS-aided NOMA networks are

reviewed, respectively.



Chapter 3

Mathematical Backgrounds

In this chapter, examples of different resource allocation techniques for this thesis are

presented in the first section. Then, to efficiently solve the optimization problem, two

methods are introduced. In the first one, the problem is able to be transformed to a

convex optimization problem and can be solved using Matlab directly. On the other

hand, when the problem is difficult to mathematically transformed, ML-based algorithm

is considered.

3.1 Resource Allocation Techniques

Over decades, resource allocation technique plays an necessary role for transmitters and

receivers to achieve the QoS requirements of higher-speed data communication system

[112, 113]. In particular, the resource of a wireless network, including frequency slots,

time slots and power levels, are properly assigned to achieve different requirements and

capacities of different users. In another word, the overall system performance is able to

be enhanced by assigning these resources based on communication environment, channel

condition, and users’ requirements. The resource allocation techniques considered in this

thesis are introduced briefly in the follows.

3.1.1 Power Minimization Technique

Power minimization, also known as transmit power control, is a vital problem for wireless

networks [69, 114]. This technique addressed the trade-off between life of battery and

radio spectrum of the network [115]. Particularly, the power control aims to control the
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transmit power while satisfying a QoS requirement for each user. For instance, a typical

power minimization problem is defined as

min
pk

∑
k

pk

s.t. SINRk ≥ SINRk, ∀k, (3.1)

where pk, SINRk, and SINRk are the allocated transmit power, SINR, and SINR threshold

for the kth user. This problem is to minimize the total transmit power consumption under

individual SINR constraint for each user.

3.1.2 Sum Rate Maximization Technique

In addition, sum rate maximization is also a central objective to improve the efficiency and

capacity of 6G or beyond wireless communications [116,117]. Specifically, by optimizing

the resource (i.e. power, bandwidth, time slots) allocation among multiple users, the

network can handle higher data rate connections with limited power consumption. For

example, a problem of sum rate maximization through power control is defines as [118]

max
∑
k

Rk

s.t.
∑
k

pk ≤ pmax,

Rk ≥ Rk, ∀k, (3.2)

whereRk andRk are the achievable rate and the data rate threshold for the kth user,respectively,

and pmax is the available total transmit power.

It is worth mentioning that this data rate in above technique is based on Shannon

capacity with nearly zero decoding error probability [119]. However, URLLC system

exploits short packets communication to achieve lower latency and has to suffer from de-

coding error. Hence, Shannon’s capacity theorem is not appropriate for URLLC network.

Thus, the throughput of the kth user transmitting a L length packet in URLLC system

can be given by [120]

R
′

k =
∑
l

log2(1 + SINRk,l)−Q−1(ϵ)

√√√√a2 (1− 1
(1 + SINRk,l)2

)
, (3.3)
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where ϵ is the decoding error probability, a is a invariant, a = log2 e, and Q−1 is the

inverse function of Q function. Q(x) = 1√
2π

∫∞
x exp(−t

2

2 )dt. Thus, a sum throughput

maximization problem of a URLLC system is defines as

max
∑
k

R
′

k

s.t.
∑
k

pk ≤ pmax,

R
′

k ≥ Rk, ∀k, (3.4)

3.1.3 AoI Minimization Technique

Furthermore, AoI is another important metric used to measure the freshness of informa-

tion of a wireless network [121, 122]. Unlike conventional metric focusing on throughput

or energy consumption, AoI quantifies the time elapsed since the most recent data up-

date was generated at the source and received at the destination. In order ensure the

information freshness of all the users, AoI minimization techniques aim to allocate the

optimal resources to achieve minimal average sum AoI of the communication system.

Denote AoI of the kth user at time slots t ∈ {1, 2, · · · , T} by αk(t). Then, a standard AoI

minimization problem is formulated as

min 1
T

∑
k

∑
t

αk(t)

s.t.
∑
k

pk ≤ pmax, ∀k, (3.5)

where the objective is to minimize average AoI among T time slots with power limitation

by optimizing various network parameters, including scheduling and power allocation.

3.2 Convex Optimization

By applying the above resources allocation techniques, the objective can be formulated

as an optimization problem, which is either convex or non-convex. A non-convex problem

can be mathematically transformed into a convex form, while a convex problem is able

to be solved directly by convex optimization tools or software [123, 124]. The convex

fundamentals and standard convex problems are introduced in the following subsections.
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(a) A convex set. (b) A non-convex set.

Figure 3.1: Illustrations of convex and non-convex sets.

The basic principle of convex is explained from three aspects: convex sets, convex

cones, and convex functions.

3.2.1 Convex Sets

A set is convex if, for any two points in this set, it contains the line segments between

them [124]. Let C denotes a set and x1 ∈ C, x2 ∈ C denote two points in this set. Then,

the description of convex set can be expressed as

θx1 + (1− θ)x2 ∈ C, ∀x1, x2 ∈ C, ∀θ ∈ [0, 1]. (3.6)

Geometrically, Fig. 3.1a show an example of convex set, which has a solid body without

holes. A set with inward curve is always non-convex, as shown in Fig. 3.1b, where the

yellow segments is not involved in the set. In order to define a convex set, it is sometimes

difficult to use the definition to prove convexity. Hence, some operations preserving the

convexity of a set is mentioned in the following:

1) Intersection: If sets C1, C2, · · · , Cn are convex, then their intersection set C is also

convex, where

C = C1
⋂
C2
⋂
· · ·

⋂
Cn. (3.7)

2) Affine Transform: If set C ∈ Cn×1 is convex, matrix A ∈ Cm×n and vector b ∈ Cm×1,
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then the affine transform set AC + b ∈ Cm×1 remain convex, where

AC + b = {Ax + b|x ∈ C}. (3.8)

3) Perspective Transform: If set C ∈ Rn−1×R+ is convex, then the perspective transform

f(C) is convex, where f : Rn → Rn−1, such that

f(C) = [x1/xn, x2/xn, · · · , xn−1/xn]T . (3.9)

xi stands for element of C and R+ denotes the set of positive numbers.

3.2.2 Convex Cones

Another fundamental concept in convex optimization is convex cone, which is a special

case of convex set. Essentially a set S is a convex cone, then for any x1, x2 ∈ C, for all

non-negative factor θ1, θ2 ≥ 0, θ1x1 + θ2x2 still lies in C. Convex cones are integral in

various optimization problems for wireless communication, which is briefly introduced as

follows [124]:

1) Second-order Cone: A second order cone in Rn+1 is defines as

C = {(x, t) ∈ Rn × R|∥x∥ ≤ t}. (3.10)

2) Semidefinite Cone: In the space of n×n symmetric matrices, denoted by Sn, a semidef-

inite cone C is defined as

C = {X ∈ Sn+|X ⪰ 0}, (3.11)

whereX ⪰means thatX is positive semidefinite, i.e., for all vectors z ∈ Rn, zTXz ≥

0.
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Figure 3.2: An illustration of convex function.

3.2.3 Convex Functions

Formally, a function f(x) : Rn → R is convex if dom f is convex and if, ∀x,y ∈ dom f

and any θ ∈ [0, 1], the following inequality holds [124]:

f (θx + (1− θ)y) ≤ θf(x) + (1− θ)f(y). (3.12)

The right term of (3.12) stands for the line segment connecting (x, f(x)) and (y, f(y)),

while the left term represents the function value when the variable sweeps from x to y.

Thus, geometrically, the figure of a convex function always lies under the line segment

linking two points on it. The blue curve in Fig. 3.2 shows a convex function f(x), which

remains under the red line bridging two points on f(x).

In addition, there are another two properties to check the convexity of function f with

convex dom, which is listed as follows:

1) First Order Condition: If f is differentiable, then f is convex if and only if

f(y) ≥ f(x) +∇f(x)T (y− x). (3.13)
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2) Second Order Condition: If f is twice differentiable, then f is convex if and only if

∇2f(x) ⪰ 0. (3.14)

3.2.4 Convex Optimization Problems

A convex optimization problem is shaped like following [124]:

min
x

f(x)

s.t. gi(x) ≤ 0, i = 1, 2, · · · ,m,

hi(x) = 0, i = 1, 2, · · · , p, (3.15)

where x ∈ Rn, f, g1, · · · , gm : Rn → R are convex functions, h1, h2, · · · , hp : Rn → R

are affine functions. x is called optimization variables, f is named as objective function,

gi, i ∈ {1, · · · ,m} and hi, i ∈ {1, · · · , p} are inequality and equality constraint functions,

respectively. Normally, problem (3.15) seeks a optimal x to minimize f(x) under all the

inequality and equality constraints over a convex set, which is given by

D = dom f
m⋂
i=1

dom gi

p⋂
i=1

domhi. (3.16)

Furthermore, an optimality criterion of a differentiable objective function f is defined

as follows [124]. Denote a feasible set by X , where

X = {x|gi(x) ≤ 0, ∀i = 1, · · · ,m, hi(x) = 0, ∀i = 1, · · · , p}. (3.17)

Then, x∗ is optimal if and only if x∗ ∈ X and

∇f(x∗)T (y− x∗) ≥ 0, ∀y ∈ X . (3.18)

According to above convex fundamentals, several standard convex optimization prob-

lems are introduced as follows:

1) Linear Programming:

In LP, objective function and constraint functions are all affine. Thus, a general LP
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can be formulated as [124]

min
x

cTx + d

s.t. Gx ⪯ h,

Ax = b, (3.19)

where c ∈ Rn, G ∈ Rm×n, A ∈ Rp×n, h ∈ Rm, and b ∈ Rp.

2) Quadratic Programming:

A convex optimization problem is called QP problem if its objective function is

quadratic and the constraint functions are linear, which is given by [124]

min
x

1
2x

TPx + qTx + r

s.t. Gx ⪯ h,

Ax = b, (3.20)

where P ∈ Sn+ and q ∈ Rn. Note that LP is regarded as special case of QP when

P = 0.

Quadratic Constrained Quadratic Programming: By setting all the constraints and

objective functions to be quadratic, the optimization problem is named QCQP prob-

lem, which is expressed as [124]

min
x

1
2x

TP0x + qT0 x + r0

s.t. 1
2x

TPix + qTi x + ri ≤ 0, i = 1, 2, · · · ,m,

Ax = b, (3.21)

where Pi ∈ Sn+, i = 0, 1, · · · ,m. By setting all Pi = 0, QCQP can be formulated as

a QP problem.

3) Second order Cone Programming:

A SOCP optimization problem is formulated as [124]

min
x

cTx
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s.t. ∥Aix + bi∥ ≤ cTi x + di, i = 1, · · · ,m,

Fx = g, (3.22)

where Ai ∈ Rm×n, F ∈ Rp×n. The first constraint of problem in(3.22) is called second

order cone constraint.

4) Semidefinite Programming:

With semidefinite matrices G,F1, · · · ,Fn ∈ Sn, a SDP problem is written as [124]

min
x

cTx

s.t. F1x1 + F2x2 + · · ·+ Fkxn +G ⪯ 0,

Ax = b, (3.23)

where x = {x1, x2, · · · , xn}T .

Another type of SDP can be formulated as linear equality constraints and a non-

negativity constraint on the variable in the form of a matrix, such that [124],

min
X

tr(CX)

s.t. tr(AiX) = bi, i = 1, · · · ,m,

X ⪰ 0, (3.24)

where X,C,A1, · · ·Am ∈ Sn.

For a conventional resource allocation problem, after transforming the objective func-

tions and constraints into convex functions and sets, the original one can be cast into

a standard convex problem, such as SDP and SOCP. These type of problems can be

efficiently solved using tool boxes, (i.e. CVX [125] and Yalmip [126]). Furthermore, it is

guaranteed that every local optimal solution is also global optimal [124]. Thus, it is ben-

eficial, efficient and low-complexity to address an optimization problem by transforming

it into a convex form.
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(a) An example of supervised learning. (b) An example of unsupervised learning.

Figure 3.3: An illustration of supervised learning and unsupervised learning.

3.3 Machine Learning

ML is an important subset of AI technique, focusing on the study of statistical algorithm

which enables computers to learn from data and improve overtime performance with-

out being explicitly programmed for each specific task [127–129]. On contrary, convex

optimization techniques are well-suited for solving structured problems. Though convex-

based algorithm benefits from its mathematical rigor, its still suffers from inflexible. For

instance, in a convex optimization problem in (3.15), each time the parameters in con-

straint function gi, hi are changed, the problem has to be solved again. In particular,

the SINRk in the constraint in(3.1) is a function of allocated power levels and channel

conditions of all the users, indicating that the problem needs to be solved multiple times

for a time-varying channel model. However, a well trained ML algorithm is able to handle

the optimization problem even when channel conditions differ with time, which signifi-

cantly reduce the complexity. Furthermore, ML-based algorithm is also effective dealing

with resource allocation problems (i.e., problems with discrete variables) that cannot or

difficult to be rewritten as a convex form. Given the above benefits, ML will be the new

trend to address the channel of future 6G and beyond networks [130].

ML can be broadly classified into three categories based on the nature of the learning

process, namely, supervised learning, unsupervised learning, RL, DRL [131], which are

introduced in the following subsections.
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3.3.1 Supervised Learning

Supervised learning algorithm is trained on labeled dataset, where each input in the

dataset is paired with a corresponding output dataset, providing the algorithm with

correct behavior [128,129]. This framework is trained with labeled mapped input-output

dataset and aims to predict correct output for future unseen input. Supervised learning

is usually used in tasks of classification, where the machine identifies discrete objects, as

shown in Fig. 3.3a. Supervised learning offers high accuracy and reliability when trained

on sufficient and diverse labeled data. However, it is limited by well-labeled data, since

it is usually complex and time-consuming to obtain.

3.3.2 Unsupervised Learning

On contrast, unsupervised learning trains algorithm with unlabeled dataset. In particular,

by analyzing the inherent characteristics of the data, unsupervised learning seek a primary

structure to identify the similarities and relationship without predefined output labels

[128, 129]. Fig.3.3b shows a common task of unsupervised learning, namely clustering,

where similar data points are grouped together based on their features. Without relying

on labeled data, unsupervised learning is more data-efficient, while it offer less accuracy

as lacking labeled data for guidance.

3.3.3 Reinforcement Learning

RL is a branch of ML concerned with how agents ought to take actions in an environ-

ment to maximize cumulative reward [132,133]. Particularly, unlike the above supervised

learning and unsupervised learning, RL algorithm enables an agent to interact with the

environment and receive feedback in the terms of rewards based on the actions taken. By

analyzing the feedback, agent can discover an optimal policy which maximizes the accu-

mulated reward over time. Therefore, RL is highly effective for dynamic and sequential

decision-making tasks, such as robotics and game playing. ON the downside, RL requires

significant computational resources and training time for the agent to explore and learn

optimal strategies. The interaction cycle is described in Fig. 3.4. At time step (t), the

agent takes an action a(t) according to a given state s(t). The environment is impacted

by the taken action, and returns the reward r(t) and state for next time step s(t+1).
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Figure 3.4: An illustration of RL cycle.

Generally, based on RL algorithm, an optimization problem can be formulated as

a Markov decision process (MDP), which consists of a tuple (S,A,R,P) [134]. Each

component is defined as follows:

• S: State space denotes by S, representing all possible state within the environment.

Each state illustrates the corresponding information for the agent to take an action.

• A: Action space, denoted by A, contains all possible action the agent can take,

each of which can affect the environment.

• R: The reward function, denoted by R, defines the immediate reward value after

taking a action. Particularly, the reward function maps state-action pair to a real

number, indicating the desirability of the action in the state.

• P : The transition probability defines the probability of transforming from one state

to another given specific action.

To further illustrate the principle of RL, another simplified RL problem, named multi-

arm bandit (MAB) is considered. The agent selects between multiple actions (arms),

each of which leads to a random reward produced by a specific distribution, in order

to maximize the summation of reward. In this framework, the goal can be achieved

through the balance between exploration (trying out different arms to learn their reward

distributions) and exploitation (choosing the best-known arm to maximize reward) [135].
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Generally, there are two types of RL, namely, on-policy and off-policy RL. In partic-

ular, on-policy RL algorithms learn the value of the policy they are currently following.

The agent’s exploration and learning are based on the same policy, making the learning

process directly influenced by the agent’s current actions. On the other hand, off-policy

RL algorithms learn from data generated by a different policy. In this manner, agent

explores using one policy while learning the value of another.

In addition, RL can be classified based on learning strategies into policy-based and

value-based RL. Particularly, policy-based RL agent directly learns a policy function

that maps states to actions, which is beneficial for continuous action spaces and complex

environments where directly learning the policy leads to more effective exploration. Value-

based RL focuses on learning a value function, which estimates the long-term reward of

taking specific actions from a given state. The value-based agent uses this value function

to obtain an optimal policy by selecting the action with the highest estimated value.

One of the most powerful value-based RL algorithm to tackle optimization problems

is called Q-learning, in which, the agent learn a optimal policy based on Q-values. In

particular, for each time step (t) in an episode of infinite MDP, the agent observes

the current state takes an action based on its policy π. Afterwards, the agent receives

reward and moves to the next state. By keeping the trade-off between exploration and

exploitation, the RL agent learns to maximize the long-term accumulative discounted

reward, denoted by episode return g(t), which is defines as [132]

g(t) = r(t+1) + γr(t+2) + γ2r(t+3) + · · · =
∞∑
k=0

γkr(t+k+1), (3.25)

where γ ∈ [0, 1] is a discount parameter indicating the priority of future reward. For-

mally, the agent takes actions according to the policy π(a|s), which maps from states to

probabilities of selecting each action. To validate a policy, the expected return the agent

will achieve by taking action a in state s and following this policy π thereafter, called

Q-value, which is defined as [132]

qπ(s(t), a(t)) = Eπ
[ ∞∑
k=0

γkr(t+k+1)|s = s(t), a = a(t)
]
. (3.26)

Thus, a well trained agent takes action with maximal return from each state. Using

Q-values, the optimal policy can be expressed as selecting the action with the highest
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a1 a2
s1 Q(s1, a1) Q(s1, a2)
s2 Q(s2, a1) Q(s2, a2)
· · · · · · · · ·
sN Q(sN , a1) Q(sN , a2)

Table 3.1: An example of Q-table

Q-value for each state, which is expressed as

π∗(s(t)) = argmax
a(t)∈A

Q(s(t), a(t)). (3.27)

In classical Q-learning, there is a q-table, which contains all state-action pairs. For

instance, a q-table for agent in a model with N stats and two actions for each state is

shown in Table. 3.1. Specifically, at a state, the agent will take action leading to a higher

Q-value based on the table.

In the training process of a Q-value-based agent, the policy is iteratively improved

through interactions with its environment. The process starts with initializing a Q-table.

Then, within multiple training episodes, the agent takes actions based on ϵ-greedy policy.

Particularly, the agent takes a random action with probability ϵ to explore, and takes an

action according to Q-table with probability 1 − ϵ, where ϵ ∈ [0, 1]. As the agent takes

actions, it observes the resulting rewards and transitions to new states. The Q-values are

updated using the Bellman equation, which is expressed as [132]

Q(s(t)s(t))← r(t) + γ max
a(t)∈A

Q(s(t+1), a(t)). (3.28)

This iterative process continues until the Q-values converge to their true values, indicating

that the agent has learn an optimal policy.

Note that the Q-learning mentioned is a category of model-free RL algorithms, which

do not rely on a model of the environment’s dynamics to learn optimal policies. Unlike

model-based RL, which requires a representation of how actions affect the environment,

model-free RL directly learns from the agent through its interactions with the envi-

ronment. This makes model-free RL more flexible and applicable to a wider range of

problems, especially resource allocation problems for wireless communication where the

environment’s dynamics are complex and difficult to model accurately. Key model-free
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algorithms include Q-learning, deep Q-network (DQN), and Policy Gradient methods

such as TD3 and DDPG, which are introduced in the next subsection.

3.3.4 Deep Learning

Deep learning is a subset of ML using deep neural network (DNN)s with many layers to

model and solve complex problems. Inspired by the structure and function of the human

brain, DNNs consist of more than one layers, which allows deep learning algorithm learns

the relationship between the input and output layer. Deep learning algorithms are de-

signed to automatically learn intricate patterns and relationships in data, making them

particularly powerful for large-scale data and high-dimensional inputs [136]. The deep

learning algorithm largely benefit from the availability of large datasets and the develop-

ment of more efficient approximate function. Thus, motivated by the advantages of deep

learning, RL can directly process complex inputs like images or sound. The integration

of RL and deep learning is particularly beneficial for optimization problems including

high-dimensional observations, where agents must interact with complex environment.

3.3.5 Deep Reinforcement Learning

DRL is an advanced approach that combines the principles of RL and neural network

(NN) to enable agents to make decisions in more complex, higher-dimensional environ-

ments [134]. Unlike conventional RL, DRL applies neural networks to approximate the

policy or Q-value functions, allowing the agent to generalize from past experiences and

make decisions even in previously unseen states. For instance, a DRL framework, known

as DQN, replaces the Q-table of Q-learning by NNs to generally estimate Q-values with

similar states and actions. By doing this, DQN agent is able to handle optimization prob-

lems with continuous state space. However, DQN algorithm quickly becomes impractical

since the action space is still discrete. Thus, another NN-based structure is integrated

with DQN to extend the ability of agent to handle continuous action space, which is know

as actor-critic DRL. Since in the most resource allocation problems, channel condition

is considered as state and power allocation is considered as action, both state and action

space are continuous. Thus, actor-critic DRL is more efficient for wireless communication.

Both DQN and actor-critic DRL are introduced as follows:
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(a) Main network of DQN. (b) Target Network of DQN.

Figure 3.5: An illustration of network structure of DQN agent, including Q-value and
target networks.

• Deep Q-Network: The main structure of DQN agent are given in Fig. 3.5. DQN is

firstly proposed in [137], where the authors introduce a replay buffer, a main network

and a target network to traditional Q-learning. Both networks are used to estimate

Q-values with θ and θt as the weights of NNs, respectively. During the training,

the stats of interaction between the agent with the environment are recorded in the

replay buffer, which can be described by a tuple:
[
s(t), a(t), r(t), s(t+1)

]
. Then, the

agent randomly select a mini batches with multiple tuples from the replay buffer

and input them to the two NNs. In the main network, as shown in Fig. 3.5a, with

current state s(t) inputted, the output is the estimated Q-values for all possible

action, which is expressed by

Q(s(t), a(t); θ). (3.29)

To further validate the performance of the main value, the target network estimates

the Q-value for given state for next step s(t+1), as shown in Fig. 3.5b, and formulates

a target value, which is given by [134]

y(t) = r(t) + γ argmax
a(t)∈A

Q(s(t+1), a(t+1); θt). (3.30)

To train the main network and update its weight, the agent minimize the loss

between the actual Q-value generated by the main network and the target Q-value
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Figure 3.6: An illustration of DDPG-based DRL model.

generated by the target network. The loss function is expressed as [134]

L(θ) =
(
y(t) −Q(s(t), a(t); θ)

)2
. (3.31)

Note that the weight of target network is a copy of that of the main network, but

to make the target Q-value more stable, it is frozen for a number of steps, giving

the main network opportunity to catch up.

• DDPG-based Algorithm: It is worth mentioning that both NN in DQN model

return Q-values of all the possible actions. For instance, in the Fig. 3.5, there are

four nodes in the output layer, indicating that agent can only take four actions at

each state. Due to limitation of NN structure, it is impossible for DQN agent handle

optimization problems with continuous action space. Thus, extra NNs are attached

giving rise to a more powerful DRL algorithm, namely actor critic. Specifically,

actor critic Q-value based DRL, such as DDPG or TD3, consists of one actor and

at least one critic, each of which contains one main network [134,138].

In particular, DDPG-based DRL framework is considered and the training process

is illustrated as follows. The actor NN, denoted by µ is responsible for determining

the optimal actions in a given state based on the current policy and the critic NN,

denoted by ψ, evaluates the actions taken by the actor by estimating the Q-value
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function, which are expressed as

µ(s(t), θµ) = at∗, (3.32)

and

ψ(s(t), a(t); θψ) = Q∗, (3.33)

where Q∗ indicates the optimal Q-value and θi, i = [µ, ψ] stands for the parameters

for the NN. In particular, the Fig. 3.6 shows the framework of a DDPG agent,

where target networks as copies of both actor and critic networks generate the target

values. Similar to DQN agent, a tuple is sampled from the replay buffer, such as

[s(t), a(t), r,(t) , s(t+1)]. Let µ′ and ψ′ denote by target actor and critic, respectively

and θi, i = [µ′ψ′] denote the parameter for target network. Then, the target for a

sampled tuple is given by [134]

y(t) = r(t) + γψ′
(
s(t+1), µ′(s(t+1);θµ′ ); θψ′

)
. (3.34)

Note that instead of calculating the Q-values for all the possible actions for the DQN

agent in (3.30), actor network provides directly the optimal Q-values by target critic

network. Hence, actor critic is able to deal continuous action space. The training

of the main critic network is based on the following loss function [134]:

L(θψ) =
(
ψ(s(t), a(t); θψ)− y(t)

)2
. (3.35)

Furthermore, the actor is trained by maximizing the Q-value provided by main

critic network, which is expressed by

max
θµ

ψ
(
s(t), µ(s(t); θµ)

)
. (3.36)

As for the training for target networks, the parameters, θµ′ and θψ′ , copy from

learned actor and critic at each time step with lower learning rate, which can be
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presented by [134]

θi = λθi + (1− λ)θi, i = µ′, ψ′, (3.37)

where λ is the learning rate. To ensure the stability of training, target networks

are trained with limited rate, such that λ≪ 1.

3.4 Summary

In this chapter, the required mathematical backgrounds for this thesis are presented.

Firstly, the resource allocation technique are introduced, including power minimization,

sum rate maximization and AoI minimization techniques, which can formulate optimiza-

tion problems for resource allocations. Next, two algorithms, namely convex optimization

and ML, are discussed. In convex optimization section, definitions and properties of con-

vex set, cone and function are provided first. Then, multiple types of convex optimization

problems are proposed. On the other hand, supervised learning, unsupervised learning,

and RL are introduced in ML section. Subsequently, the Q-value based DRL is consid-

ered, focusing on DQN and actor critic DDPG.



Chapter 4

Robust Downlink Beamforming

Design for an IRS-aided NOMA

System

4.1 Introduction

Beamforming design plays a critical role in in enhancing the performance and efficiency

of wireless networks. By focusing the transmission of signals in specific directions, beam-

forming allows for more efficient use of spectrum and power, improving the signal quality

for intended users while reducing interference to others [139]. In particular, effective

beamforming design not only enhances overall network capacity but also contributes to

improved user experience and energy efficiency. Most of works on beamforming design

for IRS-aided NOMA networks consider the perfect CSI. However, in practice, obtaining

perfect CSI is usually unrealistic due to various limitations and challenges in wireless com-

munication systems, especially in IRS-aided networks, since the IRS only reflect signals

passively. Hence, motivated by this, we develop a robust beamforming design for MISO

IRS-aided NOMA network. . In particular, channel uncertainties are taken into account

in the beamforming design, while satisfying the data rate constraints on the system. This

can be achieved by developing a robust optimization framework to design the transmit

beamformers at the BS and the phase shift at the IRS. With the above background,

this is the first work to investigate the robust beamforming design problem based on the

imperfect cascaded channels through IRS. The main contibution can be sumarrized as
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Figure 4.1: A multi-user MISO IRS-aided NOMA system.

follows:

• By taking into account the statistical channel uncertainty of the IRS-aided downlink

NOMA system, we formulate a robust beamforming design, aiming to minimize the

total transmit power under outage-probability-based data rate constraints, on the

served users.

• Different mathematical matrix transformations are used to convert the original

robust non-convex problem into a convex problem. In particular, a well-known,

Bernstein-type inequality is exploited to deal with the outage probability con-

straints. Additionally, an AO-based iterative algorithm is developed to solve this

problem efficiently.

• We provide several simulation results to demonstrate the performance of the pro-

posed robust design, which reveal the superior performance of the proposed NOMA

robust beamforming in terms of less power consumption and convergence speed,

while meeting the required outage probability constraints. .
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4.2 System Model

Generally, there are two types of robust beamforming design. The first one is worst-case

robust beamforming design with bounded CSI error model, where the BS knows the radii

of the uncertainty region. This design aims to optimize the beamformers such that it

performs adequately under the worst possible channel realization within this bound. The

second one is outage-constrained robust beamforming design with statistical CSI error

model, where each CSI error vector is assumed to follow a specific distribution. Instead

of focusing on the worst case, the design allows for a certain probability of failure, which

is defined as outage-probability. In this work, we consider a downlink transmission of

an IRS-aided NOMA communication system, where the BS with Ntx antennas transmits

signals to K single-antenna users, K = {1, 2, · · · , K}, as shown in Fig.5.1. This trans-

mission is assisted by the IRS that comprises M reflecting elementsM = {1, 2, · · · ,M}.

We assume that users can receive signals via two links: direct links between BS and users

and the links through IRS. Let the kth user equipment denote by UEk, ∀k ∈ K. Then,

the channel coefficients between the BS and the UEk are denoted by hk ∈ CNtx×1, and

the reflecting channel between the BS and IRS, the IRS and UEk denoted G ∈ CM×Ntx

and rk ∈ CM×1, respectively. All the channel coefficients are modelled with large-scale

and small-scale fading components. Taking hk as an example, the channel coefficient

can be expressed as hk =
√
PL0d

−α
k h̃k [140]. PL0 is the path loss at a unit distance, dk

stands for the distance of the communication links from the BS to the user k, α denotes

the path loss exponent, and h̃ follows as Rayleigh fading distribution with zero mean

and unit variance as h̃ ∈ CN (0, I), representing zero-mean CSCG distribution with unit

variance, where I is an identity matrix. The phase shift matrix of IRS is defined as

Θ = diag(β1e1, β2e2, · · · , βMeM), where βm and em denote the amplitude and phase shift

coefficient for the mth element of IRS, respectively. Without loss of generality, we assume

that the amplitude phase shift fixed, such that βm = 1,∀m. Therefore, the received signal

at the UEk is expressed as

yk = (hHk + rHk ΘG)
K∑
i=1

wisi + ni,∀k ∈ K, (4.1)
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where wk represents the beamforming vector, sk denotes the transmit data symbol, and

nk ∼ CN (0, σ2) represents the zero mean circularly symmetric complex AWGN with

variance σ2. Assuming the power of data symbol for UEk is E{|sk|2} = 1, the total

transmit power can be defined as

ptx =
K∑
k=1
∥wk∥2,∀k ∈ K. (4.2)

For the sake of brevity we define Hk = diag(rk)G and set e = [e1, e2, · · · , eM ]H to be

the phase shift vector of reflecting coefficients where em = ejθm ,∀m and θm is the phase

shift of the mth reflecting coefficient. Then, the received signal in (4.1) can be rewritten

as follows

yk = (hHk + eHHk)
K∑
k=1

wksk + nk, ∀k ∈ K. (4.3)

We assume the direct channel between the BS and the users is perfect. However, we

are considering a challenging scenario that involves uncertainty in the channel (imperfect

CSI) due to the passive IRS elements.(i.e. The reflecting channel Hk is imperfect). Thus,

the cascade channel can be expressed as follows

Hk = Ĥk +∆Hk, ∀k ∈ K, (4.4)

where Ĥk is the estimated channel, and ∆Hk is the channel uncertainties following CSCG

distribution as

vec(∆Hk) ∼ CN (0,Σk), Σk ⪰ 0, ∀k ∈ K, (4.5)

where Σk denotes the positive semidefinite covariance matrices of channel uncertainties

[141]. Using (4.4), the received signal at UEk can be reformulated as

yk = (hHk + eH(Ĥk +∆Hk))
K∑
k=1

wksk + nk, ∀k ∈ K. (4.6)

Since SIC is employed at the receiver ends of a NOMA transmission, the decoding or-

der is a crucial element of the overall system performance. SIC first decodes the stronger

user’s signal, subtracts it from the received signal, and then decodes the weaker user’s
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signal. This decoding order is essential because it impacts the interference levels expe-

rienced by each user and, consequently, their achievable data rates and overall system

performance. Correctly determining the optimal decoding order can significantly enhance

the efficiency and fairness of the NOMA system. It is assumed that the UEs are ordered

based on their channel strengths, such that ∥h1∥ ≥ ∥h2∥ ≥ · · · ≥ ∥hK∥. The chan-

nel strengths mentioned above only consider the direction link form BS to UE, since the

channel strengths of cascade channels impact significantly less than direct communication

links. For instance, the UEk decodes the signals intended for UEs from UEk+1 to UEK
using SIC before decoding its signal and the signals intended for UEs from UE1 to UEk−1

are regarded as interference. On the other hand, the signals intended for UEk+1, · · · ,UEK
cannot be removed completely by UEk due to the channel uncertainties. Therefore, based

on SIC, intended signal of the UEk at the UEl can be given as

yk,l =(hHl + eHHl)wksk +
k−1∑
i=1

(hHl + eHHl)wisi +
K∑

i=k+1
eH∆Hlwisi + nl,

∀k ∈ K,∀l ∈ {1, · · · , k}, (4.7)

where Hl = Ĥl + ∆Hl and the first term denotes the desired signal for the UEk, the

second term is the interference introduced by signals for UE1 · · ·UEk−1, and the third

term is the interference due to the channel uncertainty. Hence, the SINR of the signal

intended for the UEk at the UEl is defined as [74]

Γk,l =
|(hHl + eHHl)wk|2

k−1∑
i=1
|(hHl + eHHl)wi|2 +

K∑
i=k+1

|eH∆Hlwi|2 + σ2
l

,

∀k ∈ K,∀l ∈ {1, · · · , k}, (4.8)

and the achievable rate of UEk can be written as

Rk = log2(1 + min{Γk,1,Γk,2, · · · ,Γk,k}), ∀k ∈ K. (4.9)
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4.3 Problem Formulation

We consider an outage probability-based robust design for the MISO IRS-aided NOMA

system defined above. In particular, a robust power minimization problem is formulated

under the phase shift unit-modulus and outage probability based rate constraints as

follows:

P1 min
wk,e

K∑
k=1
∥wk∥2 (4.10)

s.t. Pr{Rk ≥ µk} ≥ 1− ρk, ∀k ∈ K, (4.11)

|[e]m| = 1, ∀m ∈M, (4.12)

where µk denotes the required data target rate for the UEk user. Due to the uncertainty of

CSI, it is impossible to determine a practical joint design of beamforming vectors and IRS

phase shift to meet the required QoS of users. Therefore, (4.11) guarantees that UEs will

meet their data rate goals with an outage probability of ρk. Additionally, the constraint

in (4.12) ensures that the IRS elements only modify phase of the signal without changing

its strength or attenuating its amplitude, thereby preserving the overall integrity of the

signal. However, it can be seen that the outage probability constraints for the SINR of

users and the unit-modulus constraints for IRS elements are non-convex. This means that

problem P1 cannot be directly solved using convex optimization techniques. To solve

the original problem P1, it must be transformed into a convex form. In the following

sections, we present approach to solve the original non-convex problem.

4.4 Proposed Methodology and Algorithm

In this section, we first use approximation techniques to transform the non-convex out-

age probability constraints into convex ones. Next, we propose an alternative iterative

optimization algorithm to determine the beamforming vectors and phase shifts of the for-

mulated robust power minimization problem in P1 while satisfying the outage probability

and unit-modulus phase shift constraints.
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4.4.1 Problem Transformation

Due to the non-convex outage probability constraint in (4.11), the robust problem cannot

be solved directly using standard convex optimization techniques. Hence, we exploit

Bernstein-type inequality to overcome this non-convexity issue [100].

Lemma 1: Berstein-Type Inequality: Assume f(x) = xHUx + 2ℜ{uHx} + u, where

U ∈ Hn×n, u ∈ Cn×1, u ∈ R and x ∈ Cn×1 ∼ CN (0, I), where I is an identity matrix.

Then, for any ρ ∈ [0, 1], the following approximations hold:

Pr{xHUx + 2ℜ{uHx}+ u ≥ 0} ≥ 1− ρ (4.13)

⇒Tr{U} −
√
2 ln(1/ρ)x+ ln(ρ)λ+max(−U) + u ≥ 0 (4.14)

⇒


Tr{U} −

√
2 ln(1/ρ)ν + ln(ρ)ψ + u ≥ 0√
∥U∥2F + 2∥u∥2 ≤ ν

ψI+U ⪰ 0, ψ ≥ 0,

(4.15)

where ν and ψ are slack variables and λ+max(−U) = max{λmax(−U), 0}. The proof of

Lemma 1 is given in [100].

Based on Lemma 1, the outage probability constraint of UEk in (4.11) can be rewritten

as

Pr{Rk ≥ µk} ≥ 1− ρk,∀k ∈ K

⇒



Pr{log2(1 + Γk,1) ≥ µk} ≥ 1− ρk,

Pr{log2(1 + Γk,2) ≥ µk} ≥ 1− ρk,

· · ·

Pr{log2(1 + Γk,k) ≥ µk} ≥ 1− ρk,

∀k ∈ K (4.16)

by substituting Γk,l in (4.8) in (4.16), the outage probability of use UEk can be refor-

mulated as (4.17). In (a), the absolute value of the product for two vectors is expanded

by exploiting the following transform, |zH1 z2| = zH1 z2zH2 z1, where z1, z2 ∈ CNtx×1. Addi-

tionally, we define Ak = wkwH
k

2µk − 1 −
∑K
i=1,i ̸=k(wiwH

i ) and Bk = wkwH
k

2µk − 1 −
∑k−1
i=1 (wiwH

i ).

Finally, in (b), we substitute Ak, Bk and apply the transform zH1 z3zH3 z2 + zH2 z3zH3 z1 =

2ℜ{zH1 z3zH3 z2}, where z3 ∈ CNtx×1 .

For sack of simplicity, we define E = eeH and applying mathematical matrices transfor-
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Pr {log2 (1 + Γk,l) ≥ µk}

= Pr


|(hHl + eHHl)wk|2

k−1∑
i=1
|(hHl + eHHl)wi|2 +

K∑
i=l+1

|eH∆Hlwi|2σ2
l

≥ 2µk − 1


(a)= Pr

{
(hHl + eHHl)

(
wkwH

k

2µk − 1 −
k−1∑
i=1

wiwH
i

)
(hl +HH

l e)

−
K∑

i=k+1
(eH∆HlwiwH

i ∆HH
l e)− σ2

l ≥ 0
}

(b)= Pr
{
eH∆HlAk∆HH

l e+ 2ℜ
{
eH∆HlBk(hl + ĤH

l e)
}

+ (hHl + eHĤH
l )Bk(hl + ĤH

l e)− σ2
l ≥ 0

}
(4.17)

≥ 1− ρk,

mations Tr(Z1Z2Z3Z4) = vecT (ZT4 )(ZT3 ⊗Z1)vec(Z2) and Tr(ZH1 Z2) = vecH(Z1)vec(Z2),

where Zi ∈ C. Therefore, (4.17) can be rewritten as follows:

Pr
{
vecH(∆Hl)(AH

k ⊗ E)vec(∆Hl)

+ 2ℜ
{
vecH

(
(ehHl + EĤl)Bk

)
vec(∆Hl)

}
+ (hHl + eHĤl)Bk(hl + ĤH

l e)− σ2
l ≥ 0

}
≥ 1− ρk. (4.18)

For the convenience of derivation, we rewrite the channel uncertainty in (4.4) into

vec(∆Hk) = ϵkak where ϵ2kI = Σk and ak ∼ CN (0, I). Therefore, (4.18) can be repre-

sented as

Pr
{
aHl Uk,lal + 2ℜ{uHk,la1}+ uk,l ≥ 0

}
≥ 1− ρk, (4.19)

where Uk,l = ϵ2lAk ⊗ E, uk,l = ϵlvec
(
(ehHl + EĤH

l )Bk

)
, and

uk,l = (hHl + eĤl)Bk(hl + ĤH
l e)− σ2

l . (4.20)
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Then, the Bernstein-Type Inequality is utilized to approximate (4.19) as

Tr{Uk,l} −
√
2 ln(1/ρk)νk,l + ln(ρk)ψk,l + uk,l ≥ 0, (4.21)√

∥Uk,l∥2F + 2∥uk,l∥2 ≤ νk,l, (4.22)

ψk,lI+Uk,l ⪰ 0, ψk,l ≥ 0. (4.23)

The constraints in (4.21) can be further simplified by applying the following transfor-

mations

Tr{Uk,l} = ϵ2lTr{Ak ⊗ E} = ϵ2lTr{Ak}Tr{E}

= ϵ2lMTr{Ak}, (4.24)

∥Uk,l∥2F = ϵ4l ∥Ak ⊗ E∥2F = ϵ4l ∥Ak∥2F∥E∥2F

= ϵ4lM
2∥Ak∥2F , (4.25)

∥uk,l∥2 = ϵ2l ∥vec
(
(ehHl + EĤl)Bk

)
∥2

= ϵ2lM∥vec
(
(hHl + eHĤl)Bk

)
∥2, (4.26)

λmax(Uk,l) = ϵ2l λmax(Ak ⊗ E) = ϵ2l λmax(Ak)λmax(E)

= ϵ21Mλmax(Ak), (4.27)

With these approximated convex constraints, the original non-convex optimization prob-

lem in (4.10) can be reformulated as the following convex problem:

P2 min
wk,e,νk,l,ψk,l

K∑
k=1
∥wk∥2 (4.28)

s.t. ϵ2lMTr{Ak} −
√
2 ln(1/ρk)νk,l

− ln(1/ρk)ψk,l + uk,l ≥ 0, (4.29)∥∥∥∥∥∥∥
ϵ2lMvec(Ak)

√
2MϵlBk(hl + ĤH

l e)

∥∥∥∥∥∥∥ ≤ νk,l, (4.30)

ψk,lI+ ϵ2lMAk ⪰ 0, (4.31)

ψk,l ≥ 0, ∀k ∈ K,∀l ∈ {1, · · · , k}, (4.32)

(4.12).

However, it is evident that the joint design of beamforming vectors and phase shift to
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all users in the system adds complexity, making it more challenging to solve. Therefore, an

alternative optimization method will be used to find the solution in the next subsection.

4.4.2 Altering Optimization-based Iterative Algorithm

In this subsection, we develop an AO framework to efficiently solve problem P2. In

particular, we divide the problem into beamforming design and phase shift optimiza-

tion. Both subproblems are solved alternately until the required convergence accuracy is

achieved.

Beamforming Design

For a given set of phase shifts, e, problem P2 can be reformulated equivalently as the

following SDP problem

P3 min
Wk,νk,l,ψk,l

K∑
k=1

Tr{Wk} (4.33)

s.t. (4.29) (4.30) (4.31) (4.32)

Wk ⪰ 0,Wk = WH
k , (4.34)

rank(Wk) = 1,∀k ∈ K,∀l ∈ {1, · · · , k}, (4.35)

where Wk = wkwH
k . It is shown in [142] that there is always at least one rank rank-

one solution for an SDP problem. Thus, in problem P3, we can relax the non-convex

rank-one constraint in (4.35) by adopting semidefinite relaxation (SDR). In this way, the

constraints’ objective function is turned into convex in Wk. Then, the problem P3 can

be solved efficiently and conveniently by multiple software packages, such as the CVX

toolbox in Matlab [143]. By multiplexing square root of the maximal eigenvalue of the

optimal matrix with the corresponding eigenvector, the beamforming vectors wks can be

extracted from the matrix Wk.

Phase Shift Optimization

Next, we consider the optimization of phase shift of the IRS for a given set of beamformers.

Since the transmit power only depends on the beamformers, the IRS phase shift vector
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e does not affect the power value. Thus, the original optimization problem P1 can be

reformulated into a feasibility checking problem for a given phase shift vector. Then, for

a given set of beamformers, problem P1 is reformulated as

P4 Find
e,νk,l

e (4.36)

s.t. (4.18) (4.12),

where the objective is to find a feasible solution for e that satisfies all the constraint in

P1.

In order to modify the problem P4 into a convex problem, we introduce a slack

variables ϑk,l, ∀k ∈ K, ∀l ∈ {1, · · · , k}. Then, constraint in (4.18) can be rewritten

as

Pr
{
vecH(∆Hl)(AH

k ⊗ E)vec(∆Hl) + 2ℜ
{
vecH

(
(ehHl + EĤl)Bk

)
vec(∆Hl)

}
+ (hHl + eHĤl)Bk(hl + ĤH

l e)− σ2
l − ϑk,l ≥ 0

}
≥ 1− ρk. (4.37)

In the following, we utilize the result of Lemma 1 and (4.20) and define uek,l as

uek,l = (hHl + eHĤH
l )Ak(hl + ĤH

l e)− ϑk,l − σ2
l

= hHl Akhl + eHĤH
l AkĤH

l e+ eĤH
l Akhl + hHl AkĤH

l e− ϑk,l − σ2
l

= hHl Akhl + Tr{Ck,lEext} − ϑk,l − σ2
l , (4.38)

where

Eext =

e
1

 [eH 1
]
, Ck,l =

ĤH
l AkĤH

l ĤlAkhl
hHl AkĤH

l 0

 . (4.39)

Using the definition in (4.26), the norm of (4.38) can be written as

∥ue
k,l∥2 = ϵ2lM∥vec

(
(hHl + eHĤl)Bk

)
∥2

= ϵ2lM
(
hHl BkBH

k hl + Tr{Dk,lEext})
)
, (4.40)
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where

Dk,l =

ĤH
l BkBH

k ĤH
l ĤlBkBH

k hl
hHl BkBH

k ĤH
l 0

 . (4.41)

Since in this subsection, we assume that the beamforming vector is fixed, and the

variable ψk,l is only related to beamformers. Thus the variables ψk,l in problem P2 can

be reformulated as

ψk,l = max(0, λmax(−ϵ2lMAk)), (4.42)

and, constraint in (4.30) can be given by

ϵ4lM
2∥Ak∥2F + 2Mϵ2l (hHl AkAH

k hl + Tr{Dk,lEext}) ≤ 2ℜ{ν(n)k,l νk,l} − ν
(n)2
k,l , (4.43)

where ν(n) is the optimal value in the nth iteration. Therefore, based on the problem P4,

the feasibility checking problem for phase shift is reformulated as

P5 max
Eext,νk,l,ϑk,l

K∑
k=1

k−1∑
l=1

ϑk,l (4.44)

s.t. ϵ2lMTr{Ak} −
√
2 ln(1/ρk)νk,l − ln(1/ρk)ψk,l + uek,l ≥ 0 (4.45)

ϵ4lM
2∥Ak∥2F + 2Mϵ2l (hHl AkAH

k hl + Tr{Dk,lEext})

≤ 2ℜ{ν(n)k,l νk,l} − ν
(n)2
k,l , ∀k ∈ K,∀l ∈ {1, · · · , k}, (4.46)

Eext ⪰ 0, Eext = EH
ext, (4.47)

[Eext]m,m = 1, ∀m ∈M, (4.48)

rank(Eext) = 1, (4.49)

where constraint in (4.47) ensures that matrix Eext is a Hermitian semidefinite matrix.

The constraint (4.48) is transformed from (4.12). Similar to the approach in problem P3,

constraint (4.49) can be relaxed by applying SDR, and, therefore, the problem can be

solved efficiently using CVX. In conclusion, as shown in problem P5, by maximizing the

variable ϑk,l, we can find a feasible phase shift matrix Eext which satisfies both constraints

for QoS (4.11) and IRS phase shift (4.12).
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So far, we have converted the original problem P1 into two SDP sub-problems: opti-

mization problem P3 for beamformers and feasibility checking problem P5 for IRS phase

shift. Then, the proposed AO method is summarized in Algorithm 1, where problem P3

and problem P5 are alternately solved in each iteration until meeting the required ac-

curacy, which is defined by a threshold τ . Moreover, if the problem P3 and P5 are

infeasible, we introduce a new variable ς to ensure the iteration number cannot exceed a

certain value.

Algorithm 1 Robust Power Minimization Problem using AO
1: Initialization: set random vector e(0), iteration number n = 0, initial transmit

power p(0) = 0,

2: Input: channel coefficients hk, Ĥk, ∀k ∈ K, the uncertainty δ,

3: while n <= ς do

4: n← n+ 1,

5: Solve the problem P3 in (4.33) based on e(n−1),

6: Update the W(n)
k , ν(n)k,l matrix and extract w(n)

k ,

7: p
(n)
tx ←

K∑
k=1
∥w(n)

k ∥2,

8: A(n)
k ←

w(n)
k w(n)H

k

2µk − 1 −
K∑

i=1,i ̸=k

(
w(n)
i w(n)H

i

)
,

9: B(n)
k ←

w(n)
k w(n)H

k

2µk − 1 −
k−1∑
i=1

(
w(n)
i w(n)H

i

)
,

10: ψ
(n)
k,l ← max(0, λmax(−ϵ2lMA(n)

k )),

11: Solve the problem P5 in (4.44) based on A(n)
k , B(n)

k , and ψ(n)
k,l ,

12: Update E(n)
ext and extract e(n),

13: if |p(n)tx − p
(n−1)
tx | ≤ τ then

14: break

15: end if

16: end while

17: Output: optimal beamforming vectors w∗
k, ∀k ∈ K and optimal phase shift vector

e∗.
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Figure 4.2: The system network setup.

4.5 Complexity Analysis

As summarized in Algorithm 1, the two sub-problems P3 and P4 are solved iteratively

until the transmit power reaches convergence. Each problem is a SDP problem and can

be solved directly with SDR using convex optimization tools such as CVX in Matlab.

However, using SDR cannot guarantee that the rank of the optimal matrix is always one.

Thus, if a not-rank-one solution is obtained, the Gaussian randomization technique can

be utilized to obtain the optimal solution. The first sub-problem P3 aims to optimize

beamformers with fixed IRS phase shift, whose complexity can be given by O(N6
tx) per

iteration. The second sub-problem P4 optimizes the IRS phase shifts for a given set of

beamformers, whose complexity is given by O(M6) per iteration.

4.6 Simulation Results

In this section, numerical results are provided to evaluate the performance of the proposed

robust algorithm. As shown in Fig. 4.2,it is assumed that the BS is located at point (0

m, 0 m) in the coordinate system, and IRS is placed at point (50 m, 10 m). We assume

that two UEs are placed at (65 m, 0 m) and (75 m, 0 m) to guarantee the decoding
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Figure 4.3: Convergence of the proposed algorithm for different sets of channels when
Ntx =M = 3, K = 2.

order. Both large-scale and small-scale fading coefficients model the channel coefficients.

The large-scale fading can be expressed with a path loss component, which is represented

as
√
PL0d−α, where PL0 is the path loss at one meter, d is the link distance, and α is

the path loss exponent. The values of α are set to αBU = 4, αBI = 2.2 and αIU = 2,

which stand for the path loss exponent of the BS-user link, BS-IRS link and IRS-UE

link, respectively. The small-scale fading component in hk,Hk,∀k are generated with a

Rayleigh distribution. For the uncertainty model, the variance of vec(Hk) is defined as

ϵ2k = δ2∥vec(Hk)∥2,∀k, where δ ∈ [0, 1) stands for the relative amount of CSI uncertainty.

The noise variance is defined as σ2 = −80dBm. The convergence tolerance τ in Algorithm

1 is set to be 10−4 [144].

Fig. 4.3 shows the convergence of optimal total transmit power obtained by the

proposed algorithm by randomly generating five sets of channels. In this simulation,

the target data rate µk is set to 2 bits/s/Hz, the outage probability ρk is set to 0.05,

and the relative error variance δ is set to 0.01. As shown in Fig. 4.3, the algorithm

converges within a few numbers of iterations, but different channel realizations need

different optimal transmit powers to meet the QoS requirements.

Fig. 4.4 presents the minimum transmit power with different target data rates for

three different transmission schemes using a specific set of channel coefficients. The
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Figure 4.4: Total transmit power for different target data rates and different sets of
channels when Ntx =M = 6, K = 2.

number of antennas and IRS elements are set as Ntx = M = 6. As shown in Fig. 4.4

for all three schemes, the minimum transmit power increases with the target data rate.

Comparing OMA and NOMA schemes, NOMA consumes less power than OMA does

with the same target rate constraint. In addition, using random phase shift consumes

more power than NOMA, which illustrates the competitive performance of the proposed

algorithm. Note that random phase shift performs better than traditional OMA, since

NOMA has more impact on energy efficiency than IRS.

Fig. 4.5 depicts probability density functions of achieved data rates of the user with

lower channel strength when M = Ntx = 3, δ = 0.01, and ρ = 0.05. In the simulation,

100,000 channel error matrices are generated, and the corresponding achieved data rates

are calculated. Compared with the target rate of 2, these results in the blue solid curve

confirm that the proposed robust design satisfies the target data rate requirements with

a predefined outage probability. However, if the beamformers and IRS phase shift of the

non-robust optimization problem are used, the red dash curve shows that the true rates

cannot achieve the outage probability. In particular, due to the error in the estimation

of cascade channels, the BS should allocate more power to all the users than non-robust

scenarios to achieve the same SINR constraint. Thus, with the proposed algorithm,

optimal power is assigned to users, which guarantees that the achievable data rates are
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Figure 4.5: probability density of data rate of weak user when Ntx =M = 3, K = 2.

higher than the target with the outage probability despite the channel uncertainty.

Fig. 4.6 shows the required minimum transmit power against different numbers of

antennas Ntx or IRS elements M . We first investigate the case with the fixed Ntx = 6.

As shown by curve plots with markers diamond in Fig 4.6, the required minimum trans-

mit power decreases with the increase of M because the IRS can improve the system

performance by enhancing the channel strength. Meanwhile, when the relative channel

uncertainty changes from δ = 0.01 to δ = 0.05, the required minimum transmit power also

increases. This is because the BS requires more transmit power to satisfy the constraints

with larger channel uncertainties. On the other hand, curve plots with markers square

reveal that with fixed IRS elements number M = 6, the required minimum transmit

power decreases with the increase of antenna number Ntx. In addition, we can observe

that the gradients of red curves are much less than those of blue curves. This performance

difference is justified through the following argument. The increase of element number

M also leads to more channel uncertainties in the cascaded channel, which means that

the BS requires more transmit power to meet the requirements of QoS.
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Figure 4.6: Total transmit power with different transmit antennas or IRS elements num-
ber. For the x-axis, the number of IRS elements M is considered for the line plot with
markers diamond while the number of antennas Ntx is considered for the line plot with
markers square.

4.7 Summary

In this work, we proposed a robust downlink beamforming design for a MISO IRS-aided

NOMA wireless network In particular, the original robust design problem was formulated

into a robust power minimization problem with outage probability based rate and unit-

modulus phase shift constraints. The inevitable channel uncertainties were take into

account in the robust design. However, the formulated power minimization problem was

non-convex. To address the problem, we converted the original non-convex problem into

convex form based on the Berstein Type Inequality and SDR. Then, the AO method was

developed to solve the original problem iteratively. The simulation results showed that

the proposed iterative algorithm can successfully solve the power minimization problem,

while satisfying the QoS requirements at users. In addition, the increase in the number

of IRS elements and antennas at BS can decrease the required minimum transmit power

at the BS.



Chapter 5

AoI Minimization for Uplink

IRS-aided NOMA Based IoT

Network

5.1 Introduction

Besides power control problems, data freshness also plays a crucial role in wireless com-

munication. Outdated information in wireless networks can significantly reduce system

efficiency, decision-making accuracy, and the overall QoS. In order to measure it, AoI

offers a thorough approach to quantify the information freshness especially for 6G and

beyond networks, which required notably require timely transmission [145]. The most

existing works on AoI problem of IRS-aided NOMA system divide the resource alloca-

tion problem into two sub-problems and optimize power allocation and IRS phase shift

separately. For instance, in [122], the authors introduce a AoI minimization problem for

IRS-aided NOMA network. Then, the authors optimize IRS phase shift using convex op-

timization, address power allocation using a sub-optimal solution, and apply exhaustive

search for clustering. However, both convex optimization and exhaustive search remark-

ably increase the computational complexity, which are not applicable in use-cases and

services with stringent delay constraints. Thus, in this chapter, we aim to propose a dy-

namic devices pairing algorithm according to their channel gains. Then, two approaches

are proposed to tackle power allocation and phase shift.

The contribution of this chapter can be listed as follows:
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• We consider a resource allocation problem for uplink IRS-aided NOMA IoT network.

In particular, the problem aims to obtain optimal power allocation, IRS phase shift

and devices clustering to minimize average sum AoI under unit-modulus constraints

for IRS.

• The original AoI minimization problem is non-convex and contains different coupled

design variables. Hence, we propose a dynamic clustering method. Then, a closed-

form optimization and a DRL-based approach are proposed to optimize both power

allocation and phase shift of IRS.

• Various simulation results of both methods show their benefits in terms of power

consumption and complexity comparing with that of the similar work in the lit-

erature. In addition, though closed-form optimization can obtain more accurate

solution than DRL-based approach, it still suffers from higher computational com-

plexity.

5.2 System Model and SINR Analysis

AoI management is generally a more serious issue in uplink compared to downlink com-

munication, due to limited transmission resources at transmitting devices, especially in

massive IoT networks [146]. Thus, we consider a uplink transmission of an IRS-aided

NOMA communication system, which consist of a BS equipped with single antenna, an

IRS with M elements, and 2I single-antenna devices, as shown in Fig. 5.1. The time

is divided into time slots t ∈ T , where T = {1, 2, · · · , T}. In addition, let index i ∈ I

denote the devices set, where I = {1, 2, · · · , 2I}, and m ∈ M denote the elements of

the IRS, where M = {1, 2, · · · ,M}. The devices are separated into two groups based

on their channel strengths: strong group S = {1, 2, · · · , I}, where devices have stronger

channel gains, and weak group W = {1, 2, · · · , I}, where devices have weaker channel

gains. Let hs(t) ∈ C and hw(t) ∈ C denote the channel from the user s ∈ S to the BS

and from the user w ∈ W to the BS at time slot t, respectively. Then, the following for-

mulation holds |hs(t)| ≥ |hw(t)|,∀s ∈ S,∀w ∈ W , ∀t ∈ T . The channel from user w ∈ W

to the IRS and the channel from IRS to the BS can be represented by rw(t) ∈ CM×1 and

g(t) ∈ CM×1. All the channels consist of both large-scale and small-sale fading, which

can be expressed as h(t) =
√
PL0d(t)−βĥ(t) for h ∈ {hs(t), hw(t), rw(t),g(t)}, where PL0
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indicates the path loss at unit distance, d(t) is the distance of the communication link at

time slot t, and β is the path loss exponent. The small-scale fading components, ĥ(t) is

modelled as Rayleigh fading with zero means and unit variance, ĥ(t) ∈ CN (0, I), where

I refers to an identity matrix. All 2I devices are grouped into I clusters, by paring one

user from S and one user from W . Uplink NOMA scheme is applied in each cluster.

In addition, different cluster communicate with the BS via orthogonal sub-carriers, so

that inter-cluster interference can be removed. Moreover, in order to enhance the per-

formance of users in W , an IRS is applied. The phase shift matrix of IRS at time slot t

is Θ(t) = diag(β1(t)e1(t), β2(t)e2(t), · · · , βM(t)eM(t)), where βm(t) and em(t), ∀m ∈ M,

stand for the amplitude and phase shift coefficient of the mth element of IRS, respec-

tively. It is assumed that the phase shift of each IRS element has unit amplitude shift,

βm(t) = 1, ∀m ∈M, ∀t ∈ T .

In each cluster, since SIC is employed, decoding order is crucial important. Due to

the grouping strategy mentioned above, |hs(t)| ≥ |hw(t)|, the BS can decode the signal

of user s before decoding signal of user w. Therefore, the interference from user s can be

removed. On the other hand, for user s, the signal for user w is regarded as an interference

at the BS. Thus, the SINR at the BS of user s and w can be respectively expressed as

Γs(t) =
ps(t)|hs(t)|2

pw(t)|hw(t) + rHw (t)Θ(t)g(t)|2 + σ2
s

(5.1)

Γw(t) =
pw(t)|hw(t) + rHw (t)Θ(t)g(t)|2

σ2
w

, (5.2)

∀s ∈ S, ∀w ∈ W ,

where pi(t) and σ2
i refer to power allocation and noise power at time slot t of zero-mean

AWGN for user i, i ∈ {S,W}, respectively.

5.3 AoI Analysis

The AoI indicate the freshness of transmitted information, which can be modelled as

the duration time of the intended signal from the transmission to received at the BS.

In this chapter, it is assumed that the signal is transmitted and received at the same

time slot. Denote the AoI of the devices i at the tth time slot by αi(t). If the signal is

transmitted from the ith device and received at the BS successfully at time slot t, the
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Figure 5.1: IRS-aided uplink NOMA communication system.

AoI can be refreshed to be one, i.e., αi(t) = 1. In contrast, if the BS fails to decode the

signal, the AoI will increase by one, i.e., αi(t) = αi(t− 1) + 1. Furthermore, the success

of transmission can be demonstrated by whether the SINR of the ith user greater than a

given threshold Γth. Thus, the AoI value of the ith user can be given by [122]

αi(t) =

 1, if Γi ≥ Γth,

αi(t− 1) + 1, otherwise,
, ∀i ∈ {S,W} (5.3)

5.4 Problem Formulation

We consider a power allocation, devices pairing, and IRS phase shift optimization prob-

lem, focusing on minimizing the sum average AoI under power consumption and IRS

elements unit-modulus constraints, which can be formulated as an optimization problem

as follows:

P1 min
B,ps,pw,Θ

1
T

T∑
t=1

[
1
2I

I∑
s=1

I∑
w=1

(αs(t) + αw(t)) bs,w(t)
]

(5.4)

s.t. bs,w(t) ∈ {0, 1} , (5.5)
I∑
s=1

bs,w(t) ≤ 1, (5.6)
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I∑
w=1

bs,w(t) ≤ 1, (5.7)

ps(t) ≤ pmax, (5.8)

pw(t) ≤ pmax, ∀s ∈ S, ∀w ∈ W, (5.9)

|[Θ(t)]m,m| = 1, ∀m ∈M, ∀t ∈ T , (5.10)

where pmax is the maximum power for each devices and bs,w is a binary variable which

stands for the user cluster. For instance, if devices s ∈ S and w ∈ W are paired in to a

cluster, bs,w = 1, otherwise, bs,w = 0. B = {bs,w|s ∈ S, w ∈ W}, ps = {ps|s ∈ S}, and

pw = {pw|w ∈ W}. In the original problem P1, constraints (5.6) and (5.7) guarantee

that device s ∈ S is paired with at most one device w ∈ W . Constraints (5.8) and

(5.9) ensure that the transmit power for both groups do not exceed the maximum power

budget. In addition, the constraint ((5.10)) ensures that all the elements in the main

diagonal of the IRS phase shift matrix Θ(t) have unit absolute value, which illustrates

that IRS elements will not effect the signal’s strength but only change its phase which

has been assumed in the literature.

5.5 Proposed Methodology

Due to the fact that the original problem P1 is apparently a non-convex problem and

contains multiple coupled design variables, including continuous variables ps, pw, Θ,

and binary variable B, it is challenging to solve the original problem jointly. Thus, we

propose two algorithms: closed-form optimization and DRL-based approach, to design

the clustering strategy, IRS phase shift, and power allocation.

5.5.1 Closed-Form Optimization

In this optimization algorithm, the original problem P1 is divided into three sub-problems

to solve devices pairing, IRS phase shift optimization, and power allocation separately.

To be more specific, we first develop a user pairing strategy to pair devices into clusters.

Secondly, we exploit SDP to optimize the phase shift of the IRS. Then, the optimal

power allocation can be found by mathematical transforms.
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Figure 5.2: Illustration of user pairing strategy.

User Clustering Strategy

For devices clustering, the downlink NOMA prefers NLUPA, which aims to guarantee

the maximal channel gains of stronger user and weaker user in a cluster [147]. Therefore,

the sum rate performance can be achieved in each cluster. Particularly, in NLUPA, the

device with strongest channel gain is paired with the device with weakest channel gains in

a cluster. However, for uplink NOMA, NLUPA cannot perform the same because of the

distinction of SINR definitions [83]. In downlink NOMA, the user with strongest channel

is able to decode other users’ signals, so their signals are not regarded as interference to

the strongest user, while in uplink NOMA, user with strongest channel gain suffers from

interference of all the other users as shown in (5.1).

The proposed suboptimal user grouping strategy for uplink NOMA is shown in Fig.5.2,

where the device denotes by DEi, ∀i ∈ {1, · · · , 10}. All the DEis are sorted based

on their channel gains in a descending order, which is describe by |hDE1| ≥ |hDE2| ≥

· · · |hDE10|. Then, the DEis are divided into two groups, shown by two different colors,

orange and blue, respectively, in Fig.6.2. In NOMA scheme, due to the SIC, the cluster

performs better as the channel gains difference increase. Thus, in this grouping strategy,

we pair the first device of orange group and the first one in blue group in a cluster. In this

way, the average difference between channel gains of two devices in a cluster can remain

almost the same which leads to a better over-all performance. Then, the user clustering
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strategy for given 2I channel coefficients is summarized as in Algorithm 2.

Algorithm 2 Devices pairing algorithm
1: Sort 2I devices based on their channel gains: |h1| ≥ |h2| ≥ · · · ≥ |hi| ≥ · · · ≥

|h2I |, ∀i ∈ I

2: Divide devices in two groups S and W :

3: if i ≤ I then

4: i ∈ S

5: else if i ≥ I + 1 then

6: i ∈ W

7: end if

8: Group 2I devices into clusters:

9: 1st cluster = {h1, hI+1}

10: · · ·

11: ith cluster = {hi, hI+i}

12: · · ·

13: Ith cluster = {hI , h2I}, ∀i ∈ {1, · · · I}

Based on user pairing proposed strategy in Algorithm 2, the user clustering problem

is addressed. Then, assuming the device s ∈ S and the device w ∈ W are paired in a

cluster, the original problem P1 can be reduced to the following optimization problem

P2 min
ps,pw,Θ

1
T

T∑
t=1

[
1
2I

I∑
s=1

I∑
w=1

(αs(t) + αw(t))
]

(5.11)

s.t. (5.8), (5.9), (5.10), (5.12)

∀s ∈ S, ∀w ∈ W , ∀t ∈ T .

IRS Phase Shift Optimization Approach

In this sub-problem, we aim to optimize the IRS phase shift for a given fixed devices

cluster. Since the IRS focuses on enhancing the channel strengths between devices w ∈ W

and the BS, the optimal phase shift can be determined by maximizing the minimum

channel strengths among all w devices, which can be expressed as follows:
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P3 max
Θ(t)

min
w∈W
|hw(t) + rHw (t)Θ(t)g(t)|2 (5.13)

s.t. |[Θ(t)]m,m| = 1, ∀m ∈M, ∀t ∈ T . (5.14)

It can be observed from the problem P3 that it is challenging to optimize the phase

shift matrix due to its non-convexity structure. Based on [122,148], we introduce another

variable ν to address the non-convexity issue. Then, the problem P3 can be reformulated

as

P4 max
α,Θ(t)

ν (5.15)

s.t. |hw(t) + rHw (t)Θ(t)g(t)|2 ≥ ν, ∀w ∈ W (5.16)

ν ≥ 0, (5.17)

|[Θ(t)]m,m| = 1, ∀t ∈ T . (5.18)

Note that the constraint in (5.18) is non-convex and cannot be solved directly. We de-

fine Φw(t) = diag(rw(t))g(t) as the cascade channel coefficient for device w and transform

the phase shift matrix Θ(t) into a vector e(t) = [[Θ(t)]1,1, [Θ(t)]2,2, · · · , [Θ(t)]M,M ]H , and

therefore, the following transformation can be applied, rH(t)Θ(t)g(t) = eH(t)Φ(t). Thus,

defining Eext(t) =

e(t)
1

 [eH(t), 1], the problem P4 can be rewritten as

P5 max
α,e(t)

ν (5.19)

s.t. Tr{EextB(t)}+ |hw|2 ≥ ν, (5.20)

Eext(t) ⪰ 0, (5.21)

[Eext(t)]m,m = 1, (5.22)

rank(Eext(t)) = 1, ∀m ∈M, ∀t ∈ T , (5.23)

(5.17),
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where

B(t) =

 Φ(t)ΦH(t) Φ(t)hw(t)

hw(t)ΦH(t) 0

 . (5.24)

By applying SDR, the constraint in (5.23) can be dropped [142, 143]. Then, the

problem P5 can be efficiently solved using CVX and the optimal phase shift e(t) can be

extracted from Eext(t) by using eigenvalue decomposition.

Power Allocation Approach

For a given set of devices cluster and the optimal IRS phase shifts, the constraints in

(5.5), (5.7), (5.6) and (5.10) can be removed. The original problem P1 is transformed

into a power allocation problem to minimize the sum average AoI. In order to find the

minimal AoI, optimal power should be allocated to s and w devices to enable successful

signal transmission, in another words, to make the SINRs greater than the threshold.

Thus, assuming that the devices s ∈ S and w ∈ W are paired in a cluster, the problem

can be expressed as follows:

P6 min
ps,pw

I∑
s=1

ps(t) +
I∑

w=1
pw(t) (5.25)

s.t. Γs(t) ≥ Γth, (5.26)

Γw(t) ≥ Γth, (5.27)

ps(t), pw(t) ≤ pmax, (5.28)

∀s ∈ S, ∀w ∈ W , ∀t ∈ T ,

where the objective of problem P6 in (5.25) indicates the total transmit power is

minimized to achieve the SINR threshold for all the users, so that AoI can be refreshed.

Through thematic derivation, closed-form results can be obtained as follows,

p∗w(t) = min
{
pmax,

Γthσ2
w

|hw(t) + rHw (t)Θ(t)g(t)|2

}
, (5.29)

p∗s(t) = min
{
pmax,

Γth(|hw(t) + rHw (t)Θ(t)g(t)|2p∗w(t) + σ2
s)

|hs(t)|2

}
, (5.30)
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∀w ∈ W , ∀s ∈ S,

where p∗i (t),∀i ∈ {S,W} stands for the optimal power allocated for the device i at

time slot t. Particularly, if the problem P6 is feasible, i.e., p∗i (t) ≤ pmax, AoI is refreshed

to be one, such that αi = 1.

5.5.2 DRL-based Approach

As explained in the above section, the original problem P2 is divided into three sub-

problems based on variables and, therefore, the IRS phase shift and power allocation

are optimized separately.To jointly solve the problem P2 in terms of ps, pw, and Θ, we

develop another DRL-based approach. Firstly, the problem P2 is reformulated into a

DRL environment, the details of which is given in the following subsections.

Problem Reformulation

In the following section, the problem is modelled as a MDP. To address the optimization

problem in MDP, we further apply a DRL framework, which consist of an agent and an

environment. At time step n, the agent takes action an according to the state sn provided

by the environment. Based on the taken action, a new state for next time step sn+1 and

reward Rn are given by the environment. Then, through multiple interactions with the

environment, an optimal policy π∗(s, a) can be learnt by the agent, which maps any state

to the optimal action leading to the highest reward value. Thus, DRL framework can

convert the optimization problem P2 into a sequence of actions taken by agent to achieve

maximum rewards. In particular, we define the action vector an, the state vector sn and

the reward function Rn as follows:

• The action space a: Since the objective of the optimization problem P2 is a function

in term of power allocation and IRS phase shift, such as ps, pw, and Θ, they are

defined as elements in the action space vector. Particularly, the action space vector

at step n is expressed by follows,

an =
[
(pnw)T , (pns )T , (ẽn)T

]T
. (5.31)

Note that a DNN framework is used and it only accept real numbers in both action
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and sate space vectors. Thus, we introduce a new vector ẽ, which consists of both

real and imaginary part of IRS phase shift vector at the nth step en. To be more

specific, ẽn =
[
ℜ{en}T ,ℑ{en}T

]T
. Consequently, the action space vector for the

nth time step can be expressed as an ∈ R2I+2M with only real numbers.

• The state space s: In order to help the agent be well trained through the interaction

with the environment, we consider action vector for previous time slot in the state

space. Moreover, because the SINR for devices s and w are affected by the channel

gains as shown in (5.1) and (6.4), the channel sets of direct channel from devices

to the BS, hn = {hni |i ∈ {S,W}}, and the cascade channels Φn
w, ∀w ∈ W , should

be contained in the state space as well. Accordingly, sate vector at step n is defined

as

sn =
[
|(hn)|T , ∥Φn

1∥, ∥Φn
2∥, · · · , ∥Φn

I ∥, (an−1)T
]T
, (5.32)

where sn ∈ R5I+2M . Similarly, as the state vector should only include real numbers,

we take the absolute value of channel coefficients vectors and the norm value of

channel coefficient matrices. Note that including previous actions in the state vector

improves the agent’s decision-making. Since the current state alone may not always

capture the full context, adding past actions helps the agent retain memory of

recent decisions, making it better equipped to handle temporal dependencies. This

is particularly beneficial in continuous action spaces, where maintaining smooth

and consistent policies is essential.

• The reward function rn: As shown in the problem P2, the optimization problem

aims to minimize the sum average AoI of all the devices while consuming minimum

amount of power. Hence, both αi and pi, i ∈ {S,W}, are included in the reward

function, which is expressed as follows:

Rn =−
I∑
s=1

I∑
w=1

[αns + αnw] + 2Ipmax −
I∑
s=1

I∑
w=1

[pns + pnw] , (5.33)

where the first term is the negative value of sum AoI and the second term is the

difference between maximum power and power consumption of all the devices at

time step t. By maximizing this function in (6.18), the agent provides the optimal
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IRS phase shift, and achieve the minimum sum average AoI over T consuming

minimum amount of power.

To ensure that the agent can select the power allocation and IRS phase shift within a

feasible region, the action vector should be scaled and normalized. Thus, the feasible

power allocation for the ith device at step n is expressed as

p̄n = pnpmax, (5.34)

where p̄n = {p̄ni |i ∈ S,W} is the scaled power allocation vector, and pn = {pni |i ∈ S,W}

is the power allocation coefficient vector provided by the agent, where pni ∈ [0, 1]. On the

other hand, the feasible value of each element in the IRS phase shift en is given by

[ēn]m = [en]m
|[en]m|

, ∀m ∈M, (5.35)

where ēn is the scaled phase shift vector. By applying this, the constraint in (5.10) can

be always satisfied.

DDPG agent

In this section, basic the fundamental concept and framework of a DDPG agent are

introduced. The structure of DDPG agent is shown in Fig. 5.3.

Figure 5.3: The actor-critic framework for DDPG agent.
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In a standard DRL session, the interaction between an agent and an environment is

described by a tuple {s, a, r, sn+1}. Through this process, the agent is trained to learn

a policy π(s, a) to maximize a long term reward. However, the DRL agent is limited to

discrete action and state spaces. Thus, in this work, the power allocation and IRS phase

shift optimization is based on DDPG agent.

Compared with traditional RL agent, DDPG agent introduces parts: actor DNN

and critic DNN, to exploit the RL algorithm with continuous sate and action spaces. In

particular, the actor network provides optimal action for a given sate, which is formulated

as

µ(s) = a∗, (5.36)

where µ refers to the actor network, s and a∗ denote the input state and output optimal

action vectors, respectively. On the other hand, the critic network is designed to eval-

uate the performance of actor network by calculating the Q-value of the optimal action

provided by the actor. Let ψ denote the critic network, then, the expression for the critic

is presented as follows,

ψ(s, a) = Q∗, (5.37)

where Q∗ indicates the optimal Q-value. In addition, DDPG agent have a copies of both

actor and critic networks to generate training target, named as target networks. After

the interaction with the environment, a tuple of experience, such as {sn, an, r, sn+1}, is

saved in the replay buffer, denote by B. Then, denote actor and critic target networks

by µ′ and ψ′ , respectively, the target for a sampled tuple is given by

ξ(r, s) = rn + δψ
′ (sn+1, µ

′(sn+1)
)
, (5.38)

where δ ∈ (0, 1] is a discount factor determining the value for the reward of next time

step. As shown in (5.38), the target is calculated using Q-value obtained from the target

critic network with the optimal action obtained from the target action network. Then,
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the training of the critic network is based on the following loss function:

L(ψ) = E{s,a,r,sn+1}∼B
[
(ψ(s, a)− ξ(r, s))2

]
. (5.39)

Notably, expectation operation of the difference between the Q-value and the target is

performed as a batch of tuples sampled from the replay buffer B. The critic network is

trained by minimizing the mean squared error in (5.39). Furthermore, the actor can be

trained according to the Q-value supplied by the trained critic DNN. For example, the

actor network is optimized by maximizing the Q-value given by the critic network, which

is given by

max
µ

Es∼B [ψ(s, µ(s))] . (5.40)

Moreover, the target actor and critic network for DDPG copy from the learned actor and

critic DNN in each time step, but with much lower learning rate. Particularly, the update

coefficients of both target DNNs are formulated as

µ
′ = ϵµ+ (1− ϵ)µ′ (5.41)

ψ
′ = ϵψ

′ + (1− ϵ′), (5.42)

where ϵ ≪ 1 is the learning rate. It means that the target value is learning with a

limited speed, which ensure the stability of the training.

Considering that at the beginning, all the coefficients of all DNN are randomly gen-

erated, the action selected by the agent can be regarded as a random process. Thus,

to yield this problem and help the agent to explore, a random noise vector is added

to the action taken by the agent. Considering the range of action [a]i ∈ [amin, amax],

∀i ∈ {1, · · · , 2I + 2M}, each element in the real action vector is formulated as

[a]i = U ([µ(s)]i + [n]i) , ∀i ∈ {1, · · · , 2I + 2M} (5.43)
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where U(x) is a step function for range of action, i.e.,

U(x) =
{1, if x ∈ [amin, amax],

0, otherwise.
(5.44)

The noise vector n ∼ N (0, σI) follows a normally distribution with zero means and σ

variance, which is gradually decrease as the training proceed.

DDPG-based Algorithm

The proposed DDPG-based algorithm is summarized in Algorithm 3.

Algorithm 3 DDPG-based power allocation and phase shift optimization algorithm
1: Initialize: DDPG agent’s hyperparameters for actor DDN µ, critic DDN ψ, action

noise vecotr n, replay buffer B, step number n = 0
2: Update hyperparameters for target DDNs: µ′ ← µ and ψ′ ← ψ
3: while no.epi ≤ No.epi do
4: Obtain the channel coefficients hi(t), rw(t), ∀s ∈ S, ∀w ∈ W , g(t) from current

sate sn
5: Cluster the devices based on NLUPA
6: Set random initial action vector a0 and calculate state vector based on (6.17)
7: while n ≤ Nstep do
8: Get action vector an based on (5.43)
9: Normalize the action vector to calculate power allocation p̄n and phase shift

ēn according to (5.34) and (6.20), respectively
10: Calculate the SINR for each device according to (5.1) and (6.4)
11: Calculate reward r based on the function in (6.18)
12: Obtain the next-step state vector sn+1 from the environment
13: Save the tuple {sn, an, rn, sn+1} to B
14: Sample a example from B
15: Calculate target ξ based on (5.38)
16: Train critic DDN using (5.39)
17: Update the target actor and critic DDNs
18: Update the target DDNs using (5.41)
19: Step number n = n+ 1
20: end while
21: no.epi = no.epi + 1
22: end while
23: Obtain the optimal power allocation p̄∗ and IRS phase shift ē∗

Note that the well-trained DDPG agent is able to provide optimal power and phase

shift, that can let all the devices achieve higher SINR, for given channel gains at every

single time slot t. By doing this, the agent can ensure success transmissions for all the

feasible channels. In other words, the average sum AoI is minimized over T .
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Figure 5.4: The system network setup.

5.6 Training and Simulation Results

The original problem P1 is divided into two sub-problems: user pairing problem and IRS

phase shift optimization, power allocation problem in P2. To address P2, we propose

closed-form optimization and DDPG-based algorithm in this work. Thus, in this section,

we provide simulation results to evaluate both methods for the sum average AoI of IRS-

aided NOMA uplink system. In the simulation, the system setup of the network is shown

in Fig.5.4, where the BS and the IRS are placed at (0m,0m) and (90m,20m) in the

coordinate axis, respectively. The device s ∈ S is randomly and uniformly located in

a circle area centred at (0m,0m) with radius 20m, as the green circle shown in Fig.5.4.

Similarly, the circle area for device w ∈ W is centred at (110m,0m) with the same radius,

as the orange circle shown in Fig. 5.4.

In addition, other simulation parameter are listed in Table 5.1. The channel coefficient

are modelled with both large-scale and small-scale fading components. The large-scale

fading model is defined as
√
PL0dβ, where PL0 is the path loss at unit distance, d stands

for the distance of the communication link, and β is the path loss exponent. Particularly,

βdirect refers to the path loss exponent of the channel from devices to the BS; βcascade
denote the exponent of channels from device w ∈ W to the IRS and channel from the

IRS to the BS. The small-scale fading is assumed to be Rayleigh fading.
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Table 5.1: System Parameters

Parameter Value
Number of devices 2I 16

Number of IRS elements M 10
Noise power σ2

i -90 dBm
Maximum transmit power pmax 27 dBm

SINR threshold Γth 20 dB
Path loss at unit distance PL0 10−2

Path loss exponent (UEi to BS) βdirect -3.5
Path loss exponent (UEw to IRS, IRS to BS) βcascade -2

5.6.1 Simulation Results

The original problem P1 is divided into user clustering, phase shift optimization, power

allocation problems and solved separately. Then two methods are proposed to address

the non-convex problem, namely, close-form optimization and DDPG-based algorithm. In

order to evaluate the performance of both approaches, we simulate the sum average AoI of

the system using two approaches separately and then compare closed-form optimization

and DRL-based approach. In addition, we also consider the following baseline algorithm

as benchmarks:

• Baseline 1: as the author of [122] proposed, the IRS phase shift is optimized via

convex optimization first, and users in S are allocated with maximum power. Then,

the power allocated to users inW is random values that satisfy inequality in (5.27).

Finally, exhaustive search is applied to obtain optimal user pairing solution.

• Baseline 2: similar to baseline 1, user clustering and IRS phase shift are optimized

using same algorithm, but users in S are allocated with pmax and the power for

users in W are optimized based on (5.26) [122].

• Baseline 3: in this benchmark, random IRS phase shift vector is generated, which

replaces the result of convex optimization or the result in action space of DRL-based

algorithm.

• Baseline 4: no IRS is exploited in this system. The power allocation is optimized

using the same methods as the close-form optimization does.

• Baseline 5: OMA scheme is applied as this benchmark. Particularly, devices trans-

mit with BS using OFDMA, meaning that only single user can transmit in a time
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Figure 5.5: Sum AoI of all users at each time slot when Γth =20dB.

slot within a subcarrier.

Fig. 5.5 shows how AoI changes from time slot t = 0 to t = 50. In particular, when

simulated individual SINR is greater than the threshold, 15 dB, which means the trans-

mission is successful, the AoI of this user will be updated to be one. In another word,

the stair plot will go lower. If the transmission fails, the stair plot will go upward. It can

be observed from this figure, baseline 2 performs the worst, because when users inW are

allocated with maximum power, users in S suffer from higher interference due to SIC, as

shown in (5.1). In addition, the proposed closed-form optimization algorithm performs

slightly worse than than of baseline 1, since the proposed user clustering method is a sub-

optimal algorithm. Despite the loss of accuracy, comparing the proposed devices pairing

strategy and exhaustive search in baseline 1, complexity can be significantly reduced.

As the main goal of this work is to minimize AoI with lower power consumption, total

power consumption should also be considered. Fig. 5.6 presents the changing of power

consumption from time slot t = 0 to t = 50. Since in baseline 1, maximum power is

allocated to users in S, total power consumption is apparently higher than the proposed

closed-form optimization.

To further compare the proposed algorithm with baseline 1, we investigate the average

power consumption and average AoI. We simulate three schemes, namely, closed-form
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Figure 5.6: Average sum AoI when Γth =20dB.

Figure 5.7: Average sum AoI with different SINR threshold Γth.
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Figure 5.8: Average total power consumption with different SINR threshold Γth.

optimization, baseline 1 and baseline 3, over 500 time slots. Fig. 5.7 shows average

sum AoI when SINR threshold increase. It can be observed that when SINR thresh-

old increases, average AoIs of all schemes rise. Moreover, the closed-form optimization

algorithm performs better than random devices pairing in baseline 3, but worse than ex-

haustive search in baseline 1 because of the same reason mentioned above. As for average

power consumption, Fig. 5.8 illustrates that the proposed algorithm consumes the least

power among these three schemes.

In addition, to demonstrate the impact of IRS, we investigate the average AoI with

different numbers of IRS elements. Particularly, as Fig. 5.9 shown, IRS is able to signif-

icantly improve the performance of the system in terms of AoI minimization, comparing

baseline 4 to the proposed closed-form optimization. On the other hand, exhaustive

search still can obtain the optimal AoI compared to the proposed approach.

As for the training and simulation of DDPG agent in the proposed DRL-based algo-

rithm, the hyperparameters are listed in the Table. 5.2.

Fig. 5.10 illustrates the convergence of average reward in the training process of

DDPG agent in the formulated environment. The SINR thresholds for both scenarios are

set to be 25 dB and 15 dB, respectively. As observed, agents in both scenarios converge

at the end of training, but due to the varying channel condition, it takes much more
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Figure 5.9: Average AoI with different IRS elements number.

Table 5.2: Hyperparameters for DDPG agent

Hyperparameter Value
Actor learning rate (fixed/dynamic channels) 0.0007/0.0007
Critic learning rate (fixed/dynamic channels) 0.001/0.0008

Discount factor 0.99
Batch size 128

Replay buffer size (B) 100000
Target smooth factor (fixed/dynamic channels) 0.0005/0.0005

Target update frequency 1
Number of episodes (fixed/dynamic channels) 800/1800

Number of steps per episode (fixed/dynamic channels) 300/500

Figure 5.10: Convergence of DDPG agent with fixed (left) and dynamic (right) channel
scenarios.
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Figure 5.11: Average sum AoI with different SINR threshold.

episodes for the agent to learn the optimal policy.

To further evaluate the performance of trained DDPG agent, we simulate the agent

trained with varying channel using 1000 different channel sets. The average sum AoI is

shown in Fig. 5.11. It can be observed that the trained DDPG can obtain lower AoI

than random IRS phase shift in baseline 3, but it is slightly worse than closed-form opti-

mization method. Note that although in OMA scheme, there is no interference between

devices, only single device is able to send its signal in a time slot within a subcarrier.

Thus, at least half of devices cannot transmit successfully. It is also worth mentioning

that despite the training target SINR is 15 dB, DDPG agent can still handle the resource

allocation problem with different SINR. As for power consumption, Fig. 5.12 illustrates

the average power consumption comparison between DRL-based algorithm and closed-

form optimization. Closed-form optimization method consumes less power. As can be

observed, closed-form optimization outperforms the DRL-based algorithm in terms of

both AoI and power consumption. The reason of this is the closed-form algorithm uses

convex optimization approach, which is much more accurate than DRL-based agents.

However, DRL-based algorithm is significantly more efficient than conventional convex

optimization based approaches. Specifically, once the agent is well trained, it can deal

with the similar problem without any computational complexity. Besides, since the orig-
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Figure 5.12: Average total power consumption.

inal problem cannot be solved directly, accurate power allocation and IRS phase shift

cannot be obtained. Therefore, the data-based training is not considered.

5.7 Summary

In this work, a resource allocation problem for uplink IRS-aided NOMA network was con-

sidered in this chapter. Particularly, the problem minimized average sum AoI consuming

less power and clustering devices subject to unit-modulus constraint for IRS elements.

Due to the non-convexity of the original problem, we proposed two approaches to solve

it. First, devices were paired according to their channel gains. Then, to obtain optimal

phase shift and power allocation, we apply a close-form optimization, wherewith the IRS

phase shift is optimized using convex optimization and power allocation is obtained with

mathematical transform. Another algorithm is based on DRL, in which DDPG agent is

trained to provide optimal phase shift and power jointly. Numerous simulation results

confirmed that both algorithm only provided higher AoI than that of existing literature,

but are able to significantly reduce powerw consumption. Comparing closed-form op-

timization and DRL-based algorithm, close-form optimization performs better in terms

of AoI and power. On the other hand, DRL-based algorithm considerably decrease the
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complexity while achieving a similar performance.



Chapter 6

Sum-rate Maximization for

IRS-aided URLLC-NOMA System

6.1 Introduction

In recent years, the performance of short packets communication has attracted consider-

able interest due to delay intolerant applications. In particular, URLLC is one of the key

techniques of 5G and beyond networks, which is designed to support applications that

require extremely reliable communication with minimal delay, such as autonomous vehi-

cles and remote surgery [149]. The most existing literature is on URLLC using OFDMA

scheme [150], where the resource allocation problem is divided into sub-problems and

solved iteratively. However, there are seldom works integrating NOMA and URLLC.

The integration of NOMA and URLLC can combine the advantaged of both techniques,

including high spectrum efficiency, lower latency and also improving the reliability of

URLLC users. Thus, in this work, we study the resource allocation DRL-based algo-

rithm for downlink NOMA-URLLC systems, where both BS and user are equipped with

single antenna. The contribution of this work can be summarized as follows:

• We consider a IRS-aided NOMA-URLLC system and formulate a resource allocation

problem optimizing NOMA user clustering, power allocation and IRS phase shift

to maximize sum throughput of the system subject to QoS constraint for individual

user and IRS unit-modulus constraint.

• The original formulated problem is non-convex and difficult to be solved. Thus, we
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Figure 6.1: A cluster-based multi-user SISO IRS-aided NOMA system.

first cluster the users based on NLUPA, then propose a DRL-based algorithm to

obtain the optimal power allocation and IRS phase shift much more efficiently.

• Numerous simulation results for both fixed and dynamic channel show the perfor-

mance of the proposed algorithm. Furthermore, the results illustrate the DDPG-

based design outperforms conventional sub-optimal benchmark schemes.

6.2 System Model

A downlink transmission of IRS-aided NOMA system as shown in Fig. 6.1 is considered,

where the BS and all the user equipments are equipped with single antenna and the

IRS is equipped with M reflecting elements. The IRS elements are denoted by index

m ∈ M, where M = {1, 2, · · · ,M}, which assists the downlink transmission from the

BS to users of number of 2I. The users are equally separated into two groups according

to their channel strengths. Particularly, assuming the users are sorted in a descending

order according to their channel gains, such that |hUE1 | ≥ · · · ≥ |hUEI
| ≥ · · · ≥ hUE2I ,

users from UE1 to UEI are grouped into a strong group, which is denoted by S, while

users from UEI+1 to UE2I are grouped into a weak group, which is denoted by W . Let

the coefficients of channel from the BS to UEs and from the BS to UEw denote by hs ∈ C

and hw ∈ C, respectively, where s ∈ S and w ∈ W . According to this grouping strategy,
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the following inequality holds: |hs| ≥ |hw|, ∀s ∈ S, w ∈ W . The channel coefficients

from the BS to the IRS, from the IRS to UEs and from the IRS to UEw are defined

by g ∈ CM , rs ∈ CM and rw ∈ CM , respectively. These channel coefficients consists of

both large-scale and small-scale fading, where the large-scale fading is defined by path

loss and the small-scale fading is defined as Rayleigh fading. In particular, the channel

coefficients can be expressed by h =
√
PL0d−αĥ, where h ∈ {hs, hw,g, rs, rw} represents

all the channels in this network. The square root part indicates the large scale fading

components, where PL0 denotes the path loss at unit distance, d represents the distance

of the relative wireless communication link, and α is the path loss exponent. The small-

scale fading part is modelled as Rayleigh fading with zero means and unit variance,

ĥ ∈ CN (0, I), where I refers to identity matrix. In addition, to enhance the performance

of the whole system, an IRS with m elements deployed. The phase shift matrix of IRS is

defined as Θ = diag(β1e1, β2e2, · · · , βMeM), where βm and em, ∀m ∈M are amplitude

and phase shift of the mth element of IRS, respectively. Without loss of generality, we

assume the fixed amplitude shift, such that βi = 1, ∀i ∈M.

All the 2I users are divided into I clusters, pairing one user from the strong group S

and one user from the weak groupW . Each cluster is assigned with a specific orthogonal

subcarrier to avoid inter-cluster interference. In each cluster, NOMA scheme is applied

to mitigate the interference between those two users, UEs and UEw. Let assume that

UEs and UEw are paired in a cluster. Then, based on SC, the transmitted signal from

the BS in a particular subcarrier to those two users in the same cluster, by allocating

different power levels,

x = √psss +
√
pwsw, (6.1)

where ss and sw represent the signal intended for UEs and UEw, respectively. The power

of both signals are defined to be one, which is expressed by E{si} = 1, ∀i ∈ {s, w}.

Thus, the received signal at UEi is given by

yi =
(
hi + rHi Θg

)
(√psss +

√
pwsw) + ni, ∀i ∈ {s, w}. (6.2)

where ni ∈ CN (0, σ2) is the AWGN with zero mean and variance σ2. Based on the SIC at

the receiver ends, UEs is able to decode the signal intended for UEw and subtract it from
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the received signal before decoding its own signal. Hence, the interference from UEw can

be eliminated. As for UEw, due to its poorer channel strength, it can only decode its own

signal by considering the signal intended for UEs as interference. Therefore, the SINRs

for paired UEs and UEw can be expressed respectively as

Γs =
ps|hs + rHs Θg|2

σ2 , (6.3)

Γw = pw|hw + rHwΘg|2

ps|hw + rHwΘg|2 + σ2 . (6.4)

In general, the achievable rate for any typical/conventional resource allocation prob-

lem is defined based on well-known information theoretic Shannon’s capacity theorem,

where the packet length is approximately infinity and decoding error probability ap-

proaches to zero [119]. However, URLLC system transmits short packets to achieve lower

latency and but it suffers from decoding error. Hence, Shannon’s capacity theorem is

not an appropriate performance metric for any type of URLLC network. To evaluate

the performance of short packets communication, a performance framework is introduced

in [120]. In particular, the maximum number of bits Ψ conveyed in a packet with L

symbols can be approximately expressed as [151]:

Ψ =
L∑
i=1

log 2(1 + Γ[i])−Q−1(ϵ)

√√√√ L∑
i=1

a2
(
1− 1

(1 + Γ[i])2

)
, (6.5)

where ϵ is the decoding error probability, Q−1 is the inverse Q-function, and Γ[i] is the

SINR for the ith symbol.

In this work, we consider a URLLC system with IRS-aided NOMA. Unlike conven-

tional OMA schemes, such as OFDMA and TDMA, the short packets are divided and

transmitted via different resource blocks, namely time or frequency. By applying the

cluster-based NOMA to the considered URLLC system, UEs are allowed to transmit

through whole time slots and two users in each cluster can share the assigned subcarrier.

Thus, the achievable data rate for UEi in this URLLC system with IRS-aided NOMA

URLLC network is given by

Ri = log2 (1 + Γi)−Q−1(ϵ)

√√√√a2 (1− 1
(1 + Γi)2

)
, ∀i ∈ {S,W}. (6.6)



6.3. Problem Formulation 99

6.3 Problem Formulation

In the considered URLLC system with IRS-aided NOMA, we consider a resource allo-

cation problem to maximize the sum rate with a given total power individual data rate

constraints. Particularly, we are aiming to determine the optimal power allocation at the

BS, IRS phase shift and user clustering to achieve maximal sum data rate under phase

shift unit-modulus and individual rate constraints, which is given by

P1 max
p,B,Θ

I∑
s=1

I∑
w=1

(Rs +Rw)bs,w (6.7)

s.t.
I∑
s=1

I∑
w=1

(ps + pw) ≤ pmax, (6.8)

Rs ≥ Rth, Rs ≥ Rth, ∀s ∈ S,∀w ∈ W , (6.9)

|[Θ]m,m| = 1,∀m ∈M, (6.10)

where the design variables for power allocation is represented by a vector p = {pi|i ∈

{S,W}} and user clustering matrix B = {bs,w|s ∈ S, w ∈ W}. bs,w is defined as a binary

factor. When an UEs from S and an UEw from W are paired in a cluster, bs,w = 1;

otherwise, bs,w = 0. The constraint in (6.8) ensures that the total power consumption

is lower than the total available power pmax. Constraint (6.9) guarantees that all the

users can be served with transmission data rate higher than a predefined threshold Rth.

In addition, constraint (6.10) confirms that IRS can only passively reflect signal without

changing its strength or amplitude. The above power allocation problem is non-convex

due to coupled nature of design variables and non-convex constraint, which makes the

problem challenging to realise a feasible solution. Therefore, we utilize a DRL-based

approach, the details of which are provided in the next subsection.

6.4 DRL-based Solution Approach

As mentioned above, the original problem P1 is challenging to solve jointly in terms of

power allocation coefficients, phase shifts of IRS and user clustering. Therefore, we divide

the original problem P1 into two sub-problems: 1) user clustering problem and 2) power

allocation and phase shift optimization problem. Firstly, the user clustering problem is



6.4. DRL-based Solution Approach 100

Figure 6.2: Illustration of user pairing scheme based on NLUPA.

solved using an appropriate user pairing strategy, namely, NLUPA. Then, for a given user

cluster, we propose a DRL-based approach to jointly optimize optimal power allocation

and IRS phase shift. The following subsections provide the details of user clustering

approach as well as DRL based power allocation and phase shift optimization approach.

6.4.1 User Clustering

For clustering UEs based on the channel strengths, the downlink NOMA prefers NLUPA

[147], which aims to guarantee the minimum channel gains of stronger user and weaker

user in a cluster. Therefore, the sum rate performance can be achieved in each cluster

. In particular, as shown in Fig. 6.2,NLUPA pairs the UE with strongest channel gain

with the UE with weakest channel gains in a cluster to maintain a higher channel gain

difference between the stronger UEs. In the downlink NOMA, based on SIC, the users

with strongest channel strength is able to decode and subtract the signals from the weaker

users, as shown in (6.3). Therefore, after SIC, user with highest channel gain does not

suffer from interference of others and its throughput only depends on its channel gain and

allocated power. In order to contribute more to the sum throughput of the considered

system, it is necessary to assigned a UE with high channel gain into different clusters.

As for the data rate of UEs with weak channel gain, they still struggle with interference

from others, as shown in (6.4). Hence, to mitigate the interference more efficiently, it
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is beneficial to pair a UE with weak channel gain with a UE with strong channel gain.

Considering that UEs with high channel strength are able to achieve high throughput even

with lower power allocation, the interference suffered from the UEs with weak channel

gain can be eliminated. As result, the proposed user grouping for dowonlink NOMA

network is shown in Fig.6.2, where the user equipments denotes by UEi, ∀i ∈ {1, · · · , 8}.

All the UEs are sorted in a descending order based on their channel gains, which is

described by |hUE1 | ≥ |hUE2| ≥ · · · |hUE8|. Then, the UEis are divided into two groups

S and W , shown by two different colors, orange and blue in Fig. 6.2, respectively. In

this grouping strategy, we pair the first strongest UE of group S and the first weakest

UE of group W is assigned to the first cluster, while the second strongest UE of group

S and the second weakest UE in group W in the second cluster, and so on. In this way,

it is guaranteed that UEs with strong channel gains can contribute more to the system

sum throughput, meanwhile introducing less interference to UEs with weak channel gain.

Then, the user clustering scheme for given 2I users with their channel coefficients is

summarized in Algorithm 4.

Algorithm 4 User pairing algorithm
1: Input: channel coefficients hi, i ∈ {1, · · · , I}
2: Sort 2I users, UEi, based on their channel gains: |h1| ≥ |h2| ≥ · · · ≥ |hi| ≥ · · · ≥
|h2I |, ∀i ∈ I, where hi denotes the channel gains for UEi.

3: if i ≤ I then
4: UEi ∈ S
5: else
6: UEi ∈ W
7: end if
8: 1st cluster = {UE1,UEI+1}
9: · · ·
10: ith cluster = {UEi,UEI+i}, ∀i ∈ {1, · · · I}
11: · · ·
12: Ith cluster = {UEI ,UE2I}
13: Output: clustering binary factor bs,w, ∀s ∈ S, ∀w ∈ W

6.4.2 DRL Environment

In the previous subsection, the clustering strategy based on NLUPA is presented which

means that the design parameter, the binary variable bs,w in the original problem is

determined. In other words, the 2I users are equally divided into groups S and W based
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on their channel gains, and then they are paired into I clusters. With the given user

pairs, the binary variables bs,w can be removed without loss of generality, and the original

problem P1 can be further reformulated into the following optimization problem:

P2 max
p,Θ

I∑
s=1

I∑
w=1

(Rs +Rw) (6.11)

s.t.
2I∑
i=1

pi ≤ pmax, (6.12)

Ri ≥ Rth ∀i ∈ {S,W}, (6.13)

(6.10)

It is challenging to solve this optimization problem P2, due to the multiple coupled

optimization variables as well as due to the non-convexity of the objective function. Thus,

we propose a DRL-based approach to realise a low-complex feasible solution to P2, which

is described in detail as follows.

The optimization problem P2 is formulated as a MDP, where state space, action

space, as well as an appropriate reward function are defined. To solve this MDP, we utilize

a DRL framework, which comprises an agent and an environment. Specifically, at each

time step n, the agent selects an action an based on the current state sn provided by the

environment. The environment, in turn, generates a new state sn+1 for the next time step

and a corresponding reward Rn. Through repeated interactions with the environment,

the agent learns an optimal policy π∗(s, a), which is basically able to map each state

to an optimal action that maximizes the cumulative reward. Consequently, the DRL

framework transforms the optimization problem P2 into a sequence of actions that the

agent takes to maximize the objective. In particular, we define the action vector (action

space) an, the state vector (state space) sn, and the reward function Rn as follows:

• The action space a: To make the optimization problem simpler for the agent, the

power allocation pw for users UEs,∀s ∈ S, and pw for UEw,∀w ∈ W , in a same

cluster are expressed in terms of new variables, such as

pw = psubiaw, (6.14)

ps = psubi(1− aw), ∀i ∈ {1, · · · , I}, (6.15)
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where psubi is the power allocated to the whole subcarrier, aw stands for the ratio of

power for user UEw and ps, pw are the power allocated to UEs and UEw, respectively.

Since the variables of the optimization problem P2 consist of both power allocation

and IRS phase shift, both of them are considered in the action space vector. Then,

the action space vector at step n is defined as

an =
[
(pnsub)T , (an)T , (ẽn)T

]T
, (6.16)

where pnsub =
{
pnsubi |i ∈ {1, · · · , I}

}
and an = {anw|w ∈ W}. It is worth mentioning

that DNN frameworks are applied in this DRL-based approach and only real num-

bers are accepted in both action and sate space vectors. Define that the phase shift

vector e ∈ CM , which satisfies Θ = diag(e). Then, we introduce a new vector ẽ,

which consists of both real and imaginary part of IRS phase shift vector at the nth

step en, such that ẽn =
[
ℜ{en}T ,ℑ{en}T

]T
. As result, the action space vector at

the nth time step can be expressed as an ∈ R2I+2M with only real numbers.

• The state space s: Since the original problemP1 aims to maximize the sum through-

put of the considered system for given CSI, the channel coefficients his, ris and g,

∀i ∈ {S,W}, should be considered in the state vector. In addition, in order to help

agent learn better the problem and reach the optimal policy faster, action vector

for previous time step is also included. In particular, to further simplify the size

of state space vector, the phase shift vector for time step n is extracted from the

previous action space and substituted into coefficients for the communication link

through IRS, leading to total channel gains fi for all the users at time step n, which

is given by

fni = |hi + rHi Θng| = |hi + rHdiag(en)g|, ∀i ∈ {S,W}.

Note that to avoid complex number in state space vector, absolute value of channel

coefficients are taken. Considering fi already includes previous phase shift vector,

only power allocation for subcarriers and power ratio for users in W should be

added. Hence, the sate vector at step n is defined as

sn =
[
(fn)T , (pnsub)T , (an)T

]T
, (6.17)



6.4. DRL-based Solution Approach 104

where fni = {fni |i ∈ {1, · · · , 2I}}, and sn ∈ R4I .

• The reward function rn: As shown in the problem P2, the optimization problem

aims to maximize the achievable sum rate for the considered URLLC system. Hence,

the reward function is expressed as follows:

rn =


I∑
s=1

I∑
w=1

(Rn
s +Rn

w) , if Rs, Rw ≥ Rth

I∑
s=1

I∑
w=1

(Rn
s +Rn

w)− 2Rth, otherwise,
(6.18)

where the conditional function shows the award and punishment to the agent. In

particular, if the QoS of all the users are guaranteed, such that their achievable data

rates are higher than required target data rates, the reward function is expressed

as the sum data rate. On the other hand, if the throughput of one of users is lower,

the reward function is represented as the negative value of the difference between

the achieved sum data rates and the sum target rates.

To ensure that constraints in (6.12) and (6.10) are satisfied, the power allocated to clusters

and the IRS phase shift vector are normalized as follows:

p̄nsubi = pmax
psubni
I∑
i=1

pnsubi

, i ∈ {1, · · · , I}, (6.19)

[ēn]m = [en]m
|[en]m|

, ∀m ∈M, (6.20)

where p̄nsubi and ēn are the scaled power allocation for ith cluster and the mth element

of phase shift vector, respectively.

6.4.3 DDPG-based Approach

In the previous subsection, the problem in P2 has been reformulated into a RL environ-

ment, and based on the fundamental framework Of DDPG agent introduced in Chapter

3, we propose a DDPG-based approach to solve the sub-problem P2 and the developed

algorithm is summarized in Algorithm 5.
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Algorithm 5 DDPG-based power allocation and phase shift optimization algorithm for
IRS-aided NOMA URLLC network
1: Initialize: DDPG agent’s hyperparameters for actor DDN µ, critic DDN ψ, action

noise vecotr n, replay buffer B, step number n = 0

2: Update hyperparameters for target DDNs: µ′ ← µ and ψ′ ← ψ

3: while no.epi ≤ No.epi do

4: Obtain the channel coefficients hi(t), ri(t), ∀i ∈ {S,W}, g(t) from current sate

sn

5: Cluster the devices based on algorithm 4

6: Set random initial action vector a0 and calculate state vector based on (6.17)

7: while n ≤ Nstep do

8: Get action vector an based on (6.16)

9: Normalize the action vector to calculate power allocation p̄nsub and phase shift

ēn according to (6.19) and (6.20), respectively

10: Calculate the SINR for each device according to (5.1) and (6.4)

11: Calculate reward r based on the function in (6.18)

12: Obtain the next-step state vector sn+1 from the environment

13: Save the tuple {sn, an, rn, sn+1} to B

14: Sample a example from B

15: Calculate target ξ based on (5.38)

16: Train critic DDN using (5.39)

17: Update the target actor and critic DDNs

18: Update the target DDNs using (5.41)

19: Step number n = n+ 1

20: end while

21: no.epi = no.epi + 1

22: end while

23: Obtain the optimal power allocation p̄∗ and IRS phase shift ē∗

6.5 Simulation Results

In this section, the parameters of DDPG agent and the considered URLLC system with

IRS-aided NOMA are provided. Then, the training data and simulation results for both



6.5. Simulation Results 106

Table 6.2: Parameters for IRS-aided NOMA URLLC network

system parameter value
Cell radius 120 m

Number of IRS elements 10
Number of users 2I 8
Number of Clusters I 4
Total transmit power 40 dBm

noise power -110 dBm
Decoding error probability (ϵ) 0.1
Path loss (BS to users) α1 4

Path loss (BS to IRS, IRS to users) α2 2.2
Ttarget data rate (Rth) (fixed channels) 2.0 Bits/s/Hz

Ttarget data rate (Rth) (dynamic channels) 1.0 Bits/s/Hz

fixed channel and dynamic channel scenarios are presented.

6.5.1 Agent and System Parameters

The Hyperparameters for DDPG agent are provided in Table 6.1. Note that the default

structure of the DDPG agent is defined in Matlab, where the number of neurons in each

hidden layer is set to be 400.

Table 6.1: Hyperparameters for DDPG agent

Hyperparameter Value

Actor learning rate (fixed/dynamic channels) 0.0005/0.0005

Critic learning rate (fixed/dynamic channels) 0.0007/0.0006

Discount factor 0.99

Batch size 128

Replay buffer size (B) 100000

Target smooth factor (fixed/dynamic channels) 0.0005/0.0006

Target update frequency 1

Number of episodes (fixed/dynamic channels) 800/3000

Number of steps per episode (fixed/dynamic channels) 300/800

As for the system model, we consider a downlink transmission of a URLLC system

with IRS-aided NOMA, which is defined using the following parameters shown in Table

6.2.
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As mentioned above, the channel model of all the communication links are considered

with large-scale fading and small-scale fading components. Specifically, the large-scale

fading is expressed with path loss, where the path loss exponent of channel from BS

directly to users is given by α1 = 4 and the path loss exponent of channels from BS to

IRS as well as from IRS to users are given by α2 = 2.2.

In addition, to validate the performance of proposed algorithm, we use a benchmark

scheme, the details of which are provided below:

• Baseline: In this benchmark scheme, the same user clustering algorithm, NLUPA,

is applied. Then, the problem P2 is divided into two sub-problems to optimize IRS

phase shift and power allocation individually. Firstly, the phase shift is optimized

via a closed-form solution approach, which is formulated as follows

P3 max
Θ(t)

min
i∈{1,··· ,2I}

|hi + rHi Θg|2 (6.21)

s.t. (6.10),

which can be converted into a SDP problem similar to P3 in Chapter 5 and can be

solved by utilizing SDR. The complexity of this SDP problem is given by O(M6).

For power allocation, the total transmit power is equally allocated to each cluster,

while in all clusters, 80% of psubi is allocated to user with weaker channel gains,

which can be mathematically expressed as

psubi = pmax/I, ∀i ∈ {1, · · · , I} (6.22)

aw = 0.8, ∀w ∈ W (6.23)

6.5.2 Fixed Channel Scenario

Firstly, we consider a simulation scenario in which the channel strengths for all the users

are fixed throughout all the episodes. The convergence of the proposed agent is shown in

Fig. 6.3, where the DDPG agents are trained with different target data rate. The change

of the DDPG agent’s policy can be observed, indicating that the agent is able to reach

sufficiently high reward after a number of training episodes. The achievable throughput

of the whole URLLC system is shown in Fig. 6.4. It is obvious that the proposed DDPG
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Figure 6.3: Convergence of the proposed DDPG agent for the fixed-channels scenario.

based approach achieve a better system sum throughput than that of the the baseline

methods.

6.5.3 Dynamic Channel Scenario

However, the simulation results for fixed channel scenario can only show partial per-

formance of the proposed algorithm and is not practical in scenario in other dynamic

environments, which is the case in the most of the wireless communication systems. The

channel is frequently varying in practice and creates dynamic environments, especially

when users are moving. Hence, we consider dynamic channel condition case to further

investigate the proposed DDPG approach. In this dynamic channel case, the agents are

trained with a set of 15 channels. Furthermore, unlike the fixed-channel scenario, the

UEs are randomly distributed in the cell radius. Therefore, an optimal policy, which is

generalized to deal with never-seen-before channels, can be developed by the agent.

Fig. 6.5 shows the convergence of three DDPG agents trained with different target

rates, 0.75 bits/s/Hz, 1.00 bits/s/Hz, 1.25 bits/s/Hz, respectively. After a certain number

of episodes, all the agents are able to settle down to a high-reward policy. However,

with the increase of training target rate, the required number of episodes number is

also increasing, indicating agent requires more time to reach to an optimal policy. It is
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Figure 6.4: Bar reward plot of proposed DDPG agent for the fixed-channels scenario.

Figure 6.5: Convergence of the proposed DDPG agent for the dynamic-channels scenario.
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Figure 6.6: The simulation reward of three trained agent tested against varying target
rates.

also worth mentioning that the average reward of agent trained with higher target rate

convergences to a higher value. The reason is that the agent has potential to achieve high

data rate, and setting higher target can efficiently enhance the agent’s performance.

To further evaluate the performance of the agents, we simulate them using different

sets of channels. Fig. 6.6 illustrates the average rewards with different target rates. Note

that these three agents are trained with fixed target rates, but they are tested against

varying target rates. It can be observed that all the agents can achieve positive and

high reward when the target rate is lower or slightly higher than the training target.

However, when the the target rate is relatively high, the policies for these agents turn

to provide negative rewards. In addition, the outage probabilities of agents providing

positive rewards are shown in Fig. 6.7. It can be observed from these simulation results

that even though the agents are trained with fixed target rate, they are still able to deal

with dynamic scenario with lower or higher target rate in simulation. Particularly, the

agents trained with proposed algorithm can manage to offer high reward even with target

rate double higher than the trained target rate. Note that this is impossible to realize

with conventional optimization approaches, which highlight the benefits of deploying DRL

agent to solve this type of resource allocation problems.

Fig. 6.8 presents the impact of total transmit power against the achievable sum data
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Figure 6.7: The outage probability of three trained agent tested against varying target
rates.

rate. In this simulation, we define the throughput of each user as

Ri =

 Ri, if P2 is feasible

0, otherwise
, ∀i ∈ {S,W} (6.24)

The three trained agents are able to achieve similar performance when the available

transmit power increase. As can be observed, below a certain value of total available

transmit power, the achievable sum throughput is almost zero. The reason is that the

transmit power is not sufficient to support the required target rates of individual user

and all the users also suffer from the decoding error probability in the considered URLLC

network. Furthermore, the agents keep providing near-zero throughput until the transmit

power reaches about 29 dBm, while the baseline algorithm offers positive throughput

when transmit power is beyond which is around 32 dBm. Thus, the proposed DRL-

based approach outperform the benchmark scheme as well as it adopts easily to different

dynamic environments with different target rates.

Fig. 6.9 and 6.10 show the influence of decoding error probability ϵ. As shown in

(6.6), ϵ directly impact the throughput for each user. In particular, in both plots, with

the increase of ϵ, the both reward and sum throughput increase. The reason of that



6.6. Summary 112

Figure 6.8: The sum rate with different available total transmit power at the BS.

is when ϵ increase, the value of the inverse function, Q−1, decrease leading to higher

individual data rate. Note that agents are trained with ϵ = 0.1. Therefore, the agents

can even handle the scenario with lower error probability. Furthermore, it is the same

case for baseline benchmark, but the trained agent with DDPG approach by proposed

algorithm can always yield a higher system sum rate.

6.6 Summary

A resource allocation problem for a URLLC system with IRS-aided NOMA is considered

in this chapter. In particular, a sum throughput maximization problem under unit-

modulus constraint for IRS elements and individual rate requirement constraint for each

user is formulated. Since the original problem is not convex and contains multiple design

variables, it is challenging to be solved directly. Hence, the original problem is sepa-

rated into user clustering and power phase shift optimization problems. We first propose

NLUPA to address the user clustering. Then, to jointly obtain optimal power allocation

and IRS phase shift, conventional convex optimization method is unable to solve this

issue. Thus, we formulate the original sum rate maximization problem as a DRL envi-

ronment and use DDPG agent to solve the reformulated problem. Number of simulation
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Figure 6.9: The average reward with different decoding error probability.

Figure 6.10: The sum rate with different decoding error probability.
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results illustrate the agents are well trained, reaching higher rewards and outperform the

benchmark sub-optimal algorithm. Specifically, the proposed DDPG based approach can

achieve higher throughput with the same power consumption, or higher throughput with

same decoding error probability. In addition, even the DDPG agents are trained with

fixed target rate and decoding error, they still are able to provide high-reward policy

when these parameters shift in a small range in other words, in dynamic environments.



Chapter 7

Future Work and Conclusion

7.1 Conclusion

NOMA has been considered a promising MA technique for 6G or beyond networks because

of its numerous benefits, including higher spectral and energy efficiencies, fairness, and

compatibility with other techniques, such as OMA, IRS. Unlike conventional OMA, such

as TDMA and OFDMA, in which only a single user occupies a single time or frequency

resource block, NOMA enables multiple users to share the whole resource. Particularly,

multiple users are allowed to transmit their signals via the same frequency band simulta-

neously. In power-domain NOMA, by applying SC at the transmitters, signals of multiple

users can be multiplexed together with different power levels according to their channel

strengths, while at the receivers, SIC is exploited at stronger channel gain users to de-

code the signals intended for weak channel users to remove their interference. Due to

the compatibility of NOMA, it can be integrated with multiple other techniques, such as

OMA schemes and multiple antenna techniques. In addition, IRS is another revolutionary

technique capable of signal reflection. Adding additional amplitude or phase shift to the

intended signals allows reconfiguring the communication link in an IRS-aided network.

Combining NOMA and IRS in a network, the interference suffered by weak channel users

can be further eliminated. Therefore, energy efficiency and spectrum efficiency can be

significantly improved. In order to design IRS-aided NOMA networks, resource alloca-

tion is a driving force. In particular, the allocation of resources is formulated into an

optimization problem, which obtains optimal power allocation, IRS phase shift, and user

clustering to minimize/maximize the objective function, such as power consumption or
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sum throughput. Hence, this thesis focuses on different resource allocation problems for

IRS-aided NOMA networks.

In conclusion, this thesis presents a comprehensive investigation into resource allo-

cation techniques for IRS-aided NOMA networks, addressing key challenges in power

efficiency, information freshness, and throughput maximization. By integrating IRS with

NOMA, the proposed methods effectively enhance spectral and energy efficiency while

reducing interference, making them suitable for 6G and beyond networks. The research

works formulate and solve multiple optimization problems for different system, including

downlink MISO-NOMA, uplink NOMA-based IoT, and URLLC-NOMA networks. Par-

ticularly, in the downlink MISO-NOMA system, the proposed AO algorithm efficiently

minimizes total power consumption while satisfying outage-probability-based QoS con-

straints. For the uplink NOMA-based IoT network, the thesis introduces a sum AoI

minimization framework, where IRS improves the transmission efficiency of weaker chan-

nel users. To solve the complex resource allocation problem, both convex optimization

and a DDPG-based DRL algorithm is employed, demonstrating the effectiveness of DRL

in reducing complexity while achieving near-optimal performance. Finally, the URLLC-

NOMA system addresses sum-rate maximization through DRL-based solution, achieving

higher reliability and lower latency. The simulation results consistently illustrated that

IRS-aided NOMA significantly enhances system performance compared to conventional

NOMA and OMA systems. These contributions offer valuable insights and practical algo-

rithms for next-generation wireless networks, leading the way for more adaptive resource

allocation strategies.

7.2 Future Works

This thesis has contributed considerably to resource allocation techniques for IRS-aided

NOMA networks. However, several investigations remain to extend current research and

future works, presented in the following.

7.2.1 Multiple Antennas Technique and Imperfect CSI

The current works in Chapter 5 and Chapter 6 in this thesis assume the BS are equipped

with single antennas and are able to obtain perfect CSI. However, in the practical wire-
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less communication system for 6G or beyond, the BS is usually equipped with multiple

antennas. In addition, due to the existence of IRS, the signals are reflected passively.

Therefore, errors are highly likely to occur in the channel estimations and quantization,

which can significantly reduce the system’s overall performance. Specifically, in NOMA

networks, since both SC and SIC depend mainly on CSI, channel uncertainty can con-

siderably increase the design for NOMA networks. Furthermore, integrating multiple

antenna techniques and IRS-aided NOMA networks also increases the complexity, re-

forming the power allocation problem into a beamforming design problem. In summary,

further investigation of robust beamforming designs for IRS-aided MISO-NOMA networks

to maximize sum URLLC throughput and to minimize sum average AoI are considered

as future directions to extend the current works.

7.2.2 TD3-Agent-Based Resource Allocation Techniques

The algorithm applied in works in Chapter 5 and Chapter 6 mainly depends on DDPG

agent. To further extend the current works, a more effective agent, namely TD3 agent,

can be exploited to address resource allocation problems. Though DDPG agents are able

to tackle the joint optimization of power allocation and IRS phase shift, they still tend to

overestimate bias and instability during training due to the use of a single critic network

for estimating Q-values. TD3 agents address this issue by applying three improvements.

Firstly, TD3 agents employ additional critic DNN, which estimate the targets separately

to reduce bias. Secondly, delay policy update is introduced, where the actor-network is

updated less frequently than the critic DNNs, leading to more stable updates and improv-

ing convergence. Finally, target policy smoothing is applied by adding noise to target

actions, which reduces errors in the Q-value estimation and further improves learning

stability. Thus, with the help of TD3 agents, the user clustering, power allocation, and

IRS phase shift are able to be optimized jointly to significantly raise the accuracy of the

solution for resource allocation problems in current works.

7.2.3 Resource Allocation for ISAC-NOMA networks

ISAC indicates an emerging technique that combines sensing and communication func-

tionalities. Instead of considering both sensing and communication as separate entities.

This technique enables the simultaneous sharing of resources for both functions, which
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enhances overall efficiency. By optimizing the resource allocation for ISAC systems, the

integration improves spectrum utilization and allows communication systems to benefit

from enhanced sensing data. On the other hand, NOMA allows multiple users to trans-

mit simultaneously by sharing the whole resource, enhancing connectivity and improving

resource efficiency. Particularly, in power-domain NOMA, SC multiplexes signals for

multiple users at transmitters and SIC are applied at receivers to eliminate interference.

Motivated by this discussion, a downlink IRS-aided NOMA-ISAC system is considered

an interesting research direction.

7.2.4 User Clustering Strategy for IRS-NOMA networks

In NOMA, users with different channel conditions share the same frequency or time

resources, and their signals are decoded by applying SIC. However, efficiently user clus-

tering strategy is crucial for maximizing energy efficiency, throughput and fairness. Tradi-

tional clustering methods often rely on fixed or heuristic approaches, which is suboptimal

in dynamic environments. By applying ML algorithms, such as DRL, the system can

automatically and adaptively group users based on real-time channel conditions and QoS

requirements. This AI-driven approach enables the network to dynamically optimize user

clustering, reduce interference, and optimize overall resource allocation jointly, making

NOMA systems in practical deployments.
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