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Abstract

The TOMCAT 3-D chemical transport model (CTM) has been used to figze the cause of
recent variations in global atmospheric methane {CHbcusing on examining changes in the
balance of sources and sinks of the species. The chemical loss girisarsg emissions of methane
have been studied and a new 4D-Var inverse version of TOMCAT hexs treated.

The accuracy of the TOMCAT model transport was investigated by simulttmgistribution of
the long-lived species $F A range of model grid resolutions, boundary layer schemes and ad-
vection schemes were tested. New retrievals from the Atmospheric Chemigteyitbent (ACE)
satellite instrument were used to test the model in the upper tropospherevasrdstoatosphere.
The standard CTM simulated the observed distribution and growth gfx&H. However, based
on comparison with ground-based data, the interhemispheric transpoet Tioil CAT model was
found to be approximately 20% too slow, with too little temporal variation in southemisphere
transport. On the whole, however, tracer transport in the CTM using itslatd set-up was accu-
rate. As a basis for the inverse model simpler advection and boundany(Blyeschemes were
tested. The advection scheme which conserved only up to first-order n®(regher than second-
order moments) did not significantly reduce the accuracy of the modepwansiowever, use of
a local boundary layer mixing scheme rather than a non-local scheme gliddgethe quality of
the transport by reducing the speed of vertical mixing out of the BL.

A number of currently used CHemission inventories were used with the forward TOMCAT model
in order to examine the effect they have on the global, ®tbidget, and two different estimates of
the OH sink were also tested. A published OH field derived from global@@Zk and a chemical
box model was found to be more consistent with OH observations than thdrbetdthe full
chemistry TOMCAT model. Although both OH fields produced global,dif¢times consistent
with published estimates, the TOMCAT OH field yielded model,Gthich was up to 100 ppb
higher than observations at the surface. Data assimilation was used to @rtheestimate of
the stratospheric sink of CH Although this sink is small overall, it needs to be represented
realistically in order to accurately reproduce global £bl within 10 ppbv.

A new adjoint version of the TOMCAT model was produced by explicit cgdiand was thor-
oughly tested. This was incorporated into a new 4D-Var inverse modelhwdaa be used to
produce updated Cturface flux estimates which are constrained to agree with atmospheric ob-
servations. The inverse model was used to investigate emissions in the Anetie we forward
TOMCAT model and standard emissions revealed a seasonal cycle phasd with surface CH
observations. It was found that northern hemisphere summertime wetlansi@misvere overes-
timated in the GISS inventory by up to 100% for the period 2000-2006, anthikavas likely due

to the estimates of emission rates and thaw period used when producing grdbigv It was also



found that increased Asian emissions suggested in the EDGAR V4.0 inyemtonot consistent
with observations unless mitigated by a corresponding drop in emissionshelsew
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Chapter 1

Introduction

1.1 Motivation

In recent years, our planet’s climate system has been placed unda&rggerutiny than ever before
due to the growing concern that human activity has influenced its composiimhhence its
temperature and dynamics, to an unprecedented extent. Anthropogiritieacsuch as industrial
processes, agriculture and land use change have resulted in risingphiriosconcentrations of
greenhouse gases such as carbon dioxideCGethane (Ch) and water vapour (kD), amongst
others. Greenhouse gases are known to absorb and re-emit loegivirasred radiation which
would otherwise escape the Earth’s atmosphere, producing a warmaa effon the planet. As
atmospheric concentrations of greenhouse gases rise, this greergftat on the planet also
increases, and may lead to global mean surface temperatures risingt By’€ by the year 2100
(Meehl et al., 2007).

It is clearly vital that our understanding of the Earth’s atmospheric mse®and composition is
as comprehensive and as detailed as possible in order that we may atteomitebaur influence
upon the atmosphere and mitigate for climate change. However, the compléxrbaként na-
ture of atmospheric processes, along with the atmosphere’s depengmncthe planet’s oceanic
and bioterrestrial systems, means that there currently remain large untestan our comprehen-
sion. Attempts to improve our understanding of the composition of the atmostatikera variety
of forms, including direct measurement of atmospheric concentratiormdimy experiments of
atmospheric species, and model studies which take advantage of recemteémpnts in com-
putational power in order to simulate the atmospheric system. While atmospheradlimgpds

a powerful tool in reproducing or predicting the composition of the atmogphaea given time,
every model requires some prior knowledge of certain parameters,asustirface emission dis-
tributions and atmospheric reaction rates, in order to function accuratdlgaps still remain in
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Figure 1.1 The concentration (ppb) and associated radiative forcing (W)rof CH,4 over the
last 20,000 years reconstructed from Antarctic and Greenland ice mnddta (symbols) and
from direct atmospheric measurements (red line). The grey bar displaygtnstructed CH
concentration range over the past 650,000 years. Taken fromnJanak (2007).
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our knowledge of such parameters. However, atmospheric models alltovpreduce accurate
three-dimensional estimates of atmospheric species without the need fosiegtsmeasurement
campaigns, and allow us to predict the effect that anthropogenic actiwidgshave upon the
future climate of our planet.

1.2 Tropospheric Methane

Methane (CH) is a greenhouse gas which is emitted from a variety of anthropogenicauhh
sources. Figure 1.1 shows the global mean concentration gfo@et the past 20,000 years. Prior
to the industrial revolution, which was a period of dramatic technologicahzenufactural growth
throughout the 18 and 19" centuries, the mean atmospheric £tbncentration varied between
400 parts per billion (ppb) during glacial periods and 700 ppb in interigllperiods (Spahni et al.,
2005). Since industrialisation, however, the mean atmospheric concemtwéiitH, has climbed
dramatically, at an unprecedented pace, with an increase of 1000 pisly due 28" century
(Ferretti et al., 2005). The IPCC report of 2007 (Forster et al., 20@8d measurements from
surface sampling sites to place the the global mean idcentration at approximately 1774 ppb,
a value unprecedented in at least the preceding 650,000 years {8pah2005), and since 2007
the global atmospheric Gftoncentration has continued to rise (Rigby et al., 2008; Dlugokencky
et al., 2009).
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Figure 1.2 Summary of the principal components of the radiative forcing of climate chavigl-
ues represent the forcings in 2005 relative to the start of the industagbeound 1750). Errors
correspond to the level of uncertainty around the respective vallkenTeom Forster et al. (2007).
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This increase in the atmospheric concentration of methane has a direstt gifen the Earth’'s
climate due to the high radiative forcing produced by HRadiative forcing is a measure of
how much a factor, such as the changing concentration of a greenpasisafluences the energy
balance of the Earth’s climate. Figure 1.2 displays the radiative forcinguadws atmospheric
constituents, showing that GHk the second most important greenhouse gas in terms of radiative
forcing (Denman et al., 2007), behind only € its influence on the climate. In fact, on a
per-molecule basis, the radiative efficiency of £sl approximately 26 times higher than that of
CO, but the atmospheric concentration of £id far lower, meaning that its total radiative forcing
is approximately 0.48-0.05 W n12, compared to a value of 1.6®.17 W n12 for CO,. This
means that Cllaccounts for approximately 30% of the planet’s total radiative forcing tdue
anthropogenic activity (Forster et al., 2007).

1.3 Inverse Modelling

Surface emissions of Ctbriginate from a range of contributing biogenic sources, including wet-
lands, rice agriculture and livestock, and non-biogenic sourcesasittie fossil fuel industry and
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biomass burning. It is important that the nature, location and magnitude & émissions are
fully understood in order for policy-makers to be able to reduce antlyepic contribution to

climate change, but also so that atmospheric models may use such invergdrasdary condi-

tions in order to accurately reproduce atmospheric concentrations opéduges. However, there
are currently large uncertainties in our emission estimates faof, €specially from natural pro-
cesses such as biogenesis from wetlands or those with varying ghimgtagistributions such as
biomass burning (Forster et al., 2007).

The rate of CH emission from a given process can generally be estimated using three sethod
The first of these involves the extrapolation of direct small-scale flux rmeasnts up to a regional
scale, while the second method consists of modelling the underlying precefsSel, emissions.
While each of these ‘bottom-up’ methods may be accurate up to a limited point, ¢jeesipatial

and temporal variation in CHemission rates may lead to inaccuracies when these estimates are
extrapolated upwards. The third available option is a ‘top-down’ appr&aown as inverse trans-
port modelling, which assimilates observed atmospheric concentrations ints@ter@ models

in order to constrain emission rates. While top-down methods may help to overttee weak-
nesses in the bottom-up approaches, inverse models are dependeaidoguality, high density
observations and a good understanding of errors in the observatian@aelling process in order

to produce accurate results. Ideally, the two approaches work in tatuleraate the most robust
emission inventories possible.

One method of inverse transport modelling which is becoming increasingialerg due to to
improvements in computational speed and memory is known as the Four-Dimaingwoiational
(4D-Var) inverse modelling method. This method uses an adjoint versiom atnaospheric trans-
port model to find the sources of discrepancies between model simulatidnsbaervations the
distribution of atmospheric species. The aim of the work described in thistisds create a new
4D-Var inversion system for the TOMCAT/SLIMCAT model, hencefortiowm as the TOMCAT
model. This is a Chemical Transport Model (CTM) which has been usedaniety of studies in
the past to simulate the transport and chemistry of active atmospheric trsee (@ag. Chipper-
field et al. (1993); Arnold et al. (2005); Breider et al. (2010); Hosset al. (2010)), and to use
the new inversion system to create updated emission rates fpnw@ldh are more consistent with
observations, providing information which can help to improve our undedstg of the physical
processes of ClHemission into the atmosphere. An essential step in the model development is an
evaluation of the forward model for the transport of long-lived gaseb sis CH.
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1.4 Aims of this Thesis

The main aim of this thesis is to improve our understanding of the growth-ra¢nodspheric
CH, and the underlying processes contributing to its emission into the atmosphayebserved
atmospheric Cll concentrations to constrain global surface emission rates using the TOMCA
CTM. Specifically, this thesis will address the following:

1. Investigate recent variations in the atmospheric CH budget using the TOMCAT model
and a range of state-of-the-art CH, emission inventories. Investigate the ability of the
TOMCAT model to accurately simulate the global £#istribution. Assess the accuracy of
a variety of CH emission and destruction inventories. Assess the impact that differences in
the emission/destruction inventories have on the simulategddidtribution. Investigate the
sources of any discrepancies between the forward model and thealises.

2. Develop a 4D-Var inversion system using the TOMCAT CTM capable of poducing
improved global emission inventories of atmospheric species on a meldgrid scale
through the assimilation of observed data.Assess the accuracy of the simulated atmo-
spheric transport processes in the TOMCAT model. Produce and validedeljoint version
of the TOMCAT model. Incorporate the adjoint model into a 4D-Var optimisatiutine.

3. Use the TOMCAT 4D-Var system together with observed CH data in order to provide
an updated emission inventory for CH,. Trace the geographical and temporal locations of
discrepancies produced using the inversion model, and assess treugbpyocesses which
are responsible. Deduce possible reasons for the inconsistenciasattds knowledge to
infer the causes of variations in the atmospherig®Hdget.

1.5 Thesis Layout

This thesis consists of seven further chapters. Chapter 2 discussstraics and chemistry of
the troposphere with respect to gHefore describing in detail the various sources and sinks of
the species. Chapter 2 also details recent variations in the atmospheriocu@iet and discusses
previous studies which have attempted to explain these variations with régspgeinges in the
net CH, flux. Chapter 3 describes and evaluates different methods availablestsénmodellers

in order to estimate the fluxes of atmospheric constituents, and briefly désctiss results of
previous inverse modelling studies. Chapter 3 also describes the TOMCAT which is used

in this study. Chapter 4 evaluates the accuracy of the transport in the FOM@del using
observations of a chemically inert tracer, and discusses this model’sibtyitily use as the basis

of an inverse transport model. Chapter 5 documents the developmenewaf 4D+Var inversion
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system for the TOMCAT model, giving detailed descriptions of both the metbhggaised for an
inversion and the extensive testing process undergone by the invedst imorder to validate its
accuracy. Chapter 6 investigates recent variations in tropospher®Zekamining the sensitivity

of the TOMCAT model to a variety of estimates of both sources and sinks ofamettChapter 7
foucuses on the seasonal cycle of JRithe Arctic, and examines the results of an inverse model
simulation which aims to produce updated global emission estimates pfi@itg a specific year,
before examining the physical implications of the results of the inversionpt€h8 summarises
the results and conclusions of the research in the thesis.



Chapter 2

Methane in the Atmosphere

2.1 Introduction

This chapter is intended to give background on all aspects of atmos@tdsj@s it is clearly nec-
essary to understand the underlying processes of atmospheric triamsonistry, emission and
destruction of the species in order to accurately simulate its global conttentraan atmospheric
transport model. Section 2.2 describes the structure of the atmosphegivasd brief descrip-
tion of the underlying transport processes which atmospherigi€Bubject to, while Section 2.3
describes the chemical destruction processes which @idergoes in the atmosphere. Section
2.4 gives details of the wide range of sources from which, GHemitted, along with the inherent
problems encountered when attempting to compiley €hhission budgets due to difficulties in
quantifying these processes. Finally, Section 2.5 describes recéatioms in the global mean
atmospheric Chl concentration, and discusses previous attempts by other authors to liek thes
variations to changes in surface emission rates and distributions.

2.2 The Structure of the Atmosphere

The atmosphere is a layer of gases surrounding the Earth’s surfack mhintains the planet’s
ability to sustain life. The atmosphere is made up of a huge number of gagesiess although
most exist only in trace amounts. Only nitrogen (78%), oxygen (21%hrasmd water vapour
(<1% each) contribute a substantial proportion to the composition of the atnres@t@er gases
present in the atmosphere, known as trace gases, may have relativéilatsnospheric concen-
trations, but many of them play a large role in the maintenance of the planet'delima
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Atmospheric pressure is the term given to the force exerted by the wditite atmosphere, which
decreases exponentially with altitude due to the effects of gravity and temaper&igure 2.1(a)
shows the typical vertical profile of atmospheric pressure. The temperafithe atmosphere
has a more complex vertical structure, as shown in Figure 2.1(b). The pier@sis partitioned
vertically into domains separated by reversals of the temperature gradidngagh domain hav-
ing substantially different compositions and physical and chemical piepef he troposphere is
loosely defined as the lowest region, where temperature decreaseseigtit. hThe tropopause,
which marks the top boundary of the troposphere, sits at around 8 - ldbkwe the Earth’s sur-
face, the altitude being highly dependent on latitude and season. Thejitaye contains around
85% of the total mass of the atmosphere. Close to the surface is a sectiontaipgbsphere
known as the planetary boundary layer (PBL), which extends upwardst a couple of kilome-
tres. The PBL is characterised by turbulent and rapid atmospheric mixiagadine orography
and temperature of the surface. The stratosphere sits directly abovepgbpduse and extends up
to an altitude of around 50 km above the surface of the Earth. The tempeddtie stratosphere
increases with altitude due to the absorption of solar radiation by ozoneethiayg the strato-
sphere and troposphere contain 99.9% of the total mass of the atmosapherhe majority of
the chemical processes necessary for life on Earth occur in these ttionseof the atmosphere,
although the two domains are chemically and dynamically different. Above th®pause is the
mesosphere, where temperature decreases with altitude again, althoagisteeply as in the tro-
posphere, and the thermosphere sits above the mesopause. The tempdridme thermosphere
rises sharply up to between 500 K and 2000 K due to the strong absoptotaofJV radiation by
N> and Q. This thesis focuses on variations of £l the troposphere only, but the exchange of
air between the stratosphere and troposphere plays an important roletioghspheric concen-
tration of CH,, so both domains must be modelled and understood. The effect of thephesds
and thermosphere on tropospheric Zlminimal.

2.2.1 Atmospheric Transport

Atmospheric transport is the term encompassing all large- and small-scal@a@ment, which
carries trace gas molecules through the atmosphere. This means thdtaggaf the location of
their emission, trace gases are eventually mixed throughout the atmosfitieeetion, convection
and boundary layer mixing are three forms of atmospheric transport velneeleonsidered in the
TOMCAT model, and the nature of each of these three processes ishdesicere.
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Figure 2.1 (Left) Typical vertical pressure profile ar{®ight) typical vertical temperature profile
in the Earth’s atmosphere at 30°N, March. Adapted from Jacob (1999)

100 100 T T 1 1 T 1
Mesosphere
80 80 |- -
£ 60 £ 0| _
0 g Fm--————=)-=--
o o
> 2
£ 40 E a0} -
< <
Stratosphere
20 20 phere ]
b) Troposphere
0 I N O N | 0 L1 1
- 4 +H +d +H «+4 O O O o O O O O O o
S & g © -
QS o
o
Pressure, hPa Temperature, K
Advection

Transport of atmospheric air, and therefore of species such ascGhtained in the air, due to
winds is known as advection, and is responsible for most of the larde{saasport of air around

the globe. Wind is the flow of air from areas of high pressure to areaswoptessure, which over

a long time period will mix atmospheric constituents throughout the atmosphereecfion is
responsible for the transport of trace gases away from the areawheyr emitted. For example,
since the majority of Chlsources are in the northern hemisphere (NH), advection is responsible
for transporting atmospheric GHhto the southern hemisphere (SH). Advection of an atmospheric
tracer at a fixed point satisfies the continuity equation, which states that;

of
9t = _Q“Q) (2.1)

wheref (X1, X2, X3) is the tracer mass and-u(us, Uy, Ug) is a three-dimensional wind velocity field.

This means that, assuming no sources or sinks, tracer mass is conseoughtiut time.

Convection

Convection is responsible for the rapid vertical transport of air in the athersp There are two
types of convection, known as free convection and forced convedti@e convection occurs due
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to the solar heating of the Earth’s surface, which causes a vertical msitgegradient known as
a thermal, forcing air to rise. Due to the temperature dependence of freeatn, its effect
is generally greatest in tropical latitudes, and it has less of an effectdevthe poles. Forced
convection can occur for a number of reasons. It may be due to theaptogof the land surface,
weather fronts or the convergence of horizontal winds. This effme$es air to rise in mountainous
areas, for example.

PBL mixing

The Earth’s boundary layer is characterised by turbulent and rapid gwfiair close to the surface
due to changing factors such as orography, soil heat capacity andgheric heat conductance.
Species that are emitted from the Earth’s surface quickly become mixedythtbe boundary
layer before they move into the free troposphere at a slower pace. €itetlof the PBL changes
according to heating of the Earth’s surface, which affects the raterdingeinto the free tropo-
sphere. Deposition of some trace species out of the air and into the Had{shere also occurs
in the boundary layer, although methane is not a deposited species.

2.3 Atmospheric Chemistry Relating to CH,

Once emitted into the atmosphere, £é&ither remains resident in the atmosphere, is destroyed
through chemical reactions with other atmospheric species, or is oxidist#ebyethanotrophic
bacteria in soils. The major sink of GHs reaction with the hydroxyl radical, OH, which is
responsible for approximately 90% of the removal of £ffbm the atmosphere, and occurs in
both the troposphere and in the stratosphere (Denman et al., 2007ughhaanumber of further
reactions, this process eventually results in the formation of CO ang @dng rise to the indi-
rect radiative forcing potential of CHdue to its role in the formation of these other greenhouse
gases. The oxidation process of £iH the troposphere to eventually form CO and £5an occur
through a number of pathways, which are mainly dependent upon thepmssnce of nitrogen
oxides (NQ) in the atmosphere. NQwhich consists of NO and NQis mostly released into the
atmosphere through anthropogenic activity such as fossil fuel comhuestid biomass burning,
although it is also released in relatively small amounts from soils and is pedduacthe atmo-
sphere due to lightning. NO is oxidised to form Bl a number of tropospheric reactions, such
as that with @;

NO+0O3 — NGO, + 0Oy (2.2)
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and NQ is quickly photolysed back to NO during the daytime;

NO, +hv 22 NO+ 03 (2.3)

This means that cycling between N@nd NO takes place on a time-scale of minutes in the tro-
posphere, which means that the Nudget is generally considered as a whole. In regions with
high local concentrations of NQan alternative oxidation pathway is available for £eind both
pathways are described here.

When CH, reacts with OH, it forms the methyl radical GHwvhich reacts rapidly with

CH;+OH — CHz+H,0 [kon = 2.45x 10 2exg—1775/T)] (2.4)
CHz+0y+M — CHsOo+M (2.5)

At this point, the presence of NGs critical, as the methylperoxy radical G8, will react with
NO if it is present, or with HQ otherwise;

CH30,+NO— CHsO+NO, (2.6)
CHzO2+HO, — CH3OOH+ 0, 2.7)

Methylhydroperoxide (CBOOH), which is formed when NQevels are low, may react with OH
(with two possible reaction branches), or be photolysed;

CH;00H+OH — CHyO+ OH + H,0 (2.8)
CH;O0OH+OH — CH30, +H>0 (29)
CH;OOH+hy —s  CHsO—+ OH (2.10)

The methoxy radical (CgD), which is formed during reactions 2.6 and 2.10, reacts rapidly with
O2;

CHsO+ O — CHO+ HO;, (2.11)
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Formaldehyde (CbkD) can react with OH or photolyse (with two photolysis branches);

CH,0+OH — CHO+ H,0 (2.12)
CHO+hv & CHO+HO, (2.13)
CH,O+hv —  CO+Hy (2.14)

and the CHO radical reacts rapidly withp @ form CO;

CHO+ 0, — CO+HO; (2.15)

When CO is formed, it reacts with OH to give GO

CO+0OH— CO+H (2.16)
H+0,+M — HO,+M (2.17)

In this way, CH, is eventually oxidised to form CO and GQwith differing products depending
on the presence of NOn the atmosphere. In the high-N©ase, the net reaction is therefore;

CHy + 100, —> CO, + Hp0+ 505 + 20H (2.18)

while in case where NQis low, the net reaction is;

CHa +30H + 20, — CO, + 3H,0+ HO; (2.19)

The reaction chain is summarised in Figure 2.2. Equations 2.18 and 2.19 irteatgortance of
CHg, along with the presence of N@ the atmosphere, in determining the concentration of tropo-
spheric OH. In the presence of NQhe oxidation of CH eventually produces two OH molecules
and 5 molecules of & which may be photolysed to form OH. Meanwhile, low atmospherig NO
concentrations lead to the destruction of three OH molecules and the pradattanolecule of
HO,. This process is known as H@ecycling, where the HOfamily is comprised almost entirely
of OH and HQ, and means that the balance of £I1€0, CQ, Oz and NQ, are responsible for
the maintenance of the atmospheric concentration of OH.
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Figure 2.2 Chemical processes describing the oxidation of,@Hthe atmosphere to eventually
form CO and CQ.

CH, is also destroyed through reactions with excited oxygen atom®)Oénd with atomic chlo-
rine (Cl). These reactions, detailed in Equations 2.20 and 2.21 respgctieceur only in the
stratosphere, and are responsible for approximately 5% of the total i&3s pfrom the atmo-
sphere.

CHs+0O('D) — CHz+OH [Kogp) = 1.5x 1071 (2.20)
CH;+Cl — CHz+HCI ko) = 7.3x 10 %exg—1280/T)]  (2.21)

The remaining 5% of atmospheric GHbss is through sequestration into the soils, which is dis-
cussed in more detail in Section 2.4.

2.4 Surface CH, Fluxes

Surface CH emissions have a variety of natural and anthropogenic origins, whichfetemboth
biogenic and non-biogenic processes. Anthropogenic sources énfdadil fuel mining and use,
landfill sites, biomass burning, rice agriculture and the increased farnfingninant animals
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Table 2.1Ranges of Cld source and sink estimates provided by various contributors to the IPCC
2007 report (Denman et al., 2007), in which the value for total sinks is etgtmand the total
magnitude of the sources is determined from the atmospheric imbalance.

Process Range of Estimates (Tg¥)
Natural Sources 145 - 260
Wetlands 100 - 231
Termites 20-29
Ocean 4-15
Hydrates 4-5
Geological sources 4-14
Wild animals 15
Wildfires 2-5
Anthropogenic sources 264 - 428
Energy 14-77
Coal mining 32-48
Gas, oil, industry 36 - 68
Landfills and waste 35-69
Ruminants 76-91
Rice agriculture 39-112
Biomass burning 14 - 88
C3 Vegetation 27
C4 Vegetation 9
Sinks
Soils 26-34
Tropospheric OH 445 - 507
Stratospheric Loss 30-45
TOTAL SOURCES 582
TOTAL SINKS 581
IMBALANCE +1

while natural sources include wetlands, termites, the oceans, geologigakes, wild animals
and wildfires. There are large uncertainties, however, in the natueeasiz distribution of these
emissions for a variety of reasons which will be discussed later in this sedtiototal, annual
CH, emissions are estimated to be approximately 582 T4 for the years 2000 - 2004 (Denman
etal., 2007). Details of the genesis, distribution and size of each of thases is given here, and
a full CH, budget, including partitioning of the total source into the various emissiorepsas as
estimated in the IPCC report (Denman et al., 2007), is given in Table 2.InBept al. (2007) is
henceforth referred to as IPCCO7. Note that in the period 2000 - 2084¢tal sources and sinks
of methane were thought to be almost in balance, giving a net atmosphegasecof just 1 Tg

yr—1,
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Figure 2.3 Wetland daily emissions of CH(mg m2 d~1) inferred from fitting a temperature-
groundwater wetland model to SCIAMACHY GHconcentrations averaged over 2003-2005.
Taken from Bloom et al. (2010).
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Wetlands

Wetlands, such as swamps, peatlands, bogs, dry tundra, and Arctitolteest (thaw) lakes are
together the largest single source of £ End this flux component has the largest uncertainty. Wet-
lands are distributed across the globe, with large contributions from the émBasin, swamps in
the USA, equatorial Asia and Central Africa, and Arctic tundra and th&edan Canada, Scan-
dinavia and Russia. Figure 2.3 shows the distribution of wetland emissionsenhfiey Bloom

et al. (2010) from a wetland model over the period 2003 - 2005, disgayigh wetland sources
throughout tropical areas, and also in the high-latitude NH. Methane is erfrittadvetlands due

to methanogenic bacteria in the soils under anaerobic conditions (Co®@@l), and the rate of
emission is dependent upon a number of factors including soil tempenratater-table depth, the
availability of substrate for bacteria to feed on and the transportation gsact the atmosphere.
The dependence of wetland gldmissions upon climate-based factors such as soil temperature
and water-table depth could lead to a feedback process in which rising fetomes or precipita-
tion levels due to climate change may lead to increasegd fikt from wetlands (Gedney et al.,
2004; Bohn et al., 2007).

Early estimates placed total GMetland emissions at around 11 - 57 Tg¥tMatthews and Fung,
1987), while IPCCO7 included total wetland emission estimates between 100 T¢Wuebbles
and Hayhoe, 2002) and 231 Tgyr(Hein et al., 1997; Mikaloff Fletcher et al., 2004), indi-
cating the extent of the uncertainty surrounding the size of thig €idrce. Until recently, many
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estimates of wetland C4tmission rates came from small-scale measurements which were extrap-
olated to regional scales (e.g. Matthews and Fung (1987); Zimov et &7)) %r from process-
based models which attempted to simulate the processes of wetland methaisofeegesCao

et al. (1996); Christensen et al. (1996); Walter and Heimann (20B@)yever, each of these tech-
niques is limited by our knowledge of the spatial and temporal distribution of maglaand of the
diversity of CH, emission rate between and within wetland types. For example, Walter et ar)(200
found that estimates of CHemission from Arctic lakes often did not take account of small lakes,
leading to an underestimation of lake area by a factor of more than 2. Redéetlgvailability

of high resolution satellite measurements have allowed more accurate estimatetiaofd size
and location. Bloom et al. (2010) used gravity anomaly observationsthernScanning Imaging
Absorption Spectrometer for Atmospheric Chartography (SCIAMACH¥tmment as a proxy
for water table depth, found that surface temperature is the major facteténndining the emis-
sion rate of Arctic wetlands, while the water table depth is the determining factarpicéd and

SH wetlands. Bousquet et al. (2006) suggested that wetlands weans@sle for much of the
interannual variability of the atmospheric GHudget throughout the 1990s and early 2000s.

Rice Agriculture

Anthropogenic CH is emitted from rice paddies due to the same methanogenic bacterial processes
that are responsible for wetland emissions, and our estimates of the totafélsimilarly depen-
dent upon the accuracy of our determination of the spatial and tempuoiatioas in the emission
rate. The management system of a particular rice paddy, which may veaglygfrom location
to location, plays a major role in its methanogenic properties. The majority af €kissions
due to rice agriculture originate in East and South-East Asia. IPCCO07 éstirttaat the annual
emission rate due to rice agriculture ranges from 39 (Scheehle et al) @0022 Tg yr* (Chen
and Prinn, 2005). Li et al. (2002) and Kai et al. (2010) suggestcetinissions from rice paddies
in China have decreased since 1982 due improved management teclandueseduction in the
area used for rice production. Due to the similarity in the emission procedséuyavetland and
rice production emissions are often modelled as one (e.g. Bloom et al.)j2@16 estimated that
70% of emissions from wetlands and rice paddies come from sources imghestand SH.

Oceans and Hydrates

Methane is supersaturated in surface ocean waters, where it cais mitgthe atmosphere. Some
of this excess Clf especially around coastal regions, comes from land-based saucksas
petroleum production (Sackett and Brooks, 1975) and methane-riimsepts (Bernard et al.,
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Figure 2.4 Global volume of distribution of methane in hydrate at standard temperatdrpras-
sure on a 1° grid on all seafloor locations. Taken from Klauda and|SafaD09).
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1978). However, there must also be an ocean source qQf €Hce transport alone cannot ac-
count for supersaturated Ghh some parts of the open ocean (Scranton and Brewer, 1977). This
source is likely to be due to methanogenic bacteria (Brooks et al., 1981hwdsle in the deep
ocean, since the surface waters are highly oxygenated, prohibiting megtihaduction (Karl and
Tilbrook, 1994).

Marine gas hydrates are structures composed of crystalline water maedhileh can trap gaseous
molecules such as CHn cage-like configurations, formed under low temperature and high pres-
sure in the planet’s oceans. If the temperature rises or the pressueasies, however, the trapped
molecule may be released and emitted into the ocean, and further into the atreoSpHg hy-
drates are the most common from of hydrate (Archer, 2007), but kigelef the extent to which
they occur globally is ‘very incomplete’ (O’'Connor et al., 2010). Figuré g8hows the global
volume distribution of methane in hydrate on the sea floor4 G¥ytirate concentration is greatest

in coastal regions in the tropics and in the NH at high latitudes. Like wetlandbame hydrates
may be subject to a feedback loop due to the temperature dependencesbédise of the trapped
gas. Archer (2007) carried out a model study of hydrate emissionklgb@d estimated that there
are 1600 - 2000 Pg of carbon in the ocean in the form of, @idrates, and, citing a study by
Dickens (2003), considered that the hydrate source may be a ‘slow butversible tipping point

in the Earth’s carbon cycle’. CHemission rates from the oceans are small in comparison to some
other sources. IPCCO07 estimated that ocean sources ranged betereeri3 Tg yr?, while the
emission rate due to hydrates was estimated to be approximately 5¥.g yr
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Figure 2.5 Anthropogenic fossil fuel emissions of GHTg year ') for the period 1970-2005.
Taken from edgar.jrc.ec.europa.eu/p@ki4.php.
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CH, is emitted during the extraction processes and burning associated withftasdsil Since
industrial processes such as these are generally well documented,ghgudea and distribution
of our estimates are assumed to be fairly well constrained. IPCCO07 plazdmdhropogenic
emissions due to coal mining, gas, oil and industry at 82 - 106 T¢. yFigure 2.5 shows the
total emissions of Chifrom fossil fuels as estimated by the EDGAR version 4.0 inventory for
the period 1970 - 2005. The EDGAR inventory estimated that coal and oikemssshowed no
overall trend over the period 1970 - 2000, while £émmissions due to the natural gas industry
rose steadily throughout that period. There was relatively small inteednmriation associated
with each of the three industries between 1980 and 2005. HowevetaG@ofal. (2007) estimated
that, considering the legislation at the time, anthropogenig &Hissions due to industry would
increase by up to 35% by 2010, mostly due to increase emissions from Afrccthe Middle East
and from Centrally Planned Asia (e.g. Vietnam, North Korea and Mongalid)Ghina. EDGAR
estimated that coal and gas emissions had increased by approximately 20! tgeyween 2000
and 2005. Aydin et al. (2011), however, estimated that fossil fuel émnisdrad been decreasing
since the 1980s and were still doing so in 2010.

Landfills

CH, is emitted from anthropogenic soil-covered landfill sites due to biodegradistianaerobic
conditions of waste. The size of this source was estimated by Bingemer atm@(1987) to be
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30 - 70 Tg yrt, and this estimate has changed little, with estimates in IPCC07 ranging from 35
- 69 Tg yr!. As a biogenic source, this reaction is dependent on soil temperatureatind a
possible future feedback process.

Ruminants and Termites

Methane is a by-product of the microbial breakdown of carbohydrstied as cellulose in the
digestive systems of most herbivores, with ruminants producing the higitesof CH, produc-
tion (Blaxter and Czerkaws, 1966; Wolin, 1981). This source of,@Hpears to be fairly well
constrained thanks to agricultural data provided by each country esigped methane yield esti-
mates for different species, and IPCC07 estimates that the annya@idsion due to ruminants
ranges between 76 (Scheehle et al., 2002) and 91 Tg(Mikaloff Fletcher et al., 2004). Russia,
Brazil, Western Europe, Africa, India and the US produce the highdgtebnissions due to cattle
agriculture (Johnson and Ward, 1996), and the distribution due to alt nih@nants is similar.
Animal manure also produces small methane emissions, especially if storgagiBat al., 1995).

CH, is emitted from the digestive systems of termites. This source is difficult to modiedsti-

mate, due to the differences in emission rates from various termite families (Siogitred., 1998)
and the uncertainties in the location of major termite colonies. In fact, the emissierfrom

workers may vary from colony to colony even within the same species (thetal., 1996).
IPCCO7 estimates that the global methane source due to termites sits betwé&®nebbles and
Hayhoe, 2002; Houweling et al., 1999) and 29 TglyfMikaloff Fletcher et al., 2004).

Biomass Burning and Wildfires

Anthropogenic biomass burning and natural wildfires are a sourcewhéer of atmospheric trace
gases, including methane. Although burning in oxygen-rich environmefgases mostly C0
the smouldering phase of fires releases;CEO and other hydrocarbons (Lobert et al., 1991).
Depending on the fuel burnt, 2.3 - 10.7 g £Hre emitted per kilogram of dry matter burned
(Andreae and Merlet, 2001), and IPCCO07 placed estimates of biomassdp@H, emissions
between 14 (Scheehle et al., 2002) and 88 Tgd yMikaloff Fletcher et al., 2004), while wildfires
produced 2 - 5 Tg yr'. Around 85% of CH released from biomass burning is from tropical
regions, with small contributions from temperate and boreal regions (Hdt\ard, 1993). Due to
the difficulties in estimating burned areas and vegetation types, and theleusging distribution
of emissions, there are large uncertainties in our estimates of biomass bamingildfire CH,
emissions, and recent studies such as Duncan et al. (2003) anddsdstaal. (2006) attempt
to constrain trace gas emissions using satellite observations of fires. iDahea (2003), who
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studied the distribution of CO emissions due to biomass burning from 1979 & #f\ind that
although there was no significant trend in biomass burning emissions ovéintkegperiod, there
was large interannual variation on a regional and global scale. vaeid¢et al. (2006) confirmed
this over the period 1997 - 2004. As indicated by the range of estimateglpcoin IPCCO07,
biomass burning is one of the less constrained sources qf @l further study is necessary in
order to quantify its influence.

Other sources

There are other, possibly large, natural sources of, @GHich are not well understood. IPCCOQ7
estimated that geological sources of methane contribute between 4 and/t4*TGH, is formed

in the Earth’s crust, mainly by bacteria and thermogenic processes (Deetnarn 2007), and
released into the atmosphere through faults, fractured rocks and muaheelks (Milkov et al.,
2003; Kvenvolden and Rogers, 2005), and the total geological smir€H; may be as high as
40 - 60 Tg yr! (Denman et al., 2007). Kvenvolden and Rogers (2005) estimated theggpgeblo
source to be approximately 45 Tg V& which is accounted for as part of the fossil fuel budget.
Many of these geological sources have been subject to detailed naastsenly in recent years.
For example, measurements from mud volcanoes began in 2001 (Etiopeilkosd, M004), and
the number of mud volcanoes may range between 100 and 10,000 (Milkby20@8). Geologic
sources require far greater investigation before we can begin to staddrthe extent of their
influence upon the atmospheric methane budget.

Another natural source which is poorly understood is the natural fux fome plants, which was
suggested only recently by Keppler et al. (2006), who found that liZB@nd C4 category plants,
such as broadleaf trees, sugarcane and maize, release methane imisitstudy estimated that
the global source from living plants is 62 — 236 Tg yrmostly from the tropics, although the top
limit of this estimate was revised down to 85 - 125 Tgyby Houweling et al. (2006) using a
transport model. Total CHemissions from plants was most recently estimated at 20 - 69 Tg yr
with a best estimate of 36 Tg y, by Butenhoff and Khalil (2007), who suggested that around
24% of these emissions may already be accounted for in the wetland emisdipet.bblowever,
this reasoning still meant that approximately 28 Tgy€H, were unaccounted for in the methane
budget. IPCCO7 allowed for 27 Tg'ytand 9 Tg yr' for C3 and C4 category plants respectively,
in agreement with Butenhoff and Khalil (2007).

Soil Sink

The oxidation of CH by aerobic methanotrophic bacteria in the soils occurs in most types of oxic
soils. Most estimates of the soil sink from process models (Ridgwell et &9)1#nhd top-down
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studies (Bousquet et al., 2006) indicate that it accounts for approxima@elyg yr* CH,, or
about 5% of the total methane sink.

2.4.1 Isotopic Composition of CH Emissions

13C is an isotope of carbon containing an extra neutron, and atmosphericnaethataining'C

can be monitored independently from the vast majority of,Gkhich containg?C. This provides

a useful diagnostic for locating the origin of atmosphericsCiince different methane sources
produce different ratios 0ffC to 12C. Finding this ratio for an air sample containing methane can
therefore constrain the nature of its emission. The vak3€ for an air sample provides a measure
of the13C to 12C ratio, and is defined as;

(l3c>
12¢c
sample 9 | x 1000k (2.22)

(%)
1c standard

While ambient background air typically h&$3C~-47%., CH, formed by combustion is generally

stCc=

enriched in'3C while CH, from biogenic sources is depleted!*C can also change according
to the source location. For exampl&:®C for methane emitted from wetlands at high northern
latitudes varies between -70%. and -60%o, while tropical wetlands prodtigev@h 61°C varying
from -60%o to -50%o (Dlugokencky et al., 2011). Although monitoring@fC for methane is
currently limited to not much more than a very small number of locations in the Arcticor
extensive measurement network would be a powerful tool in future tigeg®n into the methane
emission budget. For example, Mikaloff Fletcher et al. (2004) used isotopasurements as
further constraints in an inverse model study for Q#hnissions in 1998.

2.5 Recent Variations in the Atmospheric CH, Budget

Since the 1980s, the rate of increase of the atmospherictOklen has been slowing down dra-
matically. Figure 2.6 shows the global mean QHixing ratio for the period 1983 - 2006 and the
instantaneous CHgrowth rate. The growth of CHsince the 1980s has four distinct phases, with
some interannual variability within these phases. The first phase is frosteti®f the observation
period until approximately 1992. During this period, the growth rate ofy GHeasonably high -
approximately 10 ppb yr* - but decreasing. After a sharp rise in 1991 followed by a significant
drop in 1992, which will be discussed later in this section, the second fuiegses, in which the
rate of increase remains small until 1998. A large increase in 1998 mdded third phase, in
which the net increase was approximately zee.@ ppb yr!) between 1999 and 2007. Finally
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Figure 2.6 (Top) Global mean tropospheric GHppb) derived from surface sites operated by
NOAA/GMS for the period 1983-2011. (Bottom) Annual growth rate (ppbyin global atmo-
spheric abundance. Taken from Heimann (2011).
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the fourth phase, which covers the period between 2007 and the pdesein which concentra-
tions have again started to increase. The global meani@ifease was 8.3 0.6 ppb in 2007 and
4.4+ 0.6 ppb in 2008 (Dlugokencky et al., 2009), a significant increase droftihe preceding
years, and the atmospheric burden has continued to increase up untieiempday (Heimann,
2011).

The atmospheric CiHburden depends on a delicate balance between the sources and sihks, a
the observed deceleration of the atmospherig Gttiget increase has implications for our under-
standing of CH emission and destruction. Before the recent renewed increases irtpet bilnere

was fierce debate as to whether the period of stability was a temporary ipatheeincrease or a
new steady state for atmospheric £flugokencky et al., 1998; Simpson et al., 2002; Wuebbles
and Hayhoe, 2002; Dlugokencky et al., 2003). However, the reetunn to rising global methane
levels is a possible indication that the levelling-off was only a temporary respiteumber of
attempts have mean made to link the variations in the global methane budget te<larige
sources and sinks of the species, and a brief summary of some of thihéges is given here.

The sudden drop in the increase rate in 1992 came the year after two majat gl@nts — the
collapse of the former Soviet Union (fSU) and the eruption of Mount Plyata volcano in South
Asia. It has been argued (e.g. Dlugokencky et al. (1994b)) that thesevents were responsible
for decreased ClHemissions in 1992, which led to a small decrease in the atmosphejib@iget
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that year £ -1.5 ppb). During the peak years of the fSU, government calls for {acgée, rapid
extraction of gas from the West Siberian basin meant that long gas pipalgresquickly built
with little regard for reducing leakage, emitting 29 to 50 Tg¥in ‘lost’ CH,4 (Reshetnikov et al.,
2000). The fall of the fSU in 1991 meant a stabilisation in the amount of gssotion and a fall
in the amount of coal mining in the area, while repairs had been carriechabemipelines since
1989. These factors may have contributed to a decrease of up to 37 T¢Djugokencky et al.,
1994a), although this estimate was later revised down to 10 Th@lugokencky et al., 2003).
The eruption of Mount Pinatubo on June 15, 1991, may also have hagbeessing effect on CH
emissions. The eruption, which was the second largest of the@tury, reduced the surface air
temperature in the NH by up to 0.7 °C (Dutton and Christy, 1992). Since thehiogmission of
CH, from sources such as the northern wetlands is temperature dependentathhave further
decreased emissions in 1992 by around 2 Tg (Dlugokencky et al., L994&as also found that
the eruption may have been responsible for decreased tropospheiiic D&l short term due to
increased sulfur and aerosol emissions, which may explain the shagagecin the 1991 growth
rate of atmospheric Ckbefore the decline in 1992 (Dlugokencky et al., 1996).

After the reduction of fossil fuel emissions produced by the fall of tHe,f§obal CH, concentra-
tions continued to rise slowly until 1998, when there was an anomalously tiigispheric growth

rate of approximately 12.7 ppby, compared to an average of 3.9 ppb¥m 1995 - 1997 (Dlu-
gokencky et al., 2001). This was due to the strong Eld\ineteorological event in 1998 which
made that year the warmest on record (Hansen et al., 1999) and prbohaceased precipitation

in the high northern latitudes (north of 30°). Dlugokencky et al. (200t that these conditions
increased Chlemissions from wetlands and biomass burning in the NH by up to 31 Tg that year
Bousquet et al. (2006) suggested that decreased OH concentci®is reaction with increased
CO emissions from biomass burning may have also produced increasgco@étntrations.

Aside from the anomalous GHyrowth rates in 1991-92 and 1998, the period 1983 - 2000 was
characterised by a gradual decrease in the rate of growth for atnrasgidy. During the third
phase, which lasted from 2000 until 2007, the net year-on-yearaseref the atmospheric GH
budget was approximately zero, meaning that the sources and sinks @&naattust have been
in balance. An exception is in 2002-03, when increased biomass buraegdn El Niio event
produced a year of growth (Simpson et al., 2006). Whether the stabilitytrtiestremissions and
sinks had both stabilised at a constant value, or that the two were varyimgsion, was questioned
(e.g. Dlugokencky et al. (2003)), and the key issue in discerning theecaf the stability of the
global concentration of CHis whether there is significant variation in the concentration of OH.
The OH radical is difficult is measure in situ, and its concentration must oftciound using a
proxy such as methyl chloroform (MCF). Constant OH concentratiamsifhout the period imply
that the global methane source was also near constant, although the pgagitod distribution

of the source may of course have varied.
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Bousquet et al. (2006), investigating the interannual variability of atmerép&H, using an inver-
sion model, confirmed that the slowdown of the growth rate through the 4988due to decreas-
ing fossil fuel emissions. The study found that as emisisons due to faetsllhegan to rise again
after 1999, especially in North Asia, the effect was masked by deceagtiand emissions until
2003, keeping the system in balance. This study also suggested that®ddraslightly decreas-
ing throughout the period. The increase in North Asian emissions is likelytatiee booming
Chinese economy, and agree with the estimates in the EDGAR inventory. Gteade in wetland
emissions between 1999 and 2003 was likely to be due to dryer conditionshttlaed tropics.
However, Bloom et al. (2010) estimated that wetland emissions increaseedmre2003 and 2007
by 7%, mostly in the NH mid-latitudes (45°N - 67°N). Since the global atmospl@Hicbudget
did not increase during this period, the increase in wetland emissions musbkan mitigated
by some other factor. Fiore et al. (2006) and Monteil et al. (2011) haglyessted the OH concen-
trations were rising moderately throughout the previous two decadesléweleof 1.2% and less
than 5% per decade respectively), and this finding agreed with thatraéber et al. (2003), who
claimed that OH had a positive trend of 2.4% per decade for the period-18993. Prinn et al.
(2005) suggested the OH concentrations were rising between 199®a8dtt the study period
ended before 2004. If OH concentrations were rising in this period, it hedy to account for
the stability during the period in which wetland emissions were reportedly riditantzka et al.
(2011b) agreed that the interannual variability of the OH radical in the gtheye was small, but
claimed that OH concentrations were in fact decreasing in the period 2Z0B¥- If, as is claimed
by Olivier (2002) and Bousquet et al. (2006), fossil fuel emissioasevalso increasing over this
period, it is difficult to reconcile the stable atmospheric budget with incobastland and fossil
fuel emissions and a decrease in the major Girk.

In the final phase, which runs from 2007 until the present day, the aimeois budget is again
rising. As an aside, a study by Khalil et al. (2007) hypothesised that laggeases in the atmo-
spheric CH budget (up to 8 ppb) occurred every 7.7 years — in 1984-85, 12%Hnr€ 1999-2000
— but that these three examples did not form a large enough sample frain tehdraw the con-

clusion of periodicity. It is interesting that the next increase of a compasie came in 2007-08,
continuing the cycle. Rigby et al. (2008) examined the most recent irecredsrms of two sce-

narios; the first in which the OH concentration did not change in 2007 868,2and the second
in which OH variability was included. With constant OH, it was found that sstauritial increase
in emissions in both the NH and the SH between 2006 and 2007 was necssaplain the

increase. If a small decrease in the OH radical occurred, howeavigrao NH increase was nec-
essary. It was reasoned that this was the more reasonable scenargmké&ncky et al. (2009),
however, suggested that anomalously high temperatures in the Arctic ardsed tropical pre-
cipitation led to increased wetland and biomass burning emissions in this peribthad a change
in the OH radical was not necessary to explain the increase. That $§ikediplugokencky et al.
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(2011), warned that although the most recent increases did notrapgEainfluenced by the large
CHg4 store in Arctic hydrates, that this may become a possibility in the future.

2.6 Summary

Although our understanding of the overall atmospheric budget andtigrmate of CH, is well
constrained, understanding of the specific contributions of differentce and sink processes
is limited, and this impedes our ability to predict the effects of future changefnmate and
anthropogenic activity on the global Gloncentration. Major uncertainties surround a number
of the parameters of CHemission, especially those from natural sources such as wetlands, rice
paddies and biomass burning. It has been suggested that wetland eméssioasponsible for
much of the interannual variability of the atmospheric Jbidget (Bousquet et al., 2006), but
our knowledge even of the size and distribution of global wetlands is limiteti garission rates
may vary greatly depending on the temperature, water table depth and wifemdLikewise,
biomass burning emissions vary greatly in time and location, and are geneayatly ponstrained.
Even anthropogenic sources, such as fossil fuel emissions, haeetainty surrounding their
partitioning. The main questions surrounding the methane budget arediteeref

» How is the decrease, pause and subsequent rise of the atmosphgrigd®h rate since
the 1980s related to variations in the emission and destruction rates of thes§pec

* What is responsible for the large interannual variability in the growth rb@Hy?

» What are the location and size of natural, geographically varying &drces such as wet-
lands and fires?

Bottom-up inventories are therefore limited by our understanding of therlyng processes.
However, top-down emission inventories are not restricted by our estimafi@mission pro-
cesses, and inverse modelling can provide emission inventory which itraioesl by observa-
tions. Inverse methods can provide an accurate geographical distritaftiemissions, which
together with bottom-up inventories can increase our understandingiabildy in CH4 emission
rates. The next chapter describes some of the inverse methods availednerice estimation, and
describes the findings of previous top-down J3éurce studies.






Chapter 3

Inverse Modelling Technigues and
TOMCAT Model Description

3.1 Introduction

This chapter provides a background to the field of inverse transporélitagi which comprises a
variety of different techniques with a common goal; to find an optimised canstnaa parameter,
such as the surface emission of an atmospheric species, through the gissirofl@bservations
into a model which maps between the parameter and the observed data. dpisrciso de-
scribes the TOMCAT model, which is further developed and used thrautghis work. Section
3.2 describes the rationale behind inverse transport modelling, and lisflysses the various
techniques available, examining the advantages and disadvantageh.oEeation 3.3 discusses
the findings of previous inverse modelling studies. Section 3.4 describéBaNECAT model,
theth atmospheric transport model which is the basis for the inversion sylteaoped in this
thesis.

3.2 Inverse Modelling Techniques

The term ‘inverse modelling’ actually encompasses a number of technigitesach technique
providing a different route to the same goal of assimilating observations imtodg! in order to
constrain a parameter controlling the model representation of the obses:alibree techniques
which have been used in published studies to constrain surface emisgiatmsospheric gases
are the synthesis inversion, the Kalman Filter inversion and the 4D-VarsioverEach of these
methods is discussed in turn here. A discussion of the advantages addadisaes of each
methodology is provided in Section 3.2.5.

27
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3.2.1 General Inversion Methodology and Notation

This section briefly outlines the generalised methodology of atmospherisianerand describes
the notation used to describe each specific inversion process in the faleeations. An inversion
process assimilates a setmbbservationsy, of the atmospheric concentration of a trace gas, and
has the aim of optimising the state vectgmwhich in this case is the surface flux of the species
and has dimension. This is generally done by making changes to an initial estimate of the
fluxes, known as tha priori estimate. The a priori is generally the previous best estimate of
the surface fluxes, and is divided spatially and temporally depending oméitigodology, the
required accuracy and the available computational power. The a peerah associatedx n
error matrixB, which contains the uncertainty associated with the fluxes along the diagmal,
the correlation between these errors elsewhere. An analagoush error matrixR contains the
uncertainty associated which each observation, and also the correlatioedn them. Regardless
of the inversion methodology, the aim is to minimise the difference between tleevaltisnsy

and the representation of the observations produced using a CTM bingltee fluxes used in
the model. Model errors may also be included in the observation error nitrikhe optimised
state vector is known as tleposteriorj labelledxp. In each inversion, the results from model
simulations are compared with the observatignsn this case the atmospheric model is described
asT(x), and an observation operatdrmaps the 3D output from the model onto the location and
time of the observations, so thit(T (x)) has the same dimension @s The following sections

will provide an outline of three specific inversion types.

3.2.2 Synthesis Inversion Technique

The synthesis inversion is derived from Bayesian theory, and wagided by Tarantola and
Valette (1982a,b). The flux field is decomposed into a num8enf individual components,
Xj, j =1,...,S such as source regions or emission processes, where the soergilstf each
component is normalised to a unit strength. These are known as badisfisngaminski et al.,
2001). Individual model simulations are then carried out for each Basigion, in which the
spatial and temporal distributions within each are prescribed. The atmasphiging ratio of

the trace gas produced by the model can therefore be described asraclimebination of the
concentrations produced using the basis functions, i.e.;

S
H(T(x)) = Zla,-H(T(x,-)) 3.1)
J:

wherea; is the individual regional/process source strengtid (T (x)) is linear, it is now possible
to write;
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H(T(x)) = Gx (3.2)

whereG is anmx Smatrix andG;; is the contribution of sourcgto observation. The state vector
is estimated by minimising the cost functidn

1 _ 1 _
33 = 5(x—%a)B (X —Xa) + Sy —H(T(O)R Yy —H(T(x))] (33)
The cost function measures the difference between the model outplugew using the current
flux estimate and the observations, summed with the difference between taetdlux estimate
and the a priori, each weighted by its associated error matrix. From Téaaartd Valette (1982a),

using Equations 3.2 and 3.3, we therefore have;

Xp=Xa+{G'RIG+B 1} 1GTR(y —Gxa) (3.4)

which can be solved through Singular Value Decomposition (SVD) asitesdn Tarantola and
Valette (1982a), or by Cholesky decomposition. This technique has kssehfar inversions of
CO by Bergamaschi et al. (2000), for @By Bousquet et al. (1999) and for GHy Fung et al.
(1991), Hein et al. (1997) and Bousquet et al. (2006).

3.2.3 Kalman Filter Technique

The Kalman Filter was originally described by Kalman (1960), and can bedsdeto a wide
range of data assimilation problems in oceanography, meteorology andenverdelling. The
Kalman Filter inversion method assumes th&t is an observation operator which maps the fluxes

x onto the observationg usually consisting of a CTM simulation and some form of interpolation
or averaging onto the observation field, then the Kalman Filter method attempts to neitimais
cost function of the problerd as described in Equation 3.3. Kalman (1960) showed that the state
vectorx, which minimises] is;

Xp = Xa+K[y—H(Xa)] (3.5)
K = BH'[HBHT +R]?! (3.6)

whereK is known as the Kalman gain matrix aftlis the Jacobian matrix of the observation
operator. Finding the values K creates difficulties for two reasons. The first is that the Jacobian
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matrix H is difficult to calculate explicitly, and the second is that if the maf#BH" + R] has
large dimension, its inversion becomes computationally prohibitive.

One way to circumvent these problems is to use a method similar to that used imthessy
inversion. The size of the state vector is reduced by aggregating emigsionggions, and the
Jacobian matri¥d may be explicitly produced by running a number of individual sensitivity simu-
lations, equal to the number of basis functions, over the experiment timalp@tids technique is
useful only for a relatively small number of observations and basigifums; otherwise the num-
ber of sensitivity simulations and the size of the inversion becomes too gigiatteEhnique was
used to examine C£fluxes by Bruhwiler et al. (2005) and in a study of gemissions by Chen
and Prinn (2005).

The methodology which is commonly used for large-scale atmospheric inmepsablems is
known as the Ensemble Kalman filter (En-KF), and produces optimisedsultexes by running

a numberpP, of perturbed forward simulations (known as the ensemble) in unison pakating
them to better represent observations at the end of each assimilation tim& ktepeduces the
burden of the Kalman Filter technique firstly as it allows the use of the forwardel to findH
implicitly rather than explicitly, and secondly due to the fact that the covariaratexR is repre-
sented by the spread of the ensemble, but the number of simul&ioy be much smaller than
the dimension oR while still being representative. This allows the assimilation of large amounts
of data, which is not possible without the ensemble. This method still requigesgtregation of
the surface emissions, however. The a priori error matrix can be rippated using an ensemble
of perturbation stateAX = [Axg,Axp,...,Axp] Which are representative of the background error
matrix, i.e.;

B =AX(AX)T (3.7)

This means that the Kalman gain matikixin Equation 3.6 can be approximated by an ensemble
gain matrixKe;

Ke = AX(AY)TAY(AY)T +R]? (3.8)
AY = H(Xa+AX)—H(Xa) (3.9)

This approach means that the Jacobian matridoes not need to be explicitly calculated, and
also has the advantage that the error covariance of the updated stiieisagpdated by the
assimilation. The En-KF technigue was used in a study by Peters et al) (BGEQC; flux study
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which assimilated surface station flask measurements, and by Feng e08). {@@stimate surface
CO; fluxes using synthetic satellite measurements, a problem with high dimension.

3.2.4 4D-Var Inversion Technique

The 4D-Var technique, which has been chosen as the inversion methaskfaith the TOMCAT
model in this thesis, is described in full in Section 5.2, but a brief descriptigiven here for
comparison with other methodologies. The 4D-Var method iteratively minimise®o#idunction
given in Equation 3.3, improving the estimate of the state vectwith each iteration. The cost
function is minimal when its gradienf]}J(x), is equal to zero, and it is at this point that the state
vector is optimal with respect to matching both the observations and the a gstoriate. This
method requires the creation of the adjoint modél, which is described in full in Section 5.2.
The development of a linear version of the transport model may also lessery if the model is
not already linear, since the adjoint model is defined as the transpose &dt¢bbian matrix of a
linear model. Also, the adjoint model requires trajectories produced in theafd model, which
generally means that large amounts of data must be saved when runniogwhedf model. The
4D-Var method has been used previously to for,Gloxes by Chevallier et al. (2005), and for
CHg4 fluxes by Meirink et al. (2008a), Bergamaschi et al. (2009) and gueiset al. (2011).

3.2.5 Evaluation of Inversion Methods

The three methods described here each have advantages and dsgelvamhich make them
suited to different purposes. This section evaluates the strengths akdegses of each method,
and justifies the use of the 4D-Var method for the work carried out in thig/stud

The key component to the synthesis inversion method is that the rf@afix G +B~1] - shown

in Equation 3.4 must be invertible, which means that both the number of olisas/and the
number of basis functions must be relatively small, and this fact brings lovéméages and dis-
advantages. The main advantage is a reduction in the computational bWt#e this technique
does require a number of forward simulations equal to the number of hasitidns, the extra
computational burden that this brings is more than offset by the fact this ohelthes not require
multiple iterations of the simulation and that there is no large memory requiremesafimig data,
both of which are necessary for the 4D-Var method. However, thisssacéy large size for the
source regions brings aggregation errors, which are explored in Kkimét al. (2001) and En-
gelen et al. (2002). The source distribution within each basis function bbeugtescribed, which
allows for no spatial or temporal variation within the aggregated sourderred his means that
observations have an artificially large region of influence. Despite thissyththesis inversion
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method has the advantage that it allows for simple inversions in terms of indiédurce pro-
cesses. The synthesis inversion technique can provide a good tiirsatesof emission rates from
different source processes on a regional basis, but does netaigrallow enough flexibility to
produce truly accurate solutions.

Evaluating the advantages and disadvantages of the Kalman Filter method dgain®-Var
method is more complicated, and generally comes down to a matter of practicalgymajor
advantage of the Kalman Filter method is in its relative simplicity. If the En-KF is,uthexh
the method is capable of assimilating large amounts of data, such as that grbyidatellites,
and there is no need for the development of any additional model sincehenggandard forward
model is used. While use of the En-KF method may necessitate a large huméeseshble
simulations, the extra computational burden that this requires is more tha lojfshe fact that
multiple iterations of the simulations are not required, unlike in 4D-Var. The maiblem of
the En-KF method is due to the necessary aggregation of the state vectorgetdllx regions,
providing little information of the distribution within these regions. However, ifr¢ghexist large
areas which have only a small influence on the atmospheric distribution gbdloges in question,
such as the oceans for methane, these areas may be treated as singlmissgmn regions so that
areas with large spatial differences may be treated separately. In Fahd2009), for example,
there were 99 land emission regions and only 44 oceanic regions sincedhe wariability was
much smaller. The Kalman filter method also produces results that are strapgndent on the
a priori state vector, which is generally only slightly changed by the Kalmanrgatrix.

Itis true that the 4D-Var method requires both a much higher degree of iwitied and a larger
computational burden than the other methods described here. The inigbgdment of the linear
and adjoint versions of the transport model may take time and resourasha fact that, for
longer simulations, a large number of forward model trajectories must be sitred as model
parameters or written to files which are then read back into the adjoint modeh lefads to a
very large computer memory requirement. However, if these issues canebeome, the 4D-
Var method can easily assimilate large amounts of data and deal with a largeestatewithout
the requirement for large inversions. Temporal variations in the state rvamoautomatically
accounted for by the adjoint model, which can easily be adapted foreliffetmospheric species
once it has been created. It is for these reasons of accuracy, digltahtent and versatility that
the 4D-Var inversion method was chosen for use in this thesis.

3.3 Previous CH,; 4D-Var Inverse Modelling Studies

There have previously been only limited inverse modelling studies with the aim obirimg CH;,
inventories. Hein et al. (1997) carried out a synthesis inversion forébhissions for the year 1987
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and Bergamaschi et al. (2000), Bergamaschi et al. (2005) anc&aBeikrhi et al. (2007) carried
out multiple CH, synthesis inversions for time periods throughout the late 1990s and €@0g?2
Bousquet et al. (2006) also used the synthesis inversion techniquektatl@i, emissions over
the previous two decades. Chen and Prinn (2005) studiede@tissions for the period 1996-2001
using the Kalman Filter.

Previous studies of CHemissions which use the 4D-Var inversion method are extremely limited.
Meirink et al. (2006) first used the 4D-Var system for the TM4 CTM tostawin CH; emissions
using synthetic satellite data, concluding that the observation accuracy2¥olprovided by the
satellite CH observations was high enough to reduce uncertainty in monthly mean suigren

tal source strengths. The same system, by this point being used in the TM5WZES used by
Meirink et al. (2008a) in order to assimilate real satellite data from the Scanniaging Ab-
sorption Spectrometer for Atmospheric Chartography (SCIAMACHY) ideorto constrain Cid
emissions for the period September to November 2003. While this is a relathatyzeriod, the
zoom capability of the TM5 model allowed for detailed ¥°1° inversions of South American
emissions. This study found that the 4D-Var inversions produced largertainty reductions in
tropical and sub-tropical regions, and that the results produceddimiteting the satellite data
were consistent with independent global surface station observatmhBrazilian airborne ob-
servations of Cli. Meirink et al. (2008b) also compared results produced using the TMYaD
system to those of an analogous £3ynthesis inversion carried out by Bergamaschi et al. (2007),
finding that the two methods produced results with a high degree of congistdren the spatial
correlation length of the 4D-Var system was high. However, it was fahatlthe 4D-Var sys-
tem had much greater potential for reducing aggregation errors bgiregithe spatial correlation
lengths in the model.

Bergamaschi et al. (2009) continued to use the TM5 4D-Var system &t tocproduce updated
global CH, emissions for the year 2004 from SCIAMACHY data, with high resolution>d°
1° emissions inventories provided for South America, Africa and South. ABlas study also
showed the ability of the 4D-Var system to take account of individual@oprocesses. The
inversions in this study considerably changed the distribution of emissianpared with the a
priori, with large increases in wetland emissions in South America and Africeylproduced by
the assimilation. Bergamaschi et al. (2010) used the TM5 4D-Var systemd@r tb examine
the trend in European CHemissions over the period 2001 - 2006 by assimilating surface station
data, following a study by Villani et al. (2010) which concluded that thesigity of the model
to the European surface station network was high enough to constrainia@amigs North West
Europe. Bergamaschi et al. (2010) found that European emissioms2486 higher than those
in the EDGAR version 4.0 inventory and 40% higher than those reported 10.teFramework
Convention on Climate Change. The study also concluded that the conspwinided by the
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European observational network are high enough to produce upelaiedion inventories that are
independent from bottom-up GHhventories.

Finally, and most recently, Bousquet et al. (2011) compareg €@hission estimates produced by
a 4D-Var inversion system based on the LMDZt transport model versitorthose of a synthesis
inversion carried out using the same model, finding the two to be consistanglobal scale. The
results of the 4D-Var inversion indicated that global £éimissions increased by 21 Tg in 2007
and 18 Tg in 2008, compared with the 1999-2006 period. The increas&dions, found to be
located mostly in the tropics and high latitudes, were thought to be mostly due ¢agsat wetland
fluxes due to high temperatures, although the level of agreement on aakgaale between the
two inversions varied.

The research carried out as part of this thesis is intended to continme dral add to, the results
of the work discussed in this chapter, first by assessing the accuracy ocurrent CH estimates
and then by producing new, updated flux estimates using the 4D-Varionengthod. These aims
require the use and extensive development of the TOMCAT CTM, whickseribed in full in the
next section.

3.4 TOMCAT Model Description

The TOMCAT/SLIMCAT model is an Eulerian, grid-point off-line three-dinsgonal (3D) Chem-
ical Transport Model (CTM) which was created in the early 1990s atGbetre National de
Recherches Rteorologiques (CNRM), Toulouse, in order to study the polar stratosph€&he
first use of the model was described in Chipperfield et al. (1993). Theshpwdviously existed
as two separate models, known as TOMCAT and SLIMCAT, which werd t@emodelling the
troposphere and stratosphere, respectively. The two models weredheined to form the uni-
fied TOMCAT/SLIMCAT model (Chipperfield, 2006b), which has sincebeised and validated
in a number of tropospheric studies (e.g. Monge-Sanz et al. (200&iddret al. (2010); Hossaini
et al. (2010); Feng et al. (2011)). Since the majority of this thesis facoisehe troposphere, the
model will henceforth be referred to as the TOMCAT model. The model melegy, including
winds, temperature and pressure data, is read in from analyses prdwdiae European Cen-
tre for Medium-Range Weather Forecasts (ECMWF, http://www.ecmwif.int) amdformed onto
the TOMCAT model grid. The model uses a ‘process split’ method, in whiparsg¢e advection,
convection, boundary layer mixing and chemical routines are carriesh @gguence.
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3.4.1 Model Grid

The standard horizontal model grid in the TOMCAT model is a variable Gaiggid in which

the longitudinal spacing is regular, although the latitudinal spacing of thepariidts may be
irregular. The model may use non-Gaussian latitudes if required. Mot gsed in this study
are associated with typical spectral truncations, ranging from T10dao§jd1.25° x 11.25°) up

to T106 (1.125°x 1.125°). The forcing meteorological analyses are provided by the EEMW
as spectral coefficients, and can be converted to grid-point fieldarfpprescribed latitudinal
grid by a spectral transform using associated Legendre functiorsafalyses may be read into
the model at various intervals, usually set to be every six hours. TheG®&Mvertical grid is
formulated usingo — p vertical coordinates. This means that the model levels vary from purely
terrain-following o coordinates near the surface to pressure levels at high altitudes. A model
vertical grid box interfacepk+% is given by the formula;

Pi 1 =Ap+Bps (3.10)

whereps is the surface pressure apglis a reference pressure of 100,000 Pa. In this study, vertical
grids vary from 29 model levels with a top level at 10 hPa to 60 model levelsanitp level at

0.1 hPa. The model dynamical time step is chosen according to the modelgpidtien in order

to satisfy the Courant-Friedrichs-Lewy (CFL) stability condition;

Uj .
AM—<1 1<i<3 3.11
e <L o1<is< (3.11)

wherey; is the wind speed in thigh dimensiony; is the grid box length in that dimension aAt
is the dynamical time step. The model time step in this study ranges from 15 minute$ tpur,
depending on the model resolution.

3.4.2 Advection Schemes

Advection schemes in CTMs aim to accurately reproduce the atmosphegctamiv of tracers
by parameterising the tracer mass continuity equation (Equation 2.1), whilstaimiiig mass
conservation and monotonicity and keeping numerical diffusion and digpeto a minimum. In
practice, however, no advection scheme is able to fulfil all of these giepeThis study imple-
ments two Eulerian finite volume advection schemes which are available for tle= TOMCAT
model. Unlike Lagrangian advection schemes, which consider the trajectdiiedividual tracer
masses, Eulerian advection schemes evaluate the exchange of tracdretassn boxes of a
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model grid which is fixed in space. The first Eulerian scheme is the camtsmmof second-order
moments (SOM) advection scheme described by Prather (1986), whilst¢hedsscheme is the
conservation of first-order moments scheme (FOM), which is equivaleghetslopes’ advection
scheme described in Russell and Lerner (1981).

The SOM advection scheme acts separately for advection in the zonal, naedraad vertical
directions, and conserves the total tracer mass in the model (zerothroaieent), the tracer
distribution gradient in each of the three dimensions (first-order momendsg@wature of this
gradient, including cross terms (six second-order moments). This medanfi¢hscheme has a
large computational storage requirement. However, it conserves tress exactly, is stable for
large time steps, and was found to produce very low numerical diffusioonparison with other
advection schemes (Prather, 1986), although it is not monotonic. Thegerfles mean that the
SOM scheme is the default advection scheme for use in TOMCAT model stddiesTOMCAT
model also allows use of the FOM scheme which follows the same principle tofttied 8OM
scheme, but only conserves zeroth-order and first-order moments. rduces the necessary
computational storage compared with the SOM scheme, but also slightly iesrémesdiffusivity
(Prather, 1986). Prather (1986) found that use of the SOM adveetibar than the FOM scheme
was equivalent to increasing the resolution of the model grid by more thacter fof two while
the corresponding increase in computational resources and time inauestb the use of the
scheme were smaller than they would be if doubling the resolution of the gritthidistudy, the
SOM advection scheme is used for tracer studies using the forward TOM@Alel. However,
the FOM scheme’s relative simplicity and smaller computational burden mean thaaitleast
initially, the preferred option for use in the TOMCAT 4D-Var inversion stige The accuracy of
the FOM advection scheme in comparison to the SOM scheme is investigated ieChap

Vertical advection in the TOMCAT model is diagnosed from the divergevicthe horizontal
mass fluxes, maintaining continuity in order to eliminate the need for interpolattorttoe model
vertical grid. This method of determining the vertical advection may lead tordiffees between
the grid box mass calculated on-line in the model and those produced by M8VEQressure
analyses read in at each meteorological time step. In order to preverdphiscies arising due to
this error, the total grid box mass is overwritten each time the analyses arénréathe model
(i.e. every 6 hours), and the tracer mass in each grid box is scaleddaggdo the change from
the calculated mass to the analysed mass. This has the effect of predeseggmixing ratio
rather than tracer mass, and this function may be switched on or off aisgeqglt is important to
note that there is no continuity condition imposed on tracer distribution at thésiogeof the grid
boxes in either of the advection schemes.

Difficulties arise when considering tracer transport at the poles whieg as Eulerian grid. Due
to the small size of polar model grid boxes in the east-west direction, amedreamall time step
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would be necessary in order for the advection scheme to be stable fareene both the SOM and
the FOM advection schemes, zonal advection is carried out at high latibydgeuping multiple
grid boxes in the same latitude band together so that the CFL condition in EqQdtibis satisfied
(i.e. Axis increased). These grouped grid boxes were named ‘extendedzpoles’ in Prather
et al. (1987). The number of grid boxes to be grouped together depgmh the latitude, the grid
box size, the model time step and the wind strength. After the advection stégkieasplace, the
original grid boxes are reformed. An issue also arises when dealing aithfort across the pole,
due to the fact that a singularity is created by the convergence of theaxasmeighbouring each
pole. The TOMCAT model overcomes this problem by determining the masscof gréd box
which would be transported to its diametric opposite box due to the wind vecomére details
see Chipperfield (2006a).

3.4.3 Convection Scheme

The parameterised moist convection scheme in the TOMCAT model descyb®ttkwell and
Chipperfield (1999), is based upon the scheme developed by Tied&@)(1¢hich diagnoses mass
fluxes from the large-scale ECMWF meterological fields, although thers@ane modifications to
Tiedtke's scheme. The scheme includes cumulus updraughts in the veirécdioh and turbulent
and organised entrainment and detrainment. However, mid-level convectibconvective down-
draughts are not included in the TOMCAT model. The model uses the mass tliagnosed from
the meteorological fields to determine the effect of convection on the traterfieng et al. (2011)
found that the diagnosed convection rates in TOMCAT are underestiméied gompared with
archived ECMWF convective flux rates, and that the inclusion of midtiewevection improved
the comparison only moderately. Feng et al. (2011) found that the veetiéaht of convection
was also smaller in the TOMCAT model, reaching only around 200hPa, cechpath 100hPa in
the archived data. However, Hossaini et al. (2010) deduced fretady of the transport of the
short-lived species CHBrand CHBr; that vertical transport in the TOMCAT model is too rapid
overall. This indicates that the slow convection rate is more than compensatadriipid vertical
advection rates in the TOMCAT model.

3.4.4 Planetary Boundary Layer Schemes

Two Planetary Boundary Layer (PBL) mixing schemes are available ferimshe TOMCAT
model, and both are used within this study. The first is the local boundagy thfjusion scheme
described by Louis (1979), while the second is a non-local schemdogedeby Holtslag and
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Boville (1993). The Louis scheme is a first-order local diffusion schemghich the eddy dif-
fusivity coefficient is based upon the local Richardson number, whidependent on wind gra-
dients and potential temperature. Due to the local nature of this schemeydrpitanay not
take full account of large eddy transportation and entrainment into the PB& Holtslag and
Boville scheme, which was developed for the National Center for AtmogpResearch (NCAR)
Community Climate Model Version 2 (CCM2), does take account of non-letfatts, and al-
lows for counter-gradient transport. The implementation of the Holtslag anvill® scheme in
the TOMCAT model is described in Wang et al. (1999), who used the schremsimilar CTM,
finding that the Holtslag and Boville scheme provided stronger tracer wansyt of the PBL and
into the free troposphere, giving a better match with observations of radethyl chloroform
and CFC-11. Stockwell and Chipperfield (1999) found that the TOM@G®el produced large
tracer concentrations near the surface and weak vertical mixing whdrothe scheme was im-
plemented. Since the Holtslag and Boville scheme is a far more complicated piecmpfiter
code, however, this made its use in the TOMCAT 4D-Var inversion scheateljtive. TOMCAT
experiments are carried out in Chapter 4 which investigate the accur#ity bbuis scheme in the
TOMCAT model and therefore its suitability for use in the inversion schemerder to attempt
improve the vertical mixing rate into the free troposphere when using the lsohimme, it is pos-
sible to increase the depth of the model layer closest to the surface, aafldti@eness of this
technique is examined in Chapter 4.

3.4.5 Chemistry

The TOMCAT model has the option of a full tropospheric chemistry schersecan the ASAD
chemistry package (Carver et al., 1997), which integrates 62 chemieeaiesp 42 of which are
advected. The tropospheric chemistry scheme includes reactions fog thE3Qand NQ, fami-
lies, along with HN@, N2Os, HNO4, H20,, CO, HONO, HO, CH;, HCHO, CHOOH, GHe,
CsHg, CH3COCH;, C,Hs00H, CHCHO, GHsCHO, iCH;H7;0O0H, nGH70O0H, CH;CO3NO,
(PAN), GH5CO3NO, (PPAN) and CHONGO,. Prior to this thesis, due to the lack of an accurate
available CH emission inventory and since Gldimulations had previously been short, theCH
tracer in the TOMCAT full chemistry scheme used only anthropogenig €@rissions, which were
then scaled to a mean surface mixing ratio of 1800 ppb in order to approximafsiyate global
emission totals. The full chemistry scheme is not used in this study, excepdén tor produce
monthly mean concentration fields for the hydroxyl radical OH for invetiigeof the impact of
the OH distribution on the CHconcentration. For more details of the full chemistry scheme and
emissions of chemical tracers in the scheme, see Arnold et al. (2005).

The model also allows the option of using simplified parameterised chemistryneshia place
of the full tropospheric chemistry scheme. In the case of the §iulations carried out in this
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thesis, this allows the model to read in off-line monthly mean OH distributions aatbspheric

CHy destruction rates instead of calculating them on-line. This method both iesrtesspeed of
simulations and allows us to choose the OH distribution according to pretenaistead of relying

on the distribution provided by the full chemistry scheme, which is highly dégeton the model
performance in estimating concentrations of a large number of troposHpeies.

In order to evaluate the accuracy of the TOMCAT atmospheric transploenses discussed in this
section, it is necessary to compare the performance of the transport agadlest observations of
atmospheric trace gases. This can help to improve our understanding rabtled’s limitations,
and to investigate the variations in results produced using different warsghemes and model
grids. The following chapter therefore evaluates the transport in the TA&model by compar-
ing the results of a number of model simulations of an inert atmospheric tracbs&vations and
to each other, allowing us to justify the model’s use as the basis for a 4D-%é&nsion system, in
which accurate representation of atmospheric transport is key.






Chapter 4

Evaluating Simulated Tropospheric
Transport in the TOMCAT Model using
SFs

4.1 Introduction

This chapter examines the ability of the TOMCAT model to accurately replicatesptmeoic trans-
port by comparing the model distribution of an inert tracer, sulfur hegaifiie (Sk), against ob-
servations. This is an important step when using a CTM as part of the 4Dwésion method,
as modelling errors can lead to inaccuracies in the surface flux estimatidonga® using the in-
version method (Tremolet, 2007). An awareness of the nature and glzesef modelling errors is
also necessary in order to estimate the error reduction of a 4D-Var iawefBhis chapter also as-
sesses the impact of changing the resolution of the model grid and theiadwewd PBL schemes
on the model transport. In order to evaluate the tracer transport in theG&AIMnodel, and to
compare the different transport schemes available for use, a numbkanoiations of Sk were
carried out using different model set-ups.

Section 4.2 gives background on the nature of 8missions and the recent atmospheric budget
of the species. Section 4.3 give details of the model set-up and the dimeavaata used for
comparison in the chapter. Section 4.4 evaluates the accuracy of thediainsghe TOMCAT
model using Sgcomparisons to observed data and investigates the effect of changesnodie!
grid, PBL scheme and advection scheme, while Section 4.5 summarises tfeotthis chapter.

41
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Figure 4.1 (Left) Total atmospheric burden of gFGg) for the period 1978 - 2008, as estimated
in Levin et al. (2010) angRight) Total global emissions of $RGg year!) for the period 1988 -
2008 from the EDGAR version 4.0 inventory. The years 1988 to 2008laded grey.
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4.2 Sk as Diagnostic for Model Transport

Sulfur hexafluoride (S§) is a potent greenhouse gas which is inert in the troposphere and strato-
sphere, giving it an extremely long atmospheric lifetime which has been estinoabedetween
800 and 3200 years (Morris et al., 1995; Ravishankara et al., 199®).only atmospheric sinks
of SKs are a relatively slow photochemical destruction process and electrturegpoth of which
only occur in the atmosphere above 60km, therefore having only a small fropaits tropo-
spheric concentration (Reddmann et al., 2001). The low solubility gf B&ans that oceanic
uptake is negligible, and there is no known uptake by soil or plants (Mag8smnninkmeijer,
1998). Assuming an atmospheric lifetime of 3200 years means thah&-a Global Warming
Potential (GWP) 23,900 times that of GOver 100 years (Solomon et al., 2007), making it the
most potent greenhouse gas that the IPCC has evaluated, and its atricosmitentration, whilst
relatively low compared to other greenhouse gases, has increasedunddwo orders of mag-
nitude since it was first industrially produced in 1953 (Maiss and Brenniijgkmé&998). Figure
4.1(a) shows the total global kventory for the period 1978-2008, as estimated by Levin et al.
(2010), indicating that by 2008 the total atmospheric burden had red@teGg Sk, more than
ten times what it had been in 1978.

Sk has many properties which make it a useful tracer for testing the simulateddaomgatmo-
spheric transport in CTMs. First, the fact that it is inert in the troposplaed stratosphere mean
that there is no need to include chemical processes in the model. The latktabj@ospheric reac-
tions also means that we can accurately infer annual increase in atmiodpirden by measuring
the concentration of SFat remote surface sites. Second, the release gfir&6 the atmosphere
is almost entirely anthropogenic in nature. This means that emissions arectaindyant in time
within 10% (Levin et al., 2010), with negligible seasonal cycle (Olivier aradd®wski, 2001),
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Table 4.1Details of model grid, time step and PBL scheme used in each TOMCASiStlation.

Name Longlt_udln?l Latltu_dlnal Vertical Time step | PBL scheme
Spacing (°) Spacing (°) Levels
T106.L 1.125 1.125 60 15 mins Louis
T42 L 2.8 2.8 60 30 mins Louis
T21 L 5.6 5.6 31 60 mins Louis
T10.L 11.25 11.25 31 60 mins Louis
T42 HB 2.8 2.8 60 30mins | olslag&
Boville
T21.HB 5.6 5.6 31 60mins | Holtslag&
Boville

and that we can produce spatially accurate surface emission estimatedriutitigy national
sales numbers spatially within each nation according to electrical energ@liger, 2002). This
procedure is discussed in more detail in Section 4.3.1.

In order to test the atmospheric transport in TOMCAT, multiannual simulatiérigodbal Sk
concentrations have been carried out with the model. These simulationdgasvindication how
well the advection scheme, analysed winds and other transport scheswsnuthe TOMCAT
model represent the long-range transport of the atmosphere, suctedsmispheric transport,
zonal transport and seasonal large-scale atmospheric variations.

4.3 Model Set-up

20-year simulations of global gRvere carried out using TOMCAT. The 3-D concentration field
was initialised on January 1 1988, with values provided as an auxiliarygbdhte TransCom
CH, intercomparison (Patra et al., 2011). Two years were then allowed fanttkel spin-up,
after which model data was output every 90 hours. The simulations weiedcaut using four
different model grid resolutions, detailed in Table 4.1. The simulations ab@llresolutions used
the Louis boundary layer scheme, and were also repeated with the Holtslagoille scheme
where possible. Winds were forced using ECMWF ERA-Interim meteoircdbdields with a
temporal resolution of 6 hours. The model dynamical time step was chosenstaitable to the
simulation’s spatial resolution, and is also given in Table 4.1. Two furtherlations, T211L.29
and T21HB_FOM, were carried out, which will be discussed in Section 4.4.4, which exainin
the effect of using the model advection scheme which conserves upttorfier moments only,
and of changing number of vertical model levels when using the Louis leBé&rse.
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Figure 4.2 Mean global distribution of Sfemissions (molecules cr s 1) for 1988-1995Left)
and for 1996-2008Centre) (Right) Change in distribution of emissions between the two periods.
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4.3.1 Sk Emissions

As discussed Section 4.1, emissions of @Fe almost entirely anthropogenic in nature. Trace
amounts of Sk are produced in the Earth’s crust, but these emissions are only enosghtton
atmospheric background levels of up to 0.01 ppt (Harnisch and EisenhE98). Sk was first
emitted anthropogenically in 1953, when it was used as an insulating gdsduiaal switch-gear.

It has since found further uses in the magnesium production industrduitth the manufacture
of semi-conductors. Due to leakage and venting during these industi@gses, the atmospheric
concentration of the gas has risen from approximately zero in 1953 to algi@an of around 6.7
parts per trillion (ppt) by the end of 2008 (Levin et al., 2010). The natéithese emissions mean
that a nation’s Sg-emissions are closely related to its level of industrialisation. After the 1950s,
emissions continued to grow until the mid-1990s. In 1995 a voluntary prbsogmested by the
United Nations Framework Convention of Climatic Change (UNFCCC) promotho@in Sk
emissions in Europe and Japan, and total emissions decreased by ar8ammer the following
two years. Since then, however, increased emissions in the USA andindws$frialised countries

in Eastern Europe and South-East Asia have led to global emission totagsagaim.

This work uses Sgemissions provided by the Emission Database for Global Atmospheric Re-
search (EDGAR), Version 4.0 (Olivier and Berdowski, 2001). Glatmaisumption data for S$F

and its distribution by country was estimated from sales statistics. These totasspatially
distributed over individual countries using information such as electrimasemption, semicon-
ductor production and Chlorofluorocarbon (CFC) usage per coutnyface emission maps are
available for 1980, 1990, 1995, 2000 and 2005, and estimates for atl yghrs were scaled from
these values. Figure 4.1(b) shows total globa 8missions for the period 1988 - 2008. Total
annual emissions reached a high of 6 Gg yéam 1995, before falling to 5 Gg yeat two years
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Figure 4.3 Locations of NOAA ESRL sampling stations (dots) and of vertical aircredfiles
(diamonds) used for SFeomparisons in Chapter 4.

flask dato @
vertical profile

later, after which emissions began to increase again. Emissions havidyecepassed their 1995
levels, reaching approximately 6.3 Gg yeain 2008. Figure 4.2 shows the mean spatial distribu-
tion of the EDGAR 4.0 Sgemissions for 1988 - 1995 and 1996 - 2008, as well as the difference
between the two. Emissions in the early 1990s were mostly localised in WestsypekEdapan
and the USA, with smaller contributions from South Africa, India and Soutst-Earope. After
1995 emissions in Western Europe and Japan decreased, while contishnticeased in the USA,
Eastern Europe and South-East Asia.

4.3.2 Sk Destruction

Sinks of Sk are confined to relatively slow destruction processes occurring onlyeimtéso-
sphere, and are negligible in comparison to its sources. Hall and Wa8§8)(tbund that ignoring
the effect of mesospheric destruction ofgSRay lead to over-estimation of glEoncentration in
the high-latitude middle stratosphere (above 30 km), but has only a smal effewhere. There-
fore in this study, as in most previous &Model studies (Denning et al., 1999; Peters et al., 2004;
Gloor et al., 2007), the mesospheric destruction process is neglecte8Fais treated as inert in
the atmosphere.

4.3.3 Sk Flask Observations

Model output was compared with observed atmosphergcBhcentrations from a range of sources.
Flask data from a number of surface sites from the National Oceanic andsfgheric Adminis-
tration, Earth System Research Laboratory (NOAA ESRL, USA) prowidekly records of S
concentrations from 1995 onwards. The locations of these sites amn&tsodots in Figure 4.3,
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Table 4.2 Details of NOAA ESRL surface and vertical profile sampling sites used Fgrcém-
parisons in Chapter 4.

Station Station . o . o . Observation
Code Location Longitude (°) | Latitude (°) | Altitude (m) Type
ALT Alert, Canada 62.5W 82.5N 210 surface

flask
BRW | Barrow, Alaska| 156.6W 71.3N 11 s;:;f;fe
MHD Mace Head, 9 9W 53.3N 8 surface
Ireland flask
Park Falls, WI, vertical
LEF USA 90.3W 459N N/A profile
surface
Harvard Forest, flask and
HVF MA. USA 72.3W 42 9N 340 vertical
profile
car | Briggsdale, CO. 0, gy 40.9N N/A vertical
USA profile
Niwot Ridge, surface
NWT CO. USA 105.5W 40.9N 3021 flask
Mauna Loa, surface
MLO HA, USA 155.6W 19.5N 3397 flask
Tutuila, surface
TUT American 170.6W 14.2S 42
flask
Samoa
RTA Rarotonga, 159.8W 21.3S N/A vertical
Cook Islands profile
CGR Cape Grim, 144.7E 40.7S 94 surface
Australia flask
SPO South Pole 24.8W 90.0S 2810 S;:;f;"lfe

and further station characteristics are given in Table 4.2. The accafacgh flask measurements
is approximately 0.04 ppt. This data can be used in order to test long-rapypspheric transport
in the TOMCAT model, such as inter-hemispheric and zonal transport, eagbeal variations.
In order to compare model output to flask observations at surface #ie-D modelled S§
concentration field is linearly interpolated to the latitude, longitude and altitudeect#tion site.
However, it is necessary to remove the effect of numerical diffusideuobpean surface emissions
on the model estimate at station at Mace Head, Ireland (MHD). Theréfistead of interpolating
along longitude to the station’s location, the concentration at the centre ofithbax immedi-
ately to the west of that containing MHD is used. Interpolation to the corréttida and altitude
is still carried out, however.

As part of the NOAA ESRL Carbon Cycle Greenhouse Gases (CCGajpiy aircraft project,



Chapter 4 Evaluating Simulated Tropospheric Transport in the TOMCAT Model BRg 47

Figure 4.4 Sampling locations of the ACE satellite, 2004-2009.
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vertical profiles of CQ, CO, CH;, H,, N,O and Sk were measured using aircraft at a number of
station sites across the USA and the surrounding oceanic area. Sampdesiseetaken at some
SH sites such as Rarotonga, the Cook Islands (RTA). These flask reeesus have been taken
once or twice a week for various time periods since 1999, with the aim of Gagtseasonal and
interannual changes in trace gas mixing ratios throughout the boungenglad free troposphere.
Locations of these vertical profile sites are shown as diamonds in Figure 4.3

4.3.4 Sk from the ACE Satellite Instrument

The Atmospheric Chemistry Experiment (ACE) is a satellite mission on-boardahadian satel-
lite SCISAT-1, which was launched in high-inclination (74°) circular lowtke#650 km from the
surface) orbit on August 13, 2003. This orbit gives it a good cagetrof polar and mid-latitude re-
gions, with reasonable tropical coverage also provided. The main insttuoneboard SCISAT-1
is the ACE-FTS, a high spectral resolution Fourier Transform Spectem(ETS), which mea-
sures absorption spectra at sunrise and sunset in the limb viewing soldration mode. Limb
views sample spectra through a slice of the atmosphere, from which venafdes of tempera-
ture, pressure and trace gases can be estimated. The ACE-FTS leede®f; vertical profiles
since 2004, and provides a comparison for the model simulations in the trppesphere and
lower stratosphere (UTLS) (10 - 25 km). Figure 4.4 shows the ACE samgédidms for Sk for
the period 2004-2009. These &fetrievals will enable us to examine the model representation of
vertical transport through the upper troposphere and lower stragosjin TOMCAT.
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Figure 4.5 Annual zonal mean simulated §Fppt) for 2006 for the eight model simulations de-
scribed in Tables 4.1 and 4.%Top Left)shows the annual zonal meang3br the T42HB sim-
ulation, while each of the other plots shows the difference between the lsithellation and
T42 HB (ppt).
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4.4 Comparisons of Modelled SEto Observations

Figure 4.5 shows the annual zonal mean distribution of lBFeach model simulation for the
year 2006, highlighting differences in the vertical and latitudinal trartspbthe model grids
and PBL schemes. In each simulation, the value of the model-observatieredidt at the SPO
station in January 2000 is removed from each simulation in order to remové#ébed variations
in the simulation initialisation. The model set-up described by T2 simulation is generally
the default scheme for tropospheric studies, but for simplicity it is requhiatithe Louis PBL
scheme is initially used for the TOMCAT 4D-Var inversion system. Due to thelaognputational
burden of the inversion, it would be favourable to use as low a grid résnlas possible, while
still maintaining the integrity of the model results. It is important, therefore, tcetstdnd the
differences in the model transport produced by changes in the PRiorszand grid resolution.

Since the majority of sources of $Rre in the NH, atmospheric concentrations of the species
are greatest there, and this is reproduced in the FiB2simulation. Concentrations peak at ap-
proximately 6.2 ppt in the PBL at approximately 45°N, and decrease with altiGidee vertical
transport is faster than interhemispheric transport, the concentration upthex troposphere in
the NH is greater than the concentration throughout the SH. The modelledrtoation of Skis
approximately 5.7 ppt throughout the SH, where the species is fairly welldnikbe concentra-
tion of Sk decreases rapidly in the stratosphere. The_L4heme displays the effect of using
the Louis scheme rather than the Holtslag & Boville scheme. As discussedry &v/al. (1999),
the Louis scheme mixes emissions through the PBL at a slower rate than the ¢gH&lBlaville
scheme, and this is confirmed by the T@&imulation. Compared to the T42B simulation,
concentrations are much greater in the NH emission region (30°N - 60@}ime surface. Mean-
while, concentrations are a little lower in the NH mid-troposphere since emissfdhs species
are trapped close to the surface at these latitudes, although diffetegrecare less than 0.1 ppt.

The effect of decreasing the resolution of the model grid is shown byethdts of the T2IHB
simulation. The decrease in resolution alone has little effect on concengratiovughout the
atmosphere, with differences less than 0.1 ppt almost everywhere. ffEoe @& having deeper
model layers is seen, however, as vertical mixing in the tropics appearsreage as emissions
mix upwards at a more rapid rate due to numerical diffusion through the grdsh The T21L
simulation shows the effect of decreasing the model grid resolution cowptbdchanging the
PBL scheme, and shows similar results to the T4@mulation. Increased concentrations close
to the surface in the NH are again seen, with a corresponding decreasadantration higher
up. There are also slight increases in the low to mid troposphere in the Nieh wiay be due to
increased polar transport due to the increased size of the model gridp&img the T42. and
T21 L schemes again shows that the main effect of decreasing the resolutiatightancrease
in high latitude NH concentrations. The comparison of the F2and T21L plots shows that
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if the T21L set-up were to be used for the TOMCAT 4D-Var inversion system, the maireis
would be due slow boundary layer mixing, which has little effect away framssion regions.

The effect of increasing the resolution of the model grid is shown by tl& Tisimulation, which
shows increased gEoncentration throughout the atmosphere. This is likely to be due to a com-
bination of the very small grid boxes and the rescaling of the tracer mafssmed by the model
every 6 hours. As emissions are released into the surface boxesréladg bigh mixing ratios due

to the size of the grid box. However, each time the wind reanalyses arénteattie model, the
rescaling of the air mass in each grid box performed by the model to matchahesas conserves
tracer mixing ratio rather than tracer mass, creating artificially high condentsathroughout the
atmosphere. The very low resolution TLGsimulation shows the usual increased NH concentra-
tions due to the use of the Louis scheme and also an increased effegfeogtat boxes spreading
the tracer towards to pole at a rapid rate. Concentrations are decrbasaghout the SH and
tropics, however, as the boundary layer mixing is extremely poor with theréselution grid.
Although it would be desirable to use the TLOnodel set-up for the TOMCAT 4D-Var inversion
system, it would appear from Figure 4.5 that the resolution is too low to aetyneproduce
atmospheric transport.

4.4.1 Surface Flask Comparisons

Annual growth rate of SFg

Figure 4.6 shows comparisons of modelled and observed monthly meacoS€entration at a
number of station sites for the time period 2000 - 2006. For each model simyl#tmmodel-
observation difference at SPO in January 2000 has been subtraetggvbere in order to elim-
inate the effect of differences in the initialisations of the different simulatidrable 4.3 shows
the yearly increase of $For each of the simulations, estimated by linear regression. The in-
crease at SPO shows the annua 8f€rease without the effect of local emissions, and each of
the simulations is within 0.005 ppb of the observations by this measure. Thisteslitet the
total Sk emissions used in the model over the period 2000-2006 are accuratk 4Takalso
shows the mean annual increase over all of the station sites and the meancrei@te over the
period. There is more variation between the models by this measure, whiébdsedfmore by the
transport of emissions than the SPO increase is, but each simulation matbesetr increase to
within 0.08 ppt. At stations away from §Bource regions, such as ALT, BRW, CGR and SPO, the
observations show little deviation from the linear increase due to emissiorssisidaptured well

in the model using both PBL schemes. However, at stations close to segioas, such as HVF,

a greater range of variation from the linear trend is observed, and thimigaded to some extent
using the Holtslag & Boville PBL scheme. When using the Louis scheme, the rpoefticts
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Table 4.3Rate of increase for SHppt yr1) over the period 2000 - 2006 for observations and
for each simulation. Growth rate given for the SPO station and averaggdab\stations, Mean
increase over the whole period is also shown.

OBS | T42HB | T21.HB| T42L T21L | T106.L | T10L

SPO Sk
increase (ppt | 0.224 0.229 0.222 0.229 0.221 0.228 0.219
yr )

Mean Sk
increase (ppt | 0.237 0.233 0.226 0.234 0.227 0.236 0.224
yr
Mean Sk
increase
2000-2006

(pRY)

1.422 1.398 1.356 1.404 1.362 1.416 1.344

mixing ratios which are far too high in comparison to the observations, due tinftations of

the Louis scheme already discussed. This has a much smaller effectrawethé& source regions,
however, where the two PBL schemes produce similar results. When usihtpttslag & Boville
scheme, the choice of resolution had little effect on the@ihcentration at each station. However,
when using the Louis scheme, the varying resolutions produced differsults at stations close

to the source regions, with the simulated mixing ratio being highly dependentatefth of the
grid-box into which the Sgemissions are deposited. In fact, the higher resolution runs generally
produce higher mixing ratios at these stations, due to the emissiongohf&Fthe smaller grid
boxes producing a high concentration, which is then not mixed out by thesPiieme.

SFg Seasonal Cycle

Figure 4.7 shows the observed and modelled seasonal cycle;cadt3ke station sites. In order

to display only the seasonal cycle due to transport, the linear trend dispdgy®E at the South
Pole station (SPO), the furthest point from the source regions, wasvezhfmom all data. The
modelled and observed §kas averaged over the years 2003 to 2006, in order to only include
years with observations provided for every month, and the mean valwechtstation over this
time period was subtracted. Table 4.4 shows the correlation, r, and root sgeare difference
(RMSD) between the modelled and observed seasonal cycle at each &iagach simulation,

where;

=1/ ((Xsim— Xobs)?) (4.1)
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Figure 4.6 Monthly mean Sk concentration (ppt) at NOAA surface station sites, 2000 - 2006.
Solid coloured linegLeft) represent TOMCAT simulations using the Holtslag & Boville PBL
scheme, while dashed coloured ling&ght) represent model simulations using the Louis PBL
scheme. Different model resolutions are depicted in different colam pbservations are shown
in black.
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Here, xsim represents the simulated Skixing ratio andxqps represents the observed concentra-
tion. The over-bar represents the mean. When using the Holtslag & Bowiikrse, the model
captures the inter-seasonal variation well at the majority of the sites. SHssitbsas CGR and
SPO have very little seasonal cycle, and the model shows extremely little varationd the
mean in the SH. In fact, some SH seasonal variation may be missing in the mo@&Radis-
plays slightly negative and positive anomalies in March and Septembegctagby, which are not
reproduced in the model. This means that correlations and RMSDs are sthala SH stations.
TUT displays positive anomalies in December through to March and negaivealies for the
rest of the year due to its position relative to the Intertropical Convem&one (ITCZ), which

is the physical (rather than the notional 0°) boundary between the NFsBhdAs the position
of the ITCZ varies throughout the year due to the changing location ofuhis zenith point,
TUT alternates between sampling NH and SH air. This oscillation is produc#édmeach of
the model simulations, with correlations greater than 0.8 produced by aatiRMSD less than
0.01 for each resolution apart from T10 MLO displays positive anomalies in both MAM and
SON, due to the increased influence of SH air at MLO during the NH sumnaewanter (Lintner

et al., 2006), and, excluding the T10 resolution, the model producesthe semi-annual vari-
ation, with correlations greater than 0.65 and RMSD less than 0.012. NHldtighde stations
ALT and BRW show an annual seasonality with minimum concentrations peadadNH autumn,
and a recovery period throughout the NH winter before concentratieak around February. The
negative anomaly is due to increased convection during JJA, while theergcperiod is due to
northward transport of SFfrom NH emission regions during NH winter, increased stability of the
boundary layer and the related pollution trapping in the Arctic during this time.riibdel repro-
duces the correct seasonal cycle at these Arctic stations when the gldt8aville scheme is
used, with positive correlations, although model anomalies are not aslameserved anomalies.
The T42HB simulation performs well at these Arctic stations, but the performancesof 21 L
scheme is not as good, with lower correlations and RMSD at this resolutionniia2 HB. The
high Arctic concentration of Sfduring the NH autumn implies that some form of model transport
is incorrect during this season. This may indicate strong transport intorttiee for slow transport
away from it.

Use of the Louis PBL scheme has a small effect at the SH sites and at Migdewansport is the
main influence on the seasonal cycle, and at resolutions greater th&t 1he?seasonal cycle is
reproduced by the model at these stations with high correlations. The 1m@8él grid produces
seasonal variations different to those found in the observations dffetb @& interpolation across
the large grid boxes. The Louis scheme produces poor results at the $¢#tiDn, especially at
low resolutions. This is likely to be due to poor vertical mixing of European dorissout of the
PBL. Even at higher resolutions, modelled seasonal anomalies at MHIp &oesix times greater
than observed anomalies, although the T4dmulation produces the smallest seasonal variations,
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Table 4.4Correlations and RMSDs (ppb) for monthly mean observed and modelleddsiEen-

tration at selected remote surface sites averaged over the period 2008 fa2 each of the model
simulations. The simulation producing the highest correlation or lowest RM®Ach station is
shown in bold.

Simulation

T42HB | T21HB | T42L | T21L | T106L | T10.L

ALT: r 0.82 0.38 0.06 0.11 -0.31 -0.28
RMSD (ppb)| 0.0124 | 0.0164 | 0.0214| 0.0309| 0.0231 | 0.0811
BRW: r 0.70 0.58 0.54 0.33 0.50 -0.04
RMSD (ppb)| 0.0145 | 0.0157 | 0.0170| 0.0218| 0.0181 | 0.0516
MHD: r 0.44 0.42 -0.36 | -0.04 -0.45 0.06
RMSD (ppb)| 0.0244 | 0.0247 | 0.0445| 0.0709| 0.0641 | 0.0978
MLO: r 0.75 0.78 0.70 0.70 0.67 0.06
RMSD (ppb)| 0.0100 | 0.0094 | 0.0108| 0.0107| 0.0114 | 0.0225
TUT: r 0.88 0.87 0.90 0.90 0.88 0.83
RMSD (ppb)| 0.0085 | 0.0100 | 0.0084| 0.0099| 0.0086 | 0.0211
CGR: r 0.21 0.11 0.24 0.10 0.00 -0.15
RMSD (ppb)| 0.0102 | 0.0105 | 0.0108| 0.0107| 0.0143 | 0.0141
SPO: r 0.29 0.25 0.41 0.19 -0.03 0.65
RMSD (ppb)| 0.0079 | 0.0080 | 0.0075| 0.0084| 0.0105 | 0.0063

with large positive anomalies only in March and October. Generally the modelrpes poorly at
this station when the Louis scheme is used, with lower correlations and lakg8DRhan when
the Holtslag & Boville scheme is used, which places some doubt on the model’s &hbpigyform
accurately near emission regions when using the local PBL scheme.

Figure 4.8 shows the mean annual interhemispheric difference (IHDgdfdbkground SHevel

for each year. In this case, the interhemispheric difference was dedgthe difference between
the NH and SH background gkixing ratios, where the NH background concentration was rep-
resented by the mean of the mixing ratios at BRW and MLO, and the SH baaidjweas similarly
defined using CGR and SPO. These station sites were chosen as thayfesenfsource regions
and had a near-complete observational record over the chosen timd.pAtianodel runs pro-
duce a IHD which is too large (previously indicated by the modelled NH podiia®). However,
the trend of the IHD over time shows good agreement with the observatidgtissmvaller IHD
during 1997 - 2004 due to the decrease in emissions during these yeaiSigsire 4.1(b)). The
PBL scheme used in the model makes little difference to the value of the IHDe &mttkground
concentration does not vary much between the two PBL schemes, butEhddéteases as the
resolution of the model grid increases. While there is a large improvementbptihe T10L

and T21L resolutions, however, the improvement between T2dnd T42L is much smaller,
and there is no significant improvement in IHD gained by running the simulatiod@6.L. Al-
though, as seen in Figure 4.5, the Tl06imulation produces mixing ratios which are consistently
higher than the T42. simulation, the rate of interhemispheric transport appears to be the same.
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Figure 4.7 Mean detrended SFseasonal cycle at NOAA surface station sites, 2003-2006 using
the Holtslag & Boville schem@_eft) anf the Louis schem@ight). Data is detrended as described
in the text, and lines are coloured as in Figure 4.6. Note the different aalisssc
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Figure 4.8 Annual mean Skinterhemispheric difference (ppt) for the period 1995 - 2008 using
the Holtslag & Boville schemé@_eft) and the Louis schem@ight). IHD is defined as in the text.
Lines are coloured as in Figure 4.6
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Figure 4.5 showed that interhemispheric mixing was slowest thelTdithulation and increased
as the model grid resolution decreased, but comparison with the obsarsatiavs that even at
the highest resolution, the IHD is approximately 20% too high. Since the majdi8gsources
are in the NH, this indicates either that interhemispheric transport time is too sl model or
that the NH emissions used are too high.

4.4.2 Aircraft Comparisons

Figure 4.9 shows the comparison of the model simulations with monthly mean v&ficatofiles
described in Section 4.3.1. Note that while LEF, CAR and RTA are samplau2003, HVF was
compared during 2001 in order to maximise the amount of available flask datdelMrofiles are
provided for the T42HB, T42 L, T21 HB and T21L simulations. The NH bias seen at the surface
sites propagates through the lower troposphere at each site, but thiteutistr of the profiles and
the seasonal increase inSB simulated well. At the remote site RTA, the PBL scheme does not
significantly alter the model distribution. The resolution of the model also makesditiézence

to the profiles at this SH station. However, the USA stations LEF, CAR and WXi€h are close

to a source region, the slow vertical mixing of the Louis scheme can be #a¢d¢hese sites, the
T42 L and T21L profiles show a clear two-level divide, where the poor vertical mixing>6§
emissions lead to a high mixing ratio up to an altitude of 1-2 km, above which thertaton
decreases to a level lower than that produced using the Holtslag & Bovilldations. At LEF,
the observations show an almost constant vertical profile throughowéthrexcept during MAM,
when concentrations increase in the boundary layer. BothHB2and T21HB reproduce this
seasonal cycle. Throughout most of the year at CAR, modelled mixingsrdéorease above 4
km, while observed concentrations remain constant. During MAM, howeleerved mixing
ratios decrease with altitude across all levels, which is reproduced in thé{B4simulation but
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not in T21HB. At HVF, T42HB and T21HB match the observed vertical profiles well during
all seasons, although concentrations are slightly high at the surfadbe I8H station RTA, the
observations display a large amount of variation around the profile, vg@ohbrally increases with
altitude. Generally the vertical transport in the model is good, but once #ga Louis scheme
produces high surface concentrations.

4.4.3 Comparisons to Satellite Data

For model comparisons with the ACE satellite,gSEtrievals were filtered by removing any re-
trievals with errors larger than 0.5 ppt. Model SWwas interpolated to each remaining retrieval
location and pressure so that direct comparisons could be made. Only2hdB simulations
were compared to the satellite data, and the same SPO bias was removed fdatathg with the
surface flask comparisons. Figure 4.10 shows a comparison betwdenrefi@ved Sk and mod-
elled Sk for each retrieval in 2006, divided into latitude bins. At each level, therSiking ratios
estimated by the satellite display a greater range than those of the model, butdbkcayatures
the variation with altitude well. The majority of the satellite measurements are atsupedsvel

of 100 - 200 hPa, and this is where the agreement is best.

Figure 4.11 shows the latitudinal distribution of the vertical profile of BRhe model and satellite
retrievals over the period 2004-2009. The model reproduces the alepticfile of the satellite
well. The standard deviation of the satellite retrievals is around 0.5 ppt, anddtel falls well
within these limits. There a few satellite measurements below 200 hPa, and thenagtés poor
below this altitude. Agreement is greatest between 30°N and 30°S ab6veP20 Brown et al.
(2011) compared modelled $Fom the SLIMCAT model, which was initialised with the results
of this study, to ACE observations in the tropics, finding the two to be in gooeleagent. The
model performance in the UTLS is consistent with the satellite retrievals, indicdu@ TOMCAT
troposphere-stratosphere exchange is robust enough to allow assinfdioserved stratospheric
data.

4.4.4 Effect of Changes to the Model Advection Scheme and Véecal Grid

The Louis PBL scheme and the conservation of first-order moments (F@grton scheme were
chosen for use in the adjoint TOMCAT model due to the fact that they anpuatationally simpler
schemes than the Holtslag & Boville scheme and conservation of secoadroamnents (SOM)
scheme, respectively, and therefore offer a starting point for theldement of the adjoint model.

In order to understand the implications of using these simpler schemes arttsasport, a further
Sk model simulation, T2HB_FOM , was carried using the FOM advection scheme. Results
using the Louis PBL scheme have already been displayed in this chaptdt,vaas discovered
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Figure 4.9 Seasonal mean vertical §profile mixing ratio in ppt compared with NOAA ESRL
aircraft flask samples for 2003 (LEF, CAR, RTA) and 2001 (HVF)eTata has been averaged
into 1km vertical bins. Lines are coloured as in Figure 4.6
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Figure 4.10Comaprison of TOMCAT T4HB simulation of Sk with ACE retrievals in ppt for
the year 2006. Retrievals are split into latitudinal bins and coloured togepté¢he altitude of the
retrieval
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Figure 4.11Mean vertical profile of TOMCAT T42HB and ACE Sk for the period 2004 - 2009
split into latitudinal bins. Colours represent the latitude of the retrieval, ethéhes represent
modelled Sk and solid lines represent satellite retrievals
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Table 4.5 Details of resolution, PBL scheme and advection scheme of further TOMERT
simulations considered in Chapter 4.

Name Longitudinal | Latitudinal Vertical 2{25 PBL Advection
spacing (°) | spacing (°) Levels (mins) Scheme| Scheme

29 (bottom Second

T21.129 5.6 5.6 trgfefz'i"fls 60 | Louis | Order
Moments

merged)

Holtslag First

T21 HB_FOM 5.6 5.6 31 60 & Order
Boville | Moments

that the vertical mixing out of the boundary layer was not strong enongtth led to the model
producing extremely large $fnixing ratios in grid boxes close to emission regions. In an attempt
to counter this problem, simulation TAR9 was carried out in which the bottom three levels of
the vertical grid were merged together, providing a larger grid box for gions to be distributed
into and therefore decreasing the mixing ratio. The surface grid boxfthreread a depth 0£200

m rather than~30 m. Both of these simulations were carried out using a grid box resolution of
5.6° and further details of these simulations are displayed in Table 4.5.

Figure 4.5 displays the annual zonal mean modelled distribution f@Fhe year 2006. Com-
paring the results of the T2lL.29 simulation with those of the T2IL simulation in Figure 4.5 show
that the mixing out of the boundary layer does indeed seem to have impmithdhe ‘trapped’
emissions at around 30°N not appearing to the same extent as befa i$ta slightly higher
Sk concentration in the high latitude NH, but the effect is not as great as itrwB21 L. Con-
centrations are slightly lower in the SH than before but on the whole, thd mmsn distribution
produced by the simulation agrees fairly well with that produced by theuttefd2 HB simula-
tion. Use of the FOM advection scheme has produced slightly lower coatiens throughout
the troposphere, but the scheme does not appear to have produgaiieasit change.

Figure 4.12 shows the $frend for the period 2000 - 2006 at NOAA station sites (as in Figure 4.6)
for the T211L29 and T21HB_FOM model runs. At the surface, the T2B and T21HB_FOM
simulations are almost identical, indicating that the choice of advection schenes malkdif-
ference over this long time period. The T229 simulation does show improvements upon the
T21 L simulation at MHD, decreasing model over-estimation by up to 50%. Howevedelled

Sk mixing ratio does not improve at HVF, and at both sites the observationarameoie consis-
tent with simulations when using the Holtslag & Boville scheme.

Figure 4.13, like Figure 4.7, shows the detrended seasonal cycle datienssites. Table 4.6
shows the correlation and RMSD for the four T21 simulations. Again it shioelldoted that there



Chapter 4 Evaluating Simulated Tropospheric Transport in the TOMCAT Model BRg 61

Figure 4.12As Figure 4.6, for model simulations T2129 and T21HB_FOM

ALT BRW
6.5¢ 6.5¢
— 6.0 _ 607
‘_&' 5.5? E 5.5;
500 . 5.0
458 ] 4.5F ]
2000 2002 2004 2006 2000 2002 2004 2006
MHD HVF
6.5f ] 9
6.0 S A 8¢ A
— b P A\ — = I L
§ 55¢ )0 . QIO E é 7 A LN ,"“.,_,.' \
— E J\'v‘_'»‘lL 2 6 ;Il \\v' Y24 \M *W/
5'0 ;4‘4\ v | 5 iy ~— T
45F ] 4
2000 2002 2004 2006 2000 2002 2004 2006
MLO CGR
6.0¢ - i ]
— 5.5 Sl g ]
Q L u ul
[o% [ e r ]
— 5.0} < ] g ]
455" i ]
2000 2002 2004 2006 2000 2002 2004 2006
SPO
: T21_HB
F T21_L
e N T21_L29
i T21_HB_FOM
5L 0BS
4‘0 C ]
2000 2002 2004 2006

is extremely little difference between the two advection schemes and that theZP2dimulation
offers no improvement over T2llL at most sites. In fact, the agreement with observations at
ALT, BRW, MLO and TUT is worse in T21.29. At MHD, the surface site closest to an emission
region, the large positive model anomaly in March is reduced inI24. However, a new positive
anomaly is produced in October.

Figure 4.14 shows model comparisons to observed vertical profile datexasusly seen in Figure
4.9. Once again, the FOM advection scheme does not alter the perforoigheemodel. In this
case, however, the improvement offered by the T29 simulation over the T21 scheme can be
seen. At the USA sites, LEF, CAR and HVF, theg3hixing ration in the boundary layer (up to 2
km) and upwards is reduced when using the T2B scheme than in the standard Louis scheme,
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Figure 4.13As Figure 4.7, for model simulations T2129 and T21HB_FOM
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Table 4.6 Further correlations and RMSDs (ppb) for monthly mean observed anélfeddSk
concentration at selected remote surface sites averaged over the p@di®d 2006 for each of
the model simulations. The simulation producing the highest correlation ori&SD at each
station is shown in bold.

Simulation
T21HB | T21L | T211L29 | T21.HB_FOM

ALT: r 0.38 0.11 -0.30 0.35
RMSD (ppb)| 0.0164 | 0.0309| 0.0432 0.0167

BRW: r 0.58 0.33 -0.13 0.53
RMSD (ppb)| 0.0157 | 0.0218| 0.0328 0.0164

MHD: r 0.42 -0.04 -0.44 0.29
RMSD (ppb)| 0.0247 | 0.0709| 0.0707 0.0263

MLO: r 0.78 0.70 0.69 0.74
RMSD (ppb)| 0.0094 | 0.0107| 0.0111 0.0102

TUT: r 0.87 0.90 0.92 0.87
RMSD (ppb)| 0.0100 | 0.0099| 0.0134 0.0100

CGR: r 0.11 0.10 0.29 0.11
RMSD (ppb)| 0.0105 | 0.0107| 0.0101 0.0105

SPO: r 0.25 0.19 0.24 0.21
RMSD (ppb)| 0.0080 | 0.0084| 0.0084 0.0081
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bringing the modelled mixing ratio closer to those observed on the aircraft mgssid the remote
site RTA, T21L29 produces a small decrease in concentration.

4.5 Summary

TOMCAT model comparisons with $Bbservations have provided a validation of the atmospheric
transport in the model, and indicated its potential for use as part of a 4Vearsion process.
These comparisons have also provided an understanding of the witésréhat each transport
scheme and model grid resolution available for use in the model producesis ¢¢ large scale
transport, vertical mixing and seasonal variations. Since the 4D-Varsioveprocess uses simpli-
fied advection and PBL mixing schemes, it is important to understand the @&t chis will have
on a surface flux inversion produced using the model. Comparisons tfithdifferent advection
schemes indicate that the FOM scheme does not produce significantlguiffesults to the SOM
scheme. The Louis PBL scheme, however, does produce differgristoberic distributions to
model simulations using the Holtslag & Boville scheme, with slightly slower verticalsprart
and much less vertical mixing within the boundary layer. This is only partly corsgted for
by introducing a vertical model grid with a larger surface grid box. Tteohation of the model
grid can have a large effect on vertical and meridional transport, leut42 and T21 resolutions
perform well in comparison with observations.

When run using its ‘optimum’ set-up, T42B, the model performs well in comparisons with
observed SE: Comparisons with flask samples at stations sites provide a validation of tiee larg
scale transport in the model such as interhemispheric and zonal traasypbrepresentation of
seasonal large-scale atmospheric variations such as the ITCZ. ThdB 4Enulation reproduces
the annual increase at each station site compared with observationts@pcedicts the phase and
amplitude of the seasonal cycle at many stations. Some SH seasonal traasjptions are not
reproduced in the model, and model transport in the Arctic may not be sémomggh during the
NH autumn. However, the observation accuracy of 0.04 ppt at thesenstiiclose to the absolute
seasonal variation in many places, so the model is always with in the obeaalaccuracy. Any
model transport errors may be taken account of when producing theadnversion. Vertical
transport up to the lower stratosphere is also simulated accurately wherthisioptimum model
set-up.

The 4D-Var inversion uses the T229 resolution with the Louis PBL scheme and the FOM
advection scheme. As already discussed, the two advection schemetsptochue significantly
different transport in the model, so the FOM advection scheme may be uted¢amfidence.
However, use of the Louis scheme may produce underestimation of flsires, tracers are not
mixed vertically through the boundary layer, even when the size of s#taer grid boxes is
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Figure 4.14As Figure 4.9, for model simulations T4129 and T21HB_FOM
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increased. Vertical transport into the upper troposphere is slowen wsiag the 5.6° model grid
than when using the 2.8° grid, which may also lead to underestimation of sftta®s during
using the inversion process. Theses issue will have to be taken aatfowhen the modelling
error term of the inversion is created. Modelled interhemispheric trahggpslightly slower than
indicated by observations, but within the range found by Denning et 8891 and the annual
variation of the cross-hemispheric transport is reproduced in the motlellarge-scale seasonal
variation of the ITCZ is also produced in the model.

A key assumption when the 4D-Var inversion method is used in data assimilatiat adltarrors,
including model errors, are unbiased and Gaussian in nature. While timeuop set-up of the
TOMCAT model performs consistently with observations, it is clear that thedotrtion of the
Louis PBL scheme produces a systematic error into the model, which cameoniprehensively
handled in any potential 4D-Var inversion performed with this PBL schemetHe purposes of
the development of the TOMCAT 4D-Var inverse model, however, the iecieas been taken to
persevere with the T2129 set-up described in this chapter. While this introduces bias into the
model error term of the inversion, the relative simplicity of the Louis schemnmepemed to the
Holtslag and Boville scheme makes it the preferred option in the short-termefutiowever, the
development of the adjoint version of the Holtslag and Boville scheme will lglbarnecessary
when there is opportunity.






Chapter 5

Inverse Modelling using the 4D-Var
Method: Development and Testing for
the TOMCAT Model

5.1 Introduction

Chapter 4 assessed the quality of the representation of atmosphericottansghe TOMCAT
model in order to validate the model’'s capability for use in the 4D-Var inversiethod of esti-
mating surface fluxes of atmospheric species. The model's performastautating the global
distribution of the long-lived tracer $Fwas accurate when using the optimum set-up. Although
the quality of the model performance deteriorated due to the use of the LBLisdheme, extend-
ing the depth of the bottom model layer improved the results, and it was debidtie benefits of
the Louis scheme in terms of computational simplicity out-weighed the inaccumcidsced in
the results. This chapter therefore introduces the 4D-Var data assimilatibodria detail before
discussing the development and testing of the TOMCAT 4D-Var system.

Section 5.2 provides details on the modelling steps involved in the 4D-Var metitbdravides
information on its derivation. Section 5.3 describes the development of tiMCKY 4D-Var
system, after which the chapter describes results from a series of idealizgel experiments
which test the 4D-Var scheme and demonstrate its performance. Sectioat&ils desults of a
simple inversion performed with the 4D-Var system which replaces obdelata with synthetic
‘observations’ provided by the forward TOMCAT model before Seciohsummarises the results
of the chapter.

67
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5.2 Background Theory to the 4D-Var Method

The 4D-Var data assimilation technique is derived from Bayesian themayses iterative meth-
ods in order to reduce as far as possible the value of a function measeidifference between
model predictions and observations. The method has previously beénnustidies discussed
in Chapter 3. 4D-Var requires the use of an adjoint model in order to atealhe sensitivity of
model-observation differences to boundary conditions and paramététisin the scope of this
work, this entails the construction of an adjoint version of the TOMCAT moalkich integrates
model-observation differences in the atmospheric mixing ratio of a speciels,as CH, back-
wards in time in order to estimate the sensitivity to its surface fluxes. This sedtiesman outline
of the 4D-Var method, with all notation specified as in Ide et al. (1997 }rieed in Section 3.2.1.

Generally, ifx is a vector requiring optimisation, known as the state vector, and obsesgiiom
observation operatdt (T (x)) : X — y exist, then the aim of the 4D-Var method is to minimise,
in a least square sense, the model-observation differgneeH (T (x))]. Since the number of
observations over timgy, tp] is usually far less than the dimensiongthe minimisation is further
constrained using aa priori estimate xp, of the state vector. The cost functid(x), a weighted
measure of the model-observation difference combined with information thena priori, is
therefore defined as

30 = 3 (x—x) B x—x0) 4 3 (- HTH)TR MY —H(TI)  B1)

whereR ™! represents the inverse of the error covariance matrix of the obsersatidrich can
also include model error, ar8* represents the inverse of the error covariance matrigoff m
is the dimension of the state vector amt the number of observations, ther{T) is a matrix of
sizen x mrepresentingd (T), which maps< ontoy.

In order to find the optimal state vector, it is necessary to minimise the value ob#tdéunction.
The minimum ofJ(x) is found when the gradient df with respect to the state vector is equal to
zero;

OJ(X) =B 1 (x—xp) + TT [R™H(y —H(T[x]))] =0 (5.2)

In order to find a solution to Equation 5.2 it is therefore necessary to corfipytie transpose of
the observation operator matrix, known as the adjoint operator. For this the state vectox, is
the 2D surface flux field of Cldat a given time, which is used in the TOMCAT modEl,H is the
observation operator which maps the 3D concentration field producé&damyo the observations,

Y.



Chapter 5Inverse Modelling using the 4D-Var Method: Development and Testintpéor
TOMCAT Model 69

In reality, the observation operator matrid(T) is not found explicitly, but is replaced with the
forward model, which outputs model concentration fields at each point in timehere obser-
vations exist. These fields are then interpolated to the locations of the atieasy The adjoint
matrixH™ can be replaced with an adjoint version of the model, which is created difemtiythe
forward model. Further details on adjoint modelling are given in Section 5Thé .cost function
is minimised through an iterative process which computes the valdéxpfand OxJ(Xx) at each
iteration, a process which entails a large computational burden in terms ofdwguter memory
and processing time. During each iteration, the gradient of the cost farist@mmputed using the
adjoint and forward models, and an appropriate descent direction seohaong which to min-
imise the cost function. Once the minimum along this direction has been founstatieevector
is updated according to the minimisation so far, and the process is repeatgdhesnew state
vector as an initial guess. Eventually the value of the norm of the gradi¢ém cost function will
decrease past a threshold value chosen by the modeller, indicating tlseata-optimal state
vector has been produced. This threshold value is known as the geneercriteria. The iterative
process of minimisation will be discussed further in Section 5.3.2.

5.2.1 Adjoint Modelling

As discussed in Section 5.2, atmospheric CTMs can be viewed as numgricatars,T, acting

on the state vectax. In practice, T consists of parametrisations of various transport processes
such as advection, turbulent mixing and convection, and each of thesagtaisations is made up

of a finite number of mathematical operatioiig,

T=[]T, (5.3)
]

EachT; may be linear or non-linear, and differentiable or non-differentiable.uAssg that the
operatorT is differentiable, its first derivative, or Jacobian, can be repreddmea tangent linear
model (TLM), T’. The TLM is linear, simulates the propagation of perturbations withand is

dependent upon the trajectory Bfat which the linearisation took place. If the forward modlel
is defined such that, for a concentration fieldt timet;;

C(tiya) = T[c(t)] (5.4)

Then the TLM is defined such that;

et ) = et Bl = T o ey (5.5)
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Figure 5.1 Atmospheric transport of a local perturbation in the TLM at tiniggLeft) andt,
(Right). Adapted from Giering (2000).
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Note that the model operator is differentiated with respect to the concentfagid c, and not the
perturbationdc. In practice, this means that the trajectories of the forward model must fezlsto
in order to run the TLM. Each mathematical operatigrmust be individually differentiated to
createT’J-;

aTj[c(ti)]
Of course, if the modeT is already linear, then the TLM is identical to the forward model. From
the TLM, the adjoint model (ADM)T *, can also be developed. The adjoint model is the represen-
tation of the transpose of the matrix representing the TLM and propagatsisigées backwards
through time. The ADM is defined such that, for an inner product and for vectorx andy, it
holds that;

vx,vy (T'X,y) = (X, T*y) (5.7)

Figures 5.1 and 5.2 illustrate the difference between the TLM and the ADMiré&i51 shows a
local perturbation at timg being transported downwind and broadened by diffusion at timié
the initial perturbation is small, the TLM can therefore be used in order tofigats the impact
of this small disturbance later in time. Figure 5.2, meanwhile, shows the prowastalled in the
ADM. A local difference at timd,, could be due to an anomaly further upwind. The ADM finds
the sensitivity of this local difference to other locations at tigheAgain, the anomaly undergoes
diffusion as it travels upwind, indicating that the possible origin of the anornsalgcated in a
broad region. This adjoint transport process is clearly not the samdegating the forward
model backwards through time.
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Figure 5.2 Adjoint atmospheric transport of a local anomaly in the ADM at tilggRight) andtg
(Left). Adapted from Giering (2000).
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In practice, the forward model consists of numerous lines of computes, ath carrying out a
mathematical operation or creating a conditional statement or loop. TLM ard Afiles can
therefore be created from the forward code by hand or through thefusutomatic code genera-
tors. A variety of these are available, such as TAMC (http://www.autodiff.conwtaand TAPE-
NADE (http://tapenade.inria.fr), which create an TLM or ADM from a suppliedvard model
without the need for the time-consuming hand-coding process. Both ad thethods may pro-
duce errors or inconsistencies in the adjoint code however, whetledaodwman error or through
bugs produced by the automatic coding process (Nehrkorn et al., ,28@b)t can often be more
efficient to code by hand in the first place.

5.3 Development of the 4D-Var Method for the TOMCAT Model

5.3.1 Creating the Adjoint TOMCAT Model

As discussed in Chapter 3, the TOMCAT model simulates horizontal andaleatizection, moist
convection, PBL mixing and chemical processes in order to produce miatiasrof atmospheric
species. A choice of schemes exists for many of the transport precesskeach scheme is con-
tained in a separate model subroutine so that it may be included or omittedurededgchemes
may be linear or non-linear, and in order to create the adjoint version oFGM8CAT model, it
is necessary to create the adjoint version of each subroutine indeindrr this work, and as
a first step in the construction of a full adjoint version of the TOMCAT modekas important
to find a balance between accuracy and simplicity when choosing appeofyeasport schemes
for the adjoint model. Consequently, the conservation of first-order mten{E@M), or ‘slopes’,
scheme was chosen to simulate advection, while the Louis scheme was chidseRBL scheme.
As seen in Chapter 4, there is little difference between results produasgl the slopes scheme
and those using the conservation of second-order moments (SOM)tiadvecheme, and there
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is little structural difference between the codes of the two schemes. Rngdaic adjoint SOM
scheme would be a small step forwards once the adjoint slopes scheme ldristsver, the S§
simulations discussed in Chapter 4 also showed that the Louis PBL schetueg@sasignificantly
different results to those produced using the Holtslag & Boville scheme odefaailt verticval
boundary layer grid. The decision to use the Louis scheme was taken thesdomplex nature of
the Holtslag & Boville PBL scheme, which precluded the creation of its adjothisstage. It was
shown in Chapter 4 that increasing the depth of the model layer neare#t suittace improved
results when using the Louis scheme (e.g. Figure 4.14), and this alteratioierafore made to
the adjoint TOMCAT model.

Creation of the adjoint TOMCAT model was carried out by hand insteadiofyan automatic dif-
ferentiation program, with each separate adjoint subroutine being codwitinally. The slopes
advection scheme is made up of three subroutines, namieti, ADVY1 andADVZ1, which carry
out zonal, meridional and vertical advection, respectively. ConveeiahLouis scheme PBL
mixing are both carried out in th@ONVEC subroutine, while the simple chemistry scheme used in
the model is part of th€HIMIE subroutine. Surface emission is also carried outHAMIE. In
order for the adjoint TOMCAT model to integrate backwards through timeag also necessary
to make changes to initialisation subroutin@sEXP, INICYCL, INITER and output subroutine
FINITER. Altogether, nine subroutines of the TOMCAT model were required to beitten or
changed in order to create the adjoint version of the model. Each of thbsausines was found
to be completely linear (see Section 5.4.1), so there was no need for a TLMdmehbted. Ad-
joint versions of the TOMCAT model and of individual subroutines of tt@&@VICAT model will
henceforth be denoted with the ‘ADprefix, e.g. ADTOMCAT, AD_ADVX1, etc.

5.3.2 The TOMCAT 4D-Var Optimisation Program

The forward and adjoint versions of the TOMCAT model were incorfamtanto the TOMCAT
4D-Var optimisation program. This program was adapted from a 1D-Vamigation program
provided by F. Chevallier of the Laboratoire des Sciences du Climat etifé&mement (LSCE),
Paris. This program had previously been used for the retrieval otigioofiles using the RTTOV
model (see Chevallier et al. (2002) and Courtier et al. (1994)) for rdetails). Figure 5.3 shows
a flow-chart depicting the 4D-Var optimisation system, which consists of a auoftsubroutines
briefly explained in Table 5.1 and in more detail here.

TheMAIN outer program initialises all variables in the system, including the error @owse ma-
trices, observations and a priori surface flux estimate, and passestiotDVAR. MAIN also finds
the eigenvectors and eigenvaluespfalong with its inverse4DVAR then calls the forward TOM-
CAT modelT and the observation operatéf,in order to producéd (T (x)), the mapping of the 3D
tracer field produced by TOMCAT onto the observations. The progran tallsSIMUL, which
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Figure 5.3 Flow chart depicting the TOMCAT 4D-Var inversion process. Optimisatimgmms
are displayed in orange, while TOMCAT routines are in blue. 2D flux fieldsshaded red,
atmospheric mixing ratios are light grey and variables relating to the costidnnare coloured
green. The large dark grey box indicates all the processes whiclepeated iteratively until the
output is found to fulfil pre-defined criteria. See the main text for furthegails on each program
or variable.

4DVAR

FORWARD TOMCAT | A PRIORI
MODEL, T bl FLUX

v

MODELLED 3D
ATMOSPHERIC MIXING
RATIO

v

TRANSFORMATION
OPERATOR, H

A PRIORI ‘
FLUX * SIMUL * OBSERVATIONS

FORWARD TOMCAT ADJOINT TOMCAT
MODEL, T MODEL, T*
‘ 2
= cosT

> To FUNCTION

FELIEE GRADIENT
IS CONVERGENCE
M1QN3 MLISO SIMUL CRITERIA METS

A POSTERIORI FLUX ESTIMATE

works out the current value of the cost function and its gradient bdfpally passing these vari-
ables through to the minimisation progran1,QN3. This program, which is explained in detail in
Section 5.3.3, iteratively finds the value of the state vector (the surfaceshigh minimises the
value of the cost function using th& IS0 step-minimisation program which is explained further
in Section 5.3.4. After each iteration1 QN3 checks the convergence criteria and performs another
iteration if the criteria is not yet met. If the solution has converged, the cuuaue of the state
vector is output as the a posteriori estimate of the surface flux.
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Table 5.1Details of each subroutine within the TOMCAT 4D-Var optimisation program

SUBROUTINE
NAME DESCRIPTION
« Initialises all variables
« Sets up error covariance matricecR andB , findsR~! and
MALN finds eigenvalues and eigenvectors:of
» Reads observations and a priori flux estimate
* Calls forward TOMCAT model with a priori fluxes to producge
3D atmospheric mixing ratio field
4DVAR « Calls transformation operator to map 3D field onto observations
* CallsSIMUL to evaluate cost function and cost function gradient
Forward TOMCAT  Produces 3D atmospheric mixing ratio field from supplied flux
model, T field

Transformation « Maps 3D tracer field onto observations

operatorH
* Finds value of cost function
SIMUL e Calls AD.TOMCAT
 Finds gradient of cost function with respect to flux field
AD_TOMCAT, T* » Finds 2D flux sensitivity field to model - observation anomalies
» Finds optimal descent direction for minimisation of cost func-
tion
* CallsMLISO to find minimum along this descent direction only
M1QN3
» Calls SIMUL to evaluate new cost function and cost function
gradient
» Checks convergence criteria
MLISO » Finds minimum of cost function along chosen descent direction

using step-minimisation process
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5.3.3 TheM1QN3 Minimisation Program

The M1QN3 minimisation procedure uses a limited memory quasi-Newtonian (QN) method and
was developed at Institut National de Recherche en Informatique ettammatique (INRIA). The
procedure will be briefly outlined here, but for more details see Gilbedtlaamarechal (1989).
TheM1QN3 routine solves unconstrained minimisation problems of the form;

min{J(x) : x e R™} (5.8)

where the functiond is supposed continuously differentiable. The method is based upon an al-
gorithm proposed by Nocedal (1980). QN methods are used in optimisatigmaomming as
more practical versions of conjugate gradient (CG) methods, which sahlieisation problems
through iterative descent using exact line searches. CG methodscprtasiter convergence than
the simple steepest descent (SD) method due to the fact that the deseetibidiat each iteration
in a CG method is chosen to be orthogonal to each of those used previDasigl, 1967). Figure
5.4 shows the difference between the SD and CG methods of descent.DlinetSod requires
many steps to converge to the minimum due to the fact that each subseqgsesntddirection
must be perpendicular to the last. The CG method has no such limitations amdllyscwverges
within m steps (Shewchuck, 1994). The CG method uses only a small amount ofitaympem-
ory to find the descent direction, but requires an exact line searcrdar to find the minimum
along each descent vector, which is computationally expensive. QN metghedsmilar to CG
methods but have the converse features, with no need for exact lirelhegsdut a large memory
requirement (Gilbert and Lemarechal, 1989). QN methods use the valie dlessian of the
function, DZJ(X), to find the next descent direction, and it has been shown that the Qig@nd
methods are equivalent if an exact line search is used in each (NaZE8&8). If an inexact line
search is used, however, the QN produces a faster rate of cortharg€G methods (Gilbert and
Lemarechal, 1989). The QN method is therefore chosen for use hdrdedails of the method
used to find the descent vector is described later in this section.

TheM1QN3 subroutine is first called once the initial value and gradient of the costibmhave
been found. It is then repeated iteratively until the cost function or itdigna have met the
pre-defined convergence criteria, when the program returns thetarjmi state vector. At each
iterationk, k > 1, the program determines a descent directttynof J at xx. Newton'’s equation
states that this descent direction has the fdga= —Wyg,, whereWy represents the current value
of the inverse Hessiaff]J2J(xy)] 1, of J atx, andg, is the gradient of the cost functionxat Once
this descent direction is chosen, the step-gizeto be taken along this direction is determined by
the by the line-search procedWeIS0, described in Section 5.3.4. At the next iteration the state
vector has the formy 1 = Xk + axd.
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Figure 5.4 Results of using the steepest descent methed l{(ne9 and the conjugate gradient
method @reen line¥ in order to find the minimum of a function of which lines of constant value
are shown in blue. The conjugate gradient method produces fastesrgence than the steepest
descent.

This QN method reduces the necessary amount of computational memongaliygdenly with
the local Hessian — at each stéfy is found using only

{(yi,8) k—=m<i<k-1} (5.9)

wheremis chosen according to the available computer memory. An approximation oflhe of
[02J(xk) is obtained by updating a diagonal matix using the inverse of the Broyden - Fletcher -
Goldfarb - Shanno (BFGS) formula, given in Equation 5.13, which usesdhtorss = Xj. 1 — X;
andy; = g1 — ;. Do is initialised asd;| wherel represents the identity matrix and

I

where the inner product,, ) is defined in the Euclidean sense as the dot product of the two vectors,
i.e;

(a,b) :aTb:_ia;bi (5.11)

and the vector nornj || is defined such that;

Nl

lal] = (a,a) (5.12)
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The inverse BFGS formula is as follows;

(Sc—WiYk) @S+ sc® (Sc—WiYk)  (Sc—WiYk Vi)
Wi 1 = W+ — Sc® S 5.13
et Tk Vi S (Vi S)2 (5.13)

where the tensor produet is defined such that;

[a® b}ij = (baT)i,- = bia; (5.14)

The matrixWy is not stored in the computer memory, but instead the produg is formed by
an efficient algorithm. This choice &Wy ensures that the Hessian is positive definite, ensuring
thatdy is always a descent direction.

5.3.4 TheMLISO Step-Minimisation Process

As discussed in Section 5.3.3, at each iteratioM1@f3, the state vector is updated to kg 1 =

Xk + axdk, wheredy is the descent direction ara is the step length along this descent direction
necessary to minimise the cost function al@hgay is given by theML.IS0 line search algorithm,
which computesr, though iterative testing of the Wolfe condtions, which are as follows;

J(Xk + akdk) < I(Xk) + w1 {0y, dk) (5.15)

(9(xk + akdk), dk) < wp(gk, dk) (5.16)

where it is necessary to have<Qw;, < % andw, < ap < 1. For this study,w; = 0.0001 and
wy = 0.9. MLISO iteratively finds the maximum value afy for which Equations 5.15 and 5.16
hold.

5.4 Validation of the Adjoint TOMCAT Model

The quality of results produced using the 4D-Var method is highly depéngbem the accuracy
of the adjoint model used in the inversion process. It is therefore impddahoroughly test the
adjoint model once it has been written to make sure that the transportqaéy the adjoint is an
accurate representation of the transpose of the forward model. Thigrsedll provide details of
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a number of tests performed on ADOMCAT in order to validate its use in the TOMCAT 4D-Var
inversion process.

5.4.1 Confirming the Linearity of the Forward Model

Each atmospheric transport scheme chosen for use in the adjoint vefgsln TOMCAT model
is linear, which means that the ADM can be directly inferred from the fodwaodel without
the need for an intermediate TLM. However, it is necessary to confirm, imaerical sense, the
linearity of the forward model before production of the adjoint model isupe@s any unseen
non-linearities in the forward model would lead to errors in the adjoint modele&ch individual
subroutine of the TOMCAT model intended for use in the adjoint it must béirooed that;

VA, AT/(8X)=T'(AdX) (5.17)

whereA is a scalar quantity. The result shown in Equation 5.17 was verified indillidfor the
subroutines\DVX1, ADVY1, ADVZ1 andCONVEC, and also for the full TOMCAT model. The input
variables Xy, for each subroutine consist 80, the mass of tracer in each model grid box, and the
first-order moments af0 as described in Chapter 3 labellgx, SY andSZ. The output variables,
XouT, are the updated values Hfiy. One iteration of each subroutine was carried out in turn,
in which each variable oKy was defined as a normally distributed random array. The linearity
identity shown in Equation 5.17 was checked using ten different randomlisatians and for

A =1x 10", wheren= —10,10. For every subroutine, including the full TOMCAT model, the

value of #,(/\(é:z; was equal to 1.0 within 8 decimal places, the accuracy of the machine used to

carry out the test, irrespective of the valuexobr the initialisation ofX;y. This indicated that the
TOMCAT model is perfectly linear, and there was no need to create a TLM.

5.4.2 Numerical Validation of the Adjoint Model

After ensuring the linearity of the forward TOMCAT model, the adjoint vemsid each transport
subroutine was produced. Due to the fact that the sensitivities in the ARMependent upon
the trajectory of the forward model at each time step, a new version of th¢CAY model was
also developed which saved the necessary trajectories at every iteyatibat they may be found
later by the adjoint model. Since both of these models were coded by harelwhe a possibility
of errors being introduced, whether due to mistakes in the transpositiore dotivard code or
merely typographical errors. In order to ensure the accuracy of i At was verified that each
adjoint subroutine satisfied the adjoint identity given in Equation 5.7, i.e. that;
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(T%Y) _y (5.18)

XY (X, T*y)

Equation 5.18 was tested for the subroutinB¥x1, ADVY1, ADVZ1, CONVEC and for the full TOM-
CAT model. The input and output variables for the forward subroutiXges, were defined as
normally distributed random variables as in Section 5.4.1, and in the inpublesitor the adjoint
subroutines were defined to be equal to the output from the corresgpfatward subroutine,
XouT. The identity in Equation 5.18 therefore becomes;

[IXout|[?
(Xin,M*(XouT))

1 (5.19)

Equation 5.19 was tested for ten different random initialisations for onditeraf each subrou-
tine. For each subroutine and each initialisation, the identity given in Equatiéh®lds up to
the accuracy of the machine used to carry out the tests, strongly indicasinthéhadjoint model
has been accurately coded from the forward model. It is not, of cppossible to check that the
identity holds for all input vectors and so the test of the adjoint model is xtmgstive, but the
level of accuracy of the results of the tests implies that the adjoint model is li&ddg correct.
Additional tests of the adjoint model were therefore carried out in ordéurther examine the
model’s accuracy, which will be discussed in Sections 5.4.3 and 5.4.4.

5.4.3 Sensitivity conservation in the Adjoint Model

Measurements of sensitivity in the adjoint TOMCAT model are analogous te malse forward
model. Therefore, if total mass is conserved in the forward model themrtain cases, the sum
of all the sensitivities within the adjoint model must also be conserved. ler todnvestigate the
conservation of sensitivity in the ADM, it is first necessary to fully untherd the nature of adjoint
transport. This is most clearly illustrated with a simple example in which transpiostéstigated
in a 2D model with four grid boxes, as shown in Figure 5.5.

In the forward model, which transports tracer mass around the modeltigedotal tracer mass
in the model is conserved over time. The grid boxes, labelled, C andD each contain a mass
of tracer at timeto labelledmg, m2, m2 andmi respectively. Similarly, if the forward model is
integrated over the periodo[ tn], then the mass in each grid box at tirpeis mjy, mg, mg and
m. The model transport over this time period can be seen as 4 dhatrix which distributes the
original tracer mass in each grid box into each of the four grid-boxes, i.e.;
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Figure 5.5 Example of the model grid for a simple four-box transport model used to itestr
adjoint transport properties in Sections 5.4.3 and 5.4.4.
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where, assuming no mass is created or destroyed;
4
Jaj=1 1<j<4 (5.21)
i=
In this case, the total mass in the model at timis equal to;
M+ Mg+ = (an+ a1+ a1+ aar) MY
+  (aw2+ag+ag+ ag) mg
+  (&g3+ a3+ ags+auz) MY
+  (1a+ g4+ 84+ aaq) MY
= Mg+ mg +m2+mg (5.22)

and therefore, the total mass is conserved.

The adjoint model, however, does not transport mass around the miadiebgt measures sen-
sitivities between grid boxes. Total model sensitivity is not necessarilgaroad, and is in fact
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unlikely to be conserved except in certain circumstances. To provideampe, the simplified
four-box model described previously is integrated over the time petioth] and initialised with
valueség, whereX = A D andé’g is initialised to be equal wf;g, the initial mass placed in the
forward model in the previous example. The adjoint transport is defisdtieatranspose of the
forward transport, which means that;

oK a;1 a1 a1 ) (St
Sté) _ di2 A2 az2 aa2 $ (5 23)
13 A3 a3z a3 %

A4 A4 834 Au4 StB

Wheres‘;g is the sensitivity in grid boX at timety. The total sensitivity in the model at the end of
the adjoint simulation is therefore equal to;

a1 taxt+auzt+ausa si’{
%
S

a1+ auz + auz+ aua) S (5.24)

SIO 0 t() ﬁ( )

( )
( )
(as1+as2+ass+aga)
( )

which indicates that total model sensitivity is only conserved either if

aij =1, 1<i<4 (CASEl) (5.25)

or if

Si=s1=x=9) (CASE2) (5.26)

Case 1 is true only if the forward model evenly distributes the tracer amongaldel grid boxes
(the homogeneous transport case), while Case 2 is true if the model is initinlifethe same
tracer mass in every grid box at the start of the adjoint simulation (the horeogsnnitialisation
case). In order to test sensitivity conservation of the_ADMCAT model, the homogeneous
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Figure 5.6 Forward model transport of a tracer mass in simplified model initialised with mass
only in grid boxAtimety (Left). Attimet,, (Right), the tracer is mixed throughout all model grid
boxes. The tracer mass in a grid box is indicated by its colour. Darker gudsbcontain more
tracer.

initialisation test was used, since the homogeneous transport case daeamne physically
realistic atmospheric transport. An adjoint simulation was carried out in wigich grid box was
initialised with a value of 1 and the model was integrated over one month. Thesastsitivity
value remained perfectly constant throughout the simulation, implying that dhepgort in the
ADM is consistent with that of the forward model.

5.4.4 Reciprocity of Adjoint Transport

In order to further test the accuracy of the adjoint transport in KDMCAT, the property of reci-
procity was investigated. It has been previously discussed (e.g. Haumrd Talagrand (2006a,b))
that for a linear model, transport in the adjoint model is reciprocal to t@msp the forward
model. This property is best illustrated using the simplified model describeddtio8e5.4.3.
Consider a simulation using the forward model in which a ma%sis placed into grid boXA at
timetp. All other grid boxes are initialised with zero mass. If the tracer transpoegdsesented in
matrix form as in Equation 5.20, then the tracer mass in, say, gridbbatxtimet, is

my = asmg (5.27)

This process is illustrated in Figure 5.6. Now, if the adjoint model is integrated the period
[tn, to] with values which are zero in each grid box apart from grid Bgxn which s{g:mt,g, then it
holds that;

£ = anss (5.28)
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Figure 5.7 As Figure 5.6 but for adjoint transport. The simplified adjoint model is initialiséd
a sensitivity only in grid bo)D at timet, (Righf) and the model is integrated back to titg€Left).
Note that the sensitivity in grid box A at tirrigis equal to the tracer mass in grid bbDxat timety,
in Figure 5.6.

and therefore;

S (5.29)

i.e. the transport between the two grid boxes is reciprocal. This procéissisated in Figure 5.7.
For more information on this result and its use in inverse modelling, see Hoandirmalagrand
(2006b). This result implies that the accuracy of the adjoint transporei\in TOMCAT model
may be tested by examining the reciprocity of its transport.

Due to the high computational burden of adjoint modelling and the increasedasimnutime
required to carry out both forward and adjoint simulations, the recipraditsacer transport in the
AD_TOMCAT model was examined on two different time scales. The adjoint taahsper one
day was examined from every surface grid box, while longer simulatioms wagried out which
investigated adjoint transport from selected grid boxes only.

In order to test the short-term reciprocity of the ADM transport, sepdi@atgard simulations
were carried out in which one surface grid b&was initialised with an (arbitrary) tracer mass of
100, with zero mass elsewhere. One separate simulation was perforneatfosurface grid box.
After the simulation period of one day was complete, the locali@amd valuemnp of the maximum
tracer concentration in each simulation was noted. Figure 5.8(a) showaltleeof the maximum
tracer concentration associated with each single grid box simulation, whiclisfglay purposes
has been placed &trather tharD, irrespective of the maximum'’s actual location. Following this,
separate adjoint simulations were carried out in which a value of 100 wesdlato each bo
and the ADM was integrated backwards over the day. Figure 5.8(b)sstimvsensitivity value
ms in eachS at the end of the adjoint simulation. Figure 5.8(c) shows the differenceckeeims
andms, indicating that at almost every grid box the short-term reciprocity of theiatckransport
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Figure 5.8 (Top Lef) Value of mp for each model surface grid box at the end individual forward
model simulations in which one grid box had been initialised with a tracer massOofviith

all others having zero tracer mass, and integrated over one day. Fiby,dlae value ofmp is
displayed in the initial grid bos. (Top Righj Value ofms for each model surface grid box at the
end of corresponding adjoint model simulations. Here, the valuasa$ displayed in the initial
grid boxS. mp andms should be equal if the adjoint transport is corre&oitom Lef} Difference
betweenmp andms. (Bottom Righi Difference betweemp andmg as a percentage ofip.
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is correct. There is a very small difference betwesnandmp at some high polar latitude grid
boxes, which is likely to be due to the fact that the TOMCAT model groups-kititude grid
boxes together during the zonal transport, as discussed in Chaptiee &rfbr at these grid boxes
is less than 0.01% of the expected value, however, so over short timepatiteast, this issue is
insignificant.

In order to test the reciprocity of adjoint transport in the AWMCAT model over a longer time
period, simulations were carried out in which the reciprocity experimentrej@sated over a time
period of one month instead of one day, for ten surface grid boxes drilis test was carried
out only at certain locations due to the computational burden which a moee$aaje test would
necessitate. The initial locationS?, 1 < n < 10 are shown in Figure 5.9, and details of the sites
are given in Table 5.2. Again, at the end of the forward simulation the geid¥bwith the largest
mass of tracem) was found and chosen to be the initial grid box for an adjoint simulation also
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Figure 5.9 Locations ofS", the initial locations of tracer release in the forward model simulations
used for reciprocity testing over one month.

of length one month. Figure 5.10 shows an example of the forward and adjoiimg over one
month for the FLO tracer, which is emitted from Florida (mark&h the figure) at timdg in
the forward simulation. Figure 5.10(a) shows the mass of tracer on onel tewdeafter one
month, with the location of the maximum tracer mass, maRedt the north coast of Africa.
The tracer has been transported vertically, and the maximum tracer ¢matg@anis at a height
of approximately 1300m. The FLO tracer in the adjoint simulation was theréfdralised at
locationD, and the distribution of the tracer sensitivity at the beginning of the month isrsho
in Figure 5.10(b). This figure shows that a tracer at locaflois most sensitive to areas in the
Caribbean and the Eastern USA, including Florida. Table 5.2 shows thesvafogy andmg for
each site. The results show that even after a month, the tracer transiheid_ TOMCAT model

is consistent with that of the forward model, witi, andmg within 2% of each other at every site.
When it is considered that each initial grid box was initialised with a value of t@Ofact that
each of the final values is within 0.0015 of its reciprocal suggests thatdemg time period the
adjoint model is representative of the forward model transport to a higth ¢d accuracy.

5.5 Validation of the TOMCAT 4D-Var System

In order to validate the TOMCAT 4D-Var system, a number of tests wereechaut in which
the assimilated observations were replaced with modelled fields producedneitmKklux fields.
This provides an indication of the ability of the system to optimise the state vectdiigh a level
of accuracy and also gives an indication of its efficiency in doing so. fatiethat the synthetic
‘observations’ provided by the model are produced using a knowrfitilck allows quantification
of the accuracy of the optimised a posteriori fluxes from the resultingsier This also provides
some indication of the model error, which is necessary when compiling thecavariance matrix
R.
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Table 5.2Results of the one-month reciprocity tests, showing the locadofthe original tracer
releasemy, andmg and the difference betweerf} andmg as a percentage of}. The values of
longitude and latitude indicate the centre of the corresponding grid box.

LONGITUDE | LATITUDE . m .
SITE,n | NAME ) ) (x 18,2) (x 1(;2) % diff
1 FLO 84.4E 30.5N 6.544 6.616 | +1.10
2 CAL 123.8E 36.0N 6.800 6.844 | +0.65
3 BRA 39.4E 2.8S 5.869 5.873 | +0.068
4 TDF 67.5E 52.6S 2.263 2259 | -0.177
5 SAF 16.9W 30.5S 4.757 4756 | -0.021
6 NZE 168.8W 36.0S 1.426 1.433 | +0.491
7 ESP 5.6E 41.6N 7.368 7.482 | +1.547
8 RUS 101.3W 80.3N 8.685 8.645 | -0.461
9 GNL 45.4E 74.8N 7.693 7.742 | +0.637
10 BRW 163.1E 63.7N 9.277 9.233 | -0.474

Figure 5.10(Left) Tracer mass at approximately 1300m after one month forward model simulatio
initialised with a tracer mass of 100 at the surface at loca8orD represents the location of
maximum tracer mass.R{ghf) Tracer sensitivity at the surface after one month adjoint model
simulation initialised with a sensitivity of 100 approximately 1300m above locddion

A simple experiment was first carried out in which the synthesised olismmsavere produced
from an idealised forward model simulation in which the fluxeg,e, were initialised to be zero
everywhere except in model grid boxes centred at a longitude of 62REre they were set to
be 100 kg grid-box?! timestep®. Advection was not carried out using ECMWF analyses, with
a solid-body rotation (SBR) advection system being used instead. THacespthe analysed
horizontal mass fluk) with

2ReTT

~ 5% 86400 (5.30)
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whereRe is the radius of the Earth. This removes all meridional transport and pesdpurely
zonal advection which transports an air mass around the globe in five ddnesforward sim-
ulation was run for six hours only, to minimise the impact of model error on thaltyebe 3D
concentration field produced at the end of the simulation then represepteldgarvations;. The
TOMCAT 4D-Var system was then used to attempt to retrieve the original @und k. e from

an a priori,Xa, containing no information about the emission field (in which each grid boxtis se
as zero). The initial 3D model field was also initialised as zero everywhdre.observation er-
ror covariance matribR was diagonal, with each element along the diagonal being initialised as
1.0x 10710 ppb. This small value was partly reflective of the small mixing ratio produgethé
forward model and partly in order to help constrain the solution towards lsergations rather
than the a priori. The a priori error covariance ma@ixvas also diagonal, with elements set to be
200% ofxyrue. The optimisation process was carried out until 40 iterations had been dexhple
Figure 5.11 shows the gradual retrieval of the true fluxes in one dimeasiatatitude of 2.8°N,
while Figure 5.12 shows the gradual retrieval of the the full 2D flux fielde Two figures show
that after one iteration of the optimisation process, only a small change to thieriahas been
produced, although the approximate location of the flux has been fouthe fxyversion. After five
iterations, however, there has been a large improvement to the a prioyivligthdfluxes of 50-80

kg grid-box ! timestep ! estimated at the correct location, albeit with some noise in adjacent grid
boxes. The 2D retrieval displays some variation with latitude, which is likely tduzeto factors
such as the varying orography and dimensions of the surface gridgbdeer 10 iterations the
solution is close to being correct, with the updated flux field estimating 75 - 95idgogx*
timestep® in the correct location, with a much smaller ‘halo’ of emissions from surriumgrid
boxes. After 20 iterations, the solution has converged to within 2% evesaylwhile after 30 and

40 iterations, the solution is refined, with the solution after 40 iterations almastimglishable
from X¢rye.

Figure 5.13 shows the value of the cost functibband the norm of its gradientg|| throughout
the optimisation process. The value of the cost function reduces by mdeagsasf magnitude as
the iterative process continues. Initially, the value of the cost functiongsoagmately 1.0< 106,
and is gradually reduced to a value of approximatelyxa.0t°. Given the small values in the ob-
servation error covariance matriRi{1 = 1.0 x 109, this shows that there is an extremely small
difference between the true fluxes and the a posteriori estimate. Theafitecost function gra-
dient is initially around 1.6 10%°, which is extremely large compared to the valuel ghdicating
that the a priori estimate is far from corre¢ig|| decreases dramatically after the first optimisation
iteration to approximately 1:010', which is a similar order of magnitude to the valueJofThe
TOMCAT 4D-Var system performed well in retrievingyue to a high level of accuracy, reaching a
near perfect solution within 40 iterations, although the solution was cawegithin 2% after 20
iterations.
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Figure 5.11Retrieval (red line) okiue of 100 kg grid box* timestep* (black line) starting from
an a priori of zero afte(Top Left)1 iteration,(Top Centre) iterations,(Top Right)10 iterations,
(Bottom Left)20 iterations,(Bottom Centre)30 iterations,(Bottom Right)40 iterations of the
TOMCAT 4D-Var retrieval system

100 ’_\ 100 F 100
2 8of 1 _§ 8ot . & 80f
S s [ S f
3¢ 3¢ ag %
EZ 40} £ 407 EL 407
°Q £ 20F 2 20t
= 20} = =
0 : o— ‘ ‘ o— ‘ )
50 60 70 80 50 60 70 80 50 60 70 80
latitude latitude latitude
100 100} 100
s & %0 s & %0 g & 50
8"5 60 F @"g’ 60 F %“g’ 60 F
qE’% 40 gg 40+ 5% 40
Z, 20F X, 20F X, 20F
0— ‘ : 0— ‘ : 0— ‘ :
50 60 70 80 50 60 70 80 50 60 70 80
latitude latitude latitude

A second experiment was carried out which was identical to the previdusved experiment
aside from the fact that an a priori flux field, was used which had a flux band in the wrong
location, rather than no prior estimate. An incorrect emission band wasdplacgrid boxes
centred at 285°E. This experiment investigated the optimisation prograitifg tiofunction given
an incorrect starting point. Figures 5.14 and 5.15 show the graduabagtoix;,e from x5 in one
dimension, at 2.8°N, and two dimensions, respectively. The retrievakpsois similar to that
produced when no prior information was given, and the incorrect sgaptint does not appear to
hamper the inversion. Again, there is little change after one iteration, bufiaééterations the are
fluxes of approximately 50 kg grid-box timestep® in the correct location, while the incorrect
fluxes have fallen to a similar flux strength. After ten iterations the retrievapsaimately
75% complete, and after 20 iterations the solution is close to being correcefédiebrunning the
inversion to 30 and 40 iterations refines the result. Figure 5.16 showsltreswaf) and of||g|| for
the retrieval, which both display similar statistics to those produced in the pseeijperiment.
The value ofJ falls from around 2.&10'6 to 4.0x 10, while the norm of the gradient falls
immediately to a value close to thatdfnd decreases similarly.

5.6 4D-Var Retrievals with Simulated Data

The value of the cost function at the end of an assimilation provides a Valdagnostic of the
system. As discussed in Dee (1995), if the model used in the inversionfecpend all other
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Figure 5.12As Figure 5.11, but in two-dimensionf.eft) Xirue, (Centre)retrievalx of TOMCAT
4D-Var system an@Right) (x¢rue — X) for 1, 5, 10, 20, 30 and 40 iterations.
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Figure 5.13(Left) Value of the cost function an¢Right) value of the norm of the cost function
gradient for the retrieval displayed in Figures 5.11 and 5.12.
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Figure 5.14 Retrieval (red line) ofxyue of 100 kg grid box* timestep?® (black line) starting
from an incorrect a priori afteTop Left)1 iteration,(Top Centre)5 iterations,(Top Right)10
iterations,(Bottom Left)20 iterations(Bottom CentreB0 iterations{(Bottom Right}40 iterations
of the TOMCAT 4D-Var retrieval system
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errors (in the observations and a priori) are Gaussian and indepetitemthe expected value of
of the observation term of the cost function at the end of the minimisation, tkraevthe residual,

r, should be equal to twice the number of observatiafs (since the cost function is multiplied
by a factor of%). Therefore;

2lmin

1 5.31
Nobs ( )

However, if model error is present (and also Gaussian) then expnes81 becomes;
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Figure 5.15As Figure 5.14, but in two-dimensionf.eft) Xi-ue, (Centre)retrievalx of TOMCAT

4D-Var system an@Right) (x¢rue — X) for 1, 5, 10, 20, 30 and 40 iterations.
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Figure 5.16 (Left) Value of the cost function an¢Right) value of the norm of the cost function
gradient for the retrieval displayed in Figures 5.14 and 5.15.
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2X min
N —1+s, (5.32)
Nobs

wheres, represents the scale of the model error relative to the data error. Thisigedapen-
dent upon the length of the assimilation window, as any model errors patgagd accumulate
throughout the window, becoming more significant as time goes on. In trdavestigate the
effect of model error of the TOMCAT 4D-Var system, an experiment easied out following a
method similar to that of Chevallier et al. (2007), in which the model creates @oBPentration
field, y¢im, pProduced from known surface fluxgg,e, both of which are then randomly perturbed
in order to create pseudo-observatigrend a priorix, as follows;

Y = Yam+VTVip (5.33)
Xqa = xc|im+WTw%q (5.34)

where V and v are the eigenvector and eigenvalue matrices of the observation errari-cov
ance matrixR , and W and w are the eigenvector and eigenvalue matrices of the prior error
covariance matrixB , so thatR = VvV andB = WTwW. p andq are realisations of random
variables with standard normal distributions which are the sizeafdx,, respectively. Correla-
tions between all errors are neglected, which meanskhatnd B are diagonal matrices, so that
Equations 5.33 and 5.34 reduce to;
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Table 5.3Values ofngysandrmin at the end of the minimisation, for several lengths of assimilation
window.

Simulatior Assi.milation N - 2 min Difference
Window obs min Mobs from Ag
Ag 6 hours (4 cycles) 237568 118417 0.9969 0.0000
A1z 12 hours (2 cycles) 118784 58795 0.9899 0.0007
0.0206
Ay 24 hours (1 cycle) 59392 28991 0.9763 (=3 x
0.0007)
1
Y = YeaimtV2p (5.35)
Xa = Xelim+WZQ (5.36)

Three inversions, 4 A1, and Ay4, were carried out in order to constrain the perturbed fluxes
to the perturbed observatiogshy running the model for one day only. The length of the assim-
ilation window in each inversion was set to be 6 hours, 12 hours and 24 haspectively. The
inversion was carried out for 24 hours during 1 January 2008, wsingitial CH, field produced
from output from the CTLS TOMCAT forward model simulation, which is described in Section
6.2. Observation errors were set to be 0.1 ppb at all grid points. Irr ¢odalow the inversion
to alter fluxes as necessary to match the mixing ratio perturbations, the poomexs set to be
three times as large as the highest flux rate. The minimisation was continued entltie of the
cost function had been reduced 20 times. This number of iterations waglefar the value of
J to be falling by less than 3 during each reduction. Table 5.3 shows thetiewoddi % as the
length of the assimilation increases. The fact that the values are less thandicates that the
background errors are overestimated compared to the observationkerrehis was intentional.
Underestimating the background error is dangerous, as it may lead tolthti®sarifting away
from the observations (Talagrand and Bouttier, 1999). The vaI%’sefchanges as the assimila-
tion window length increases, although the value of the change is extremdlyisigtiaating that
model error does have a small effect on inversion results. From this linkiza@e, the value of
Sh, the value of the model error in comparison with the data error, is approXyr@a@031 for a 6
hour assimilation window, with an extra 0.0007 added for every 6 hoursdatitithe assimilation
window. This indicates that the model error would be small even for lorggmalation windows,
and may be neglected for initial inversions using the TOMCAT 4D-Var sysfeemolet (2007)
suggested a method in which the model error is explicitly formulated as pakt obtitrol variable,
and this may be a consideration in future inversions.
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5.7 Summary

The adjoint version of the TOMCAT CTM has been developed as partisftiiesis, and has
been integrated into the TOMCAT 4D-Var inverse model, which was alsolajg@e within this
study. Since the TOMCAT model set-up chosen for use in the 4D-Varmysi@s linear, there
was no need to construct a tangent linear version of the model. The adjoofel was coded
explicitly, and tested thoroughly in order to validate the adjoint transport. adjeint model
passed the numerical identity test for an adjoint model, and the adjoint tnérsdpo passed tests
of its conservation and reciprocity against the forward model on a longsrate.

The TOMCAT 4D-Var model was tested in order to examine its ability to retriewevknsurface

fluxes to a high level of accuracy. The 4D-Var system was able to assirsyiatieetic observations
produced using the forward TOMCAT model in order to retrieve the fluxeed to produce the
observations to within 1%, even when given an incorrect a priori fltiage. The inverse model
was able to reduce the residual of the cost function to the value of the mwhbbservations,

as described in Dee (1995). The system does introduce model dthaygh it this is found to

have only a small effect as the assimilation window lengthens. The TOMCAVaBystem was
found to be accurate and consistent, and ready to be used to assimilateatbss in order to

constrain surface emissions of GH



Chapter 6

Investigating Recent Spatial and
Temporal MethaneVariations with the
TOMCAT Forward Model

6.1 Introduction

This chapter explores how well the TOMCAT model and emission inventodesedogether in
order to accurately reproduce observed concentrations of methagsesging the strengths and
weaknesses of current GHmission inventories is an essential step in the process of improving
their accuracy. Comparison of the simulated atmospheric concentration pfre&d TOMCAT

with observational data can provide information on areas where theaycaf the current best
emission estimates can be improved. In order to produce an improved flux testisiag the
4D-Var inversion process, it is important that the modeller has confidenites accuracy of the
forward model transport, the atmospheric chemistry scheme used in the amabtifie quality of

the emission inventory which will be used as an a priori during the inversitwe. quality of the
atmospheric transport in TOMCAT was evaluated in Chapter 4, using thgiaeer Sk, and this
chapter will investigate the effect that the ¢£ehemistry and emissions used in the model have
on simulated Clj atmospheric concentration and will also compare the model output to observed
concentrations.

Section 6.2 gives details of the model set-up used in this work to study troposCH; con-
centrations, and details the different emission inventories used in the simslat®ection 6.3
discusses the reproduction of atmospheric methane chemistry in the TOMCdél,namd tests
the validity of different tropospheric OH distributions against observati@ection 6.4 compares

95
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the modelled CH concentrations to global observed data, while Section 6.5 summarises the re-
sults of this chapter. The simulations of ¢Earried out as part of this chapter were submitted to
the TransCom Chimodel intercomparison project, in which the results of simulating, @sing

a standardised set of emissions and chemical loss fields produced frarety of CTMs were
compared to each other and to observations. The results of the compargsdescribed in detail

by Patra et al. (2011).

6.2 Model Set-up

The TOMCAT model was used to produce simulated,@knospheric distributions for the period
1988 - 2010. The model was initialised on January 1 1988, with €dhcentrations provided
as part of the TransCom GHexperiment (Patra et al., 2011). Two years were allowed for model
spin-up, and three-dimensional modelled £¢bncentration fields were output every 90 hours.
The model grid had a horizontal resolution of 2.8°2.8°, with 60 verticalo-p levels up to a
height above the surface of approximately 60 km. The model time step was @@siand winds
were provided by ECMWF ERA-Interim re-analyses from 1989 onwatelCMWF ERA-40 re-
analyses were used for the year 1988. The simulations used the SOktiadvecheme and the
Holtslag & Boville PBL scheme.

6.2.1 Emission Inventories

In order to investigate the effect that different emission estimates haveeosirtiulated atmo-
spheric distribution of Cll, six different emission inventories were used, all of which were sup-
plied as part of the TransCom GHxperiment (Patra et al., 2011). This provided monthly mean
CH4 emissions on a 1% 1° grid for each year in the simulation up to and including 2008. 2008
emission estimates were repeated for the years 2009 and 2010. Eadoipweas made up of
various contributions of different source estimates, from both bottormdp@p-down estimates.
Table 6.1 gives details of the different emission components which conttibtiie six TOMCAT
emission inventories.

EDGAR 3.2 anthropogenic emissions

These emissions (IAV ANT) are based on the annual mearx 1£° emission maps produced
by the EDGAR, version 3.2 (Olivier and Berdowski, 2001). EDGAR emissiventories are
produced for the years 1990, 1995 and 2000, and inventories fothal years are interpolated
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Table 6.1 Details of CH; emission components used to compile inventories used in simulations
in Chapter 6. 1AV indicates emission components which vary year-to-yddle CYC indicates
components which do not vary inter-annually.

EMISSION TYPE DESCRIPTION TIME RESOLUTION

Annual means; AV (inter-

Based on Edgar 3.2 | /extra-polated using 1990, 1995,

2000 emission maps)
Annual means; |AV (2005 used
for 2006 - 2008).

GISS inventory, REAS | Monthly means; CYC. Trends in

rice, Ocean and Mud rice emission is used to scale

Anthropogenic emission
(IAV ANT)

Anthropogenic emission

(IAV ANT E4) Based on Edgar 4.0

Natural emission (CYC

NAT) Volcano REAS rice
Wetland emission (I1AV ORCHIDEE model Monthly means; 1AV for 1994 -
WL) based 2000 (CYC for other years)
Wetland emission (IAV | VISIT model simulated Monthly means; 1AV 1988 -
WLe) wetland and rice 2008
Biomass Burning GFED version 2; Monthly means; 1AV for 1996 -
emission (IAV BB) Satellite products based 2008. (CYC for 1988 - 1996)
Inversion flux (IAV IPSL optimised flux Monthly means; 1AV for 1988 -
INV) (Bousquet et al., 2006)] 2005. (CYC for 2006-2008)

or extrapolated from these as in Patra et al. (2009). Emissions are imteally varying monthly

means.

EDGAR 4.0 anthropogenic emissions

These emissions (IAV ANT E4) are based upon the more recent versibe @ DGAR database
(version 4.0) (http://edgar.jrc.ec.europa.eu). This provides I emission inventories for each
year up until 2005. These 2005 emissions are repeated for 2006 - E@ii8sions are interannu-

ally varying monthly means.

GISS inventory natural emssions

These emissions (CYC NAT) include all natural emissions with an annuld sych as those from
all natural wetlands, from domestic and large-scale biomass burningramdtérmites, and are
based on the GISS inventory (Matthews and Fung, 1987). Emissiongiterpaddies are taken
from Yan et al. (2009) and all emission components are scaled indivicagilyPatra et al. (2009)
in order to produce an annual total of 273 Tg. Although rice emissionsmastly anthropogenic in
nature, they are included in this category as the seasonal cycle is @mpepdn seasonal rainfall
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and temperature. Ocean exchange emissions are distributed over cegitas (Lambert and
Schmidt, 1993; Houweling et al., 1999), and mud volcano emissions ard bpse Etiope and
Milkov (2004). These emissions do not vary annually between years.

ORCHIDEE wetland emissions

These emissions (IAV WL) are derived from the wetland emission moduleeddfRganizing Car-
bon and Hydrology in Dynamic EcosystEms (ORCHIDEE) terrestrial estesy model (Ringeval
et al., 2010), which uses satellite data to derive area of inundation foetiedd 994 - 2000 (Pri-
gent et al., 2007). These emissions are scaled by a factor of 0.76 intordetch the wetland
emission component of CYC NAT. An average seasonal cycle is usel foeriods not derived
by the ORCHIDEE model.

VISIT wetland emissions

These emissions (IAV WLe) are from the Vegetation Integrative Simulatdrrice gases (VISIT)
terrestrial ecosystem model (Ito, 2010). They provide a differetiinese of global wetland and
rice emissions by estimating inundated area through analysed rainfall andregome (Mitchell

and Jones, 2005). The wetland emission estimates are scaled by a fa@t6® ¢d match with

CYC NAT, while the rice emissions are similarly scaled by a factor of 0.895.

GFED version 2 biomass burning emissions

Biomass burning emissions (IAV BB) are from the Global Fire Emission Da@a@aFED) Version
2, and mainly represent forest and savannah burning (van deradaltf, 2006). This dataset is
available only after 1997, so an average seasonal cycle is used foetteding years. This method
produces a global emission total around 35% of that in CYC NAT. It is likedy this method may
overestimate open burning while underestimating closed burning of biomass.

IPSL inversion flux

This complete emission inventory (IAV INV) is obtained through an optimiseths&gis inversion
of measured Chlconcentrations using the LMDZ model over the period 1988 - 2005 (Raisq
et al., 2006), previously discussed in Chapter 3. An average sdagahais used for the years
not provided.
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Table 6.2Deatils of TransCom emission inventories.

INVENTORY NAME DESCRIPTION
CTL CYC NAT + IAV ANT (CYC BB & CYC WL)
CTL _E4 CYC NAT + |IAV ANT E4
BB CTL-0.35CYCBB + 1AV BB
WL BB BB - CYC WL +0.76 IAV WL
INV as in Table 6.1
VISIT BB - CYC WL - Rice + WLe IAV (0.69 Wetland + 0.895 Rice)

Figure 6.1 Total annual CH emissions for six TransCom emission inventories in Tglyr
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From the emission processes described above, six complete emission liegeate compiled,
and are detailed in Table 6.2. Figure 6.1 shows the total annual emissi@acfoinventory. Each
emission inventory emits 500 - 580 Tg ¥ with inventories with inter-annually varying wetland
emissions displaying the widest range of annual emission totals.

Figure 6.2 shows mean global distribution of methane emissions over the 4886d- 2008 for
DJF and JJA for each emission inventory, while Figure 6.3 shows monthly era&sions for
each inventory for each year individually. The CTL inventory displaghlemission rates in DJF
in industrialised areas such as Europe and the USA, and in South Asia higéremissions are
due to large areas of rice paddies and wetlands. In JJA, these emissidimie, while biomass
burning emissions increase in the tropics and wetland emissions begin aftdathiag at the
NH high latitudes. Emissions peak at approximately 680 Tdg ym August from 460 Tg yrt in
DJF. Since cyclic natural emissions are used for this inventory, all imeusl variability is due to
anthropogenic trends, leading to a slight year-on-year increase.

The CTLE4 inventory displays a similar seasonal variation to that of CTL. Howekertotal
annual emissions are more variable than in CTL. Total global emissionsvaee fban in CTL
until the year 2000, when emissions undergo a rapid and significantasereeaching a level
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Figure 6.2 Mean geographical distribution of GHemissions for six TransCom inventories in
molecules cm? st for DJF and JJA for the period 1988 - 2008. Underneath each plot is the
difference from the CTL inventory. The left-hand colour bar cormsys to the top two plots for
each emission inventory and measures total emissions, while the right-Handlzar corresponds

to the bottom two plots for each inventory and measures the differencetf®@@TL inventory.
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Figure 6.3 Monthly mean CH emissions for each year in the period 1990 - 2008 for each of the

six TransCom inventories in Tg yt.
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approximately 5% higher than that of CTL in the year 2005. The geograbdistribution of
emissions is very similar to that in CTL, as only the anthropogenic emissions banedltered.

The BB inventory uses the same anthropogenic emissions as CTL, butlicésdn interannual
variability into the biomass burning emissions. This inventory is therefore simil@ftoin DJF,
with only a redistribution of tropical African burning emissions and redueegiissions in South
Asia. In summer, this inventory displays larger £emissions across the high-latitude NH and
in sub-tropical Africa, with lower emission rates in South America. The swdstycle of the
emissions is similar to that of CTL, but there is a greater level of inter-anrasation.

Inventory WL BB introduces interannual wetland variability to the BB inventory. \BB emis-
sions are increased in Northern Australia and South America during Ddpaed to BB, while
Indonesian emissions are reduced. Overall, BR are lower in DJF than in BB. During JJA,
WL_BB CH,4 emissions are up to 150 Tgyrlarger than BB, due to increased wetland emissions
in North America and South Asia. Emissions are also redistributed acrossaSiderthern Eu-
rope and South America in JJA, while emissions in Alaska and North-Eastdaaare reduced.
Aside from a large decrease in annual emissions during 2000 due tghdrannual WLBB
emissions are generally higher than those in CTL.

The top-down emission inventory, INV, displays the greatest interanvaration of emissions
and a different seasonal cycle to the previous inventories. In 188@xample, INV showed the
highest emission rate of all the inventories in all months except May and Wdnile in 1992 it
displayed the lowest emission rates throughout January to July. Thigamyealisplays a dramatic
increase in emission rate later in the year than other inventories, with emissamimaApril,
May and June regularly being lower than any other inventory. Total @remissions are almost
always lower than those of CTL, particularly throughout the period 19B297. Geographically,
emissions are generally higher than those of CTL throughout the yearap&UJSA, East Africa
and much of South Asia. However, South-East Asian emissions are loi&lHrand Canadian
and Russian wetland emissions are reduced during JJA.

Finally, the VISIT dataset also shows large interannual variability conapreCTL. Emission
rates are similar to those in CTL throughout the early- to mid-nineties apant &summer de-
crease in 1992, which is probably due to the eruption of Mount Pinatulearearlier leading to a
decrease in precipitation (Trenberth and Dai, 2007). Excluding a higrsemisate in 1997/98 due

to the strong El Nio that year, summertime emissions are generally lower than CTL from 1996
onwards. This inventory shows increased wetland emissions throuthteoygar in North America

and central Africa, while Asian rice paddy emissions are lower in winterkaghker in summer.
Northern hemisphere Eurasian polar summer emissions are redistributgdramaScandinavia
towards Siberia.
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Figure 6.4 Annual mean distribution of Cidsoil sink in molecules cn? s,
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6.2.2 CH; Soil Sink

The methane soil sink used in the simulations was supplied by Patra et al),(26dvas formed
by taking the mean seasonal cycle from the LMDZ atmospherig i@¥€rsion (Bousquet et al.,
2006). Figure 6.4 shows the annual mean distribution of the soil sink. dihsisk has a small
seasonal cycle which peaks in October due to the NH Arctic thaw, althoegjidbal sink remains
at 2740.1 Tg CH, yr~1, approximately 5% of the total annual GKink. Methane uptake is
greatest in the NH high latitudes across Scandinavia and Siberia, and Iowlesert areas.

6.3 Atmospheric CH; Chemistry

6.3.1 Tropospheric OH Chemistry and Model OH Fields

OH is produced in the troposphere as a product of the reaction of tite@xxygen atom, GD)
with water vapour. OD) is produced through the photolysis of 0zone)®y ultraviolet (UV)
radiation with a wavelength of 300 - 320 nm. The production of OH frogndaas follows;

O3 +hv — 0O, +0O('D) (6.1)
OD)+M —  O+M (6.2)
O(*D) + H,0 — 20H (6.3)

Laboratory studies have indicated that reeaction 6.2 takes place at a astehrate than reaction
6.3. This fact, together with the fact that much of the UV radiation within theomawavelength
band necessary for reaction 6.3 to take place does not reach thepirepesiue to high ©con-
centrations in the stratosphere, means that the probability of a tropos@heriolecule producing
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OH is fairly small. Since the tropospheric chemical lifetime of OH is very shomaspheric OH
concentrations are extremely low.

As discussed in Chapter 2, around 90% of Qidleased into the atmosphere is destroyed by
the OH, via Equation 2.4. Due to inherent difficulties in measuring atmosphdictiee-
dimensional OH fields for use in CTMs are not well constrained, with largeedainties over
the species’ distribution and abundance in the troposphere (Heardlang, R003). In order to
investigate the effect of the OH on atmosphericsGldncentration, two different OH fields were
used in this study. The first was provided as part of the TransConriexga (Patra et al., 2011),
and was originally derived from Spivakovsky et al. (2000), while teeond OH field was taken
from the full chemistry version of the TOMCAT model (Arnold et al., 200B)e Spivakovsky and
TOMCAT OH fields will henceforth be labelled Q8 and OHT, respectively. Both of the fields
were averaged in order to create monthly mean OH estimates, and had narinedreariation.
Montzka et al. (2011a) inferred a small interannual variability of atmospl@H concentrations
using measurements of various atmospheric trace gases. In this worlat¢heonstant for the
reaction of CH with OH, ko, is specified akoy = 2.45x 10~ 12%exy—1775/T).

The OH.S distribution was first developed using observed distributions HfHO, NOx, CO,
hydrocarbons and cloud optical depth together with a set of kinetic amehichl equations in a
photochemical box model by Spivakovsky et al. (2000). This distributtas then reduced by
8% by Huijnen et al. (2010) in order to reproduce the observed decfimeethyl chloroform
(CH3CClz, MCF) since 2000 in the TM5 transport model. The monthly mean, zonal metia d
bution of OH is displayed in Figure 6.5. This field has low OH concentratioas the surface,
and peak concentrations are at approximately 700 hPa. Annually, thenecigual abundance of
OH in the NH and SH (Spivakovsky et al., 2000).

The TOMCAT full chemistry model simulates OH concentrations on-line thraiatulating its
chemical reactions with other atmospheric species as already discusdeajiteC3. The monthly
mean OH fields used in this study represent the mean OH distribution for eatth moduced

by the model over a 7-year period (2000-2006).The model grid hadautgeon of 2.8° x 2.8°,

and 31 vertical levels up to a pressure of 10 hPa. Emissions were takenHe 2001 IPCC report
(Houghton et al., 2001), and the Global Fire Emissions Database (GEEDTkemistry was as
described in Arnold et al. (2005). The resulting monthly mean, zonal mé&T @istribution is
shown in Figure 6.6. The annual global concentration of OH produgeti® model is approxi-
mately 10% lower than OEB, with OH concentrations peaking close to the surface, and a strong
bias towards the NH.

Table 6.3 shows the tropospheric mass-weighted mean concentrationsttio©Hl fields used
in this study. Here, the tropopause is defined as per the standardised kdgiatbdefinition
suggested by Lawrence et al. (2001);
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Figure 6.50H_S monthly zonal mean concentration in molecules &¢m
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Figure 6.6 OH_T monthly zonal mean concentration in molecules ém
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Table 6.3Comparison of OHS and OHT mean concentration in molecules thfor 1990. Con-
centrations are mass-weighted unless specified. % difference roesesyts difference of OH

compared to OLS.

Global NH SH DJF JIA CHa- | MCF -
weighted weighted
OH S 1024800 1031230 1018840 992928 | 1093550 1208630 1158490
OHT 891639 | 1024060 760513 | 791346 | 1027290 1158490 1087620
% difference | 13.0 0.7 25.4 20.3 6.1 4.1 6.1

Figure 6.7 Global monthly mean tropospheric OH concentration for Sldnd OHT in molecules
cm 3,
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wherep, is the pressure level of the tropopause in hPa @islthe latitude. The annual global
mean OHT concentration is 13% smaller than Cleach year, with the majority of the difference
coming in the SH. Annual NH values are within 0.7% of each other, whereaarnhual SH
OH_T concentration is just 75% of the QH value. Figure 6.7 shows the monthly global mean
concentration of OH in each field. While total OH in May and June is almost idémibath OH
fields, the values can differ by up to 25% during November through to MaRossible reasons
for the discrepancy between the two distributions is discussed in Section 6.4.

6.3.2 The PEM-tropics Aircraft Campaign

The hydroxyl radical is difficult to observe in the atmosphere due to itd §ifetime - and there-
fore its low concentration - and there have been relatively few recensunement campaigns
to discover more about the atmospheric concentration of the speciestvatiises are generally
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obtained through spectroscopic methods, and efforts must be made teerdreaffect of interfer-
ence that the measurement itself can create (Heard and Pilling, 2003 ifierent difficulties
mean that attempts to validate the two OH fields used in this study are fairly limited ie.scop

However, tropospheric OH was measured as part of the NASA-spath€dlobal Tropospheric
Experiment (GTE) Pacific Exploratory Mission (PEM) Tropics A and Brjinigiwhich large num-
ber of hydrocarbons, halocarbons and organic nitrates were qedntifthe Pacific area. Carried
out during March and April 1999, the PEM Tropics B mission consistedafrad 40 flights on the
P-3B aircraft and OH measurements were conducted using the SelegtEthdémical lonization
mass spectrometry (SICIMS) technique. For more information on the dicamaifpaign and mea-
surement technique see Raper et al. (2001) and Mauldin Il et allj2@&pectively. For detailed
results of the OH measurements see Tan et al. (2001). Measurementmkeralay and night
over a two month period in the areas surrounding California, Hawaii, Fiji, Tatdister Island and
Costa Rica. Flight tracks from the mission are shown in Figure 6.8.

Since these measurements have a much higher temporal and spatial resbhridime monthly
mean distributions used in this work, measurements were averaged into alfiiisdef 100 hPa
in size, and were also separated into those taken in March and those in @ptils produced
through the photolysis of ©by sunlight, and its extremely short lifetime, of the order of 0.1 -
1 seconds, means that OH concentrations are high during the day anidgila zero at night
(Bloss et al., 2005). In order to compare results from the aircraft cagnpa the monthly mean
OH fields used in the model, it is therefore necessary to sample both day-toneigtri-time
measurements. Since the flights were mostly carried out during daylighs,halimight-time
measurements were removed and the resulting OH concentrations weetdidwvo in order to
compare with the monthly-mean model fields. As all flights were carried out itrdipécs, day
and night are approximately 12 hours each. Whilst this method does rthigg@ccurate monthly
mean OH concentrations for comparison with the model OH fields, it doesdgreeme idea of
the distribution and magnitude of tropospheric OH concentration during thpaign. OHS and
OH_T were distributed into the same altitude bins, and only the area surroundifiggtitgpaths
of the missions are considered. This area is shaded in Figure 6.8.

Figure 6.9 shows a comparison of the two model OH fields with the campaign reeasnts. The
magnitude of the OH concentrations may not be directly comparable, due toetkectmature
of the data treatment, but the missions do give some information about the o&theevertical
distribution of the hydroxyl radical. During both March and April, the aiftmeasurements show
a vertical profile which peaks at approximately 500 - 600 hPa. This disiribis similar to that of
OH_S, which also peaks at about 500 hPa. The magnitude af@bincentrations are also similar
to the observations, with a background of approximately10° molecules cm? at the surface
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Figure 6.8Flight paths of PEM-Tropics B campaign for Missions 5-22. Differentiligaths are
represented by different colours, with solid lines representing flightiedaken in March 1999,
while dashed lines represent flights from April of that year. The stiadlea represents the area
over which the OHS and OHT fields are averaged.
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and above 400 hPa, and a peak at approximatély 10° molecules cm?®. However, OHT con-
centration has a different distribution, peaking at the surface an@asiag with altitude. Surface
concentrations are approximatelysk 10° molecules cm? and fall to 05 x 10° molecules cm?
above 200 hPa. Away from the surface, OHconcentration is consistently less than both the
observations and OI$, although in the mid troposphere it is often within one standard deviation
of the observations. Although this is a limited comparison, it does imply that ube @H T may
provide slow CH loss in the upper troposphere and rapid loss at the surface, and thigfedli a
the total methane budget.

6.3.3 The ARCTAS Mission

Carried out in 2008, the Arctic Research of the Composition of the Trdpaspfrom Aircraft
and Satellites (ARCTAS) mission was created with the aim of investigating thet effdong-
range transport and boreal fires on pollution in the Arctic. The missiorgiwlvas carried out by
the by the Global Tropospheric Chemistry Program and the Radiation $si®nogram of the US
National Aeronautics and Space Administration (NASA), used the DC-BaRd B—200 research
aircraft in order to take measurements of a large number of atmosphescsjpacies to augment
continuous satellite measurements of the Arctic atmosphere. For details of thensisesign,
execution, and first results, see Jacob et al. (2010). Of particulae#tteere is the measurements
of Arctic OH taken on-board the DC—-8 aircraft in July 2008. These flighi&k place mostly in
Western Canada, as shown in Figure 6.10. The results of these fliglgswrapared to OLS and
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Figure 6.9 Monthly mean vertical distribution of OH for PEM Tropics B samples (black)l, &
(blue) and OHT (red) in molecules per cn? for March 1999(Left)and for April 1999(Right). All
data is averaged into pressure bins of 100 hPa in size. Error baesesphr of the observations,
and the grey bars display the number of observations in each pressure b
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Figure 6.10Flight paths of ARCTAS mission for flights 1-8. Different flight paths apresented
by different coloured lines. The shaded area represents the ageavbich the OHS and OHT
fields are averaged.
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OH_T in the same way as the results of the PEM—Tropics campaign, describedtiorSe.3.2.
For each pressure bin, an average OH concentration is taken for the &td OHT fields over
the shaded area in Figure 6.10.

Figure 6.11 shows a comparison between the results of the ARCTAS missiche@®HS and
OH_T fields. At this latitude, the two model fields show fairly similar distributions, unbike
tropical regions. The OH distribution again has increased OH near the surface, and also dis-
plays slightly higher concentrations than C8Hat pressure levels between 500 and 100 hPa. The
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Figure 6.11 Monthly mean vertical distribution of OH for ARCTAS mission samples (black),
OH_S (blue) and OHT (red) in molecules per cnt for 2008. All data is averaged into pressure
bins of 100 hPa in size. Error bars represeatdf the observations, and the grey bars display the
number of observations in each pressure bin.
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observed concentrations are lower than either of the model distributionssiprgssure range,
but observed concentrations rise to a similar level to those displayed by ttiel mhistributions
towards the surface. However, the standard deviation of the obserwatwards the surface is
large, and both OES and OHT fall well within the error range.

6.3.4 Assessment of OH Distributions using Methyl Chlorofam

Methyl chloroform (MCF) was widely used as an industrial solvent ur@®2, when its role in
the destruction of ozone in the stratosphere led to it being phased outtad thee Copenhagen
Amendment to the Montreal Protocol, with a phase-out date of 1996 felaj@®d countries. This
meant that MCF emissions, which had grown substantially until 1992, raphdink to almost
zero. The annual global emissions of MCF for the period 1988 - 2088awwn in Figure 6.12,
which shows the sharp decline in MCF emissions after 1990. The major distrprocess of
MCF is due to reaction with the OH radical in the troposphere, with over 808teapecies being
destroyed through this reaction (Prinn et al., 1995). Stratospheric lghistand dissolution into
the oceans account for around 13% and 6% of atmospheric destruetpectively (Butler et al.,
1991). The rapid decrease in MCF emissions in the early nineties, and thmtmstainty in their
magnitude and distribution, mean that atmospheric MCF concentration is alfeakoeeans for
estimating tropospheric OH distribution (Prinn et al., 1995, 2001; Krol e1888; Montzka et al.,
2000; Spivakovsky et al., 2000).

In order to further assess the validity of each OH field, the TOMCAT modesl used to simulate
the atmospheric concentration of MCF. Monthly mean surface fluxes, statdic loss rates and
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Figure 6.12Globally integrated MCF emissions in mole'sfor the period 1988-2008.

200
150

100 |

[mol s7']

50 |

O [

1990 1995 2000 2005
year

oceanic dissolution rates were provided as part of the TransCom p(Bjatca et al., 2011) and
were represented in the model according to the following reactions:

KoH

CH3CClz+OH =% Products [kon = 1.64x 10 2expg—1280/T)] (6.5)

CHsCCls 2%, Products 6.6)
DE

CHaCCly —r2°%8, Oceanic MCF (6.7)

The oceanic MCF deposition rateE Rep,cel,, is estimated using the method of Kanakidou et al.
(1995), and the loss rate is dependent on ocean temperature andodeas fraction. The global
annual mean oceanic MCF deposition rate is approximatelyx2ID®m s1 and the distribu-
tion of oceanic deposition velocities for January and July are displayedyurd-6.13, indicat-
ing increased deposition rates in each hemisphere in winter. The annualwaghted mean of
Jehacel, the stratospheric loss rate of MCF, is approximately %9808 s71.

The two simulations were identical apart from the OH field. Each simulation waedaut
using the same model grid, timestep, PBL scheme and advection scheme as thienGldtions
described in Section 6.2, and stratospheric destruction and oceangitd@pwere identical. Both
simulations were initialised with values provided as part of the TransCopeRpkriment on Jan-
uary 1, 1988. The simulation which used the GHield will henceforth be referred to as MCH;
and the simulation using the QHfield similarly referred to as MCH. Monthly mean 3D MCF
concentration fields were created from model output and were compargas chromatograph
data from the the NOAA/ESRL halocarbons in situ programme. Surface stgiails are dis-
played in Table 4.2. The global background MCF concentrajipfr, is estimated each month
as the mean of the MCF concentrations at BRW, MLO, SMO and SPO.



Chapter 6Investigating Recent Spatial and Temporal Q¥riations with the TOMCAT
Forward Model 113

Figure 6.13MCF oceanic deposition rates used in TOMCAT simulations inthfer January
(Left)and July(Right).

Figure 6.14 showsiycefor the period 2000-2008 aniuycr, the monthly change ipvce. By
2000, global emissions of MCF are approximately zero, and the global &6@Eentration is al-
ready decayingumce falls from around 50 ppt in 2000 to around 15 ppt in 2008. Initigliyicr s

is approximately 4 ppt lower thagyce_t, beforeumcet decays slightly faster so that the two
gquantities are within 1.5 ppt of each other by 20@%i,cr in both simulations is approximately
equal to the decay rate estimated from the simulations, falling from 0.6 ppt mbtat0.2 ppt
month . umce T is approximately equal taycr oss Which means thatiycr sis 2 - 5 ppt lower.
As shown in Table 6.3, the MCF-weighted mean ldoncentration is only around 6% less than
the OH.S concentration, which accounts for the small difference in the destrueties. The low
bias of umcr_s does not necessarily indicate that there is too much atmospheric OH in that sim-
ulation, since other factors such as the stratospheric destruction ositlepa@ould well be too
strong, but it is clear that during this period, the loss rate of MCF due to Qigtim simulations is
accurate, and can be investigated further in the €irhulations carried out later in this section.

6.3.5 Stratospheric Destruction

As discussed in Chapter 2, stratospheric destruction of methane ocoougtihreactions with
the excited oxygen atom &) and with atomic chlorine (Cl), along with reactions with strato-
spheric OH. This stratospheric sink of GEiccounts for approximately 5% of the total atmospheric
methane loss. For this work, parameterised loss-rate fields were usedtretiosphere in order to
remove the necessity for complex chemical schemes. The destruction edtentbe TOMCAT
simulations was based upon the Cambridge/RIVM 2-D stratospheric chemistigl f\éelders,
1995). The Cambridge 2-D model was originally developed by HarwoadRyhe (1980) and
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Figure 6.14(Left) Monthly mean modellegicr in ppt compared withuycre from NOAA/ESRL
flask observations. MCE is represented in blue, MCFis represented in red and observations
are in black.(Right) Aumce, the monthly change ipmce in ppt.
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further developments were made by Law and Pyle (1993). The model isid&yland averages
chemical species over longitude at a fixed latitude, altitude and time, up to anealif@d km,
although chemistry is only modelled up to 60 km. The model chemistry includes@H, O¢D)
and Cl, making it possible to derive monthly mean stratospherig @#$truction rates from the
model representation of chemical loss. The stratospheric destructien(&¢ are shown in Fig-
ure 6.15. Loss rates are greatest in the NH in JJA and in the SH in DJF,G{hb¢ and Cl are
produced through the photolysis og@nd CJ, photochemistry respectively. The loss rate given in
SD is based upon the following reactions and reaction rates, which giwdal gnean loss rate of
approximately 3.1k 10 10s1,

CH;+0O('D) — CHz+OH [kotp = 1.5x 10717 (6.8)
CHs+Cl — CHg+HCI [ke) = 7.3 x 10 12exg—1280/T)] (6.9)

6.3.6 Assimilation of Satellite Data

A model simulation, CTLA, was also carried out which was identical to the CTL simulation, but
at each time step the model stratosphere was over-written with satellite dataeirtoptovide a
different stratospheric boundary condition, and to investigate thetdfiat changing the strato-
spheric concentration of GtHhas at lower altitudes. Data was assimilated from the Halogen Oc-
cultation Experiment (HALOE) instrument from the period 1992-2003 amedABE instrument
afterwards. HALOE was launched in 1991 on board the Upper AtmospResearch Satellite
(UARS). The instrument uses solar occultation to measure vertical profilésl, in the middle
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Figure 6.15Zonal monthly mean Cllstratospheric destruction rates, SD, used in model simula-

tions in Chapter 6 inst.
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Figure 6.16 Locations of NOAA/ESRL flask sampling sitekgft) and NDACC FTIR sampling
sites Righ{). Flask sites are diaplayed as red dots and NDACC sites as greenscrosse

o flask data
»x NDACC

and upper atmosphere with a 1.6 km instantaneous field of view at the Harth!s The ACE
instrument is described in detail in Section 4.3. Although HALOE and ACE both gparse
coverage, the relatively long lifetime of GHneans that this should not affect the quality of the
assimilation. The assimilation of the satellite observations into the TOMCAT modes$csided

in Chipperfield et al. (2002), and was first used to assimilate long-tertospiaeric observations
of stratospheric trace gases from HALOE by Gunn (2008). This is thetiine that the system
has been used to assimilate data from ACE, however.

6.4 CHy Model Comparisons

Figure 6.17 shows a comparison between modelled and observed anrmnaOidemixing ratio
at surface station sites for the period 1990-2008. Modelled data hadibearly interpolated to
the surface sites from the model grid, except at MHD, which was treatel@scribed in Section
4.3.3. Observed concentrations at each station show a period of growti 988 until 1999, after
which the concentration remains approximately constant until 2005, whewoittentration begins
to increase again. This pattern was discussed in detail in Chapter 2. fibe ptlevelling off is
most clearly seen at SH stations such as CGR and SPO, where the mixingmatidépendent on
local emissions. At these stations, each of the model simulations apart ffanE@ reproduces
the pattern of CHl concentrations increasing throughout the 1990s before remaining stahke
early 2000s. The recent increase is not picked up by the model simulakiento the fact that
most of the emission inventories do not vary beyond 2005. Only the VISdffawd component
varies annually until 2008, and emissions in this inventory produce only # smeease after
2005. The CTLE4 inventory, which which has elevated emission rates after 2001 symishtb
with Chinese economic growth, produces a rapid increase in €Hcentration in the 2000s,
contrary to the observational record. This indicates that Asian emissiensndikely to have
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Table 6.4 Details of NOAA ESRL flask sampling sites and NDACC FTIR sites used fog CH
comparisons in Section 6.4.

Station . . Longitude| Latitude : Observation
Code Station Location ) ) Altitude (m) Type
ALT Alert, Canada 62.5W 82.5N 210 Flask

Flask &
ZEP Svalbard, Norway 11.9E 78.9N 475 NDACC
THU Thule, Greenland 68.8W 76.5N 225 NDACC
SUM Summit, Greenland 38.5W 72.6N 3238 Flask
BRW Barrow, Alaska 156.6W 71.3N 11 Flask
KIR Kiruna, Sweden 204.E 67.8N 419 NDACC
OSsM Ocean Station ‘M’ 2.0E 66.0N 5 Flask
HEI Heimaey, Iceland 20.3wW 63.4N 100 Flask
HAR Harestua, Norway 10.8E 60.2N 596 NDACC

MHD Mace Head, Ireland 9.9W 53.3N 8 Flask
BRE Bremen, Germany 8.9E 53.1IN 27 NDACC
ZUG Zugspitze, Germany | 11.0E 47.4N 2964 NDACC
JUG Jungfraujoch, 8.0E 46.6N 3580 NDACC

Switzerland
PRK Park Falls WI, USA 90.3W 45.9N 868/470 Flask
TOR Toronto, Canada 79.4W 43.7N 174 NDACC

NWT Niwot Sgge’ €O | 1056w | 401N 3523 Flask

GRF Grifton, NC, USA 77.4W 35.4N 505 Flask
o . Flask &
IZA |zafa, Tenerife 16.5W 28.3N 2367 NDACC

MLO Mauna Loa, HA, USA| 155.6W 19.5N 3397 Flask
GUI Guam 144.8E 13.4N 2 Flask
BAR Rugged Point, 59.4W | 13.2S 45 Flask

Barbados
SEY Seychelles 55.2E 4.7S 7 Flask
ASC Ascension Island 14.4W 7.9S 54 Flask
CGR Cape Grim, Australia| 144.7E 40.7S 94 Flask
LAU Lauder, New Zealand| 169.7E 45.0S 370/390 NDACC
FUE Tierra Del Fuego, | oo o\ | 5495 20 Flask
Argentina
HBA Halley Bay, Antarctica] 26.5W 75.6S 33 Flask
ARR Arrival Heights, 166.7E | 77.8S 200 NDACC

Antarctica
SPO South Pole 24.8W 90.0S 2810 Flask
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been increasing at the rate estimated in the EDGAR 4.0 database without a mitigdhegse

in emissions elsewhere. The simulation which uses the VISIT inventory, vilmbdided a large

wetland emissions increase in 1997 - 1998, produces a mixing ratio peakdatioe year 2000,

before decreasing and finally levelling off in 2005. This modelled deereadue to reduced JJA
emissions in the VISIT inventory during these years.

In the NH, modelled concentrations are generally higher than observatitile the opposite is
true in the SH. While this may be in part due to the emission distributions used in thed,rrag
ure 4.8 indicates that model interhemispheric transport may be slower tisanvalions suggest,
which may also have an effect. Table 6.5 shows the root mean squareniifg RMSD) between
the model and the observations for each simulation for the periods 199®-&fdl 2000 - 2008.
The RMSD is separated into the period covering the increase in concentdatiomg the 1990s
and the stable period during the 2000s, and is defined as in Equation 43DR#ies according
to time and station, but model bias is generally largest in the NH during the E@@Dsmallest in
the SH during the same period.

In the NH during the 1990s, the model bias is large at the Arctic stations AHTB&RW, where
the lowest RMSD is approximately 10 ppb and the highest is 19 ppb at ALB@phb at BRW.
The BB simulation produces the largest RMSD at both of these stationsjgumeé B.2 shows that
this inventory has increased emissions in the NH during JJA, which thegie Atations will be
sensitive to. RMSD at NIW and MLO during 1990 - 1999 is smaller, rangigtgvben 4 and 15
ppb. At SH stations SEY, CGR and SPO, the range of RMSD is smaller still. WiEIETh_E4
and INV simulations produce SH mixing ratios which are 8 - 13 ppb lower thaemhtions, the
BB inventory is within 5 ppb of observations at all SH stations. The facttti@aBB inventory
performs well in the SH and poorly in the NH, when combined with the fact tteTtMCAT
model’s IHD was found to be higher than inferred from observations iapBdr 4, indicates that
the NH biomass burning estimates in JJA in BB are likely to be too high.

During the period 2000 - 2008, the CTE4 inventory produces large RMSDs at each station as it
does not stabilise in the same way as the observations. Among the other sinsuiiatiba NH,
RMSDs decrease at ALT, BRW and MLO as the modelled and observextcwations level out
within 15 ppb of the observations while at NIW the simulations underestimate thaystaixing
ratio by around 11 - 17 ppb. At each of these stations, theBBLsimulation produces the smallest
RMSD, although since the inventory uses cyclic wetland emissions throutitisyeriod, this is
not due to any variation in the emissions that were not already captured BBtiveventory. The
total emissions during this period, which are approximately 5 Tg/year largarBB, may be more
realistic, however. In the SH, the BB simulation again produces the smalleSCRbtabilising
with 3 - 6 ppb of the observations at each station, while other simulations ar@ witHL7 ppb of
the observations.
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Figure 6.17 Annual mean modelled and observed JHixing ratio in ppb at surface station sites
for the period 1990 - 2008. Coloured lines represent the emission inyemsed in the model
simulation, while the black line represents NOAA/ESRL surface flask obtiens.
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Figure 6.18 shows the annual mean surface level modelled mixing ratio pf@khe year 2006
for each emission inventory, and the difference between the modelleard/ed concentrations.
2006 was chosen to represent the last year in which the globain@king ratio remained stable
before increasing from 2007 onwards. By this point, the (H4 simulated mixing ratios were up
to 50 ppb higher than observations in the NH and around 10 ppb higher8HhEach of the other
simulations displays similar global distributions with high mixing ratios close to emissmgioms
with a NH - SH background concentration difference of approximatelyd@f Examining the
model - observation differences reveals the influence of the variatidhg iemission inventories.
Every simulation produces high concentrations at MHD, which must be deigher high Euro-
pean anthropogenic emissions in the EDGAR databases or over-estimatettraosport to this
station. Modelled concentrations are too high at the Arctic stations ALT, DRI and HEI in
each simulation. This may be due to high local emissions from Canada andifsnada. VISIT
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produces mixing ratios closest to the observed data, which may be due¢asied JJA emissions
in these two regions in the VISIT inventory. SUM, which is in the same regidhesther Arctic
stations, is underestimated in the model simulations. This is likely to be due to its higkeltitu
of approximately 3200m, since it was posited in Chapter 4 that vertical toainspthis region

is too slow during SON. BRW mixing ratios are overestimated in simulations CTL, igBIldV
and underestimated in WBB and VISIT, which both produce lower JJA emission totals local to
BRW. In the SH, CTL and BB show the smallest model - observation diftereaind both display
increased mixing ratios in the South Atlantic and South-western Pacific Odeart® increased
emissions south of the inter-tropical convergence zone (ITCZ, destiibChapter 4) in South
America and Indonesia.

Figure 6.19 shows the average monthly mean, @Hstation sites for the period 2000-2006 for
each emissions scenario, while Table 6.6 shows the Pearson correlatificieots, r, between
the modelled and observed seasonal cycle at selected stations. Theasessle at a station is
dependent upon the transport, atmospheric chemistry and local emisBlenmodel reproduces
the observed seasonal cycle well at remote southern hemisphereif@H ) SPO, all six emis-
sion scenarios reproduce the observed seasonal cycle, in whiclrdeation is lowest in February
and highest in September, with correlations to the observations of 0.99fer.ldlowever, the
range of the seasonal variation is much higher in each of the model simulatamtithe ob-
servations. The seasonal variation is due to the oscillation of tropospbEeli@nd therefore of
peak CH destruction, between the SH in DJF and the NH in JJA. Results are similar at CGR
with model correlations with observations between 0.98 and 1.0, althougledsersal range is
again larger in the model than in the observations. This increased modehs¢aange in the SH
may be due to OH concentrations being too high in the SH summer or too low in thergét.w
At SEY, the seasonal cycle is mainly due to the island’s position near the.IA€®ith the Sk
measurements at TUT discussed in Section 4.4, the SEY station samples NH airhigthCH,
concentration during DJF, and lower concentration SH air for the reseofear. The data shows
a second, smaller concentration peak in August and September whichtis ttheeOH oscillation.
The model correlation with observations is 0.99 or above in each simulation.

Stations in the NH display the opposite seasonal cycle to those in the SH, sihadeStruction
due to OH is lowest during DJF and highest during JJA. NH concentrabio@sl, therefore peak
in the NH winter and are lowest in summer. At these NH stations the influencenospheric
transport and emissions on the seasonal, Cytle becomes greater. At NIW, 1ZA, MLO and
BAR, the smooth cycle due to OH oscillation is disrupted by the influence of atmedsgrans-
port, altering the seasonal cycle in different ways depending on thersgdthaation. For example,
comparing the seasonal cycle at MLO to that displayed feriBfFigure 4.7, which is dependent
only on transport from anthropogenic source regions, reveals theddaed Chl concentrations
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Figure 6.18 Annual mean modelled surface @lhixing ratio in ppb for the year 2006 for six
emission inventories. Triangles represent difference between modl&l@AA/ESRL surface site
flask observations. Upright triangles represent stations at which thelrestilmates are higher
than observed, while inverted triangle represent stations where the mstifalte is lower than
observations. The size of the triangle indicates the magnitude of the modelatise difference.

For station names, see Figure 6.16.
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Table 6.5RMSD for annual mean observed and modelled,@€bincentration at selected surface
sites for six emission inventories. Observations are NOAA/ESRL surfask #stimates. RMSD
is given separately for the periods 1990 - 1999 and 2000 - 2008, arshthllest RMSD at each
station is highlighted in bold.

STATION | LAT | LON | Inventory| RMSD 1990 - 1999 RMSD 2000-2008
ALT | 82.4N| 625W | CTL 17.309 8.110
CTL.E4 9.201 23.702
BB 19.137 10.887
WL BB 15.329 4.257
INV 14.553 6.206
VISIT 12.266 10.865
BRW | 71.3N| 156.6W| CTL 27.970 17.562
CTL.E4 14.000 29.172
BB 30.204 19.987
WL BB 11.989 3.737
INV 19.380 5.776
VISIT 11.084 9.133
NIW | 40.IN| 105.6W| CTL 5.706 12.671
CTL.E4 7.846 11.496
BB 4.392 12.693
WL _BB 6.783 11.262
INV 11.583 17.346
VISIT 7.445 12.074
MLO | 195N | 155.6W| CTL 10.557 4.298
CTL.E4 5.175 18.009
BB 11.107 5.091
WL BB 14.125 3.826
INV 11.436 8.130
VISIT 15.695 11.170
SEY 47S | 55.2E | CTL 7.037 6.477
CTL.E4 13.709 12.128
BB 4516 5.849
WL_BB 6.862 9.821
INV 12.120 15.920
VISIT 5.342 7.022
CGR | 40.7S] 1447E| CTL 3.713 4.791
CTL.E4 8.835 13.392
BB 2.154 3.235
WL _BB 7.250 12.330
INV 8.183 14.840
VISIT 4.717 5.777
SPO | 90.0S| 24.8W | CTL 5.146 7.378
CTL.E4 11.090 13.890
BB 3.071 5.719
WL BB 9.163 14.501
INV 8.372 16.550
VISIT 6.460 7.319
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during March and April and the sharp minimum during August are both daémoespheric trans-
port rather than emissions or chemical destruction. Similar high concensatdZA in March
and April are likely to be due to increased transport to the station fromcea@gions. Model-
observation correlations at these stations are 0.9 or above using evissian inventory, although
a larger range is displayed by the six simulations as local emissions startaméen influence
upon the seasonal cycle. The VISIT simulation is an outlier at these statimuigng concen-
trations that are too high in the NH spring at each of the four stations, pskib to increased
NH winter emissions in this inventory.

At the NH stations MHD, BRW and ALT the seasonal cycle is strongly depetndn all three

of the contributing factors. As well as OH and transport dictating the sedsariations, the
influence of the timing and magnitude of local NH emissions is also important. Treentration

at MHD peaks during April, although there are also high concentrationgaeBber and January
which are likely to be due to transport from anthropogenic source regasthey also appear in
the seasonal cycle of §Fsee Figure 4.7). The model generally does a poor job of reproduaing th
seasonal cycle at this station, although this is likely to be due to the distributioHp&missions
used in each simulation due to the wide range of results produced. ThdiMNNasion reproduces
the correct seasonal cycle with a range similar to that of the observagigpecially during the NH
summer, while the CTL, CTLE4, BB and VISIT simulations produce a weak cycle that does not
have a minimum concentration during JJA. The modelled range is much smalleippb) in these
simulations than the observed range36 ppb). Finally the WLBB simulation’s seasonal cycle
peaks in September and has a minimum in May and June, putting it almost exaablfyphese
with the observations. This is likely to be due to the influence of increasedndetiaissions in
the USA during JJA in the WIBB inventory. At both BRW and ALT, Chlconcentrations peak
in February and reach their minimum during July with smooth transitions betweemwth aside
from a sharp concentration increase in September. Model simulationgairelargely dependent
upon the emission distribution used. In Section 4.4 it was suggested that weotiledl transport

in the Arctic was too strong in DJF and not strong enough during SeptembeDetober, so we
would expect concentrations to be low in NH winter and high in autumn. The dh\lation
performs well, producing correlations of 0.908 at ALT and 0.505 at BRNéiough the seasonal
variations at BRW are not large enough, and concentrations dedreasghout November and
December, when the observed concentrations increase. At BRW, 8i& Siimulation produces a
seasonal cycle with very little variation apart from a slight decrease irustgvhile the WLBB
inventory is out of phase with the observations by around three montlitgpeaks in September
and reaches its minimum in May. At ALT, the VISIT inventory reproducesdbieect seasonal
cycle with a correlation of 0.935, although the magnitude of the seasoriativas are far too
small. However, the CTL, CTIE4 and BB inventories perform extremely poorly at both stations,
producing a seasonal cycle which is completely out of phase with thewathers. Correlations
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Figure 6.19Monthly mean modelled and observed £tbncentration in ppb, averaged over the
period 2000 - 2006, at surface station sites for six emission inventoreNERAA/ESRL flask

observations. Lines are coloured as in Figure 6.17.
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range from -0.214 to -0.320 at ALT and from -0.760 to -0.773 at BRWcatihg inaccuracies in
the emission distributions in the NH. Examining the seasonal cycle at these tibhstadicates
the importance of having the correct geographical and temporal distiibafiemissions in the
model, and the influence of emissions on Arctic methane concentrations wilithed in more
detail in Section 7.2.

In order to examine the distribution of GHt higher altitudes, modelled Givas compared to data
from the Infrared Working Group (IRWG), part of the Network for thetection of Atmospheric
Composition Change (NDACC (http://www.ndsc.ncep.noaa.gov/)) which peevidormation on
total column CH at a number of station sites using Fourier Transform Spectrometers negord
direct solar spectra in the near-infrared spectral region to prodeaecmlumn CH. Figure 6.16
shows the location of NDACC station sites.
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Table 6.6 Correlations for monthly mean observed and modelled; Céhcentration at selected
remote surface sites averaged over the period 2000 - 2006 for edtod gik emission inventories.

Station
ALT BRW | NIW | MLO | SEY | CGR | SPO
CTL -0.214| -0.768| 0.976| 0.966| 0.990| 0.984 | 0.999
CTL_E4 | -0.320| -0.773| 0.972| 0.966| 0.993| 0.989| 0.997
BB -0.230| -0.760| 0.978| 0.969| 0.992| 0.982| 0.999
WL_BB | -0.008| 0.082 | 0.982| 0.978| 0.995| 0.998| 0.999
INV 0.908 | 0.505 | 0.982| 0.976| 0.993| 0.998| 0.995
VISIT | 0.935| 0.689 | 0.931| 0.909| 0.992| 0.989| 0.999

Inventory

Figure 6.20 Monthly mean observed and modelled total column,4GH molecules cm? at
NDACC FTIR sites. Lines are coloured as in Figure 6.17. Shaded apeesents observational
error range supplied with data.
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Figure 6.20 shows comparisons of TOMCAT total column,@bt the six emission inventories and
observations from NDACC stations for the period 2000-2008. Sinc&Epectrometers require
daylight in order to take measurements, only summer-time measurements arelayailatations

at polar latiudes (ZEP, THU, ARR). Many of the NDACC stations (KIR, HARE, ZUG and
JUG) are in Western Europe, with sparse coverage elsewhere. iBhétke difference between
the total column CH predicted by the model using most of the emission inventories, indicating
that the geographical distribution of emissions has little effect on the salaggrie of the total
column. The CTLE4 inventory does produce a significantly larger column mixing ratio than the
other inventories in the late 2000s. At each station the observed total colbimis @ell matched

by the model, which is consistently within the observational error range ugjthmodelled values
are high at the Arctic station ZEP and low at the Antarctic station ARR, which ikylthebe due to

the slow interhemispheric transport of the model. Modelled values are within 00t° molecules
cm 2 of observations at each of the stations in the tropics and mid-latitudes, @sdcgrexcellent
matches at each of the European stations, TOR, IZA and LAU. How&egiming and, especially,
the magnitude of seasonal variations at many of the stations is not repbdiat! in the model,
indicating that modelled high-altitude transport is too homogeneous.

Figure 6.21 shows a comparison of stratospherig ®-CTL, the model simulation using the CTL
emission inventory and the Spivakovsky OH field, and CALwhich assimilates stratospheric
mixing ratios from the HALOE and ACE instruments into the simulation. CTL annuamme
CH4 mixing ratio is comapred to CTIA for the years 1998, when HALOE data is assimilated
into CTL_A, and 2004, when ACE data has been assimilated. In both years, thentaiion of
CHg, in the upper stratosphere (1.0 - 0.1 hPa) in CTL is lower by up to 400 ppbith@mL_A,
indicating that the stratospheric rate of vertical mixing in the TOMCAT model sitimias too
slow, or that the stratospheric destruction rate due to OHDP¢r Cl is too high. Monge-Sanz
et al. (2007) found that the use of ERA-Interim ECMWF winds in the TOMG#odel, which
are used in all of these simulations, performed well in comparison with agé-afeasurements.
This indicates that the Brewer-Dobson circulation, which is the large-gstaf®n responsible for
stratospheric transport of air, is modelled well. It is likely, therefore, thatrate of stratospheric
loss of CH, is too high in the upper stratosphere. There are few model levels atpeedsss than
10 hPa, and this may account for the discrepancies. However, a katyigpthat both the HALOE
and the ACE assimilations produce low g¢kalues at the poles at 100 hPa compared with the
CTL simulation. There is large-scale subsidence of air into the troposplhene-high latitudes
(Holton et al., 1995), and decreased Liixing ratios above the polar tropopause, as seen in
CTL_A, will decrease tropospheric GHFigure 3 in Patra et al. (2011) shows a similar result for
a range of CTMs which took part in the TransCom LHtercomparison. Each model used the
same OHS and SD fields that are used in this study, and the majority of them produt€hig
concentrations at 50 - 100 hPa in the NH compared with observations feAGE satellite.
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Figure 6.21 Annual mean stratospheric methane mixing ratio in ppb for CTap(Lef) and
CTL_A (Top Righj for 1998 (with assimilated HALOE data) and for CTidttom lefyand CTLA
(bottom righ) for 2004 (with assimilated ACE data).
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Figure 6.22 shows the annual meanQigncentration at surface sites from NOAA flask measure-
ments and for model simulations CTL, CTLand CTLA. CTL_T, which has approximately 10%
less tropospheric OH than CTL, does not produce the corregtraiking ratio at the surface, and
by the end of the simulation period over-estimates surfacg [§+Happroximately 100 ppb, having
not yet reached the steady state in the 2000s, unlike the observatiotiea®itL simulation. This
indicates that the tropospheric sink in CIlLdoes not balance the emissions in the second half
of the studied period in the same way that the_ SHield does. Since the QH field is produced
from the TOMCAT model with the full chemistry scheme, this implies that there samueces

or sinks of OH in that model are incorrect. Comparison with the_®I¥eld suggests that the
discrepancy may be in the SH in DJF. Discussing the reasons for this istenty is beyond the
scope of this study, but it seems that if the total Q#hission estimate of 500 - 580 Tg ye&is
correct, then the OH field produced by the full chemistry TOMCAT model isdngate.

There are a number of possible causes for the discrepancies betwe@H thand OHS distribu-
tions. As discussed in Section 6.3.1, OH concentrations are driven bytitelysis of ozone (€
and the reaction of the excited fI) molecule with water vapour. OH is lost through reactions
with other trace species such as £&hd CO. The fact that the QR distribution is much more
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weighted towards the surface and the NH than that of ®hplies that there is some discrep-
ancy between the two models which were used to produce the two distribuichRO@MCAT, the
atmospheric HO distribution is read in from ECMWF re-analyses, which are likely to be accu
rate. However, there may be inaccuracies in the photolysis scheme os tfist@bution. The Q
distribution is in turn dependent upon the model’s ability to simulate troposph@jc Whe dis-
tribution of OH in the TOMCAT model is therefore sensitive to the accuradhefanthropogenic
and soil emissions of Nand also to the model representation of atmospherig &iiissions due
to lightning. Furthermore, errors in the model’s vertical transport may atsebponsible for the
high OH concentrations towards the surface. As discussed in Chaptti8al convection in the
TOMCAT model is known to occur at too slow a rate, and does not extertd aphigh enough
altitude, which may mean that the controlling chemistry for OH occurs too closesteutface.
Further investigation is necessary in order to assess the accuracyaufritpdex processes which
control the model’s OH distribution, although it is beyond the scope of thissthes

The CTLA simulation produces mixing ratios around 10-20 ppb lower than CTL, illustyatin
the effect that stratospheric air can have at the surface as it sulagities poles. Surface GH
concentrations in the CTIA simulation rise after 1993 until 2001, when they begin to decrease
slightly, while the observations stabilise. The CALsimulation concentrations are more consis-
tent with observations than CTL at BRW and MHD, but are generally 10pp@0dower elsewhere,
especially in the SH. Assuming that the CPLsimulation stratosphere is more consistent with
observations than that of the CTL simulation, this implies that some troposphéciaf<CH, may

in fact be too large or that emissions may be too small, although it is not possidg tehich.

Figure 6.23 shows the mean seasonal cycle at surface sites for CLLT@Rd CTLA compared
with NOAA flask data over the period 2000-2006. Leaving the variouseia$the three simula-
tions aside, the seasonal variation of each modelled concentration is eytsemidar, indicating
that neither the distribution of the model OH nor the influence of stratosphieifias a significant
influence on the seasonal cycle of surface methane, which is thus laemindent on transport
and emissions. Although the QH field has lower OH concentrations throughout much of the
year, the NH-SH oscillation of OH is captured, and so the seasonal dytblesa stations at which
OH is the contributing factor is unchanged, although the annual range liglglajtered at some
locations.

Figure 6.24 displays statistics on the rate of Qléstruction and the balance between destruction
and emissions in the model simulations CTL and CITLFigure 6.24(a) shows the annual atmo-
spheric burden increase for the two simulations, confirming that the déstriand emission of
CHg4 fluctuates around a steady state from 2001 onwards in th&s@khulation, while the atmo-
spheric burden is still increasing by around 10 Tg yéan 2008 when the OH field is used. The
burden increase of the CTL simulation compares favourably with the amgnoath rate shown
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Figure 6.22As Figure 6.17, but for runs CTL, CTI and CTLA.
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in Figure 2.6(b), which also fluctuates around zero after 2001 (noteiffieeetht units of the two
plots). Figure 6.24(b) shows that in each simulation, the amount qfdélstroyed as a percentage
of the total atmospheric burden does not change over the two decaddatetnuemaining at
approximately 11.1% of the total burden for CTL and 10.4% for CIl\ariations in this value
will be due to changes in temperature and emissions. Figure 6.24(c) stoasrthal global mean

CH, lifetime, T in each simulation, which is estimated as

> Mc,

T

~ 3 kon[OH](Mcr,)

(6.10)

whereMcy, is the mass of Ckj [OH] is the OH concentration in molecules thandkoy is
reaction rate of Chl with OH used in the modelr has a mean value of 9.9 years for the CTL
simulation and 10.8 years for the CTLsimulation. This is close to the model-mean Jifetime
of 9.99 years estimated by Patra et al. (2011), in which eleven CTMs us&HS field and CTL
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Figure 6.23As Figure 6.19, but for CTL, CTLT and CTLA.
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Figure 6.24 Annual CH; burden increase in Tg year (Left), annual CH destruction as a per-
centage of total atmospheric GHurden(Centre)and CH, life time in yearqRight)for the period

1988 - 2008 for the model simulations CTL (s

olid line) and CTl(dashed line).
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emission inventory to simulate tropospheric £¢dncentrations. It is also within the range of 7.79
- 10.25 years found by Lawrence et al. (2001) in a study of the effiedifferent OH fields upon
CH,4 lifetime, and it is just within the estimate of 8:2..3 years years supplied in the 2007 IPCC
report (Solomon et al., 2007) Note that the £letime decreases by approximately 0.1 years
during 1998 due to the strong El hb that year, and that, comparing with Figure 6.24(a), this
small decrease in the lifetime leads to around a 9 Tg increase in the atmosphéen bampared
with the surrounding years 1997 and 1999.

6.5 Summary

This chapter examined recent variations in the atmospherig litidget through the comparison
of the results of model simulations to observed data. It was found that ipassible for the
atmospheric growth rate of the species to decrease during this time due teas#ein the growth
of surface emissions of the species, regardless of whether therelarges in the loss rate of the
species.

Although the two OH fields used in this comparison performed similarly in produttia correct
loss rate of MCF, the OLS field was more consistent with observations and producedcGhten-
trations similar to those seen at surface station sites and in total column dizsesvd he OHT
field was found to have the incorrect distribution in comparison with obsens and produced
model results which overestimated gebncentrations by up to 100 ppb.

It was found that assimilation of satellite observations of stratosphericpg@étiuced significant
effects on surface CHconcentrations. Assimilation from the HALOE and ACE satellites re-
duced surface concentrations by around 10 ppb, due to subsidiestcatospheric air through the
tropopause at the poles. indicating the importance of accurate estimationsfatwespheric Chi
sink despite its relatively small size compared to the OH sink.

A number of emission inventories were used in order to examine the effeghisisions on the
atmospheric Chlbudget. Many of the emission inventories captured the decline the atmospheric
growth rate of CH well. However, the EDGAR V4.0 inventory of anthropogenic emissions, lwhic
estimated that Cldemissions rose throughout the 2000s in line with Asian economic growth, sig-
nificantly overestimates the growth rate of £throughout the last decade. This implies that for
the estimated growth of anthropogenic £étnissions to be correct, there must have been a corre-
sponding decrease in some other emission process to mitigate the growtlguBoesal. (2006)
suggested that wetland emissions may have decreased during the eeslgfyth@ 2000s, which
may be the necessary mitigating factor. The VISIT model, however, peatiGé} concentrations
which decreased throughout the 2000s, indicating that €issions were larger than 530 Tg
year ! during the last decade.
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The TOMCAT model captured the seasonal cycle of,Gitl stations south of 50°N well, with
correlations greater than 0.9 with all inventories. However, at statiorth 0660°N, some of the
model simulations perform poorly. This is likely due to discrepancies in the @nissidgets,

since some simulations do capture the seasonal variation well, and this ig fudbstigated in

Chapter 7.



Chapter 7

Revised Estimates of Northern
Hemisphere High Latitude CHy4
Emissions

7.1 Introduction

This chapter investigates the seasonal cycle of @Hhe Arctic produced by the TOMCAT model
using the emission inventories described in Chapter 6. Some of these ingspimduced elevated
atmospheric concentrations during the NH summer at Arctic stations. Sindenhleted transport
in TOMCAT has been validated using &Bbservations, and changes to the chemical sinks had
little effect on the observed seasonal cycle, this indicates that incorgesten the emissions are
likely to be responsible for the discrepancy. It should be noted, hawthat the two OH fields
examined in Chapter 6 are fairly similar at high latitudes, as shown in Figure BtiElpossibility
that the seasonal variability of Arctic OH may not be modelled correctly thezafoes exist. This
chapter attempts to locate the source of the error using various forwaradjoint modelling
techniques, before using the TOMCAT 4D-Var inverse model to producepdated emission
inventory which is consistent with observations. Section 7.2 examines thersdaycle of Clj
at a number of Arctic stations, and examines the likelihood that emissionssapensable for the
discrepancies between the model output and the observations, whilerSe&ioses the adjoint
version of the TOMCAT model, which was described in Chapter 5, to exam@eehesitivity of
the Arctic to transport of emissions from other regions. Section 7.4 uséeBAMCAT forward
model to investigate the influence of emissions from large NH wetland arettgedhrctic CH,
concentration, while Section 7.5 describes the results of an inverse simulatidedcout with

133
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the aim of constraining surface Glemissions and improving the consistency between the model
simulations and observations in the Arctic. Section 7.6 summarises the findings cihdpter.

7.2 Seasonal cycle at Arctic Stations

Chapter 6 found that although the TOMCAT model can accurately repeothe inter-annual
variation of CH, in the troposphere, there are substantial discrepancies betweenatimser and
simulations which point to substantial misattributions of surface emissions. S&cticshowed
that different emission inventories produced large variations in the sabsgcle of CH mixing
ratio at a number of NH surface sites, and that some inventories procuméelled concentrations
which were completely out-of-phase with a site’s observational recondthis chapter model
simulations will be carried out with the aim of closely examining the relationship detvihe
seasonal cycle of the mixing ratio of Gldt NH polar station sites and the magnitude and timing of
surface CH fluxes. Investigating how differences in the emission inventories lead teegizocies

in the atmospheric concentration can help us to improve our surface flux esgima

The major contributing factors to producing the distinctivef3gasonal cycle at a specific station
are the atmospheric transport, the seasonal oscillation of the OH field, andagnitude and
timing surface fluxes of the species, all of which must be accurately simutetieel model in order

to reproduce the observed concentrations. Examination of the modellsohséaycle of Sgin
Section 4.4 indicated that model transport is unlikely to be the cause of thegmesentation

of CH,4 seasonal cycle at these stations, as modelledd®Es not display discrepancies to the
same extent as those produced in the;Glhulations. Changes in the distribution and magnitude
of CH, destruction due to OH and changes to the stratospheric loss in Section @utgdono
alteration in the seasonal cycle, indicating that the problem is also unlikely tizpendent on
the chemistry used in the model. However, the two OH fields examined in the psest@pter
displayed similar distributions at Arctic latitudes, meaning that further investigatio the effect

of OH on the seasonal cycle of Ghhay be necessary before chemistry can be discounted as a
contributing factor. It is likely, however, that the distribution, timing or magnéud the CH
emission inventories may be the root of the problem. This hypothesis is baigkbyg the fact
some scenarios perform much better than others, with the INV inventotighwias developed
using assimilated data from these stations, producing output which was muetltomsistent with
observations. The VISIT inventory also produced the correct sehaycle at the NH stations,
although the range of the annual variation was usually smaller than in thevabses.

In order to confirm that the problem was indeed due to inconsistencies émtlssion inventories,
two TOMCAT CH, simulations were carried out which removed the seasonal cycle of the emis-
sions globally (CTLMN) and north of 60°N only (CTLMNG60). The total annual CiHemissions
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in each of these simulations was the same as in CTL. These simulations wereisthdentical
to CTL. Figure 7.1 shows the seasonal cycle produced by these simulatisndace sites along
with CTL and NOAA flask data. At remote SH stations such as CGR and SRsafiar north at
SEY, there was no change to the monthly mean distribution of, €bhfirming that the seasonal
cycle at these stations relies almost entirely upon the quality of the long-nandel transport and
chemistry, with little contribution from emissions, which are mixed out and haveca impact.
At stations in tropical and mid-latitudinal locations such as NIW, 1IZA, MLO 8A®R, differences
appear in CTLMN. These stations are not highly sensitive to changes in emissions nd@@? of
and so CTLMNGO displays little deviation from CTL at these stations. CVIN does display
differences, however, indicating that these stations are dependém accuracy of the emission
inventory. At IZA, for example, there is a large increase in/GHiring MAM in the CTLMN
inventory, signifying that the station usually samples air from a location withedsed CH emis-
sions during these months. MHD, at a latitude of 53.3°N, is sensitive to enmsssarth of 60°,
as the seasonal cycle here in the CMIN60 simulation is different to that of CTL, displaying a
minimum during August and a maximum during May. This is much closer to the sabsgcle
displayed by the observations at this station, which have an April maximura daty minimum.
This suggests that inaccurate emissions in the inventory are degradinglth&rulation.

Figure 7.1 also displays results for six Arctic stations, each of which sheim#éar observed
seasonal cycle. The observed seasonal cycle, and that probycgdL, are similar at each of
ALT, ZEP, OSM and HEI, with the observations peaking in January aadhiag a minimum
during July while the model produces maxima in September or October and mindnadaiune.
Removing the seasonality of the model emissions above 60° produces whyaidés much closer

in distribution to that of the observations, confirming that polar NH emissioagesponsible
for the incorrect seasonality in CTL. At BRW the same effect is seen, lagga peak in CH
concentration in July in CTL becomes a minimum in CMN60. SUM is a special case due
its high altitude of 3200m. This means that the station is less directly reliant on dkersdity

of emissions than the other polar stations, with vertical mixing in the boundaey laging a
more important factor. The seasonality is still shifted slightly at this station, heweTable
7.1 shows the correlation between the observations and the CTLMNLCTL_MNG60, INV_S
and VISIT.S simulations. At each station apart from SUM, the CTL simulation producesreith
a very small or a negative correlation with the observations. At these statmmwever, both
the CTLMN and CTLMNG6O simulations produce a correlation greater than 0.7, indicating both
these stations are highly sensitive to changes in local emissions and thadlity, tecal NH
summertime emissions may be too large, creating discrepancies in the segss@alfcCH,
mixing ratio at sites above 60°N. At SUM, removing the seasonality of the emsstaluces the
model correlation with the emissions, which was already close to 0.6. TheSNYd VISITS
may provide better estimates of these Arctic emissions, as they produce higlations with the
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Table 7.1Correlations for seasonal cycle of observed and modellegié@Hcentration at selected
remote surface sites for CTL, CTMN and CTLMNG60, INV_S and VISITS. The highest corre-
lation for each station is shown in bold.

Station
ALT ZEP | SUM | BRW | OSM | HEI
CTL -0.214| 0.058| 0.581| -0.768| 0.078| 0.126

CTL-MN 0.842 | 0.981| 0.300| 0.852 | 0.935| 0.969
CTL_MNG60 | 0.761 | 0.985| 0.129| 0.732 | 0.922| 0.827
INV_S 0.908 | 0.983| 0.932| 0.505 | 0.937| 0.970
VISIT_S 0.935| 0.973| 0.659| 0.689 | 0.931| 0.756

Inventory

observed data at each station. The INV inventory in particular produmeslations greater than
0.9 at each station apart from BRW, at which the correlation is almost 0.7.

7.3 Adjoint Modelling of Arctic CH 4

In order to investigate the differences of the emission estimates, the CTLNAhdhVentories

were compared in more detail. The adjoint version of the TOMCAT model, ihestin detail
T

in Chapter 5 can be used as tool to provige- g? , the sensitivity of a concentration to
a change in a surface flux elsewhere. This means that if the adjoint modéiatised with a
concentration field which is zero everywhere except for the grid boxatoing the surface station
in which we are interested, a simulation will indicate the sensitivity of that statioretgulface
flux at each of the surface grid boxes. This sensitivity field may be multiplyeal 2D flux field to
obtain x f, the sensitivity of the station to actual fluxes. This process was carriefbotne two
Arctic stations ALT and BRW, investigating each station’s sensitivity in July Andust to both
the CTL and INV surface flux fields over the preceding two months. Reals ALT are shown

in Figure 7.2 and for BRW are shown in Figure 7.3.

Figure 7.2 shows the mean sensitivity figldor the ALT station site for July and August 2008, at
points 10 dayst{g), 30 days{zg) and 60 dayst§p) previous to the starting point. This shows that
most air sampled at ALT is from local regions such as Greenland and{g¢aghCanada which has
arrived at ALT within ten days. The majority of air which has arrived afTAkithin one month is
also from these regions, although there is also a greater influence fastarg Siberia and North
America. Attgg, the influence of Siberian air becomes comparable to that of North Amerida, a
air arrives at ALT from much of the NH. Also shown in Figure 7.2x$ at ALT for the CTL
and INV surface flux fields. This shows that ALT is highly sensitive tcergdocal emissions
from Canada, Alaska and Eastern Siberia in the CTL inventory, whichatras large in INV, and
that there is also a smaller influence from Scandinavian emissionsg, Amissions from North
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Figure 7.1 As Figure 6.19, but for runs CTL, CTMN (with the seasonal cycle of emissions
removed globally) and CTIMNG0O (with the seasonal cycle of emissions removed only above
60°N). Additional panels showing Arctic sites are displayed.
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America still have a large influence when the CTL inventory is used, whielagain much lower
in INV. The influence of anthropogenic emissions from the USA and Euadgo begin to have an
influence at this time scale, more so in the INV inventory than in CTLligd\the sensitivity of the
station to local emissions is much smaller, with emissions from the Ural region si&5outh
East Asia and the USA being the most important regions to ALT's; €ehcentration in both
emission inventories. In summary, the modelled JJA concentration increddd athen using
the CTL inventory is likely to be due to local emission increases in North AmeridaEastern
Siberia, which do not occur to the same extent in the INV inventory.

Figure 7.3 displays the sensitivity of the BRW station to emissions in the CTL avidh\éntories.
Although the distribution of at this station is similar to that of ALT, BRW is much more sensitive
to changes in surface fluxes in the NH. The majority of air sampled at BRYY atdt3g has come
from North America and Siberia, and from throughout much of the NiggaBRW is much more
sensitive than ALT to emissions from the USA, Canada and Siberia thanwii€th may explain
why the large increase in CHnixing ratio during JJA produced using the CTL inventory is more
pronounced at BRW than at other stations. These regions still importém @ time scale, but
the influence is more dispersedtgd. x f indicates that BRW is sensitive to high emissions in
North America and Eastern Siberia, which are larger in the CTL inventoryith&NV. At tg, the
CH,4 concentration at the station is influenced strongly by emissions throughasth Nmerica,
Russia, Scandinavia and South-East Asia, the majority of which are largiee CTL inventory
than in INV. Anthropogenic emissions from the East Coast of the USA@md Europe are larger
in INV, however. At thetgg time scale, BRW is still sensitive to the majority of NH emissions,
and emissions from the large wetland area in the Ural region of Russiacaeagingly important,
while the influence of Eastern Siberian and Canadian emissions decréasagramatic increase
in CHy concentration at BRW during June - September is therefore likely to be duersased
emissions from North America and East Siberia which are influencing BRAaiples on a time
scale of around one month.

7.4 Sensitivity of Arctic CH4 to Regional Emissions

As discussed in Chapter 2, the majority of sub-annual variations inedhissions above 60°N are
due to wetlands created by large-scale winter freeze and summer thawaofyater. Summer-
time emissions increase greatly in Siberia, Scandinavia, Canada and Alsska the northern
retreat of ice, leaving behind vast boggy areas which release largerasnof CH,. However,
difficulties arise when trying to measure the extent and distribution of this surtimxancrease,
and our emission inventories are therefore most inaccurate at thesedettsas. Figures 7.2 and
7.3 showed the influence that emissions from these areas can havetmnGkig concentrations.
In order to quantify the effect that the NH polar emissions are having in thiehivo simulations
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Figure 7.2 (Left column)Mean sensitivity field to surface fluxeg, for July and August at ALT
surface station 10 daySop), 30 daygMiddle) and 60 daygBottom)previously.(Centre column)
showsy f for CTL emission inventory an(Right column)showsy f for INV emission inventory.
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were carried out which traced emissions from the largest NH emissiomeg@parately. In these
simulations, CTLWL and INV_WL, emissions from the Western Siberian Plain (WSP), to the
east of the Ural mountains in Russia, from the North East of Siberi8I@ and from Alaska
and Canada (ALCAN) were treated separately from other regions (ROW), and weresalgdoy
season. The distribution of the emission regions are displayed in Figure 7.4.

Figure 7.5 shows the total monthly emissions in 2008 from each of the regéfimed in Figure
7.4 for the CTL and INV inventories. At ISIB, the CTL inventory produces a high emission
rate of approximately 1.3 Tg month in June - September. Emissions are negligible throughout
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Figure 7.3 As Figure 7.2 but for BRW station site.
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the rest of the year. The INV inventory produces emissions which arktiglitarger than CTL
during February to April but which remain low until June, when they insesto a peak rate of
approximately 1.0 Tg montH. The emission rate then decreases , reaching a similar rate to that of
CTL in October. Not only is the peak emission rate lower in INV than in CTL gfae, but the the
emission period also begins one month later. At 8RN, the CTL emission rate shows a similar
timing and magnitude to that of BIB, with high emission rates of approximately 1.5 Tg month
during June - September. The INV inventory, however, displays augtadcrease in emission
rate throughout May - August, peaking at just 0.8 Tg mohtlbefore decreasing to a negligible
rate in October. At WSP, total annual emissions are much higher than ath@eregions for

both emission inventories, peaking at approximately 3.0 Tg mdntim CTL the emission rate is
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Figure 7.4 Emission regions separated in CW/L and INV_WL. E_SIB is shaded blue, WSP is
shaded green, AICAN is shaded red and ROW is shaded grey.

Figure 7.5 Total emissions in Tg montH for CTL_WL (purple lines) and INVWL (orange lines),
and also for the VISIT inventory at the same locations (red lines) at eetble oegions defined in
Figure 7.4.(Left) E_SIB, (Centre)WSP,(Right) AL_CAN.
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steady at approximately 0.5 Tg monthuntil it steadily rises from May - July before decreasing
back to the background emission rate in November. The INV inventory is simmtdrMay, when

the region becomes a small ¢l8ink before increasing up to the peak emission rate in July a
remaining similar to CTL for the rest of the year. This distribution may be slightlydth due

to inaccuracies in the inverse modelling procedure used to create the irdnibthe emission
season clearly begins later in INV than in CTL. Total emissions in each oé thetland regions

is smaller in INV than in CTL, and this can affect both the global,@btal and the seasonal cycle
of CH4 concentration at Arctic stations sites.

Figure 7.6 displays the contribution of each region’s emissions to the totaln@king ratio at
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Figure 7.6 Monthly mean CH mixing ratio in ppb at each of the Arctic station sites for CWL
(Top six plots)and for INV_.WL (Bottom six plots)displaying the contribution from each region
in a different colour, as in Figure 7.4, while the contribution from eaclseeas cross-hatched
differently.
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each of the Arctic station sites shown in Table 7.1. Since the total annual ensisdieach re-
gion are lower in the INV inventory than in the CTL inventory, one would etpbat the total
contribution of emissions from each of these regions would be lower wreetiN¥ inventory is
used, and this is indeed true. At ALT, for example, emissions from these thgions when using
the CTL inventory contribute approximately 100 ppb, or 5%, of the total Céhcentration in
January and 120 ppb, or 7%, of the total during July. When using theimi&htory, however, the
totals are 80 ppb (4%) and 100 ppb (5%), respectively. The contribatieach of these stations
from the rest of the world is similar for both inventories, having the sameos@ésycle as ob-
served data. At each station apart from BRW, contributions froa8IE, WSP and ALCAN then
remain approximately constant throughout the year in IWN, producing the observed seasonal
cycle. However, CTLWL indicates that the concentration increases at these stations from July
onwards due to the contribution of emissions during the NH summer and automnEiSIB,
WSP and ALCAN. The huge increase in mxing ratio at BRW during June - October whimgu
the CTL inventory is due to local emissions from the &IAN region. Although NH summer-time
emissions are the main contributing factor to the increase, autumnal emissiohsedsan effect
later in the year. This implies that these emissions from this region are far tbarhipe CTL
inventory. At the same station, the INV inventory shows a similar sensitivity teetfmcal emis-
sions. However increased DJF emissions from the region increase tte miing ratio, and the
decreased JJA emissions brings down the concentration during the sudownaver, Figure 6.19
shows that the concentration of Gt BRW during JJA in the INVS simulation is also too high,
which suggests that even the decreased@AN emissions in this inventory shown in Figure 7.5
may be excessive.

7.5 Inverse Modelling of Arctic CH4 Emissions

7.5.1 Model Set-up

The TOMCAT 4D-Var system was used to produce a new, €htission inventory for the year
2008. Due to time and computational limitations, it was not possible to include amyupggor
the inversion which runs from January 1, 2008 to January 3, 20@Rpenduces updated monthly-
mean emission estimates for each month of 2008. In order to constrain NH amijsai@ to
keep to a minimum the number of data to be assimilated, observations were tdkéroonsix
station sites in the NOAA/ESRL measurement network. These stations are ghéigure 7.7,
and further details are given in Table 7.2.

Since this is the first inversion to be completed using the TOMCAT 4D-Var systeany of the
parameters of the inversion were chosen for their simplicity, with a coarseoramgesolution
for the observations and uncorrelated error covariance matrices.e¥éowthe results from this
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Figure 7.7 Locations of NOAA/ESRL station sites with flask observations available finaka-
tion into the TOMCAT 4D-Var inversion system in Chapter 7.

Table 7.2Details of NOAA ESRL flask sampling sites used in inversions performed iptehd.

Sct:zzt(ljoen Station Location Lon(%;tude Latétl;de Altitude (m) Obi%\éat'on
ALT Alert, Canada 62.5W 82.5N 210 Flask
ZEP Svalbard, Norway 11.9E 78.9N 475 Flask
BRW Barrow, Alaska 156.6W 71.3N 11 Flask
PAL Pallas, Finland 24.1E 68.0N 565 Flask
STM Ocean Station ‘M’ 2.0E 66.0N 5 Flask
ICE Heimaey, Iceland 20.3W 63.4N 100 Flask

initial inversion will indicate the system'’s potential for producing accuratéd ligsolution flux
inventories in the future. The inversion was carried out using the T &iodel set-up, described
in Chapter 4. Observations were averaged temporally over 8 days, \ghiek 46 assimilated
observations at each station over the course of the one-year inveBianto the fact that there
was missing data at some stations, however, there were in fact only 2ddilates] data points,
rather than 276. During assimilation into the adjoint model, if there were multiple statigide
the same model grid box, a mean value was used. For simplicity, the errorsdretliservations
were assumed to be uncorrelated and equal to 3 ppb for every meastirasihis is the value
suggested as the accuracy of £ftdsk observations by the NOAA/ESRL measurement network.

For this study, since there is a large disparity in scale between the model-atise differences
(~10? ppb) and the changes made to the emission rates in order to correct tfiesandis £10°
kg grid box ! hr™1), a scaling factoy was introduced to the cost function as follows;

1 _ 1 _
IX) = 5(x=xp) 'BTH(x—Xp) + ZT,(V— H(TX))) "Ry —H(T[x])) (7.1)
wherey = 1 x 1074, A similar ‘scaling’ method was used in Henze et al. (2007). This means that

model-observation errors and changes to the emission rate both have a‘siosifarThe gradient
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of the cost function is then evaluated as;

OxJ(X) = B™1(x —xp) + ;L/TT [R™Yy—H(T[x)))] =0 (7.2)

This choice of constraint allows the inversion to make fairly large alteratiotietemission rate in
order to match the observations, without the possibility that a poorly defimeda@variance for
the a priori may mean that the system will not converge (F. Chevallierppatgommunication).

Negative emission rates were not allowed in the inversion, and any negatives were set to zero
before evaluation of the cost function. The CTL emission inventory f0820as used as the a pri-

ori flux estimate, and the inversion was initialised using output from the CTLIalion described

in Chapter 6. The OES and SD chemical fields were used to represent atmospheric chemistry
in the model, and the 2-D soil sink used in the forward,Glinulations was also included. The
optimisation procedure was repeated until four consecutive iterationpdssgd without minimi-
sation. The inversion code has not yet been parallelised so the loizdlrsachines were used for

the simulations. This meant that individual iterations required a significantuana computa-
tional time due the large amount of reading and writing to files necessary frarpethe adjoint
transport.

7.5.2 Inversion Results

Figure 7.8 shows the results of the inversion as updates to the monthly-méasm@3sion inven-
tory for 2008. Changes are small in the NH winter. In January — Aprilldadember — December,
updates are generally limited to relatively small increases in emission rates aniogegions
around North America, with extremely small decreases over land-basecefjlbhs. There are
more substantial updates in May — October, however, with significanedses in high-latitude
NH land-based regions throughout these summer months. The largesasiex were in Alaska,
Canada, Eastern Siberia and Scandinavia in JJA, with reductions of 0p%6 ih some grid boxes
in these regions. The influence of SH emissions on the Arctic stations is insagrifin the one-
year time-scale of the inversion, although this may not be true for a longersione In total,
the annual emissions have fallen from 543.4 Tglyin the CTL inventory to 521.6 Tg y*, a
decrease of 21.8 Tg yt.

Figure 7.9 shows the changing values of the cost function and the naime gfadient of the cost
function, ||g||, throughout the iterations of the inversion Only three iterations were caoug,

and the value of was reduced by approximately 70% at the end of the third iteration, while the
value of||g|| has been decreased by approximately 85%. There were relatively femisations
required for a significant reduction of the cost function due to the fattaHarge step size along
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Figure 7.8 CH, emissions for the CTL inventorfleft) and the difference between the updated
TOM inventory and CTL(Right) (kg grid box* hr1) for January, February and Mar¢fiop-
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Figure 7.8 As previous page, but for April, May and June.
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Figure 7.8 As previous page, but for July, August and September.
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Figure 7.8 As previous page, but for October, November and December.
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Figure 7.9 (Left)Value of the cost functiod at each iteration of the 2008 inversion giight)the
norm of the gradient od.
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each minimisation vector was chosen. Also shown are the contribution of dkgrioand term,
CF_B, and the observation term, GP, to the total value of the cost function, where;

CF_B = (x—xp) "B (X —Xp) (7.3)
and;
CFO- i(y— H(TX]) TRy — H(T[x)) (7.4)

where all terms are defined as in Equation 7.1. By the end of the minimisation $skeevabional

cost term, CEO, which is a measure of the differences between the model output anbstbera-

tions, has in fact been reduced to approximately 15% of the initial costifumealue. However,
the background term is becoming significant by the final iteration, and al#toiloutes a value ap-
proximately 15% the size of the initial cost function, or 50% of the final vafuk ¢t is interesting

to note that the cost function can be reduced by up to 40% with minimal baakgi@ntribution

to the cost function.

In order to compare the updated emission inventory produced by the imvevghich is on the
model's 5.6° x 5.6° grid, to the CTL, INV and VISIT inventories, it was necessary to malth
x 1° inventories onto the model grid. Figure 7.10 shows the@AN, WSP and ESIB regions,
previously described in Section 7.4 on the coarser grid. The emissiontamygiroduced by the
inversion is henceforth referred to as TOM.

Figure 7.11 shows the total monthly emissions from the@AN, WSP and ESIB regions in the
emission inventories on the 5.6° emission grid. The TOM inventory produedamd emissions
which have been reduced by up to 50% in the NH summer in theCAIN and ESIB regions,
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Figure 7.10As Figure 7.4, but for the 5.6° emission grid.

AL_CAN mm |

Figure 7.11Total emissions (Tg montit) for the ESIB, WSP and ALCAN regions in 2008 for
the CTL, INV, VISIT and TOM inventories on the 5.6° emission grid shownigufe 7.10.
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when compared to the a priori CTL inventory. These changes are in ggament with the
INV and VISIT inventories. In particular, the INV and TOM inventoriessedoth favoured a late
summer peak in wetland emissions in the_&IAN region, with relatively low emissions in May
and June. The emissions in the WSP region are relatively unchangedyhikean

Figure 7.12 shows the results of a forward simulationcarried out using@ &mission inven-
tory. The simulation was initialised at January 1, 2008 using output from e <inulation
described in Chapter 6. The model grid was identical to the 29 set-up described in Chapter
4, which was also used for the inversion which produced TOM. Thisgetses a grid resolution
of 5.6° x 5.6° and 29 vertical levels. The simulation used the FOM advection schemband
Louis boundary layer scheme, so that the results of this simulation are theasahwse prodused
when the forward model is run during the inversion. At each station, thil Ti@entory gives
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Figure 7.12CHy4 concentration (ppb) at Arctic surface station sites in 2008 from flask uneas
ments (black lines) and a TOMCAT forward model simulation using the Louis &ileme and
the CTL emission inventory (purple lines) and the TOM emission inventoryymed using the
TOMCAT 4D-Var inversion system (grey lines).
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a smaller RMSD (as defined in Section 6.4) than that produced when the @&htdmy is used,
largely due to the decreased atmospheric concentrations producedNyifiT@une—November.
The RMSD has been decreased by 23.9-67.4 ppb by the use of the T@Madry which corre-
sponds to an improvement of 51.1%—72.5%. However, some observatestllcover-estimated
by up to 150 ppb by the model, indicating that changes to the emission inventgrstithkead to
improved model results if more flexibility around the a priori were to be alloweahiimversion.

7.5.3 Limitations of the Inversions

Although the TOM emission inventory produced by the inversion describddsrchapter has led

to improved results when a forward model simulation carried out with the negntovy uses the
same set-up as the inversion system, this clearly does not guarantee imprsevhen the model
set-up is altered. To further investigate the accuracy of the TOM inverdaye-year simulation
identical to that which produced the results shown in Figure 7.12 wasrpeth but with the
SOM advection scheme and the Holtslag & Boville boundary layer schemenstedd of their
simpler counterparts. The results of this simulation are shown in Figure 7rifhisl case, the
TOM inventory has provided no improvement upon the CTL inventory in terfriteeaccuracy

of the modelled Chll concentration at the Arctic stations. The RMSD has in fact increased at
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Figure 7.13As Figure 7.12, but for a TOMCAT forward model simulation using the Holtslag
Boville PBL scheme rather than the Louis scheme.
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three of the stations due to the use of TOM, while there is no significant immeneat the
remaining three station sites. It seems that the inversion has underestimatede¢ksary increase
in emissions during the NH winter months, while the decrease in summertime emisdiamgers
than necessary to bring modelled concentrations in line with observations.

The limitations of the Louis boundary layer scheme have already been skstus Chapters 3
and 4, and the fact that the scheme ‘traps’ emissions close to the sudadechto inaccurate
results in the inversion, assuming that the Holtslag & Boville scheme is the maneateof the

two available schemes. The inverse system is attempting to decrease artifigjalsummertime
concentrations of Cldproduced by the use of the Louis scheme, which leads to over-compensatio
when the Holtslag & Boville scheme is used in the forward model. This implies thaeitreased
emissions in the BSIB and AL CAN regions shown in Figure 7.11 may be exaggerated. In order
to accurately find an updated emission inventory which is consistent with éhefube Holtslag

& Boville scheme and adjoint version of this boundary layer scheme will nedxt developed
and used in future inversions.

7.5.4 Differences in the Process-based Models

Clearly, the estimation of the magnitude of NH wetland fluxes differ greatly in thie, NV and
VISIT inventories used in this study. As already discussed, the INV bovgris from a synthesis
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inversion, and so contains no diagnosis of the underlying procesgeld.oémission. However,

the natural emissions in the CTL inventory and the VISIT inventory both coome process-based
bottom-up models, and so the large differences in emission estimates at NHdsétiditates that

the two may use very different methods to produce their estimates.

The natural wetland emissions from the CTL inventory are provided by &S @atural emis-
sions inventory using a wetland model described in Matthews and Fun@)(2Bile the VISIT
inventory estimates wetland emissions using the Vegetation Integrative Simwlaioate gases
(VISIT) (Ito, 2010). The GISS inventory estimated NH wetland emissiolassdied as forested
and non-forested bog, using the fairly crude assumptions, based amideamount of mea-
surements available at the time, that theGiission rate is constant everywhere in this type
of wetland and that the length of the production emission season is 100 dagsVISIT in-
ventory, meanwhile, used a one-dimensional multi-layer scheme fare@tission from wetlands
developed by Walter and Heimann (2000), in whichGdhission was dependent upon diffusive
flux, ebullition (bubbling), plant mediated flux and ¢Hroduction and oxidation in soils. In turn
CH,4 production was calculated as a function of biome type, substrate availabilitpetature
and inundation. This meant that although the wetland map used by Matthewaiagd1987)
estimated a smaller wetland area in the_&IAN region that that of Ito (2010), emissions were
far greater in the GISS inventory due to the lack of variation in the emission mdtéhaw season
length. The VISIT inventory produces atmospheric concentrations veremore consistent with
observations in the NH summer in the Arctic.

7.6 Summary

This chapter examined the sensitivity of Arctic concentrations of @Hsurface emissions of the
species, particularly to those in the high latitude NH, and investigated theaayanirour current
CH,4 emission inventories. It was found that surface concentrations gfiCtie Arctic are highly
sensitive to local emissions such as those from wetlands and thaw lakesimSitdaska, Canada
and Scandinavia, and that inaccuracies in our estimates of emissions &sersthurces can greatly
impair our ability to model atmospheric GHUsing the adjoint TOMCAT model it was found that
in the NH summer, the stations at BRW and ALT are highly sensitive tg €hissions from across
the NH on a time scale of at least two months, with large contributions from wettgyions. The
forward TOMCAT model was then used to find the extent of the influentargé seasonal wetland
emissions from Eastern Siberia, the West Siberian Plain and Alaska ardi€anthe CTL and
INV inventories. It was found that the CTL inventory, which uses ndeemassions from the GISS
inventory, must overestimate the scale of these emissions by up to a factoingbp&@rticular, the
emissions in the ALCAN and ESIB regions appear to be responsible for large increases in the
CH,4 concentration at BRW and ALT during the NH summer.
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The TOMCAT 4D-Var system was used in order to assimilate Arctic surfa@smrements of ClH

so that the emission inventory could be constrained to let the model resultstimatabservations.

A one-year inversion was performed for 2008, and it was found tlatpared with the CTL
inventory, the inversion reduced emissions in the. BAN and ESIB regions by up to 0.6 Tg
CH, month? during the wetland emission season, a result which is is good agreement &ith th
INV and VISIT inventories. These reductions corresponded to sedserin modelled atmospheric
concentrationof Cllof up to 150 ppb when using the Louis boundary layer scheme and 50 ppb
when using the Holtslag & Boville scheme. There is little change in emissions freriViBP
region.

The 4D-Var inversion system displayed its potential for producing reMestimates of emissions
through the assimilation of observations, although the use of the Louis schaynege responsible
for inaccuracies in the results of the inversion. The creation and use afl@int version of
the Holtslag & Boville boundary layer scheme may lead to more accurate updates CH,
emission inventory. Also, an inversion with a long time period of multiple yearsyailp for

a spin-up period either side of the inversion period, would produce teafiparonsistent and
accurate results.






Chapter 8

Summary

8.1 Completion of Aims

The objective of this thesis was to investigate recent variations in the glvhaspheric methane
budget using the TOMCAT CTM. As discussed in Chapter 2, the atmospBElibdudget is con-
trolled by the balance of a number of sources and sinks, and our tizuddirsy of changes to the
global atmospheric growth rate of methane is therefore highly depengentaifull awareness of
the natures, locations and magnitudes of these fluxes. This study aimed teeémoprainderstand-
ing of this balance through a combination of forward model simulations andseveodelling.
Through use of these two complementary techniques, the sensitivity of thegiera@ methane
budget to various estimates of emission and destruction processes wakdewvith a specific
focus on the nature of high-latitude northern hemisphere emissions of mdtbemeetlands.

An important first step in the process of modelling the atmospheric concentratiGH, is to
examine the accuracy of the simulated model transport. This was achievedtrcomparison of
simulated atmospheric concentrations of $¢-surface measurements and satellite observations.
The standard model set-up used a 2.8° model grid, an advection schaatecohserved up to
second-order moments (SOM), and a non-local boundary layer mixhegrse. It was found that
with this set-up, the model performed well in comparison to the observatiapsjring both the
annual increase and the seasonal cycle at a number of surfacesstafttin indicated that both
the simulated transport and &Emissions in the model are accurate. There is a possibility that
the interhemispheric transport in the model may be slow, however, andishexlittle temporal
variation throughout the southern hemisphere. Although reducing tbeuties of the model grid

to 5.6° and changing to an advection scheme which conserved only fiestsmoments (FOM)

did not significantly reduce the accuracy of the model transport, uselafah boundary layer
mixing scheme reduced the accuracy of the model in regions closesterlisions. The scheme
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in question has been found in the past to produce slow vertical mixing dbed?BL, leading to
a build up of emissions near the surface (Wang et al., 1999), and thisomfismed in this thesis.
Increasing the depth of the surface model layer improved the issue to steng although surface
concentrations were still too high in some locations. The standard modep s#s@ compared
favourably with measurements in the lower troposphere taken on airdgiftsfland also with
satellite observations from the ACE satellite in the upper troposphere andstrasphere.

Once the accuracy of the transport model had been investigated, a noifdievard simulations
of CH,4 were carried out. These simulations investigated the effect of changes tntission
inventory, the atmospheric OH sink and the stratospheric concentratioredrogfospheric con-
centration of methane. Two OH fields were examined, provided by Spredigcet al. (2000)
and the TOMCAT full chemistry model. The total tropospheric OH provided enSbivakovsky
field was approximately 13% higher than that from TOMCAT, with a distributiarighted to-
wards the mid-troposphere rather than the surface. Due to the lack okasddropospheric OH
observations the two available model OH fields were compared to measuretalegrison the
PEM-Tropics campaign. It was found that the OH field produced bydakpivsky et al. (2000)
was more consistent than the TOMCAT full chemistry field with the limited obsematioovided
by the aircraft campaign. The two OH fields performed similarly to one anathsimulations
of the destruction of atmospheric methyl chloroform, producing similar detstiu rates for the
period 2000-2008. However, in forward GHimulations, the total TOMCAT OH appeared to be
too low, producing CH concentrations that were approximately 100 ppb too high at the surface.

For the period 1995-2005, a simulation was carried out in which strataspdagellite observa-
tions of CH; were assimilated into the forward model. Observations were assimilated from the
HALOE satellite until 2003, after which ACE observations were assimilateds Wwhs the first

time that ACE data had been assimilated into the TOMCAT model. It was foundIthatigh
assimilated stratospheric Ghivas overall higher than in the standard simulations, assimilation
produced decreased Gldoncentration at the surface, most likely due to subsidence of polar CH
near the tropopause, which had a lower concentration in the assimilated simulgtis empha-
sises the importance of representing a realistic stratospheric sink for ¢hieages simulation of
surface CH.

Forward CH, simulations were carried out using six emission inventories, each with vacgimg
tributions from anthropogenic, biomass burning and wetland emissions. wHsighe first time
that long-term simulations of CHwith full emission inventories had been carried out using the
TOMCAT model, so that the Cidistribution was fully determined by the model emissions, trans-
port and chemistry. Each of the emission inventories captured the dedreffse atmospheric
growth rate of CH throughout the 1990s to some extent, and five of the six inventories capture
the period of stability in the early 2000s. The CH4 inventory, in which anthropogenic GH



Chapter 8 Summary 159

emissions were provided by the EDGAR V4.0 emission inventory estimated ttfabpagenic
emissions had greatly increased since 2002 in line with Asian economic gre\attever, it was
found that this meant that the model overestimated the global €@Hcentration in the 2000s.
This implies that for anthropogenic emissions to have risen to the extent estimétedCTL E4
inventory, they must have been mitigated by a corresponding decreasena ather emission
process. The VISIT inventory, which used natural {3#nissions provided from the Vegetation
Integrative Simulator for Trace gases, produced;@Hncentrations which decrease throughout
the 2000s, indicating that emissions throughout this decade was higheththa®30 Tg yr
estimated in this inventory.

The seasonal cycle of atmospheric £&t a number of surface stations was investigated. At
stations south of 50°N, each emission inventory produces similar resultsryrgeod agreement
with observations (correlations with observations greater than 0.9). Tditaies that the seasonal
cycle in the tropics and SH is dependent more upon transport and cheteataliction than on
the distribution of emissions. The results at high latitude NH stations vary betineentories,
however, with those using natural emissions provided by the GISS prtesed emission model
performing poorly. Since the model transport and OH chemistry had bestopsly validated,
it was deduced that it was likely that discrepancies in the emission inventeiesresponsible
for the poor representation of the seasonal cycle. Using separate simsifor different regional
emissions, it was found that wetland emissions in Alaska, Canada and Silezedikely to be
overestimated in the GISS inventory by up to 100%. The overestimation is likelyoosimplified
estimates of emission rates and thaw periods, and emphasises the importaedacofg the
potential for ‘scaling-up’ errors in bottom-up models.

In order to produce an updated ¢Emission estimate, a 4D-Var inverse version of the TOMCAT
model was developed as part of this study. The inversion system wdsqao with the aim

of assimilating atmospheric GHneasurements in order to constrain surface emissions. First, the
adjoint version of the TOMCAT model was coded explicitly, and thoroughly extensively tested

in order to validate the accuracy of the adjoint transport. The TOMCATiadjoodel was tested
numerically using the adjoint identity test, before the conservation and oedipiof the adjoint
transport were also tested. The adjoint model was then incorporated #ideMar optimisation
code, which could be used in order to assimilate atmospheric observattomsplimisation code
was tested using synthetic observations produced by the TOMCAT modklt was found that
model error had only a small effect on optimisation of the surface fluxes.

The 4D-Var system was used in order to to assimilate Arctig Gtbservations from a small sample
of surface sites, producing updated monthly-mean surface flux estinatdsefyear 2008. The
inverse model performed well, reducing the value of the cost functionviey 8%, producing

an updated ‘TOM’ CH emission inventory which improved upon the CTL inventory when used
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in the TOMCAT model with the Louis boundary layer scheme applied. The siserconfirmed

that wetland fluxes in Alaska, Canada and Eastern Siberia in the GISSanyvereeded to be
reduced in order to produce model results consistent with observadiltnsugh the extent of the
reductions is unconfirmed due to the inconsistencies produced by thé teelauis scheme in
the inverse model.

Recent variations in the growth rate of ¢Have highlighted our lack of understanding of the
source and sink processes which contribute to the atmospherdG@dget. While a number of
theories have been put forward as to the nature of the steady stateddadhe 2000s, and the
subsequent increase in the growth rate in recent years, there isttyime consensus as to the
reasons for the variations. This study has illustrated the difficulties of mogdedlimospheric
CH,4 and highlighted the importance of a thorough understanding of eachgsr@oatributing
to variations in the atmospheric GHbudget. Accurate representation of emissions, destruction
processes and transport are all necessary in order to produced estideates that are consistent
with observations. The machinery developed within this thesis will provide hibsgido spatial
and temporal variations in the methane emission cycle, and together with comdeyrtsrttom-
up models, will improve our understanding of the processes which caheatmospheric CH
budget.

8.2 Future Work

The 4D-Var system developed as part of this work lends itself to a rahfigure applications.

A necessary first step, however, is to optimise the speed and memoryeraguits of the inverse
model, which currently makes long simulations prohibitive. As the system hers d&eplicitly
coded, it will be possible to parallelise it to allow it run on non-local, high-dpmmnputers. The
system can then be applied to a well constrained inversion with a long simulatiod p€his re-
quires a well-defined background covariance matrix and a large, welkfilgbservation set. The
resulting inversion should be for one year, after a year of spin-updardhat model-observation
bias does not influence the updated emissions. Repeating this processlfipie years will
provide an idea of how ClHemissions are varying interannually, and how this influences the at-
mospheric budget. The results of such inversions may be compared toofHmsttom-up models

in order to provide an indication of the reason for the recent reductidreahsequent increase in
the atmospheric CHgrowth rate. Pre-conditioning of the variable which is minimised in the cost
function, discussed in Courtier et al. (1994), can lead to faster cgemee to an optimal solution,
and should be added to the TOMCAT 4D-Var system. The system allows doadbimilation

of large amounts of satellite data, and this provides a high resolution condtrathe assimila-
tion. Satellites such as SCIAMACHY, ACE, HALOE and GOSAT all produtt,@easurements
which may be assimilated into the TOMCAT 4D-Var model.
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It is likely that the boundary layer scheme in the inverse model will need tglgeaded to the
Holtslag & Boville scheme, as the Louis scheme generally produces padtstem the inverse
model, slow mixing through the boundary layer towards the surface may |lealtioderestimation
of surface fluxes. Although the Holtslag & Boville PBL scheme is a more contplicaon-linear
piece of code, it is possible to produce its adjoint and include it in the inveoske|.

As mentioned in Chapter 3, the isotopic composition of atmospherig @2blvides information
on its emission, and including this in the inverse and forward models will allotitipaing of
surface fluxes into emission types. This can also provide information oa efrifRH,, such as the
tropospheric OH distribution.

Finally, the inverse model may be extended to other atmospheric speciasardiversions have
been carried out in the past for CO, g@MOx and H (e.g. Hooghiemstra et al. (2011); Chevallier
et al. (2005); Yver et al. (2011); Chai et al. (2009)), and now thatadjoint transport subroutines
are in place, creating the necessary adjoint chemistry routines is a smalPsiarer et al. (2006)
examined the possibility of inverse modelling of €y coupling its emissions with those of CO,
and this would be a good first step for the new inverse model.
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