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Abstract

Speech Enhancement (SE) is a vital technology for online human communication. Applications of
Deep Neural Network (DNN) technologies in concert with traditional signal processing approaches
to the task have revolutionised both the research and implementation of SE in recent years.
However, the training objective of these Neural Network Speech Enhancement (NNSE) systems
generally do not consider the psychoacoustic processing which occurs in the human auditory system.
As a result, enhanced audio can often contain auditory artefacts which degrade the perceptual
quality or intelligibility of the speech. To overcome this, systems which directly incorporate
psychoacoustically motivated measures into the training objectives of NNSE systems have been
proposed.
A key development in speech audio processing in recent years is the emergence of Self Supervised
Speech Representation (SSSR) models. These are powerful foundational DNN models which can be
utilised for a number of more specific speech processing tasks, such as speech recognition, emotion
detection as well as SE. Finally, the methods of evaluation of SE systems have been revolutionised
by DNN technology, that is to say the creation of systems which are able to directly predict Mean
Option Score (MOS) ratings of Speech Quality (SQ) or Speech Intelligibility (SI) derived from
human listening tests.
This thesis aims to investigate these three areas; psychoacoustic training objectives of NNSE, the
incorporation of SSSR features and the prediction of human derived labels of speech directly from
audio signals. Further, the intersection of these areas and combined use of techniques from these
areas will be investigated.
A widely adopted approach for psychoacoustically motivated NNSE training is the MetricGAN
framework. Here, a NNSE network is trained as generator adversarially (pitted against in
competition) with a metric prediction discriminator. The discriminator is tasked with predicting
the score assigned to the input audio by a (typically non-differentiable and thus unable to be used as
a loss function directly) metric function, while the generator uses inference of the discriminator to
obtain a loss value for its outputs. While MetricGAN has proved effective and is becoming a widely
adopted technique, there is scope to improve it in several areas. Several of the contributions of this
thesis are related to these improvements including the introduction of an additional DNN tasked
with improving the range of inputs to the metric prediction Discriminator, changes to the Neural
Network (NN) structure of both components and the prediction of non-intrusive measures among
others. A key finding of this work is that perceptually motivated NNSE systems tend to overfit
towards the target perceptual metric, resulting in degraded ”real world” enhancement performance.
The concept of the metric prediction is further developed into systems proposed for the related task
of DNN based human MOS prediction. This can be done intrusively meaning that the system has
access to a non-distorted version of the signal under test as a reference or non-intrusively meaning
that only the signal under test is available. Here, human labels of SQ or SI are directly predicted
from the audio signal stimulus. SI prediction is mainly investigated in the domain of hearing aid SE
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system evaluation in this work. State of the art performance is achieved by SQ prediction systems
developed and presented in this work.
Two novel applications of SSSR are presented. Firstly, as feature space representations in the
loss function of NNSE systems. In particular, it is found that using earlier intermediate DNN
layer outputs in this application is particularly effective, and a strong correlation between the
SSSR distance measure and psychoacoustic metrics and MOS labels is shown. Secondly, SSSR
representations are proposed for use as feature extractors for the discriminator DNN components of
the MetricGAN framework, as well as for MOS estimators.
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Chapter 1

Introduction

1.1 The Speech Enhancement Task

Since the advent of computerised speech processing in the 1960s (David & McDonald, 1956) many
different techniques and use cases have emerged. These have had transformational effects on global
society, expanding and changing the way we communicate with each other, and increasingly with
our tools and machines. Typically these techniques are divided in two categories -front-endand
back-endsystems (Haeb-Umbach et al., 2021). The former deals with the initial processing of the
input audio signal; applications which fall into this category include beamforming (Li et al., 2021),
de-reverberation (Fu, Yu, Hung, et al., 2021), source separation (Ravenscroft et al., 2022; T. Sun
et al., 2021), acoustic echo cancellation (Xiong et al., 2012), and Speech Enhancement (SE) (de
Oliveira, Grinstein, et al., 2024; Fu et al., 2019; Richter, Welker, Lemercier, Lay, Peer, et al., 2024).
The latter category (sometimes called thedownstreamtask) encompasses the reasons why input
speech is being processed, for example Automatic Speech Recognition (ASR), video conferencing
or simply storage for later playback. It is important to design a pipeline of front-end and back-end
systems which is appropriate to the recording environment and speakers being captured. The aim
of the front-end should be to improve the performance of the back-end task. Figure 1.1 shows an
example pipeline of an SE system in an scenario typical of those discussed in this work, wherein
speech is recorded in a noisy environment by a single microphone channel. In this work, the class of
system being targeted are front-end systems for the task of Speech Enhancement (SE) any for which
human perceptionof the output is of critical interest. This includesreal-time(causal) applications
where the processing time of the audio must be short to minimise system delay such as online video
or voice calls as well as non real-time (non-causal) applications such the post-recording processing
of lecture recording audio. To further narrow the scope of interest, this work is concerned primarily
with front-end systems where a single recording channel is available and where the distortion to the
speech signal can be characterised asadditiveenvironmental noise. This class of front-end system
has a long lasting history of research (Hendriks et al., 2013; Lim & Oppenheim, 1978) and has seen
a signi�cant increase in research interest and development in recent years (Babaev et al., 2024;
Bulut & Koishida, 2020; Defossez et al., 2020; Kounovsky & Malek, 2017; Yen et al., 2023), as the
world-wide changes in work patterns due to the COVID-19 pandemic continue. Remote working
has become increasingly commonplace which necessities meeting conference software tools with
robust SE capabilities to handle diverse working environments.
In the last decade, use of data driven approaches, namely Deep Neural Networks (DNNs) have
exploded in popularity across the entire �eld of computer science (Bengio, 2009; Rumelhart et

2
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Figure 1.1: Basic front-end pipeline for Speech Enhancement in a noisy environment
with a single microphone.
For more detail on the signal model used in this work, see Section 2.1.

al., 1986; Vaswani et al., 2017). Speech processing has not been untouched by this development,
with the advent of Neural Network Speech Enhancement (NNSE) systems which signi�cantly
outperform traditional signal processing based approaches. In parallel, the metrics used to assess SE
systems have similarly undergone drastic development thanks to DNNs (Kumar et al., 2023; Mittag
et al., 2021; Reddy et al., 2022), however at a somewhat less breakneck pace; typically performance
assessment of NNSE systems still rely on signal processing based metrics.

1.2 Motivation, Research Questions and Contributions

1.2.1 Towards A Uni�ed View of Loss Functions and Metrics

Typically in NNSE literature, two classes of function for assessing audio signals are presented, the
loss (or cost) functionL (�), and the evaluation metricQ(�). In the standard supervised training
setup,L (�) takes as two inputs: a representation of the NNSE output audio signalŝ[n] and the
corresponding clean reference signals[n]. The purpose of the loss functionL (�) is to compare
these two inputs in a mathematically differentiable way, such that the output loss valuel can be
back-propagatedto the neural network, updating its parameters. For more information on NNs in
general, see Section 2.4.

The purpose of the metric functionQ(�) on the other hand is to assess some aspect of the enhanced
audio ŝ[n] in order to evaluate the performance of the NNSE system.Intrusivemetric functions
typically take as input pairs(s[n]; ŝ[n]), and return some metric valueq which represents an
assessment of the particular quantity of the speech signal that the metric function is designed to
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Figure 1.2: Overview of SE metrics and NNSE loss functions

assess. By comparing the metric score assigned to the noisy inputx[n] to that assigned tôs[n], it
is possible express how well the particular quantity of the speech audio has been improved by the
enhancement system. For more detail on NNSE metrics see Section 2.7.

Taking a high level view of these two classes, some striking similarities can be observed. BothL (�)
andQ(�) take some audio signal as input and return a single value, with that value representing the
ability of the system which has processed that signal to enhance it. In fact, some functions such as
the Scale Invariant Speech Distortion Ratio (SI-SDR) are commonly used as both loss function and
evaluation metric. The major difference between the classes is the hard requirement thatL (�) has to
be differentiable.

Figure 1.2 gives an overview of NNSE loss functionsL (�) and SE performance metricsQ(�) used in
this work in regards of their intrusiveness and differentiability. The purple circle contains functions
of the classQ(�), which fall into one of two types; intrusive metrics in orange or non-intrusive
metrics in green. All loss functionsL (�) used in this work are shown in red which by de�nition also
fall within the yellow area which denotes differentiability.

The uni�cation of NNSE training objective and SE metric is not without problems. In the case of
intrusive (i.e with reference) metric optimisation, there is the problem of 'over�tting' (becoming
overly familiar with the training data) towards the score assigned by the metric (or a proxy of the
metric). In this case, the score of the target metric of the output audio is high but is low in other,
non-target metrics; in other words, the NNSE system has learnt to exploit �aws inherent to the
computation of the metric. When the NNSE system is being optimised towards a non-intrusive
MOS predictor, a similar issue can occur where the NNSE system learns to produce audio outside
of the space of audio which the MOS predictor has observed during it's own training, rendering
the predictor unable to properly assess it. Shown in bold in Figure 1.2 are the core interests of
this work, along with the chapters in which they are explored. Firstly the creation of intrusive,
differentiable predictors of intrusive SE metrics for use in NNSE training within the MetricGAN
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framework. Secondly, the use of features derived from SSSR in intrusive loss functions for NNSE
training. Finally, the creation of non-intrusive DNN based MOS predictors for both evaluation and
training of NNSE systems.

1.2.2 Research Objectives and Questions

This thesis aims to satisfy three main research objectives, which correspond to the areas highlighted
in Figure 1.2:

• Objective 1 Develop extensions and improvements for an NNSE framework which involves
an `in the loop' metric prediction component. See Part II.

– How can normally non-differentiable SE metrics can be incorporated into loss functions
for the training of NNSE systems?

– What methods to improve the ability of the metric prediction component of such systems
to adapt to metric scores which do not appear in the training data can be devised?

– How does use of DNN structures for NNSE which incorporate encoding of phase
information effect performance of such systems?

• Objective 2: Investigate the use of Self Supervised Speech Representations (SSSRs) in NNSE
training objectives. See Part III.

– How can audio representations derived from pre-trained SSSR models be incorporated
into loss functions for training NNSE systems?

– To what degree do existing and proposed loss functions correlate with SE metrics and
human MOS scores?

– What is the the effect of the training data in terms of quantity and language of the audio
used as well as the pre-training objective used in the creation of the SSSR models for
this use?

• Objective 3: Explore the design and applications of DNN-based predictors of human
assigned/derived labels of Speech Quality (SQ) and Speech Intelligibility (SI). See Part IV.

– To what extent can traditional metrics be used as pre-training objectives for this task?

– How does the nature of the features extracted from audio effect prediction performance?

– What are the training data related issues associated with these tasks and how can
different corpora be combined effectively?

– How can inference of prediction models be incorporated into NNSE training?

1.2.3 Contributions

The contributions of this thesis have been published as a series of conference papers (Close, Hain,
et al., 2022; Close, Hain, et al., 2023a, 2024, 2023b, 2023c; Close, Hollands, et al., 2022; Close,
Ravenscroft, et al., 2023a, 2024, 2023b; Mogridge et al., 2024; Ravenscroft et al., 2024; Sutherland
et al., 2024) and am (under review) journal paper, (Close et al., 2025). The following lists in brief
the nature of these contributions, and the subsequent section of this thesis in which they are detailed.
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1. In (Close, Hain, et al., 2022) an extension to the MetricGAN+ (Fu, Yu, Hsieh, et al., 2021)
which introduces an additional `de-generator' structure to the framework. The purpose of
this extension is to widen the range of metric scores observed by the metric prediction
component of the framework. The proposed system MetricGAN+/- outperforms the baseline
MetricGAN+ on common test sets. SeeChapter 3 for further details.

2. In (Close, Hain, et al., 2023c) experiments involving advanced NNSE structures which are
able to implicitly encode phase information are carried out, incorporating the �ndings of (Fu,
Yu, Hsieh, et al., 2021) and (Close, Hain, et al., 2022). This work is detailed and expanded
upon inChapter 4; this chapter also explores techniques to reduce the training time overhead
of the proposed systems, training and testing on a more realistic version of the training dataset
and optimising towards an ASR system. The idea of ASR optimised NNSE training was
further developed in (Ravenscroft et al., 2024).

3. In (Close, Ravenscroft, et al., 2023a) and (Close, Ravenscroft, et al., 2024) variations of the
MetricGAN-U framework (Fu, Yu, Hung, et al., 2021) which incorporate the non-intrusive
SQ prediction metric Deep Noise Suppression Mean Opinion Score (DNSMOS) are proposed,
initially as an entry to the Computational Hearing in Multisource Environments 7 (CHiME7)
Unsupervised Domain Adaptation Speech Enhancement (UDASE) challenge.Chapter 5 and
Chapter 6 detail the proposed CMGAN+/+ and Multi-CMGAN+/+ systems respectively.

4. In (Close, Ravenscroft, et al., 2023b) the use of intermediate representations derived from
SSSRs in NNSE loss functions is proposed which outperforms traditional spectrogram based
losses. Further, the correlation between the proposed loss functions and intrusive SQ metrics
is analysed as well as with human MOS labels. This work is detailed inChapter 7.

5. As a follow-up to (Close, Ravenscroft, et al., 2023b), (Close, Hain, et al., 2023a) the nature of
the SSSR used in the previously proposed SSSR loss functions is considered. In particular the
language of the audio used to train the SSSR is investigated; to enable this, a framework for
the generation of training, validation and test sets for NNSE systems in a number of languages
is proposed. Results for NNSE systems trained and tested on these proposed datasets is
detailed inChapter 8. A related technique for the speech source separation task was proposed
in (Ravenscroft et al., 2024).

6. In (Close, Hollands, et al., 2022) an entry to the Clarity Prediction Challenge 1
(CPC1) (Graetzer et al., 2020) is proposed. The proposed approach involves pre-training
a DNN by predicting Speech Intelligibility (SI) metrics before �ne-tuning on real human
intelligibility values. Further, the correlation between real human intelligibility scores and
intelligibility metrics is explored. The proposed system is detailed inChapter 9.

7. A follow up work to (Close, Hollands, et al., 2022) which incorporates the use of SSSR feature
representations for the SI prediction task was published as (Close, Hain, et al., 2023b) and is
detailed inChapter 10. An entry (Mogridge et al., 2024) to the Clarity Prediction Challenge
2 (Barker et al., 2024) which builds on this approach ranked second overall in the challenge.
Further, a method for training hearing aid NNSE systems was proposed in (Sutherland et al.,
2024).

8. In (Close et al., 2025) several models for the SQ prediction task are proposed which make
use of input features derived from an SSSR and the Whisper ASR model (Radford et al.,
2022). State-of-the-art performance on a common testset is achieved by use of such features.
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Chapter 11 details the proposed models, along with several experiments investigating the
training corpora combination, task variations and model structure.

9. Finally, in (Close, Hain, et al., 2024) a pre-trained SQ predictor like that proposed in
Chapter 11 is incorporated into the loss function for an NNSE system. Potential problems
with this approach are noted, and a small human listening test is performed. This contribution
is detailed inChapter 12.

1.3 Thesis Structure

This thesis is structured in5 parts. In the remaining portion of Part I, the core tasks, concepts,
datasets and baselines used in the subsequent parts are detailed. Each of the three subsequent
parts aims to contribute to one of the research objectives detailed above. In Part II, variations
and improvements on a baseline psychoacoustic metric motivated NNSE system are proposed. In
Part III, the use of features derived from pre-trained foundational speech models in the training
objective of NNSE systems is explored. Then, in Part IV approaches to the tasks of metric and
human MOS/Intelligibility prediction are proposed, and used in the training objective of an NNSE
system. Finally, Part V concludes the thesis with a brief summary and discussion of avenues for
future work.



Chapter 2

Background

In this chapter, the background for the later experimental work is detailed. This comprises a
description of the signal model for the core SE problem addressed in this work, an explanation
of the acSE problem generally and the means by which is it assessed, an introduction to the DNN
concepts used, data description and �nally details of the core baseline systems .

2.1 Notation and Signal Model

This section will introduce the signal model and important notation which will be used throughout
the remainder of this work.

2.1.1 Signal Model

The discrete speech signalx[n] recorded by a single microphone in a noisy environment is given as

x[n] = s[n] + v[n] (2.1)

wheres[n] is the desired speech signal,v[n] is additive noise andn is the discrete time index
�1 � n � 1

2.1.2 Single Channel Speech Enhancement

The goal of single channel SE systemG(�) is, given the microphone signal de�ned in (2.1), to return
an estimation of the clean speech signals[n] denoted as ^s[n]. This enhanced output ofG(�) , ŝ[n] is
an a estimation ofs[n] is given as

ŝ[n] = G(x[n]) � s[n] (2.2)

8
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2.1.3 DNN Metric Prediction

The predicted speech aspect valueq as predicted by a non-intrusive DNN speech metric prediction
networkD is given as

q̂ = D(x[n]) (2.3)

with intrusive DNN prediction given similarly as

q̂ = D(s[n]; x[n]) (2.4)

.

2.1.4 STFT Features

Throughout this thesis, a number of speech signal representations derived from the Short Time
Fourier Transform (STFT) are used as depicted in Figure 2.1. From a time domain speech audio

Figure 2.1: Illustration of STFT feature computation. The variablep[n] is a placeholder
for any signal, i.ep[n] 2 f x[n]; s[n]; ŝ[n]g

signalp[n], complex time-spectral featuresP 2 CFHz � T are calculated using the STFT of length
(i.e the number of samples being transformed in each window)FHz for each ofT frames of a
placeholder time domain signalp[n], to obtain real partPRe and imaginary partP Im . From these,
a magnitude spectrogramPMag and phase informationPP can be computed. Further, an additional
processing step applied depending on the system eitherlog(PMag +1) or a power law compression.
Speci�cally, each feature is obtained as follows:

P =
1X

n= �1

p[n] � h[n � m] � e� j 2�fn (2.5)

where:

• P is the STFT spectrogram matrix of the signalp[n]

• m is the discrete time index of the windowed signal.

• f is the frequency variable.
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• h is a (Hanning) window function centred around timen.

• e� j 2�fn is the complex exponential function representing the Fourier kernel.

• j is the imaginary unit,j =
p

� 1.

P is complex valued, from which the real componentPRe and imaginary componentP Im can be
obtained. The magnitude spectrogramPMag can be obtained by:

PMag =
q

P2
Re + P2

Im (2.6)

The phase representationPP is calculated as the argument (or angle) of the complex number:

PP = arctan( P Im ; PRe) (2.7)

wherearctan(y; x) is the four-quadrant inverse tangent function that computes the angle� from the
conversion of rectangular coordinates(x; y) to polar coordinates(r; � ).

2.2 Speech in Noisy Environments

When speech recordings are made, in addition to the desired speech signal, various corrupting
aspects (noise) of the recording environment are also captured. A number of factors including the
distance between the speaker and the microphone, and the nature of the recording environment
affects the degree of this corruption.This corrupting noise can have a detrimental effect on the
downstream task.

Figure 2.2 shows visual representations of a `clean' speech signals[n] (left panel) recorded in
a controlled environment with minimal background noise alongside a `noisy' versionx[n] (right
panel) of that same speech signal which has had background noisev[n] arti�cially added. The upper
representations are time domain waveforms which show the amplitude of the signals over time; from
these the corrupting effect of the noise in the speech signal can be observed as additional `spikes`
in signal content e.g in the �rst0:5 seconds. The lower representations show the frequency domain
magnitude spectrograms computed via a STFT. To obtain this frequency domain representation,
�rst the time domain signal is divided into overlapping segments, usually between10ms and30ms
in duration. Then an analysis window function (typically a Hanning or Hamming window) is
applied to each segment, and the frequency representation of each is computed using the Fast
Fourier Transform (FFT) algorithm. The magnitude of the energy in each frequencybin (as encoded
vertically on the spectrogram representation) is expressed on a decibeldB scale. These spectogram
show clearly where the noise is present in the non speech regions surrounding the speech and also
where the noise obfuscates the speech spectrally.

As shown in Figure 2.3 different environments have their own unique noise characteristics and thus
effect the speech signals in different ways. The amount of noise present in a signal can be expressed
as the Signal-to-Noise-Ratio (SNR) (cf. Section 2.7.2). The higher the SNR value, the lesser the
effect of the noise on the speech signal. As shown in Figure 2.4, the lower the SNR value, the less
distinct the speech signal is from the the noise in the spectrogram.
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Figure 2.2: Waveform (top) and spectrogram (bottom) representations of clean (left)
and noisy (right) speech, sourced from the VoiceBank-DEMAND (Valentini-Botinhao
et al., 2016) dataset.

2.2.1 Digital Audio Representation

Typically in digital systems, audio is captured or stored in a linear Pulse Code Modulation
(PCM) (Oliver et al., 1948) format as an array ofamplitudevalues along with a sample rate which
describes the rate of playback in terms of number of samples to be processed in one second. For
example, an audio �le consisting of48000samples with a sample rate of16000Hz would last
48000=16000 = 3 seconds. The higher the sample rate the higher the effectiveresolutionof
the audio recording, at the cost of higher storage requirement. Typically,16000Hz (16kHz) is
considered a reasonable rate capturing the nuance of speech audio. Audio at some given sample
rate can bedownsampledto some lower sample rate or (less commonly and more problematically)
upsampledto some higher rate. In this work, the uncompressed Waveform Audio File Format
(WAV) (Fleischman, 1998) is used throughout.
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Figure 2.3: Speech spectrograms in four different noise environments, all with a SNR
of 2:5dB

2.3 Speech Enhancement Algorithms

The aim of speech enhancement algorithms is to process the speech in such a way that the portion of
the microphone signal which contains target speech is retained and enhanced, while all other noisy
portions of the signal are reduced or removed. This can be achieved with the aim of improving the
human perception of the quality or intelligibility of the speech signal or to reduce the errors in the
automatic computer processing, e.g. transcription.

2.3.1 Signal Processing Based Speech Enhancement

Traditionally, this task has been approached using a signal processing based solution wherein the
noise portion of the input signal is probabilistically estimated and attenuated from the signal. Such
approaches often assume that the speech and noise parts of the signal are uncorrelated. However,
there are several situations where the parts of the signal which are being treated as noise are in
reality highly correlated with the target speech i.e when the input signal contains competing speech
signals. Figure 2.5 shows clean, noisy, and enhanced speech using a traditional noise reduction
algorithm (Hendriks et al., 2013). This algorithm has three component steps; �rst a frequency
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Figure 2.4: Speech spectrograms in four different SNRs, all noise is from a cafe
environment sourced from the VoiceBank-DEMAND (Valentini-Botinhao et al., 2016)
dataset

domain representation is computed from the input time domain signal using a magnitude discrete
Fourier Transform (MDFT). This is followed by a estimation of the noise Power Spectral Density
(PSD) using a per frame prediction of the presence of speech. Finally the PSD of the speech is
computed using the noise PSD.
While the noise has clearly been reduced, as shown in the dark regions of the enhanced spectrogram,
the algorithm has createdspotsof distortion which are easily visible in the non-speech regions.
These manifest as audible `musical tones' when the enhanced signal is played back. Such can
distortions have a detrimental effect on the downstream task; for example, speech which has been
enhanced in such a way can sometimes signi�cantly reduce performance of ASR, as important parts
of the signal can be destroyed by the enhancement. Further, such distortions can also degrade the
human perception of the enhanced audio.

2.3.2 DNN-based Speech Enhancement

In recent years, Neural Network Speech Enhancement (NNSE) has become increasingly popular
and has shown increased performance compared to the traditional methods. These approaches are
`data driven', meaning that their creation requires access to a large amount of noisy speech data.
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Figure 2.5: Noisy speech signal enhanced via traditional signal processing method

Additionally, DNN speech enhancement systems are typically trained (their parameters �tted) in
a `supervised' manner which requires access to a clean `reference' audio of the noisy audio. As
such, the training data usually requires arti�cially simulated noisy audio. There are two primary
techniques for NNSE networks, mapping and masking (L. Sun et al., 2017), shown in Figure 2.6 and
Figure 2.7, respectively. In the former, the output of the network is itself an enhanced version of the
input representation which can be directly transformed into the enhanced audio signal. In the latter,
the output is a so called `mask' which, when multiplied with the noisy input representation,results
in the enhanced representation.

Neural Model

Figure 2.6: NNSE using a mapping approach

In early forays into mapping based NNSE (Y. Xu et al., 2014) a basic form of DNN, (a stack
of Restricted Boltzman Machines (RBMs)) is pre-trained in an unsupervised approach using
Contrastive Divergence (CD) (Bengio, 2009) over noisy data, before supervised �ne-tuning using
a STFT domain loss function (cf.. (2.39)). A common objective in early NNSE masking based
systems (Y. Wang et al., 2014) was the prediction of an Ideal Binary Mask (IBM), de�ned for a
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Neural Model

Figure 2.7: NNSE using a masking approach

simulated noisy mixture magnitude STFT representationX Mag

IBM( X Mag ) =

(
1; if SNRdB (X Mag ) > LC

0; otherwise,
(2.8)

whereLC is a `local criterion' usually set to be5dB smaller than the SNR of the mixture.
Mapping and masking approaches were compared in (Kounovsky & Malek, 2017), using then novel
CNN layers in an NNSE network; it was found here that mapping based approaches outperform
masking; however contemporaneous work (Y. Wang et al., 2014) concluded that the opposite is
true. Generally speaking, mapping approaches have proved to be the most widespread, but are
typically trained with loss functions directly involving the enhanced synthesised audioŝ[n] rather
than being directly trained using a target mask. Some recent methods involve the combination of
both techniques (Cao et al., 2022; Dang et al., 2022), such that the noisy magnitude input is masked,
while the enhanced real and imaginary components are mapped.

2.3.3 Speech Enhancement Generative Adversarial Network (SEGAN)

The standard Generative Adversarial Network (GAN) (cf. Section 2.6) structure has been applied to
the SE task, where the Discriminator is tasked with distinguishing between time domain outputs of
the speech enhancement Generator and clean time domain reference signals (Pascual et al., 2017).
A Least Square GAN (LSGAN) (Mao et al., 2016) approach is taken, such that the loss of the
DiscriminatorD is

L DSEGAN =
1
2

[(D(s[n]) � 1)2] +
1
2

[D((G(x[n]))2] (2.9)

, while that of the GeneratorG is

L GSEGAN =
1
2

[(D(G(x[n]) � 1)2)] + � SEGAN [jjG(x[n]) � s[n]jj1] (2.10)

with � SEGAN being a hyper-parameter controlling the weighting of the L1 norm term. However
this loss formulation has no relation to human perception; to overcome this limitation, a
modi�cation to the GAN structure has been developed which is designed to incorporate measures
of human perception or any other conceivable signal measure - MetricGAN (Fu et al., 2019) (cf.
Section 2.12).
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2.3.4 Metric Derived Objective Function

In both mapping and masking approaches explored in the papers described above and many
others (X. Lu et al., 2013; Y. Xu et al., 2015) the objective function of the learning component
being minimised is usually a MSE between the output of the networkŝ[n] and some oracle mask
or the clean references[n]. In (Fu, Wang, et al., 2018) it is noted that a small MSE distance does
not always correlate with surrogate measures of human perception such as PESQ and STOI or with
machine perception in the form of ASR performance. This suggests that it is a poor objective
function for this task. Thus the paper (Fu, Wang, et al., 2018) proposes a NNSE system that is
optimised with STOI as its objective:

L STOI = � STOI(ŝ[n]; s[n]) � 1 (2.11)

The STOI function is a specially designed version of the function that allows it to be back-
propagated as it is implemented in a differentiable way. This NNSE system trained with the STOI
objective outperformed both utterance based MSE NNSE system in terms of STOI on the TIMIT
(Garofolo et al., 1993) dataset. However, this resulted in a degraded PESQ score compared to the
MSE objective models. The paper further proposes a mixture objective of time domain MSE and
STOI together:

L STOI+MSE = [ STOI(ŝ[n]; s[n]) � 1] + � STOI � loss

NX

n

(s[n] � ŝ[n])2] (2.12)

where� STOI � loss is a weighing factor between the targets. This seems to balance out the PESQ and
STOI scores, as well as giving better ASR performance. While each of the steps in the computation
of the STOI score can be differentiated, allowing it to be directly used as an objective function, it is
a complex calculation. Furthermore, optimising for objectives more complex than STOI in this way
is a challenge.

2.4 Deep Neural Networks

Despite their recent ubiquity, Deep Neural Network (DNN) are not a new idea with some of the
�rst proposed as early as the 1950s (Kleene, 1956). The resurgence of interest and application in
recent years is due in part to hardware and software advances in Graphics Processing Unit (GPU)
systems which can be used to ef�ciently train ( i.e �t the parameters of) DNNs increased availability
of the large amount of data required thanks to increasingly faster and cheaper storage technology
and the data collection efforts of the research community. Training of DNNs can fall into two broad
categories,supervisedandunsupervised, based on the nature of the loss function/training objective.
In the supervised setting, the DNN is provided with paired data of input and label; for example the
training data for ASR systems typically consists of speech audio paired with a text transcription or
for SE pairs of matched clean and noisy signals(s[n]; x[n]). The task of the DNN in this setting is to
map from the input to the label. An overview of supervised DNN training is depicted in Figure 2.8.
In the unsupervised setting the network is provided with unlabelled data, and the objective of the

network is to �nd underlying structure and patterns within the data. In the training of unsupervised
DNNs the training objective is derived from some secondary statistic or representation of the data
itself. An overview of unsupervised DNN training is depicted in Figure 2.9. Note that all DNN
systems used in this work should more correctly be termed ”Arti�cial Deep Neural Networks”



CHAPTER 2. BACKGROUND 17

Figure 2.8: Supervised DNN Training.

Figure 2.9: Unsupervised DNN Training.

to distinguish them from vastly more complex biological neural networks (e.g. animal cognitive
functions). This quali�er is omitted for the sake of clarity.

There are three core aspects to the design and creation of all DNN systems:

• Network structure

• Loss function and training objective

• Training, validation and testing setup

This section will aim to describe each of these in the following, such that the speci�c details for
proposed DNN systems for SE and related tasks can better be understood.

2.4.1 Neural Network Model Structure

Neural networks generally consist of a number oflayersof parameters, often ordered sequentially,
such that the output of one layer is the input to the next. These take many forms, with the simplest
being alinear (or fully-connected) layer. In a linear layerF , the input representationyn� 1 is
multiplied by one set of weights and then a `bias' value added to each:

yn = Fn (yn� 1) = W yn� 1 + b (2.13)
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whereyn is the output of the layern, yn� 1 is the output of the previous layer andW andb are
the weight matrix and bias value of the layerF respectively. The values ofW andb are called
parametersand are updated during the training of the model, following a (random) initialisation.
Linear layers can map to output dimensions of different sizes to their input, such that an input
yn� 1 2 RI can be mapped to an outputyn 2 RO by a linear layer with weight matrixW 2 RI � O .
Figure 2.10 depicts a simple DNN consisting of4 Linear Layers. The �rst of theseF1 maps from an

Figure 2.10: A simple DNN consisting of four sequential Linear Layers with no
activation functions.

input representationy0 2 R7 to y1 2 R5. The whole DNN depicted in Figure 2.10 can be expressed
as a chain of layers:

FDNN (y0) = F4(F3(F2(F1(y0)))) (2.14)

such thatFDNN : R7 ! R1. The �nal layer is referred to as theoutput layerand in supervised
training its output typically represents the models prediction of a ground truth label which regards
to the input data. The input to the �rst layer are called theinput features. For example, if the task was
predicting the probability that it might rain on a given day, the7 dimensional input feature might
encode information about the previous day's precipitation, the current cloud cover, temperature,
date, etc. The single outputneuronwill contain the predicted probability of rain, given the speci�c
input features.

The layers between the input and output are calledhidden layersand their outputshidden unitsas
unlike the input and output layers their behaviour is not directly controlled by the designer of the
network. In the example DNN in Figure 2.10, layersF2 andF3 are hidden layers. During training,
the values of the parameters of each layer are updated based on the loss value computed by the loss
(objective) function using abackpropagationalgorithm (Deisenroth et al., 2020). Each instance of
inference of a DNN during training is called aforward pass, while the parameter update step is call
thebackward pass.

The parameter countof a DNN refers total number of learnable parameters in the DNN model.
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For example, layerF1 of the simple DNN in Figure 2.10 will have a weight matrixW of size
7 � 5 = 35 plus 5 bias valuesb giving a total of40 parameters. Similarly, hidden layersF2 and
F3 have5 � 5 + 5 = 30 parameters each, while the output layerF4 contributes5 � 1 + 1 = 6
learnable parameters. Overall the parameter count ofFDNN is 40 + 30 + 30 + 6 = 106 . Thesize
of a model as represented by its total parameter count is of crucial importance in both training and
inference of a DNN. A model which is too small might be unable to learn the complex relationships
between the input data and the target. However, a model which is too large might be prone to
over�ting by learning exactly the content of the training data. Of particular importance for most
NNSE systems is that inference of the DNN be quick enough to handle real-time (i.e be able to
process a input sequence in less time than the length of the input in time) processing of the input
audio for applications such as video conferencing where the delay introduced by the system is
critical.

2.4.1.1 CNN

Convolutional Neural Network (CNN) (LeCun et al., 1989; O'Shea & Nash, 2015), or Convolutional
layers are an specialised form of linear layer. Each CNN layer is composed of a number of �lters
or kernels. In the case of 1-dimensional Convolution, each �lter `slides' across the width of the
input vector, computing a scalar dot product value between the weights of the kernel and the input
then adding the bias term. Thestrideof a 1D Convolutional layer refers to the number of points the
kernel slides to obtain the next value in the output. Figure 2.11 depicts a single 1D CNN �lter of
length3 with differing stride values over an inputx[n] of length9 to obtain convolutional output
c[n]; the greater the stride value, the greater the level of sub-sampling of the input. Thedilation
of a 1D Convolutional layer refers to how much the �lter `skips' elements of the input to produce
the next output sequence element; Figure 2.12 shows a 1D CNN �lter of length3 and stride3 with
dilation of1 (top) and2 (bottom).

It is often desirable to preserve the size of an input through a CNN layer; to do thiszero padding
is used. As the name suggests, this is the practise of appending values of0 to the beginning or end
of the input sequence such that the length of the output is the same as the input when using a stride
of 1. Figure 2.13 shows an example of zero-padding to ensure that the output of the �lterc[n] with
length3 and stride1 has the same length as the inputx[n]

In the case of a 2-dimensional Convolution, each 2-dimensional �lter slides across both the width
and height of the input matrix. All of the above properties of a 1D CNN also apply to the 2D case.
The size of a 2D CNN �lter is expressed by a width and a height, and its stride by a movement
across the width and height of the input. The dilation and padding of a 2D CNN �lter are de�ned
similarly. Figure 2.14 depicts two 2D CNN �lters with differing sizes and strides. When several
CNN layers are chained together sequentially, apooling layer is typically inserted between the
layers. The purpose of this pooling layer is to down-sample the �lter output representations to
reduce the number of parameters in order to reduce over�tting or improve inference latency. One
form of pooling isaverage pooling; here a layer slides across the output of a �lter, returning an
average value of the region under the pooling layer. Another similar approach ismax poolingwhere
only the maximum value of the region under the �lter is output. Figure 2.15 shows average and max
pooling with a pooling length of2, halving the size of the �lter output.

In relation to audio processing and SE, 1D CNN layers are more commonly used when the input
to the DNN is 1-dimensional i.e when it is time domain audio (Luo & Mesgarani, 2019). 2D CNN
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Figure 2.11: A 1D CNN �lter of length3 over an input sequence of length9 with a
stride of1 (top),2 (middle) and3 (bottom) respectively.

layers are used when the input is a STFT domain representations with a time (length) and frequency
(height) dimension.

2.4.1.2 RNN and Long Short-Term Memory (LSTM)

Recurrent Neural Network (RNN) (Rumelhart & McClelland, 1987) layers have feedback
connections which allow them to retain amemoryof past inputs. As input, an RNN takes in the
data and the previoushidden statewhich are processed by the layer. A simple RNN layer or cell
can be expressed as

hn = F (yn� 1; hn� 1) = tanh( yn� 1W y + by + hn� 1W h + bh) (2.15)

such that the layer outputyn of the layer is a weighted and biased sum of the current inputyn� 1 and
the past output of the layerhn� 1. Typically, a tanh non-linearity is applied to the output. Figure 2.16
shows a single RNN layer over three time stepsn. A Long Short-Term Memory (LSTM) (Hochreiter
& Schmidhuber, 1997) unit is an variant of the RNN structure which introduces gates which control
the �ow of information within the network layer. The introduction of these gates is intended to
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Figure 2.12: A 1D CNN �lter of length3 and stide3 over an input sequence of length9
with a dilation of1 (top),2 (bottom) respectively.

Figure 2.13: A 1D CNN �lter of length3 and stride1 with left side padding of2

address thevanishing gradient problemwhere long-term gradients can vanish as the number of
computations increases. Speci�cally, an input, output and forget gate are introduced. The forget
gate is responsible for deciding what information from the previous hidden state to discard, while
the input and output gates control which parts of the input and output data to store within the new
last hidden state. These gates are implemented similarly to the core RNN function (2.15), except
with a sigmoid non-linearity. The LSTM cell statelstm t is the sum of two element wise products
of the forget gate with the prior cell state and the input gate with the output of the standard RNN
cell. The output of the LSTM is �nally the element-wise product of the output gate with the tanh
non-linearity of the cell state.

The Bidirectional Long Short-Term Memory (BLSTM) (Thireou & Reczko, 2007) is a further
variant on the LSTM which processes the input data in both directions (forward and backward),
combining the information from both the past and future inputs. The BLSTM consits of two LSTM
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Figure 2.14: A 2D CNN �lter of size2 � 2 and stride(2; 2) with right side padding of
(0; 1) and 2D CNN �lter of size2 and stride1 with right side padding of(0; 1).

units, one of which processes the input forward and the other backwards. The outputs of these are
then concatenated to form the output of the BLSTM. The core utility of RNNs in SE is their ability
to capture temporal relationships in sequential input data.

2.4.1.3 Attention and Transformer

The attention mechanism was originally developed for RNN-based language modelling
tasks (Bahdanau et al., 2015) which required the computation of acontextrepresentation of the
input data. This context vector is computed with an attention mechanism such that it can apply
more weight to the most relevant features for the current RNN time step.

The Transformer (Vaswani et al., 2017) structure is a DNN which implements a mechanism of
scaled dot product attention. At it's core, this involves the dot product of a the query matrixQ of
shapeL q � Dq and a key matrixK of shapeL k � Dk , such thatDk = Dq. The dot product is then
simply

QK T : (2.16)
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Figure 2.15: Average (top) and Max (bottom) pooling on the output of a 1D CNN �lter

Figure 2.16: Forward pass of an RNN layer over three time steps

The scaled attention over some value matrixV is then de�ned as

A(Q; K ; V ) = softmax

 
QK T
p

Dq

!

V : (2.17)

In self-attention, the query, key and value matrices are created from the same input representation
X :

Q = W qX

K = W kX

V = W vX

(2.18)

whereW q; W k ; W v are matrices of learnable DNN parameters. By comparing the value at a given
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position in the input data sequence (the query) with each other position (the keys) in the data, an
expression of the relationship between each value and every other value in the data can be learnt.
In cross-attention, the query and keys are from a different sequence to the values, enabling an
expression of a relationship between the representationsX andY :

Q = W qY

K = W kY

V = W vX

(2.19)

Each Transformer block contains multiple attention layers (orheads) in parallel, (similar to how
each CNN layer contains multiple �lters). The output of the Multi-Head Attention (MHA)
mechanism is concatenated and normalised before being input to a series of linear layers to give
the output of the Transformer block.Skip connectionsummations are typically placed after the
MHA and linear layers, adding the input representation of the layer to the output representation.
The input to a Transformer has apositional encodingapplied to it in order to provide positional (in
the case of audio representations, temporal) information to the MHA, which otherwise has no way
of receiving that information.

A Transformer based architecture might include both self-attention and cross-attention mechanisms;
for an example of such an architecture see Section 2.5.3 introducing the Whisper ASR model. For
an example architecture utilising only self-attention Transformer blocks see Section 2.5.2. The
Transformer is particularly good at learning the long term dependencies within the input data.
Unlike RNN- based approaches, the entire input sequence can be processed at once, in parallel in this
manner. However, computing the scaled dot-product and softmax can be expensive computationally
and memory wise, especially for longer sequences. Typically, the input and output dimensions of a
Transformer block are equivalent, allowing for the chaining together sequentially of several identical
Transformer blocks.

2.4.1.4 Conformer

The Conformer (Gulati et al., 2020) is a variant of the Transformer which introduces a CNN
component following the MHA stage. Figure 2.17 shows the overall structure of a Conformer;
it consists of a self-MHA module followed by a Convolutional module between two identical
feed-forward Linear modules. The model utilises severaldropout (Srivastava et al., 2014) layers
throughout; dropout is a widely used technique in DNN which helps to prevent over-�tting during
model training. Summation skip connections sum the input and output of each component block;
in the case of the Linear module, these are so called `half-step'(Y. Lu et al., 2019) connections
such that the values within the output representation are halved before summation with the input.
Each Linear Module consists of two Linear layers, the �rst of which projects to4 times the size
of the input and has an Swish (Ramachandran et al., 2017) activation, while the second projects
back down to the size of the input, such that is can be summed with the input to the block. The
self-MHA Module follows a standard con�guration described previously, with a relative positional
embedding. The Convolutional Module contains two distinct forms of CNN layer. The �rst is
the pointwise convolution (Hua et al., 2018) which uses �lters of size(1; 1) such that each �lter
is applied to each point of the input tensor, with no shifting across the input representation. The
other kind of CNN used in this block is a single depth-wise (across the �lters) 1D layer. The �rst
pointwise convolution projects to twice the size of the input and has a Gated Linear Unit (GLU)
activation which encourages the second half of the output representation to act as a `gate' over the
�rst, halving the dimentionality back to that of the input.
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Figure 2.17: Overview of a Conformer DNN block.

2.4.1.5 Structured State Space models and MAMBA

Stuctured State Models (SSM) models (Gu et al., 2022) are an emerging area of interest in DNN
design. A state space model can be de�ned as follows. A continuous 1D input signalp(t) is mapped
to an N dimensional continuous hidden latent stateh(t) before projection to a continuous 1D output
signalo(t).

h0(t) = A h(t) + B p(t)

o(t) = Ch(t) + D p(t)
(2.20)

h0(t) here de�nes the change inh(t) over time. In the context of DNNs, the matricesA ; B ; C; D
consist of learnable parameters. Computation ofD is trivial as it resolves to a weighted residual
connection with the inputp(t); in the following (and much of the literature) it is assumed that
D = 0 . To transform the system from continuous to discrete such that an SSM can be formulated as
a DNN requirespt and computation of the value of the hidden stateht at a given time stept, which
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can then be used to get the output valueot :

ht = �A ht � 1 + �B x t

ot = �Cht
(2.21)

One method to discretizeA andB to obtain �A and �B is thebilinear method (Tustin, 1947):

�A = ( I � � ssm=2 � A ) � 1(I + � ssm=2 � A )
�B = ( I � � ssm=2 � A ) � 1� ssmB
�C = C

(2.22)

whereI is the identity matrix and� ssm is a `step size' representing the resolution of the input.
Given that the value ofht is dependent onht � 1 this discrete form of the SSM can be modelled as
as a form of RNN. In order for the model to be trained ef�ciently, this RNN like formulation can be
converted into a CNN like one. Starting at time stept = 0 , given thath� 1 = 0 , the hidden states
for t = 0 ; 1; 2 are:

h0 = �B p0

h1 = �A h0 + �B p1 = �A �B p0 + �B p1

h2 = �A h1 + �B p2 = �A 2 �B p0 + �A �B p1 + �B p2

(2.23)

and so on.The discrete outputo[t] can be expressed similarly:

o0 = �C �B p0

o1 = �C �A h0 + �B p1 = �C �A �B p0 + �C �B p1

o2 = �C �A h1 + �C �B p2 = �C �A 2 �B p0 + �C �A �B p1 + �C �B p2

(2.24)

and so on. This can be expressed as a summation ofT terms whereT is the length of the discrete
input sequencep[t]:

oT = �C �A T �B p0 + �C �A T � 1 �B p1 + ::: + �C �A �B pT � 1 + �C �B pT (2.25)

such that a convolutional kernel�K can be de�ned as

�K = ( �C �B ; �C �A �B ; :::; �C �A T �B ) (2.26)

such that the entire SSM mapping from discrete inputu[t] to discrete outputo[t] can be computed
by

o = �K � u (2.27)

MAMBA (Gu & Dao, 2023) is a SSM model which differs from the standard design in two major
ways. Firstly it implements a selection mechanism which is dependent on the input sequence,
allowing for the effective �ltering of the information encoded in that input. In practise, this means
that the computation of matricesB and C and the value� ssm are selectiveand dependent on
the content of the inputu[t]. This is implemented by the learning of linear projections for each
component over the input sequence, similar to the computation of the key,query pairs in attention.
Further,A is �xed and structured as a high-order polynomial projection operators(HiPPO) (Gu et
al., 2020) matrix:

A nk =

8
><

>:

(2n + 1) 1=2(2k + 1) 1=2 if n > k;

n + 1 if n = k;

0 if n < k;

(2.28)
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By learning a value of� ssm, the MAMBA model is able to control how much in�uence the
current inputpt has over the hidden stateht ; a large� ssm means that the model is focusing on
that input for `longer', while a small� ssm value means that that input is ignored.By makingB
andC selective allows for the control of information into the hidden state and into the output state
respectively. The second difference in MAMBA is that it introduces a hardware ef�cient `scan'
(rather than a convolution) algorithm which scales in complexity linearly with the length of the
input sequence. Compared to the now ubiquitous Transformer structure, MAMBA has shown
equivalent performance in a number of tasks, and is signi�cantly more ef�cient computationally
both during training and inference. It has been applied to speech audio in the speech enhancement
task (Chao et al., 2024) and ASR (X. Zhang et al., 2024) where it demonstrated state-of-the-art
performance.

2.4.2 Neural Network Activation Functions

Typically the output of each layer of DNN is processed by an non-linear activation function, which
allows it to learn more intricate patterns. Without these, DNNs are only useful for mapping
linear relationships between data (Haykin, 2009). Activation functions are used both within a
DNN between hidden layers as well as at the �nal output layer to enforce some target (i.e a
Sigmoid activation function on the example binary classi�cation model for rainfall introduced in
Section 2.4.1). Figure 2.18 visualises the characteristic of some of the activation functions used in
this work and described here.

Figure 2.18: Plots of various non-linearities used as DNN layer activation functions.
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2.4.2.1 Sigmoid

The Sigmoid function maps the input to a value in the range between0 and1:

Sigmoid(x) =
1

1 + e� x (2.29)

wheree is the mathematical constant Euler's number (Euler, 1770).

2.4.2.2 Swish

The Swish activation (Ramachandran et al., 2017) is a variant of sigmoid which multiplies the input
by the output of the sigmoid function:

Swish(x) = x �
1

1 + e� x (2.30)

2.4.2.3 Tanh

The Tanh function applies the hyperbolic tangent to the input:

Tanh(x) =
ex � e� x

ex + e� x (2.31)

2.4.2.4 ReLU

The Recti�ed Linear Unit (ReLU) (Fukushima, 1969) function maps negative values in the input to
0:

ReLU(x) = max(0 ; x) (2.32)

2.4.2.5 Leaky ReLU

Leaky ReLU (Maas et al., 2013) is a variant of ReLU which allows some small hyperparameter�
positive gradient scale for negative inputs:

LeakyReLU(x) = max(0; x) + � � min (0; x) (2.33)

2.4.2.6 Parametric ReLU

The Parametric ReLU (He et al., 2015) is a variant on Leaky ReLU where the scale of the positive
gradient is learnt along with the rest of the network, rather than being a hyperparameter.

PReLU(x) = max(0; x) + aPreLU � min (0; x) (2.34)

whereaPreLU is a learnable DNN parameter.
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2.4.2.7 GELU

The Gaussian Error Linear Unit (GELU) (Hendrycks & Gimpel, 2016) activation function multiplies
the input by the Gaussian Cumulative Distribution Function, which is typically approximated:

GELU( x) = 0 :5 � x � (1 + tanh(
p

2=� � (x + 0 :044715� x3))) (2.35)

2.4.2.8 Softmax

The Softmax function rescales the input such that each element lies between0 and1 with the sum
of the output being1. For each elementx i in the input:

Softmax(x i ) =
ex i

P
j ex j

(2.36)

2.4.2.9 GLU

The Gated Linear Unit (GLU) (Dauphin et al., 2017) function splits the input matrix in halvesa and
band element-wise multiplies the �rst half by the sigmoid of the second:

GLU( xa; xb) = xa 

1

1 + e� xb
(2.37)

where
 is an element wise multiplication.

2.4.3 Neural Network Loss Functions

A key aspect of the creation of supervised neural noise reduction networks is the loss term or
objective function. Broadly speaking, this is a function which returns a value that during training
the network attempts to minimise, and describes the difference between the model's prediction and
the label. At each training step (over a `batch' of inputs) this value is computed and used to update
the parameters of the network using aback-propagationalgorithm.

Typically in NNSE training, the loss function is some distance computed between a representation
of the clean label (`reference') audio and the enhanced audio output by the model. The simplest of
these is the Mean Absolute Error (MAE) (l1) loss between the time domain reference audios[n]
and the enhanced audioŝ[n]:

L Time = j
NX

n

1
N

(s[n] � ŝ[n])j (2.38)

Another commonly used loss function is the MSE between magnitude Short Time Fourier Transform
(STFT) representations:

L Spec(SMag ; ŜMag ) =
1

T � FHz

TX

t

FHzX

f Hz

(SMag [t; f Hz] � ŜMag [t; f Hz])2 (2.39)

These losses have been found to introduce artefacts in the enhanced speech and show a low
correlation with measures of human perception (Bagchi et al., 2018; Chai et al., 2018; Goetze
et al., 2014). Thus, models trained solely using a clean speech distance loss function may introduce
unwanted artefacts.
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2.4.4 Neural Network Training

In supervised DNN training, the data and label pairs are typically split intro three partitions, training,
validation and testing sets orsplits. The model is trained using the training set; one full iteration
through the training set is referred to as anepoch. At the end of each epoch (or otherwise at
some interval during the training), the performance of the model is evaluated (without updating
it's parameters) on the validation set. After training is complete, the model is then evaluated over
the testset. The design of the data partition is of critical importance. The validation split must be
different enough from the training data that a degradation in validation performance across epochs
can be used to reveal over�tting (learning the training data too well). Similarly, the training split
must also be distinct from the training data in order to assess the generalisation of the model to
unseen data, which is crucial for real-world uses. In datasets for the NNSE task, the testset audio
data contains distortion types and speakers which are not present in the training set. It is possible
to control if certain layers of parameters are updated during training; those which are set to not be
updated are calledfrozenparameters.

As an example, let's return to the DNN depicted in Figure 2.10 tasked with predicting the chance
of rainfall on a given day. The training data for this task would consist of relevant input features
(rainfall on the days prior, cloud cover, temperature, date etc.) paired with a binary label of if it
did or did not rain under the conditions described in those features in the past. From this, a simple
binary classi�cation model can be trained. In the design of the training/validation/testing split for
this task, it might be prudent to test the model on data from times of the year which it did not observe
during training i.e. to ensure that a model trained on data from winter can generalise to predicting
rainfall in the summer.

The training of DNN systems is affected by a number ofhyperparametervalues. These typically
include the learning rate which controls the in�uence of the loss value in the back-propagation stage,
and thebatchsize which is the number of inputs processed by the model in one update step. Other
hyperparameter values are used depending on the speci�c setup, for example feature transformation
and loss function; the parameters of an STFT transformation or the weighting between two loss
terms. More generally, a hyperparameter can refer to any value which is set by the designer of the
model and for which a value is not learnt during training.

2.4.4.1 Normalisation Layers

There are several common techniques for reducing training time and improving model
generalisation. Two commonly used techniques arebatch normalisation(Ziaee & Çano, 2023)
and layer normalisation(Ba et al., 2016). In batch normalisation, each element in the batch is
normalised by the mean� batch and variance� batch of the entire batch:

BatchNorm(x) = 

�

x � � batchp
� batch + �

�
+ � (2.40)

where
 and� are learnable parameters and� is some very small value to prevent potential division
by 0. Layer normalisation is similar, but applies normalisation relative to the mean� unit and
variance� unit of the values in the hidden unit representation:

LayerNorm(x) = 

�

x � � unitp
� unit + �

�
+ � (2.41)
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2.5 Pretrained Foundational Speech Models

2.5.1 Pre-training and Fine-tuning

A common strategy for DNN training is that ofpre-trainingfollowed by�ne-tuning. In pre-training,
the model is typically trained towards a unsupervised general objective using a large training set.
Then in �ne-tuning, the model is trained on some smaller dataset with supervised objective towards
some speci�c task. In this work, a number of pre-trained models are used as feature extractors in
both the NNSE task and speech metric/MOS prediction, and are presented in the next section.

2.5.2 Self Supervised Speech Representation (SSSR)

Self Supervised Speech Representation (SSSR) models are DNN models of speech which are trained
in a self supervised way using large corpora of speech data (Baevski et al., 2020). This is typically
done by `masking' a portion of the input and then tasking the model with recreating the masked
portion, in a manner similar to an auto-encoder network. At inference time, the network layers
responsible for the recreation step are removed and the model instead returns a deep `context'
representation of the input time domain audio. At this point, additional task-speci�c layers can
be appended to the network, with the self supervised representation model either being �ne-tuned
or frozen as the task speci�c layers are trained. Generally speaking, SSSRs can be said to �rst
perceivethe input audio in a feature encoder step, and thenpredict the context of the content of the
audio in the deeper layers.

SSSR models output acontextrepresentation of the input speech audio waveform. Structurally, they
consist of two main stages. The �rst, denoted by the operatorGFE in the following with subscript
FE standing forfeature encoder, is built from a number of1D convolutional layers which convert
the input time-domain speech signals[n] to a two-dimensional feature representation:

SFE = GFE (s[n]); (2.42)

with a feature dimensionF (typically of size512) and a time dimensionT, i.e. the number of
frames, which is dependent on the length of the input audio signal. The strides and kernel widths of
the 1D Convolutional layers result in a output frequency of49Hz i.e1 second of audio at16000Hz
sample rate is represented by49 time dimensionT indexes inSFE .

The second stage, denoted byGOL , consists of a number of self-attention Transformer (cf.
Section 2.4.1.3) layers and operates over a linear projection of the feature encoder output

SOL = GOL (GFE (s[n])) : (2.43)

The output representationSOL shares the time dimensionT with SFE but has a different, usually
larger feature dimensionF . SubscriptOL stands foroutput layerof the SSSR. Structurally, the
networks consist of two distinct stages as shown in Figure 2.19.

2.5.2.1 Pre-training objectives for SSSRs

There exist several schemes for the pre-training of SSSRs.
The wav2vec2.0(Baevski et al., 2020) self-supervised pre-training objective is as follows. First,
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SSSR
SOLs[n] CNN

GFE

Transformers
GOL

SFE

Figure 2.19: Representations extracted from SSSR model with time-domain input signal
s[n]. Feature channels are sorted (Ravenscroft et al., 2022) and values normalised for
clarity.

the output of the CNN feature encoderX FE is multiplied by a learnt projection to project each
512length vector to length640logits. Each of these logits are divided into2 groupsG of vectors,
representingcodebooksof 320 discrete vectors. A Grumbel-Softmax (Gumbel, 1954) is used to
sample a one-hot vectors for each group, giving2 one hot vectors which are concatenated. From
this, a quantized vectorj t for eacht 2 T in X FE is obtained, which can be projected by another
linear projection to the size of the feature dimension ofGOL . The idea behind this is to build
these codebooks which are able to encode general common speech features across the inputs during
training. Then,50% of the frames aremasked, before being input to the Transformer stageGOL .
The output ofGOL can be expressed asT vectorsr t of length1024. The task of the model is to
solve acontrastiveidenti�cation problem by identifying the quantized vectorj t which corresponds
to the each maskedX FE frame

L wav2vec = � log
exp(sim(rt ; j t )=�wav2vec)

P
�j � J t

exp(sim(ct ;�j � wav2vec))
(2.44)

where� wav2vec is a scaling constant hyperparameter andsim(a; b) is the cosine similarity

sim(a; b) = aT b=jjajjjj bjj : (2.45)

Overall this loss function maximises the similarity between ther t and the quantized vectorj t of the
masked frame while minimising the similarity betweenr t and all the other masked frames. This
loss function is supplemented with a diversity loss (Dieleman et al., 2018) which encourages the
full scope of the codebook to be used.

The Hidden Unit BERT (HuBERT) (Hsu et al., 2021) pre-training objective differs signi�cantly
from that of wav2vec2.0. Instead of a contrastive objective, an approach inspired by masked
language modeling (Devlin et al., 2019) is used. First, k-means clustering (Lloyd, 1982) is
performed over Mel-Frequency Cepstral Coef�cient (MFCC) (Davis & Mermelstein, 1980) features
of the training dataset. Each MFCC feature vector of length39 is assigned to one of100clusters.
From this, ahidden unit embeddingvector of lengthT can be built, encoding to which cluster each
MFCC frame was assigned. Then, as in wav2vec2.0,50% of the frames inX FE are masked and
input toGOL . Each frame in the output ofGOL is projected to the same feature dimension ase (100
during the initial iteration) and a cross-entropy loss is is used to compute the similarity between
the masked frames and the hidden unit embedding. Following the initial iteration, in subsequent
iterations the k-means clustering is instead computed with500clusters over the output of one of the
intermediate transformer layers, clustering with768rather than39 features.
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